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Abstract. The aim of this paper is to present some modifications of
the orbits generation algorithm of discrete dynamical systems. The first
modification is based on introduction of a perturbation mapping in the
standard Picard iteration used in the orbit generation algorithm. The
perturbation mapping is used to alter the orbit during the iteration pro-
cess. The second modification combines the standard Picard iteration
with the iteration which uses the perturbation mapping. The obtained
patterns have unrepeatable structure and aesthetic value. They can be
used for instance as textile patterns, ceramics patters or can be used in
jewellery design.
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1 Introduction

One of the most elusive goals in computer aided design is artistic design and pat-
tern generation. Pattern generation involves diverse aspects: analysis, creativity,
development [15]. A designer have to deal with all of these aspects in order to
obtain an interesting pattern which later could be used in jewellery design, car-
pet design, as a texture etc. Usually the most work during the design stage is
carried out by a designer manually. Especially, in the case in which a graphic
design should contain some unique unrepeatable artistic features. Therefore, it is
highly useful to develop an automatic method for aesthetic pattern generation.

Aesthetics in the world of art and photography is connected with the prin-
ciples of the nature and the perception of beauty [1]. Judging the beauty and
other aesthetic qualities of patterns, paintings, photographs is a highly subjec-
tive task, so there is no standard method of measuring aesthetic values and it is
a challenge to create such method in the emerging discipline of computational
aesthetic [16]. However, in most of the works about pattern generation, in this
paper also, the aesthetic is judged by the subjective feeling of the authors.

The literature is full of very diverse methods of pattern generation. For in-
stance in [10] [14] the methods based on Iterated Function Systems and Genetic
Algorithms for jewellery design were proposed. An interesting method based on
root-finding polynomials, called polynomiography, was presented in [4]. In [13] a
product-delay algorithm was proposed which is based on multiplication of sine
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and square waves and in [5] authors presented a method which creates stone-like
decorations using marbling.

Also very diverse methods based on discrete dynamical systems were pro-
posed. In [8] authors made use of Gumowski-Mira transform for the genera-
tion of patterns used later as textile patterns. In their method they took the
Gumowski-Mira transform and changed only the parameters of it. Other ap-
proach was presented in [2]. The authors have used different kinds of dynamical
systems and using the switching process between the dynamical systems in con-
junction with the Krasnoselskij iteration they generated aesthetic patterns. In
this paper we propose another approach in obtaining aesthetic patterns from
discrete dynamical systems. We modify the standard Picard iteration using the
perturbation mapping and also combine both methods.

The paper is organized as follows. In Sect. 2 we introduce the basic infor-
mation about discrete dynamical systems and present examples of dynamical
systems which produce nicely looking orbits. Next, in Sect. 3 we introduce the
notion of a perturbation mapping and how it can be used in the pattern genera-
tion. Some examples of aesthetic patterns obtained with the proposed methods
are presented in Sect. 4. Finally, in Sect. 5 we give some concluding remarks.

2 Discrete Dynamical Systems

Let M be a subset in the q-dimensional Euclidean space IRq. Following [9] dis-
crete dynamical system is a continuous mapping Φ : M × IN→M such that

Φ(x, 0) = x, (1)

Φ(Φ(x, t), s) = Φ(x, t+ s) (2)

for all t, s ∈ IN and x ∈M . The variable t is thought of as the time and generally
discrete dynamical systems result from iterative processes or difference equations
[9].

Assume that f : M → M is a continuous mapping. Then f generates a
discrete dynamical system of the form [9]:

Φ(x, n) = fn(x) = f ◦ . . . ◦ f︸ ︷︷ ︸
n times

(x). (3)

If n = 0 then f0(x) = x.
In the rest of the paper we will be interested in discrete dynamical systems

given in a following form:

xn = fn(x) = f(fn−1(x)) = f(xn−1), (4)

where n > 0. Formula (4) is also called the Picard iteration.
For our further considerations we also need the notion of an orbit. Orbit (or

trajectory) of a point x0 is a sequence {xn}∞n=0, where xn is given by (4).
Many examples of dynamical systems are known [7], but we are mainly in-

terested in those which produce geometric patterns that can be recognized as
aesthetic ones. Now, we present the examples of such dynamical systems in IR2:
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– Hopalong transformation [6]

xn = yn−1 − sgn(x)
√
|bxn − c|,

yn = a− xn−1,
(5)

where a, b, c ∈ IR and sgn : IR→ IR is defined as follows:

sgn(x) =


−1 if x < 0,

0 if x = 0,

1 if x > 0,

(6)

– Zaslavsky transformation [7]

xn = (xn−1 +K sin yn−1) cosα+ yn−1 sinα,

yn = −(xn−1 +K sin yn−1) sinα+ yn−1 cosα,
(7)

where K ∈ IR, α = 2π
q , q ∈ IN, q ≥ 3,

– Chip transformation created by Peters for the HOP program [11]

xn = yn−1 − sgn(xn−1) cos(ln |bxn−1 − c|)2 · arctan(ln |cxn−1 − b|)2,
yn = a− xn−1,

(8)

where a, b, c ∈ IR,

– Quadrup Two transformation also created by Peters for the HOP program
[11]

xn = yn−1 − sgn(xn−1) sin(ln |bxn−1 − c|) arctan(cxn−1 − b)2,
yn = a− xn−1,

(9)

where a, b, c ∈ IR,

– Three Ply transformation is another transformation created by Peters [11]

xn = yn−1 − sgn(xn−1)| sinxn−1 cos b+ c− xn−1 sin(a+ b+ c))|,
yn = a− xn−1,

(10)

where a, b, c ∈ IR.

The other examples of dynamical systems, producing interesting orbits, are:
Gumowski-Mira transformation (CERN, 1980) [3], Martin [6], Cockatoo [6] etc.
In Fig.1 the examples of orbits for the first 100000 points for transformations (5),
(7), (8), (9), (10) are presented. The parameters for the transformations were
following: Hopalong – a = 55, b = −10, c = −42.1, x0 = 0, y0 = 0, Zaslavsky
– K = 4, q = 7, x0 = 1, y0 = 1, Chip – a = 34, b = 1, c = 5, x0 = 0, y0 = 0,
Quadrup Two – a = 34, b = −1.2, c = −20, x0 = 0, y0 = 0, Three Ply – a = 55,
b = −10, c = −42.1, x0 = 0, y0 = 0.
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Fig. 1. The examples of orbits (n = 100000), the top row (from the left): Hopalong,
Zaslavsky, Chip, the bottom row (from the left): Quadrup Two, Three Ply

3 Orbit Perturbation

As we mention at the beginning of the paper there exist methods which use
discrete dynamical systems presented in Sect. 2. They use changing of the trans-
formation parameters or switching process in conjunction with the Krasnoselskij
iteration. In our approach we are interested in the orbits of discrete dynamical
systems.

Lets see an example of orbits for different starting points of a fixed dy-
namical system. Figure 2 presents orbits starting from (from left): (1.2,−2.05),
(−3.55,−1.2) and (3.601,−1.05) for the Quadrup Two transformation with a =
34, b = 1, c = 5 and n = 100000. To colour the orbits we used the iteration
method [2] in which the colour of a point is given according to the number of
iteration at which this point arises and a fixed colourmap. In this example we
see that for different starting points we obtain various shapes of the orbits. This
gives an idea that we can alter the orbits during the iteration process to change
the shape of the final orbit.

We modify the Picard iteration given by (4) in a following way:

xn = (f ◦ p)n(x) = (f ◦ p)((f ◦ p)n−1(x)) = (f ◦ p)(xn−1), (11)

where p : M →M is a mapping. The mapping p is called a perturbation mapping
and its aim is to alter (perturb) the orbit during the iteration process. We do
not make any assumptions about the perturbation mapping because we can alter
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Fig. 2. Orbits of Quadrup Two transformation for different starting points

the orbit in very different ways. When p(x) = x for all x ∈ M we do not have
any perturbation of the orbit and therefore (11) reduces to (4).

A very simple example of perturbation mapping is:

pv(x) = x+ v, (12)

where v ∈M . This mapping simply translates the given point by v. In this way
we change the orbit in every iteration in the same direction. We also can change
the orbit by v only in some iterations, e.g. if the number of iteration is divisible
by some fixed value.

Of course there is nothing in the way to use different values of v in consecutive
iterations. In this case we can define some equation for v or we can define a grid
with vectors and the appropriate vector is then computed using the bilinear
interpolation. We also can give some randomness in the perturbation mapping
taking in each iteration a random value of v.

When we have a perturbation mapping p we can define a new iteration process
which combines the standard Picard iteration with the iteration given by (11).
For instance this can be done in a following way:

xn = αx′n + (1− α)x′′n, (13)

where α ∈ IR and

x′n = f(xn−1), (14)

x′′n = f(p(xn−1)). (15)

4 Examples

In this section we show some examples obtained using the methods presented in
Sect. 3. In all the examples we use the same colouring method as in Fig. 2 but
with other colourmaps.

We start with an example of Zaslavsky transformation with K = 3, q = 5,
starting point (1, 1) and number of iterations equal 100000. In the iteration
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process we used pv given by (12) with v = (1, 0.5) which is used after every:
500, 2500, 10000 iterations. The obtained results are presented in Fig. 3. The
top part of the figure presents the original orbit without any perturbation, and
the bottom part presents the patterns obtained with the perturbed orbits after
every (from left): 500, 2500, 10000 iterations.

Fig. 3. Original orbit of Zaslavsky transformation (top) and patterns obtained with
perturbation after a fixed number of iterations (bottom)

The next example presents the use of perturbation mapping pv given by
(12) with different values of v. This time we used the Chip transformation with
a = 55, b = −10, c = −42, starting point (1, 1) and number of iterations equal
100000. Figure 4 presents the obtained patterns. The top part presents the orig-
inal orbit, and the bottom part presents patterns for different values of v (from
left): (0.1, 0.2), (9.1,−8.3), (−0.58, 2.16).

Using the random vectors in the perturbation mapping we are also able to
obtain very interesting and diverse patterns which shows next example. For this
example we used the Hopalong transformation with a = −55, b = −1, c =
−42, starting point (0, 0) and number of iterations equal 100000. The obtained
patterns are presented in Fig. 5, where the original orbit is in the top part, and
in the bottom part we have patterns obtained with the random vectors. The
co-ordinates of the random vector were randomly chosen from [−0.05, 0.05].

In the last example we present some patterns obtained using the combination
of the Picard iteration and the perturbed iteration. We used the Three Ply
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Fig. 4. Original orbit of Chip transformation (top) and patterns obtained with pertur-
bation using different vectors (bottom)

Fig. 5. Original orbit of Hopalong transformation (top) and patterns obtained with
perturbation using random vectors (bottom)
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transformation with a = −54.4, b = −1, c = −42, starting point (0, 0) and
number of iterations equal 100000. The obtained patterns are presented in Fig. 6.
The original orbit is in top-left part of the figure, and in the top-right we have
a pattern obtained with perturbation with a fixed vector v = (−0.5, 0.5). In the
bottom part we have the patterns obtained with the combination method with
different values of α (from left): 0.3, 0.6, 0.9.

Fig. 6. Original orbit of Three Ply transformation (top-left), pattern obtained with
perturbation mapping with a fixed vector (top-right) and patterns obtained using the
combination (13) with different values of α (bottom)

5 Conclusions

In the paper we presented new methods for patterns generation with the use of
discrete dynamical systems. The first method uses the perturbation mapping,
which alters the orbit of a dynamical system during the iteration process. We also
presented some perturbation mappings. The second method uses a combination
of the two methods: the standard Picard iteration and the method with the
perturbation mapping.

The presented examples show that using the proposed methods we are able
to obtain very interesting and diverse patterns. The patterns differ from those
obtained with the standard Picard iteration. Comparing to the method from [8]
the proposed methods give more possibilities of obtaining unrepeatable patterns.
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The obtained patterns have an aesthetic value so they can be used as usable
patterns, e.g. textile patterns, ceramics patterns, or can be used in jewellery,
decoration design or in generating textures using for instance the glyph bombing
technique [12].
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