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Abstract. Assessment is one of the most important parts of the education sys-
tem. The effectiveness of teaching and learning needs to be assessed so that all 
parties involved in this system can be improved. When “Assessment” is pow-
ered with technology and named as “E-Assessment”, generating the data to 
make the necessary improvements in education gets easier. However, as is the 
case in other fields, technology brings risks and challenges along with its indis-
pensable benefits. This paper provides insights about success factors that are 
extracted from the literature and validated through a Delphi study. With the par-
ticipation of eleven experts in two iterative rounds, in addition to the success 
factors, practicable solutions to achieve success are also collected. The decision 
makers who plan the implementation and administration processes of 
E-Assessment can consider the proposed key success factors and the practicable 
solutions when allocating resources.
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1 Background

The use of technology in educational assessment is quantitatively increasing. In the 
three decades since the first generation of computer-based tests took place in the 
United States (US) [1], many countries have delivered their formative and summative 
examinations in electronic form (e.g. see [2] for the US; [3] for the UK; [4] for the 
Netherlands and [5] for Australia). One of the major international surveys, the ‘Pro-
gramme for International Student Assessment” (PISA), intends to move completely to 
electronic mode by 2015 although “there are still a lot of open questions to be dis-
cussed” [6, p. 7].

E-Assessment can be defined as digitizing any assessment-related activity [7]. 
E-Assessment can make the whole assessment process more efficient and provides
numerous possibilities, which cannot be achieved with traditional paper-pencil as-
sessments. For example, test scores can be received quickly (sometimes almost im-
mediately) [8], richer assessment data for decision making can be collected [9] and 
consistency in marking can be ensured [8]. 
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Considering the benefits and challenges of E-Assessment and also some of the 
open questions in the field, the study presented in this paper addresses the following 
questions: 
• What are the most important organizational and technical success factors of 

E-Assessment?  
• What is the order of perceived importance of these factors according to experts’ 

opinions?  
• What are the practical solutions for achieving the proposed success factors?

This empirical study will validate the relevance of identified success factors and
explore new and context-specific ones. Thus, decision makers who plan the imple-
mentation and administration processes of E-Assessment can utilize the identified and 
ranked success factors in this study while allocating resources for their projects.

2 Methodology

2.1 Data Acquisition: The Delphi Method

The Delphi method has been applied in a wide variety of fields [10] as a decision 
making tool to deal with complex problems [11]. It is an approved technique in in-
formation systems research [12, 13] and has been used broadly “to identify and rank 
key issues for management action” [14, p. 763] which is one of the objectives of this
study. In spite of the different applications of the method, there are three common 
features of Delphi procedures identified by Dalkey (1969): anonymity; statistical 
group response’ and iteration with controlled feedback [15].

Participants are kept anonymous from each other so they are not affected by domi-
nant respondents [10]. Because participants are not anonymous to the researcher, the 
answers can be tracked in case follow-ups are needed [10]. Individual contributions 
are aggregated and the group’s judgment is assessed through statistical procedures in 
order to ensure the reliability of the results [16]. The iterative process is built by bas-
ing each round on responses to the preceding round. Feedback is given to the group at 
each round with a summary of the results and respondents have a chance to revise 
their answers by considering the group’s views on the subject [10].

Delphi administration: The Delphi process usually has four phases which can be 
summarized as exploration of the subject, understanding the view of the group, re-
solving significant disagreements and final evaluation [11].

For the first phase of the study, to explore the subject, an initial set of success fac-
tors was identified through a literature review. Journal, conference and workshop 
papers, technical reports and books were collected using the search term
“E-Assessment” and other relevant terms (e.g. “computer-based test”, “online as-
sessment”, “technology-based assessment”) on online databases. The criteria for the 
document selection were that these documents had some relevance to the implementa-
tion of E-Assessment with the focus of organizational and/or technical issues.



In the second phase, views of experts were collected through an online question-
naire. Participants were asked to rate the importance of values of success factors 
based on a 5-point Likert scale ranging from “Unimportant” to “Very important”.
Respondents were also asked to add key components for each success factor. 

The second iteration was based on the results of the first one and used to resolve 
disagreements and improve the reliability of the results. 

In the final phase, the results of the two rounds of questionnaires were analyzed 
and documented.

Identification of the experts: The participant selection criteria for this study were 
that the candidates would either have relevant publications or have been actively in-
volved in a number of relevant projects.

Eleven out of eighty expert candidates initially contacted participated in the study. 
Delphi studies, differently from traditional surveys, do not depend on representative 
sample size since they require contributions of qualified experts who have deep 
knowledge on the subject [10]. For this reason, eleven was considered reasonable and 
invitations to the second round were only sent to those experts who took part in the 
first round. 

2.2 Data Analysis

“There are many different views on what are the ‘proper’, ‘appropriate’, ‘best’ and/or 
‘useful’ procedures for accomplishing the various specific aspects of Delphi” [11, p. 
3]. It has been suggested that consensus can be determined by examining the aggre-
gate of judgment and the convergence of opinion [17]. In this study, the evolution of 
consensus between two rounds had been observed as a central tendency and conver-
gence of opinions by checking the movements in mean, median, standard deviation 
(SD) and percentage response rates [16, 18]. The mean, as a measure of central ten-
dency, represents the group opinion. The standard deviation, as a measure of spread, 
represents the disagreement level [18]. High SD values mean high disagreement. Per-
centages for each level of the importance scale are used to assess convergence of 
responses.

Qualitative coding [19, p.81] (using both deductive [19] and inductive [20] ap-
proaches) was used to analyze the free-text responses in order to expand the list of 
success factors and their key components by deriving new elements from the dataset. 

3 Initial Set of Success Factors

In this section, the initial set of success factors which formed the base of the first 
round questionnaire is explained. Short descriptions and some of the practical solu-
tions resulting from the literature review are presented for each success factor. Organ-
izational factors tend to deal with managerial issues such as policy, planning, struc-
ture and human resources. However, technical factors tend to deal with specification, 
acquisition, development, use and protection of hardware and software tools.



3.1 Organizational Success Factors

Human Resources: Specifying roles and responsibilities of personnel is a 'must' for 
the success of computer-based assessment systems [21]. Cooperation among assess-
ment, learning and technology staff was indicated as an important driver in successful 
E-Assessment implementation [22]. Training has also been pointed out as one of the 
most important tasks [8, 22].

Institutional Support: Effectiveness is dependent on institutional support [23]. 
Funding is inevitably required [24].

Administration Support: Technical support should be given throughout the assess-
ment process [25, 26]. A “Service Center” can help to solve technical problems quick-
ly and prevent further issues, possibly via telephone [27, 28]. Documentation such as 
administration manuals and quick reference sheets can be disseminated to help out 
with common technical issues [27].

Risk Management: Managing risks has paramount importance [21]. Pilot tests can 
be used to identify and analyze the risks [21, 27] and emergency plans can be formu-
lated [22]. Having spare computers and paper-based options is suggested [21, 25].

Continual Improvement: The effectiveness of E-Assessment projects is dependent 
upon “a long range plan for sustainability” [23, p. 16]. Stakeholders’ and examinees’ 
needs should be considered to make improvements in the E-Assessment system. Ser-
vice center call logs can be analyzed to get the recommendations for changes and 
improvements; also post administration surveys can be conducted to directly ask for 
suggestions [29].

3.2 Technical Success Factors

Assessment System Features: The features of E-Assessment software tools affect all 
phases of the assessment process [8, 30]. The assessment software platform should 
support the design of a variety of question types and be an open source platform 
which is available for free use [30]. Collected data must not be lost in case of any 
system failure [2, 31, 32].

Testing Room: “An obvious but nevertheless important need for computer-based 
tests is the test administration sites” [32, p. 2]. It should be quiet and comfortable [5, 
22, 33]. Proper lighting is needed to prevent glare on the computer screens [22, 24]. 

Connectivity: Adequate bandwidth is one of the crucial factors [22, 28, 29]. A wired 
internet connection is recommended for reliability [31, 33]. In order to deal with low 
bandwidth, local caching software is used [28, 33] or the data are downloaded on to 
PCs [34]. 

Security: Ensuring security is critical [30, 35]. Assessment data including personal 
registration information, questions and scores need to be secured throughout the ad-



ministration [4, 27, 31, 35]. Secure authentication [4, 34, 35] and protection against 
viruses and hacking attempts [26, 34] are of utmost importance. 

Interoperability: “Interoperability is about portability” [22, p. 18]. E-Assessment
materials must be portable between different platforms and learning management 
systems [8, 26] so assessment resources can be shared and reused [22].

Accessibility: Accessibility has to be taken care of [9, 27, 35]. Necessary accommo-
dation should be provided including extra time [9], Braille versions [9], alternative 
hardware [32] and software adjustments [27]. The design of the E-Assessment project 
must comply with legal requirements [26].

Usability: Ease of use of the E-Assessment system is another crucial factor [32, 34]. 
An intuitive interface design is needed for non-technical personnel in item authoring 
[30]. Also, examinees should be able to concentrate on the test items instead of spend-
ing time understanding how to navigate or how to indicate a response [32].

4 Findings

4.1 Participants’ Profile

The E-Assessment project directory (see 
http://www.dur.ac.uk/smart.centre1/jiscdirectory/page_06.htm), which was used to 
recruit some of the candidates, mostly consisted of projects in the United Kingdom 
(UK). Therefore, not very surprisingly, almost all of the participants (10 out of 11) are 
academics who work in universities in the UK. Only one participant works in a re-
search centre in Greece and all participants except one practitioner have several pub-
lications in the field. The expert panel is very homogeneous and the results of the 
study largely reflect a UK perspective. In their publications, they summarize their 
work in relevant projects or effective and innovative practices of E-Assessment in 
other projects through case studies. Some of the publications are literature reviews 
which are the proof of participating experts’ theoretical knowledge in the field. One 
of the participants conducted an adapted version of a Delphi study in 2006 as a fore-
casting method to probe visions about the future of E-Assessment [21]. A few other 
participants have been involved in some projects of the Joint Information Systems 
Committee (JISC) (e.g. E-Assessment glossary [36], Case studies on effective prac-
tice with E-Assessment [37], Case studies on advanced E-Assessment techniques 
[38], and A guide to technology-enhanced assessment and feedback [3]).

4.2 Ranking

According to the results of the second round, the five most important success factors 
are Security, Assessment System Features, Accessibility, Institutional Support and 
Connectivity. Institutional Support is the only organizational factor among the top 5 
most important success factors, and in contrast to the findings of Conole and War-
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burton (2011), the experts in this study found technical factors outweigh organiza-
tional issues [8]. 

The rankings of the success factors for both rounds are presented in Table 1. For all 
of the success factors, the SD values were either the same or decreased in the second 
round compared to the first. This confirms the evolution of consensus between suc-
cessive rounds. 

There are slight decreases in the mean ratings of almost half of the success factors.  
Nevertheless, on average, respondents perceived the proposed success factors im-
portant for implementing E-Assessment projects. When the respondents were asked to 
comment on the ranking based on the first questionnaire results, they reflected that the 
ranking was generally fair.

Based on participants’ comments on the definitions of success factors, Administra-
tion Support was split into two factors as Administrative Support and Technical Sup-
port. 

Table 1. Importance of ranking of success factors listed by second round ranking order.

Round One (N=11) Round Two (N=11)

Success Factor Rank Mean Median SD Rank Mean Median SD

Security #1 3.73 4 0.65 #1 3.73 4 0.65

Assessment System

Features

#3 3.46 3 0.52 #2 3.64 4 0.50

Accessibility #7 3.18 3 0.98 #3 3.18 3 0.98

Institutional Support #7 3.18 3 0.98 #4 2.91 3 0.54

Connectivity #10 2.64 3 1.50 #5 2.82 3 1.08

Technical Support N.R. #6 2.73 3 0.65

Continual Improvement #6 3.18 4 1.25 #7 2.73 3 1.01

Risk Management #9 2.91 3 1.38 #8 2.46 3 1.13

Administrative Support N.R. #9 2.36 2 0.92

Human Resources #4 3.27 4 1.19 #10 2.27 2 0.90

Interoperability #11 2.09 2 0.94 #10 2.27 2 0.90

Testing Room #8 3.09 4 1.22 #11 2.00 2 1.10

Usability #2 3.46 4 0.82 N.R.

Administration Support #5 3.18 4 1.08 N.R.

Notes: SD: Standard deviation; N.R.: Not rated.
The items are ordered by mean first, then by median and then by SD in the case of ties.
0=Unimportant, 1=Of Little Importance, 2=Moderately Imp., 3=Important, 4=Very Imp.

5 Discussion

In the following section, the details of the results, key components and practical solu-
tions, are presented in Tables 2 to 6, showing the results of the literature review and 
the Delphi study. The list of items in these tables can be used as a checklist for im-
proving the success of E-Assessment implementations.



5.1 Top Five Success Factors

Security: Security was ranked as the most important success factor in both rounds. 
There is neither convergence nor divergence in the distribution of responses because 
the percentages for each importance level value remained the same. A low SD (0.65) 
confirms the high consensus on this factor. One of the respondents pointed out that 
Security is essential for the entire process to be stable and another noted that Security
“leads to confidence in the system”. It was also highlighted that the importance given 
to Security depends on whether the test is summative or formative. For formative low 
stakes assessments where providing feedback is the main goal, some security issues 
remain important but they are not as vitally important as in summative tests. 

Table 2. Key Components and Practical Solutions for Security.

Key Components Practical Solutions

Secure storage & trans-

mission of data

• Security of questions, 
answers & data**

• Loading examinations on the server in 
the last minute

• Isolated network of server (questions)
• Protocols to remove questions from 

the PCs
• Protected answer file directories on 

server 
• Software features to prevent: print, 

copy, send, download 
• Fragmentation
• Time protected files
• Password protection
• Proxy server
• Encryption**

Secure authentication • Pre-registration of computers
• On-site photo of examinees 
• Fingerprint
• Retinal scan
• User name and password
• Attestation statement
• Valid photo ID

Prevent cheating • Privacy screens
• Large item banks and random ques-

tions
• Video and audio taping
• Isolated network of student machines
• Cardboard carrels
• Video  and audio surveillance equip-

ment
• Deleting browse history

Protect against viruses & 

hacking

• Firewalls
• Virtual private networks
• Encryption

Note: Items with ** were mentioned by experts and in the literature; items with * were men-
tioned only by experts; and the rest of the items were mentioned only in the literature.



Assessment System Features: In the first round, respondents were asked to rank 
Usability as a separate success factor from Assessment System Features but the an-
swers to open-ended questions suggested a merge between these two factors. In the 
second round, Usability was presented as a key component of Assessment System 
Features and ranked as the second most important success factor. This might be 
caused by the merging, since Usability was also ranked high in the first round. The 
low SD values of both rounds show that there is high consensus on the importance of 
ratings for this factor. The importance of usability features for authors was empha-
sized by the respondents. They noted that scheduling, easy marking and reporting 
features would make life easier for authors. A wide variety of question types and flex-
ibility were also mentioned as important components of E-Assessment systems by 
five participants.

Table 3. Key Components and Practical Solutions for Assessment System Features.

Key Components Practical Solutions

Usability** For authors** • Item templates
• Style sheets
• Easy marking*
• Scheduling features*
• Multimedia usage*
• Reporting features*

For examinees** • Practice tests and items
• Help options
• Video tutorials
• Instruction screens**

General** • Software evaluations
• Usability heuristics
• GUI design standards**

Flexibility** • Cross-platform compatibility
• Various question types**

Adaptability** • Modular design
• Open coding**

Robustness** • Using minimum hardware resource

Preventing data loss** • Recovery from system failures
• Back up assessment data

Accessibility: Accessibility shows a rather divergent response pattern. The responses 
range between “Very Important” and “Of Little Importance”. A slightly high SD 
(0.98) is also a sign of low consensus. Nevertheless, it was ranked in the third position 
due to its high mean value. 

Three respondents stated that they expected to see Accessibility in a higher order 
when they were given the results of the first round. They also added that Accessibility
is often neglected. Four respondents highlighted the importance of legal requirements 
in the UK because institutions have to adhere to the Special Educational Needs and 
Disability Act while preparing teaching and learning materials [39].



Table 4. Key Components and Practical Solutions for Accessibility.

Key Components Practical Solutions

Hardware & Software** • Alternative input devices
• Larger monitors
• Braille versions**
• Adjustments on the inter-

face**

Allowances** • Extended testing time
• Individual rooms*
• Amanuensis support*

Legal requirements**

Institutional Support: Mean values show that Institutional Support became less 
important to the respondents. The percentages of responses for “Very important” and 
“Important” varied appreciably. Also, a convergence occurred between two rounds. 
The decrease in SD showed a movement towards consensus.

In the first round, Institutional Support was defined as “the top management’s sup-
port on the implementation”. In the second round, when only the collected key com-
ponents were presented instead of the short definition, one of the respondents com-
mented that “Now I understand that this category includes funding, I think that it is 
more important than I may have first thought”. It is assumed that this was not the case 
for the other respondents because we would expect an increase in ratings instead of 
the slight decrease that occurred in the second round. 

Table 5. Key Components and Practical Solutions for Institutional Support.

Key Components Practical Solutions

Funding** • Hardware /infrastructure*

Developing awareness* • Institutional strategy*
• Institutional policy*

Coordination* • Planning
• Organization*

Analysis & monitoring*

Connectivity: A modest fall in SD values confirms the convergence and thus the 
evolution of consensus. In the second round, more respondents found Connectivity
important and this change resulted with a slight increase in mean rating. In the second 
round, respondents were presented with the key components of Connectivity (fast 
response and robustness). Based on their comments in the second round, we can as-
sume that the poor agreement occurred because some of the respondents did not think 
about these components in the first round.



Table 6. Key Components and Practical Solutions for Connectivity.

Key Components Practical Solutions

Fast response** • Copying data onto PCs
• Local caching soft-

ware/server**

Robustness** • Wired connection
• LAN

6 Limitations

This study has involved a small sample size and the participant profile is very homog-
enous (10 out of 11 are from the UK). Therefore the results should be treated with 
caution. In some Delphi studies participants are recruited from certain countries and 
they are grouped in panels (e.g. Hong Kong, Finland and US panels in [13]). The 
results from each panel are compared and interpretation can be considered according-
ly. We can assume that this Delphi study consists of a UK panel and if it is followed 
by a larger study, the results can be compared with other panels.

This research focused on only organizational and technical success factors but with 
success factors from other dimensions (e.g. pedagogic/psychometric), a bigger picture 
could be seen.

7 Conclusions

This study empirically identified and validated the organizational and technical key 
factors affecting the success of E-Assessment projects. The Delphi method was used 
to analyze and rank these factors through two rounds of online questionnaires. The 
data were collected from a panel of experts who had been involved in a number of 
E-Assessment projects and/or had relevant publications. Eleven experts participated 
in both rounds. The top five factors among twelve were Security, Assessment System 
Features, Accessibility, Institutional Support and Connectivity. The expert panel iden-
tified a number of key components and practical solutions which were not recognized 
in the literature review. These findings can assist decision makers when implementing 
E-Assessment projects and allocating resources.
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