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Abstract We propose a benchmark suite for parity games that includes
the benchmarks that have been used in the literature, and make it avail-
able online. We give an overview of the parity games, including a de-
scription of how they have been generated. We also describe structural
properties of parity games, and using these properties we show that our
benchmarks are representative. With this work we provide a starting
point for further experimentation with parity games.

1 Introduction

Parity games (see, e.g., [24,55,78]) play an important role in model checking
research. The µ-calculus model checking problem is polynomial time reducible
to the problem of deciding the winner in parity games [73]. Other problems that
are expressible in parity games are equivalence checking of labelled transition
systems [73], as well as synthesis, satisfiability and validity of temporal logics
[66].

Besides their practical interest for verification, solving (deciding the winner
of) parity games is known to be in the complexity class NP ∩ co− NP, and
more specifically in UP ∩ co− UP [42]. Parity game solving is one of the few
problems in this complexity class that is not known to be in P, yet there is
hope that a polynomial time algorithm exists. In recent years this has led to the
development of (1) a large number of algorithms for solving parity games, such
as [44,67,68], all of which were recently shown to be exponential, and (2) the
study of (polynomial time) reduction techniques for parity games [30,47,21,22].

So far, practical evaluation of parity game algorithms has been based on ad-
hoc benchmarks, mainly consisting of random games or synthetic benchmarks.
Friedmann and Lange observed in 2009 [30] that no standard benchmark set for
parity games was available. They introduced a small benchmark set in the con-
text of their comprehensive comparison of parity game solving algorithms and
their related heuristics [30]. The set of benchmarks was extended in [47,21,22]
using model checking and equivalence checking cases. To the best of our know-
ledge, the situation has not improved since then, and the benchmarks in these



papers still are the most comprehensive benchmarks included in a single paper.
The number of games and the diversity of parity games in each set in isolation
are however limited. The lack of standard benchmarks makes it hard to compare
the different tools and algorithms presented in the literature.

To improve the current situation, in this paper we propose a set of parity
games for benchmarking purposes that (1) is diverse, (2) contains games that
originate from different verification problems, and (3) includes those games that
have been used to experimentally evaluate algorithms in the literature.

In general, parity game examples in the literature can be classified as follows
(we indicate their origins):

1. Encodings of problems such as model checking, equivalence checking and
complementation of Büchi automata to parity games [53,54,75,47,21,22,30].

2. Synthetic parity games for which a certain solving algorithm requires expo-
nential time [53,43,58,26,31,29,35].

3. Random games [6,49,68,69,30,31].

Our benchmarks include games from each of these categories.
Additionally, inspired by the properties for explicit state spaces in [60] we

introduce a set of structural properties for parity games, and in the spirit of
[61,62] we analyse our benchmarks. Among others, we introduce a novel notion
of alternation depth for parity games.

The structure of the paper is as follows. We first introduce parity games
and their structural properties in Section 2. Next we describe the benchmarks
(Section 3) and the way in which they have been generated (Section 4). Finally we
illustrate diversity of our benchmarks with respect to the structural properties in
Section 5. This paper is based on the PhD thesis of the author [45, Chapter 5]; an
extended version of this paper, including more detailed descriptions and analyses
is available as [46]. We plan to keep [46] up-to-date when new benchmarks are
added, and we invite the community to contribute benchmarks.

2 Parity Games and Their Structural Properties

A parity game is a two-player game played on a finite, directed graph by two
players, even and odd, denoted � and �, respectively. We use © ∈ { �,�} to
denote an arbitrary player. Formally, a parity game is a structure (V �, V�,→, Ω),
where V � and V� are disjoint sets of vertices. We say that © owns v if v ∈ V©,
we write V for V �∪V�;→⊆ V ×V provides the total edge relation—hence each
vertex has a successor—and Ω : V → N assigns a non-negative integer priority
to every vertex. The parity game is played by placing a token on some initial
vertex, and then the players take turns moving the token: if the token is on a
vertex v ∈ V© then© plays the token to one of the successors of v. This way, an
infinite play through the game is constructed. If the largest priority that occurs
infinitely often on this play is even (resp. odd) then � (resp. �) wins the play.

The time required for parity game solving and reduction algorithms depends
on the structure of the game. Typically the algorithmic complexity of parity
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game algorithms are expressed in terms of the size of the game graph, i.e. the
number of vertices and edges, and the number of priorities in the game. Although
other structural properties may not affect the asymptotic running times of the
algorithms, in general they do affect the actual running time. We therefore de-
scribe a number structural properties that could be used for the further study
of parity games.

Sizes. As basic parity game properties, we consider the numbers of vertices |V |,∣∣V �

∣∣ and |V�|, and the number of edges |→|. We write Ω(V ) for the set of
priorities {Ω(v) | v ∈ V }, and denote the number of priorities in the game by
|Ω(V )|. The number of vertices with priority k is represented by

∣∣Ω−1(k)
∣∣. The

complexity of most parity game algorithms is expressed in these quantities. For
parity games in which either |V�| = 0 or

∣∣V �

∣∣ = 0, special polynomial time
solving algorithms are available, see [30].

Degrees. Typical structural properties in the graph are the in- and out-degrees of
vertices, i.e., the number of incoming and outgoing edges of vertices. Formally, for
vertex v ∈ V , indeg(v) = |{u ∈ V | u→ v}|, outdeg(v) = |{w ∈ V | v → w}|, and
deg(v) = |{w ∈ V | v → w ∨ w → v}| are the in-degree, out-degree and degree
of v. We consider the minimum, maximum and average of these values.

The degrees of vertices might have an effect on, e.g., algorithms that use
lifting strategies to propagate information between vertices. Examples of such
algorithms are small progress measures [43] and the strategy improvement al-
gorithm [68].

Strongly Connected Components. The strongly connected components (SCCs) of
a graph are the maximal strongly connected subgraphs. More formally, a strongly
connected component is a maximal set C ⊆ V for which, for all u, v ∈ C, u→∗ v,
i.e., each vertex in C can reach every other vertex in C.

The strongly connected components in a graph induce a quotient graph. Let
sccs(G) denote the strongly connected components of the graph. The quotient
graph is the graph (sccs(G),→′) and for C1, C2 ∈ sccs(G), there is an edge C1 →′
C2 if and only if C1 6= C2 and there exist u ∈ C1 and v ∈ C2 such that u → v.
Observe that the quotient graph is a directed acyclic graph.

We say that an SCC C is trivial if |C| = 1 and C 6→ C, i.e., it only contains
one vertex and no edges, and we say that C is terminal if C 6→′, i.e., its outdegree
in the quotient graph is 0. The SCC quotient height of a graph is the length of
the longest path in the quotient graph.

Parity game algorithms and heuristics can benefit from a decomposition into
strongly connected components (SCCs). One prominent example of this is the
global parity game solving algorithm presented by Friedmann and Lange [30],
for which it was shown that SCC decomposition generally works well in practice.

Properties of Search Strategies. Given some initial vertex v0 ∈ V , breadth-first
search (BFS) and depth-first search (DFS) are search strategies that can be used
to systematically explore all vertices in the graph. The fundamental difference
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between BFS and DFS is that the BFS maintains a queue of vertices that still
need to be processed, whereas the DFS maintains a stack of vertices. We record
the queue and stack sizes during the search.

Breadth-first search induces a natural notion of levels, where a vertex is at
level k if it has least distance k to v0. The BFS height of a graph is k if k is
the maximal non-empty level of the BFS. For each level the number of vertices
at that level is recorded. During a BFS, three kinds of edges can be detected,
viz. edges that go to a vertex that was not yet seen, edges that go to a vertex
that was seen, but has not yet been processed (i.e., vertices in the queue) and
edges that go back to a vertex on a previous level. This last type of edges is also
referred to as a back-level edge. Formally it is an edge u → v where the level of
u, say ku is larger than the level of v, say kv. The length of a back-level edge
u→ v is ku − kv.

Graph algorithms are typically based on a search strategy like BFS or DFS,
given some initial vertex v0 ∈ V . The characteristics of these search strategies
are therefore likely to affect the performance of such graph algorithms.

Width-measures on Graphs. Width-measures of graphs are based on cops-and-
robbers games [56,63], where different measures are obtained by varying the rules
of the game. For various measures, specialised algorithms are known that can
solve games polynomially if their width is bounded. Most of the measures have
an alternative characterisation using graph decompositions.

The classical width notion for undirected graphs is treewidth [64,11]. Intuit-
ively, the treewidth of a graph expresses how tree-like the graph is—the treewidth
of a tree is 1. This corresponds to the idea that some problems are easier to solve
for trees, or graphs that are almost trees, than for arbitrary graphs. For direc-
ted graphs, the treewidth is defined as the treewidth of the graph obtained by
forgetting the direction of the edges. The complexity for solving parity games is
bounded in the treewidth [57]; this means that, for parity games with a small,
constant treewidth, parity game solving is polynomial.

Treewidth has been lifted to directed graphs in a number of different ways.
For instance, Directed treewidth [41] is bounded by the treewidth [1]. DAG-
width [7] describes how much a graph is like a directed acyclic graph. DAG-
width bounds the directed tree width of a graph from above, and is at most
the treewidth. The Kelly-width [40] is yet another generalitation of treewidth to
directed graphs. If the Kelly-width of a graph is bounded, then also a bound
on its directed treewidth can be given, however, classes of directed graphs with
bounded directed treewidth and unbounded Kelly-width exist. Entanglement
[9,10] is a graph measure that aims to express how much the cycles in a graph
are intertwined. If an undirected graph has bounded treewidth or bounded DAG-
with, then it also has bounded entanglement. Finally, clique-width [19] measures
how close a graph is to a complete bipartite graph. For every directed graph
with bounded treewidth an exponential upper bound on its clique-width can be
given. Unlike the other width measures that we discussed clique-width does not
have a characterisation in terms of cops-and-robbers games.
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If a parity game is bounded to a constant in any of the measures introduced
above, it can be solved in polynomial time.

Alternation Depth. Typically, the complexity of parity game algorithms is ex-
pressed in the number of vertices, the number of edges, and the number of pri-
orities in the game. If we look at other verification problems, such as µ-calculus
model checking, or solving Boolean equation systems, the complexity is typic-
ally expressed in terms of the alternation depth. Different versions of alternation
depth (with varying precision) have been coined, see [14]. Intuitively, the altern-
ation depth of a formula captures the number of alternations between different
fixed point symbols.

Analogous to the definition of alternation depth for modal equation systems
by Cleaveland et al. [18], our definition consists of two parts. First we define the
nesting depth of a strongly connected component within a parity game, next we
define the alternation depth of the parity game as the maximum of the nesting
depths of its strongly connected components.

Definition 1. Let G = (V �, V�,→, Ω) be a parity game, and let sccs(G) be
the set of strongly connected components of G. Let C ∈ sccs(G) be a strongly
connected component. The nesting depth of vi in C is given by

nd(vi, C)
∆
= max{1,

max{nd(vj , C) | vj →∗C,Ω(vi)
vi, vj 6= vi and Ω(vi) ≡2 Ω(vj)},

max{nd(vj , C) + 1 | vj →∗C,Ω(vi)
vi and Ω(vi) 6≡2 Ω(vj)}

}

where vj →C,k vi if vj → vi is an edge in the SCC C with Ω(vj) ≤ k and
Ω(vi) ≤ k. Intuitively, the nesting depth of a vertex v counts the number of
alternations between even and odd priorities on paths of descending priorities
in the SCC of v. Note that this is well-defined since we forbid paths between
identical nodes.

The nesting depth of an SCC C ∈ sccs(G) is defined as the maximum nesting

depth of any vertices in C, i.e., nd(C) ∆
= max{nd(v, C) | v ∈ C}. The alternation

depth of a parity game is defined as the maximal nesting depth of its SCCs.

Definition 2. Let G = (V �, V�,→, Ω) be a parity game, and let sccs(G) be the
set of strongly connected components of G. Then the alternation depth of G is

defined as ad(G)
∆
= max{nd(C) | C ∈ sccs(G)}.

There are reasonable translations of the µ-calculus model checking problem into
parity games, such that the alternation depth of the resulting parity game is at
most the fixed point alternation depth of the µ-calculus formula as described by
Emerson and Lei [25], see [45, Proposition 5.4]. Note that the alternation depth
of a game can be smaller than the number of priorities in the game, and could
provide an interesting alternative to the number of priorities in computing the
complexity of parity game algorithms.
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Other measures. When studying structural properties for labelled transition sys-
tems, other global measures such as diameter and girth have been considered.
The diameter is the maximal length of a shortest path between any pair of
vertices. The girth is the length of the shortest cycle in the graph. Also, local
properties such as the number of diamonds and the k-neighbourhood were stud-
ied. These measures could be considered for parity games as well, but currently
there is no clear indication that they are related to the performance of parity
game algorithms. These measures and their analysis with respect to the games
presented in the next section have been described in more detail in the extended
version [46].

3 Benchmarks

For benchmarking parity game algorithms, it makes sense to distinguish three
classes of parity games, (1) the games that are the result of encoding a problem
into parity games, (2) games that represent hard cases for certain algorithms,
and (3) random games. All three classes of games occur in the literature, and
our benchmark set contains games from each of these classes. In the rest of this
section we discuss our benchmarks. In the next section we briefly discuss these
games with respect to the properties described in Section 2.

3.1 Encodings

A broad range of verification problems can be encoded as a parity game. The
most prominent examples of these are the µ-calculus model checking problem—
does a model satisfy a given property?—, equivalence checking problems—are
two models equivalent?—, decision procedures—is a formula valid or satisfiable?—
and synthesis—given a property, give a model that satisfies the property.

Model Checking. The model checking problems we consider are mainly selected
from the literature. All of the systems are encodings that, given a model L of
a system, and a property ϕ, encode the model checking problem L |= ϕ, i.e.,
does L satisfy property ϕ. Most sensible encodings of model checking problems
typically lead to a low number of priorities, corresponding to the low alternation
depths of these properties. We verify fairness, liveness and safety properties.
This set includes, but is not limited to, the model checking problems described
in [54,75,30,21,22].

We take a number of communication protocols from the literature, see, e.g.,
[4,15,48,38]: two variations of the Alternating Bit Protocol (ABP), the Con-
current Alternating Bit Protocol (CABP), the Positive Acknowledgement with
Retransmission Protocol (PAR), the Bounded Retransmission Protocol (BRP),
the Onebit sliding window protocol, and the Sliding Window Protocol (SWP).
All protocols are parameterised with the number of messages that can be sent,
and the sliding window protocol is parameterised by the window size. For these
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protocols a number of properties of varying complexity was considered, ranging
from alternation free properties, e.g. deadlock freedom, to fairness properties.

A Cache Coherence Protocol (CCP) [76] and a wait-free handshake register
(Hesselink) [39] are considered. For the cache coherence protocol we consider
a number of properties from [59] and for the register we consider properties
from [39]. Additionally we consider a leader election protocol for which we verify
whether it eventually stabilises.

To obtain parity games with a high degree of alternation between vertices
owned by different players we also consider a number of two-player board games,
viz. Clobber [2], Domineering [34], Hex, see e.g. [5,52], Othello, also known as
reversi, see e.g. [65], and Snake. For these games we check for each of the players
whether the player has a winning strategy starting from the initial configuration
of the game. The games are parameterised by their board size.

Additionally, we consider a number of industrial model checking problems.
The first is a system for lifting trucks (Lift) [37], of which we consider both a
correct and an incorrect version. We verify the liveness and safety properties
described in [37]. For the IEEE 1394 Link Layer Protocol (1394) we verify the
properties from [51]. We translated the ACTL properties from [71] to the µ-
calculus.

Finally, we check the Elevator described by Friedmann and Lange, in a ver-
sion in which requests are treated on a first-in-first-out basis (FIFO), and on
a last-in-first-out basis (LIFO). We then check whether, globally, if the lift is
requested on the top floor, then it is eventually served. This holds for the FIFO
version, but does not hold for the LIFO version of the model. The elevator model
is parameterised by the strategy and the number of floors. Furthermore we con-
sider the parity games generated using an encoding of an LTS with a µ-calculus
formula, as well as the direct encoding presented in [30]. In a similar way we
consider the Hanoi towers from [30] as well as our own version of this problem.

Equivalence Checking. Given two processes L1, L2, the problem whether L1 ≡
L2, for relations ≡, denoting that L1 and L2 are equivalent under some pro-
cess equivalence, can be encoded as a parity game [50,77]. We consider strong
bisimulation, weak bisimulation, branching bisimulation and branching simula-
tion equivalence in our benchmarks, using the approach described in [17]. The
number of different priorities in these parity games is limited to 2, but they do
include alternations between vertices owned by different players.

Here we again use the specifications of the communication protocols that we
also used for model checking, i.e., two ABP versions, CABP, PAR, Onebit and
SWP. In addition we include a model of a buffer. We vary the capacity of the
buffer, the number of messages that can be transmitted, and the window size in
the sliding window protocol. We compare each pair of protocols using all four
equivalences, resulting in both positive and negative cases. These cases are a
superset of the ones described in [21,22].

In addition, we include a comparison of the implementation of the wait-free
handshake register with a possible specification. The implementation is trace
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equivalent to the specification, but it is not equivalent with respect to the equi-
valences that we consider here.

Decision Procedures. Parity games can also be obtained from decision procedures
for temporal logics such as LTL, CTL, CTL∗, PDL and the µ-calculus. Friedmann
et al. presented a decision procedure that is based on a combination of infinite
tableaux in which the existence of a tableau is coded as a parity game [33]. For
a given formula, it is checked whether it is (1) valid, i.e., whether the formula
holds in all models, or (2) satisfiable, i.e., whether the formula is satisfiable in
some model.

Our benchmark set includes a number of scalable satisfiability and validity
problems that are provided as examples for the MLSolver tool [32]. In particular,
we include the benchmarks used in [32]: encoding that a deterministic parity con-
dition is expressible as a nondeterministic Büchi condition, and nesting Kleene
stars in different logics. Additionally we consider formulas that involve encodings
of a binary counter in various logics.

Synthesis. Another problem that involves solving parity games is the LTL syn-
thesis problem. Traditional synthesis approaches convert a formula into a non-
deterministic Büchi automaton, which is, in turn, transformed into a determ-
inistic parity automaton using Safra’s construction [66]. Emptiness of this de-
terministic parity automaton can then be checked using parity games with three
priorities. Synthesis tools have been implemented that employ parity games in-
ternally, most notably GOAL [74] and Gist [16]. All synthesis tools that we are
aware of, however, are research quality tools, of which we have not been able to
obtain working versions on current computing platforms. As a result, our bench-
mark set currently does not include parity games obtained from the synthesis
problem. We plan to extend our benchmarks with such games, and update [46]
accordingly.

3.2 Hard Games

The interesting complexity of solving parity games, and its link to the model
checking problem, have led to the conception of a large number of parity game
solving algorithms. For most of these algorithms it has long been an open prob-
lem whether they have exponential lower bounds.

We consider the games described by Jurdziński that shows the exponential
lower bound for small progress measures [43], the ladder games described by
Friedmann [28] defeating strategy guessing heuristics, recursive ladder games
that give a lower bound for the recursive algorithms, and model checker lad-
der games [27] for which the algorithm by Stevens and Stirling [72] behaves
exponentially.

3.3 Random Games

The final class of games that is typically used in publications that empirically
evaluate the performance of algorithms on parity games are random parity games
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[6,69,68,49,30]. We study three classes of random games. We expect that the
structural properties of random games are, typically, different from parity games
obtained in the previous classes. This class is, therefore, unlikely to give insights
in the performance of parity game algorithms on practical problems.

4 Implementation

All games were generated on a 1TB main memory, 56-core Linux machine, where
each core was running at 2.27GHz. Executions of tools generating and solving
parity games, and tools collecting statistics about parity games, were limited to
running times of 1 hour and their memory usage was limited to 32GB.

To systematically generate the benchmarks, we have implemented tooling
that allows the parallel execution of individual cases. Here a case is either
generating or solving a game, or collecting a single measure. Each individual
case only uses a single core. The tools are implemented in an extensible way,
i.e., additional parity games, additional encodings, as well as additional meas-
ures can be added straightforwardly. The tools are available for download from
https://github.com/jkeiren/paritygame-generator.

4.1 Generating Parity Games

For the generation of our benchmarks we rely on a number of external tools:
version 3.3 of PGSolver [31] for generating random games, and games that prove
to be hard for certain algorithms; version 1.2 of MLSolver to generate the games
for satisfiability and validity problems [32]; and revision 11703 of the mCRL2
toolset [20] for the model checking and equivalence checking problems. For all
games we have collected the information described in Section 2 to the extent in
which this is feasible.

4.2 Collecting Statistics

We developed the tool pginfo for collecting structural information from parity
games. The tool is available from https://github.com/jkeiren/pginfo and accepts
parity games in the file format used by PGSolver. The tool reads a parity game,
and writes statistics to a file in a structured way.

The implementation is built on top of the Boost Graph library [70], which
provides data structures and basic algorithms for manipulating graphs. Com-
puting the exact value for the width-measures is problematic: it is known to be
NP-complete [3]. Approximation algorithms are known that compute upper- and
lower bound for these measures; especially for treewidth these have been thor-
oughly studied [12,13]. To determine feasibility of computing width-measures
for our benchmarks we have implemented three approximation algorithms. For
computing upper and lower bounds on treewidth we implemented the greedy
degree algorithm [12] and the minor min-width algorithm [36], respectively. For
computing an upper bound of the Kelly-width we implemented the elimination
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ordering described in [40]. Even these approximation algorithms have proven to
be impractical due to their complexity. Computing (bounds) on the other width
measures is equally complex.

4.3 Availability of Parity Games

All parity games that are described in this paper are available for download from
http://www.github.com/jkeiren/paritygame-generator in bzip2 compressed PG-
Solver format [31]. The dataset is approximately 10GB in size, and includes the
structural information that was collected from these games.

5 Analysis of Benchmarks

We have presented benchmarks originating from different problems. Next we
analyse them with respect to the measures described in Section 2. This analysis
illustrates that our benchmarks exhibit a wide variety of properties. Furthermore,
this gives us some insights in the characteristics of typical parity games. For
each of the statistics, we only consider games for which that specific statistic
could be computed within an hour, and we only include those statistics that
can feasibly be computed for the majority of games, as a consequence the width
measure are excluded from the analysis we present here. We used this selection
to avoid timeouts for computing the measures that are expensive to compute.
All graphs in this section are labelled by their class. Note that the satisfiability
and validity problems are labelled by “mlsolver” and the games that are hard for
some solving algorithms are labelled by “specialcases”. The full data presented in
this chapter is also available from http://www.github.com/jkeiren/paritygame-
generator. Due to lack of space, we cannot present an analysis of all measures.

Our data set contains 1037 parity games that range from 2 vertices to 40
million vertices, and on average they have about 95,000 vertices. The number of
edges ranges from 2 to 167 million, with an average of about 3.1 million. The
59 parity games are games in which all vertices are owned by a single player,
the so-called solitaire games [8], the rest are parity games in which both players
own non-empty sets of vertices. The parity games that we consider have differing
degrees. There are instances in which the average degree is 1, the average degree
is maximally 9999, but it is typically below 10. The ratio between the number of
vertices and the number of edges is, therefore, relatively small in general. This
can also be observed from Figure 1a, which displays the correlation between the
two. The games in which these numbers coincide are on the line x = y, the
other games lie around this line due to the log scale that we use. Our parity
games generally contain a vertex with in-degree 0, which is the starting vertex.
Most of the games contain vertices with a high in-degree—typically representing
vertices that are trivially won by either of the players—, and vertices with a high
out-degree.

In general, the SCC quotient height ranges up to 513 for the parity games
that we consider with an average of around 14. The number of non-trivial SCCs
can grow large, up to 1.4 million for our games.
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Figure 1: Relation between number of vertices and (a) number of edges (b) al-
ternation depth. The legend is the same for both plots.

We have included parity games with alternation depths up to 50,000 as shown
in Figure 1b. Observe that the games for model checking and equivalence check-
ing included in our benchmarks all have alternation depth at most 2. Model
checking problems could be formulated that have a higher alternation depth—up
to arbitrary numbers—however, in practice properties have limited alternation
depth because they become too hard to understand otherwise. The satisfiability
and validity properties have alternation depths between 1 and 4. The alternation
depths of the random games are between 10 and 15. All parity games with more
than 50 priorities represent special cases. Closer investigation shows that these
special cases are the clique games and recursive ladder games.

To summarise, we have presented a large set of parity games. For a selec-
tion of the structural properties introduced in Section 2 we have shown that
the games cover a large range of values. Due to space restrictions we have not
covered all structural properties here, we refer to [46] for a more detailed ana-
lysis. Also observe that, for parity game specific properties such as alternation
depth, higher values are only available for smaller games due to generation times.
Unsurprisingly, the random games considered in this paper are not structurally
similar to parity games that represent encodings of verification problems.

6 Closing Remarks

No standard benchmarks for parity game algorithms existed. As a consequence,
it was virtually impossible to make a good comparison between algorithms and
applications described in the literature. In this paper we have addressed this issue
by presenting a comprehensive set of parity game benchmarks. Our benchmarks
include the games that appear in the literature, and provides a first step towards
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standardising experimental evaluation of parity game algorithms. All games have
been generated in an extensible way, and are available on-line.

We also presented a set of structural properties for parity games, and analysed
our benchmarks with respect to these properties. Of particular interest is a
new notion of alternation depth for parity games, that is always at most the
number of priorities in a parity game, and that is bounded also by the alternation
depth of µ-calculus formulae given a reasonable translation of the model checking
problem.

Future work. Some of the structural properties, such as treewidth, cannot be
computed for all games in the benchmark suite due to their complexity. An
interesting algorithmic question is, therefore, whether algorithms or heuristics
can be devised that can compute or approximate these measures for large graphs.

Additionally, we have presented a selection of structural properties in this
paper. One can wonder whether there are other structural properties of parity
games that are relevant to the practical performance of parity game algorithms.
The question whether the theoretical complexity of existing parity game al-
gorithms can be made tighter using structural properties, such as our notion of
alternation depth is left open.

We believe our work also paves the way for a full-scale comparison of par-
ity game algorithms and the effect of heuristics in the spirit of [30], including
the comparison of alternative implementations of algorithms [20,23]. Here also
the impact of the structural properties on the performance of implementations
should be studied, since we have only scratched the surface of this aspect in this
paper.

Finally, we welcome the addition of problems and properties to our bench-
mark suite to establish and maintain a corpus for experimentation with parity
game algorithms. In particular parity games with a large number of priorities
and a high alternation depth stemming from encodings of, e.g., verification and
synthesis problems form a welcome addition.
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9. D. Berwanger and E. Grädel. Entanglement — a measure for the complexity of dir-
ected graphs with applications to logic and games. In Logic for Programming, Arti-
ficial Intelligence, and Reasoning, volume 3452 of LNCS, pages 209–223. Springer,
2005.
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