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Abstract. In this paper we extend the notion of activity for Boolean
networks introduced by Shmulevich and Kauffman (2004). Unlike the
existing notion, we take into account the actual graph structure of the
Boolean network. As illustrations, we determine the activity of all ele-
mentary cellular automata, and d-regular trees and square lattices where
the vertex functions are bi-threshold and logical nor functions.

The notion of activity measures the probability that a perturbation in an
initial state produces a different successor state than that of the original
unperturbed state. Apart from capturing sensitive dependence on initial
conditions, activity provides a possible measure for the significance or
influence of a variable. Identifying the most active variables may offer
insight into design of, for example, biological experiments of systems
modeled by Boolean networks. We conclude with some open questions
and thoughts on directions for future research related to activity.

Keywords: Boolean networks; finite dynamical system, activity; sensi-
tivity; network; sensitive dependence on initial conditions;*

1 Introduction

A Boolean network (BN) is a map of the form
F:(f17~~-7fn):{Oal}nH{Oal}n' (1)

BNs were originally proposed as a model for many biological phenomena [9, 10],
but have now been used to capture and analyze a range of complex systems and
their dynamics [2]. Associated to F' we have the dependency graph of F whose
vertex set is {1,2,...,n} and with edges all (i, 5) for which the function f; de-
pends non-trivially on the variable x;. See [8,17,14] for more general discussions
of maps F'.
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phone: +1 540 231-5327; Fax: +1 540 231 2891



The study of stability and the response to perturbations of Boolean networks
is central to increased understanding of their dynamical properties. Perturba-
tions may take many forms, with examples including perturbations of the de-
pendency graph [1,13,15], the vertex states [19,7, 18], the vertex functions [20,
21], or combinations of these.

This paper is concerned with noise applied to vertex states. Specifically, we
want to know the following:

What is the probability that F'(x) and F(x + e;) are different?

Here i is a vertex while e; is the i*® unit vector with the usual addition modulo 2.
In [19], Shmulevich and Kauffman considered Boolean networks over regular
graphs with f; = f for all vertices j, that is, a common vertex function. They
defined the notion of activity of f with respect to its i*" argument as the ex-
pected value of the Boolean derivative of f with respect to its i*? variable. Under
their assumptions, this may give a reasonable indication of the expected impact
of perturbations to the i*" variable under the evolution of F. However, this ap-
proach does not consider the impact of the dependency graph structure. We
remark that Layne et al. compute the activities of nested canalyzing functions
given their canalyzing depth, extending results in [19] on canalyzing functions,
see [12],

This question of sensitivity has also been studied when z is restricted to
attractors in order to assess stability of long-term dynamics under state noise.
The notion of threshold ergodic sets (TESs) is introduced in [16] and studied
further in [13, 11]. The structure of TESs capture long-term stability under state
perturbations of periodic orbits and the resulting mixing between attractors that
may happen as a result.

Other tools for analyzing sensitivity of vertex noise includes Lyapunov expo-
nents, see for example [4, 3], although this is perhaps mostly relevant or suited
for the infinite case such as cellular automata over (infinite) regular lattices.
Also, the notion of Derrida diagrams have been used to quantify how Hamming
classes of states separate on average [5, 6] after one or k transitions under F.
Derrida diagrams, however, are mainly analyzed through numerical experiments
via sampling. Moreover, analyzing how Hamming classes of large distance sepa-
rate under F may not be so insightful — it seems more relevant to limit oneself
to the case of nearby classes of vertex states.

Returning to the original question, we note that F'(z) and F(z + e;) may
only differ in the coordinates j for which f; depends on z;. The answer to the
question therefore depends on the vertex functions in the 1-neighborhood of 7 in
the dependency graph X, and therefore the structure of the induced subgraph
of the 2-neighborhood of 4 in X with the omission of edges connecting pairs
of vertices both of distance 2 from i. We denote this subgraph by X (i;2), see
Figure 1.

To determine the activity of vertex ¢ one will in general have to evaluate
F over all possible states of X (i;2), a problem which, in the general case, is
computationally intractable. We will address three cases in this paper: the first



case is when X (4;2) is a tree, the second case is that of elementary cellular
automata (a special case of the former case), and the case where X is a regular,
square, 2-dimensional lattice. Work for other graph classes is in progress and we
comment on some of the challenges in the Summary section. Here we remark
that a major source of challenges for analytic computations is the introduction
of type-3 and type-4 edges as illustrated in Figure 1. Lack of symmetry adds
additional challenges. The activity of a vertex can be evaluated analytically
using the inclusion-exclusion principle, and type-3 and type-4 edges impact the
complexity of the combinatorics.

Fig. 1. The subgraph X (4;2) of X induced by vertex ¢ and its distance < 2 neighbors.
Vertices belonging to the closed 1-neighborhood n[i] of i are marked red. Type-3 edges
(relative to i) connect neighbors of i, while type-4 edges connect neighbors of j € n'[i]
through a common neighbor different from 4. Here n'[i] is n[i] with i omitted. Edges
connecting vertices of distance 2 from 7 in X do not belong to X (¢; 2). For terminology
we refer to Section 2.

A goal of the work on activity started here is as follows: when given a network
X and vertex functions (f;);, we would like to rank the vertices by activity in
decreasing order. Just being able to identify for example the ten (say) vertices
of highest activity would also be very useful. This information would allow one
to identify the vertices for which state perturbations are most likely to produce
different outcomes, at least in the short term. In a biological experiment for
which there is a BN model of the form (1), one may then be able to allocate
more resources to the measurement of such states, or perhaps ensure that these
states are carefully controlled and locked at their intended values.

Paper organization. After basic definitions and terminology in Section 2
we carefully define a new notion of activity denoted by & ;. Basic results to help
in analytic evaluations of ar; are given in Section 3 followed by specific results
for the elementary cellular automata in Section 4, d-regular trees in Section 5,
and then nor-BNs over square lattices in Section 6. A central goal is to relate



the structure of X (4;2) and the functions (f;); to &r,. We conclude with open
questions and possible directions for followup work in Section 7.

2 Background, Definitions and Terminology

In this paper we consider the discrete dynamical systems of the form (1) where
each map f; is of the form f;: {0,1}" — {0,1}. However, f; will in general de-
pend nontrivially only on some subset of the variables x1, xs, ..., T,, a fact that
is captured by the dependency graph defined in the introduction and denoted
by Xg or simply X when F' is implied. The graph X is generally directed and
will contain loops. We will, however, limit ourselves to undirected graphs.

Each vertex i has a vertex state z; € {0,1} and a wertex function of the
form f;: {0,1}4)+1 5 {0, 1} taking as arguments the states of vertices in the
1-neighborhood of ¢ in X. Here d(i) is the degree of vertex i. We write n[i] for
the ordered sequence of vertices contained in the l-neighborhood of i (with @
included) and z[i] for the corresponding sequence of vertex states. We denote
the system state by © = (z1,...,2,) € {0,1}".

We will write the evaluation of F in (1) as

F(z) = (fi(z[1]), fo(2[2]), .., fulz[n])) -

The phase space of the map F in (1) is the directed graph I'(F) with vertex
set {0,1}™ and directed edges all pairs (z, F(x)). A state on a cycle in I'(F') is
called a periodic point and a state on a cycle of length one is a fized point. The
sets of all such points are denoted by Per(F') and Fix(F') respectively. All other
states are transient states. Since {0,1}™ is finite, the phase space of F' consists
of a collection of oriented cycles (called periodic orbits), possibly with directed
trees attached at states contained on cycles.

In this paper we analyze short-term stability of dynamics through the func-
tion ap,;: K™ — {0,1} defined by

ap(v) =1[F(z+e) # F(x)] (2)

where I is the indicator function and e; is the 7" unit vector. In other words, « Fi(T)
measures if perturbing x by e; results in a different successor state under F
than F(x).

Definition 1. The activity of F' with respect to vertex i is the expectation value
of ap,; using the uniform measure on K":

ap; = Elap,] . (3)
The activity of F is the vector
ar = (ap1,ap2, .-, QFn) , (4)

while the sensitivity of F is the average activity & =Y -, @Fﬂ-/n .



For a randomly chosen state x € K", the value &r; may be interpreted as the
probability that perturbing x; will cause F(xz +¢;) # F(x) to hold. This activity
notion may naturally be regarded as a measure of sensitivity with respect to
initial conditions.

From (2) it is clear that ap; depends on the functions f; with j € n[i] and
the structure of the distance-2 subgraph X (i;2), see Figure 1. The literature
(see, e.g. [19,12]) has focused on a very special case when considering activity.
Rather than considering the general case and Equation (2), they have focused
on the case where X is a regular graph where each vertex has degree d and all
vertices share a common vertex function f: K% — K. In this setting, activity is
defined with respect to f and its i*® argument, that is, as the expectation value
of the function I[f(x + e;) # f(z)] where x € K*1. Clearly, this measure of
activity is always less than or equal to E[ar;]. Again, we note that this simpler
notion of activity does not account for the network structure of X (i;2).

3 Preliminary Results

For the evaluation of ap; we introduce some notation. In the following we set
K = {0,1}, write N; for the size of X(i;2), and K (i) = K"i for the projection
of K™ onto the set of vertex states associated to X (¢;2). For j € n[i], define the
sets A;(i) C K(i) by

Aj(i)={z e K(1) | F(x + e;); # F(x);} .

These sets appear in the evaluation of & ;, see Proposition 2. For convenience,
we also set
A (i) ={z € A; (i) [ zs = m},

for m = 0,1. We write A;(i) = AY(i) and (%) for binomial coefficients using the
convention that it evaluates to zero if either K <0 orn —k < 0.

The following proposition provides a somewhat simplified approach for eval-
uating & ; in the general case.

Proposition 2. Let X be a graph and F' a map over X as in (1). The activity
of F' with respect to vertex i is

C_YFJ' :PI‘( U Aj |£L'1 :0) :PI'( U AJ) . (5)

jenli jenli

Proof. As stated earlier, we can write

ar; = Elag;] = Z ap;(z)Pr(z) = Z ap;(z)Pr(z) = Pr[ U AJ} ,

zEK™ 2EK (i) jenli]

where probabilities in the first and second sum are in K™ and K (), respectively.
This follows by considering the relevant cylinder sets. Equation (5) follows by
conditioning on the possible states for x;. Since we are in the Boolean case,
we have a bijection between each pair of sets A and A} for j € n[i] which
immediately allows us to deduce Equation (5).



As an example, consider the complete graph X = K, with threshold func-
tions at every vertex. Recall that the standard Boolean threshold function, de-
noted by 7,,: K™ — K, is defined by

1, if Z?:l € > k‘,
0, otherwise.

n—1
Ap; = 2n—t,
wri=(30)/

To see this, note first that all the sets A;(i) are identical. For a state z with
x; = 0 to satisfy 7 (z) # 7 (z +e;) it is necessary and sufficient that  belong to

Hamming class k—1. Since z; = 0, it follows from Proposition 2 that Pr(4;(i)) =

2%1|Aj = (Z:i)/?l_l as stated.

Next, consider the Boolean nor-function nor,,: K™ — K defined by

T (T1,. .., &n) = { (6)

Here we have

nor, (1, ..., Tm) = (1+x1) - (1 +zm), (7)

with arithmetic operations modulo 2. If we use the nor-function over K, we
obtain

ap; = 1/2n—1 .

Again, A; = Ay, for all j,k € n[i] and we have F (z +e;); # F (x), precisely
when z; = 0 for all j € n(i) leading to Pr (Al) = 2,},1. We record the previous
two results as a proposition:

Proposition 3. If F is the GDS map induced by the nor-function over K, , then

1

api = on—1"

and if F is induced by the k-threshold function over K,, then

— _ n—1 n—1
iy — (k_1>/2 .

In the computations to follow, we will frequently need to evaluate the prob-
ability of the union of the A;’s. For this, let B denote the union of A;’s for all
j # i. We then have

PI‘|: U AJ:| = PI‘(Ai UB) = PI‘(B) —f—PI‘(Al ﬂBC) =1 —PI‘(BC) —|—PI‘(14Z ﬂBC) y

jenld]
(8)
where B¢ denotes the complement of B.



4 Activity of Elementary Cellular Automata

The evaluation of Equation (5) can often be done through the inclusion-exclusion
principle. We demonstrate this in the context of elementary cellular automata
(ECA). This also makes it clear how the structure of X comes into play for the
evaluation of ap;.

Let F be the ECA map over X = Circle, with vertex functions given by
f:{0,1}3 — {0,1}. We will assume that n > 5; the case n = 3 corresponds
to the complete graph K3 and the case n = 4 can be done quite easily. Here we
have

O_ZF’i = PI‘(Azfl(Z) U Al(Z) @] AZJrl(Z)) .
Applying the definitions,
Aj(@) ={z = (@i—1,zi1, 2 = 0,541, ir2) | and f(z[j]) # f((z + ei)[j])}( )
9

for j € n[i] = {i — 1,4,i¢ + 1} with indices modulo n.
Proposition 4. The activity for k-threshold ECA is

0, ifk=0o0rk>3,
Qp; = 1/2, ifk=1o0ork=3,
7/8, ifk=2.
Proof. Clearly, for k = 0 and k > 3 we always have F'(z +e¢;) = F'(z) so in these

cases it follows that ap; = 0. The cases k = 1 and k = 3 are symmetric, and,
using k = 1, we have

o i

.

7 (xi727070703xi+2) ) and
Aiy1 = {(zi—1,2,-1,0,0,0)} .

By the inclusion-exclusion principle, it follows that
‘Ai—l UA; U Ai+1| = |Az—1| + |/L| + |Ai+1|
- ’Aifl N Ai| - ’Aifl N Ai+1| - ’Ai N Ai+1|
+ ’Aiq NA; N Ai+1|
=3x4-2—-1-2+1=8.

-1 = g(oa 0,07377;4,17371‘4,2)%,

This yields ap; = 8/2* = 1/2. The proof for the case k = 2 is similar to that of
k = 1 so we leave this to the reader.

Remark 5. If we instead use the nor-function, then ap; = 1/2 when n > 5.

Remark 6. In [19], activity is defined with respect to f instead of F' and its i*®
argument. With this context, ay;(x) = E|I[f(z + ¢;) # f(x)]] Clearly, we

always have ay; < ap,;. As an example, for circle graph of girth > 5 and
threshold-1 functions it can be verified that ay; = 0.25 and we have already
shown that ar; = 0.5 in this case.
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Fig. 2. Activity of ECA by rule number. With the exception of the constant rules of
activity 0, all rules have activity > 1/2 with most rules exceeding 3/4.

5 Activity over d-Regular Trees

The case of d-regular trees is natural as a starting point. Here the sets A; (or
more precisely, the sets n[j]) with j # ¢ only overlap at vertex i. As a result,
when we condition on z; = m, the resulting sets are independent. More generally,
this will hold if the girth of the graph is at least 5.

The Boolean bi-threshold function 7; kg, kyo.n: K™ — K generalizes stan-
dard threshold functions and is defined by

17 if Tr; = 0 and Z?:l T = ki()l
Ti7k017k107n($1, A 7l'n) = 07 if Tr; = 1 and Z?:l Z; < kilo (10)
x;, otherwise,

where the integers kg; and kp¢ are the up- and down-thresholds, respectively.
Here i is a designated vertex — it will be the index of a vertex function. If the
up- and down-thresholds are the same we get standard threshold systems.

Proposition 7. Let X be a d-regular graph of girth > 5, and F the GDS map
over X with the bi-threshold vertex functions as in Equation (10). Then the
activity of F with respect to vertex i is given by

[2d ~ (&) - <,;f;12>]d+

Qar; =1- 5
- - - - - (k— 11
1 Z (kﬁl) {Qd - (ktfo—12):|k 1[2d 't (k;il—ll)r (k=1) (11)
d d—1 d—1 .
2 k=ko1,k10 2 2 2



Proof. Let B denote the union of A;’s for all j # ¢ as in (8) and note that B® is
the event that none of the A;’s occur for j # i. Using girth > 5 and the resulting
independence from conditioning on x; we can write

Pr(B°) = 1Pr(Bc | z; =0)+ 1Pr(Bc |z, =1)

1
5 ﬂAc\wz—O ﬂAC\xZ—l ﬂAC\mZ—O
JjEN[i] JEn[z] jENi]
J#i J# i
= H Pr(Aﬂzi:O).
jenfi]
i#i

(12)
Next we have

Pr(A§|az; =0) = %Pr(A; | 2; =0 and z; = 0) + %Pr(A‘; | z; =0 and z; = 1)

B i VY W (Y
9 9d—1 2 9d—1

== (kzll_—ll) (kcllo —12> 2,

which substituted into Equation (12) yields

od _ (d=1Y _ (d-1Y\qd
Pl -

Pr(B°) =
Next, we compute the probability of A; N B¢ as
1 1

1
= —-Pr(A4; | x; =0)-Pr(B°| A; and z; = 0)

2
1
+ QPT(Ai | z; =1) - Pr(B°| A; and x; = 1)
d - d—1 ko1 — _ d—1 de (ko —
_ (km—l) 2d 1 (k10_2) o1—1 Qd 1_ (km—l) (ko1—1)
To9d+l 9d—1 ST

+

) 27t 2 (e
2d+1 2d—1 2d—1

2d 2d71 2d71

d— d—1 k— d— d—1 d—(k—
} Z (k 1) [2 ' (k102):| ! {2 - (k011):| =
k=ko1,k10
(14)
Substituting Equation (13) and (14) into Equation (8) leads to Equation (11),
which ends the proof.

Since the standard threshold function is a special case of the bi-threshold function
when ko1 and k1 coincide, it is straightforward to obtain following corollary.
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Corollary 8. If F' is the GDS map with k-threshold vertex functions over a
d-regular graph of girth > 5, then the activity of F' with respect to vertex i is

21— (kil)r Gl [2 - (Z_é)r‘l [2 - <Z_i)r‘<’“‘” |

2d 2d 2d71 2d71
(15)

aF,i:1_|:

We next consider the nor-function.

Proposition 9. Let X be a d-regular graph of girth > 5 and F the GDS map
over X induced by the nor-function. Then the activity of F with respect to i is

given by
d d
_ 1 1 1

Proof. Conditioning on z; = 0 and using independence we have
Pr(B)=Pr| (] 45 = [] Pr(4)) . (17)
jEN(i) jen(s)

For a state « with z; = 0 to be in flj all remaining d states of flj must be zero
leading to Pr (Aj) =1- 2% and

Pr (B°) = (1 - ;{i)d : (18)

In order to calculate Pr (4; N B¢) we note that Pr (4; N B¢) = Pr (4;) Pr (B°|A;)
and again use independence to obtain

Pr(B°|A;) = [] Pr(4%4) . (19)

JEn(i)

Note that Pr (4;|4;) = 1/2971 so that Pr (AS]A;) = 1-Pr (4;]4;) = 1—1/24-1
which substituted into (19) gives

o 1 \¢

Noting that Pr(A;) = 1/2¢ we obtain the third term in (15), finishing the proof.

6 Square Lattices

In this section we consider graphs with type-4 edges or girth 4. Here the 1-
neighborhoods n[j] (with j # i) may intersect, the key aspect we want to ad-
dress here. As an example, the reader may verify that for threshold-2 functions
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and Circleg, the activity of any vertex is 3/4 and not 7/8 as when n > 5 in
Proposition 4.

As a specific case, take as graph X a regular, square 2-dimensional lattice. It
may be either infinite or with periodic boundary conditions. In the latter case,
we assume for simplicity that its two dimensions are at least 5. This graph differs
from the 4-regular tree by introduction of type-4 edges: sets A; and A;; of A;,
when conditioned on the state of vertex ¢, are no longer independent. The graph
has cycles of size 4 containing i. We illustrate this case using nor-functions as
these allow for a somewhat simplified evaluation. We discuss more general cases
and girth-3 graphs in the Summary section.

Fig. 3. The subgraph of a torus that includes X (¢; 2) at center. The subgraphs S;, each
containing the vertices associated to an A;, I € {1,2,3,4}, are also shown separated
from the center torus, with “center” vertex j,. The overlapping or common vertices,
Be, are also denoted. We have vectors 8 = (81, B2, B3, 84) and &; = (xj,, Tjy, Tjs, Tjys)s
where z;, is the state of the “center” vertex j, of A¢, and where 5, is a common vertex
in A¢ and A¢41 (£ is always modulo 4).

Proposition 10. Let X be the 2-dimensional lattice as above where every vertex
has degree 4, and let F' be the GDS map over X induced by nor-functions. Then
the activity of F for any verter i is ap; = 1040/2'2.

Proof. The neighborhoods of i involved are illustrated in Figure 3. We rewrite (8)
as follows

Pr( |J 4| =Pr(B)+Pr(4)(1—Pr(B|4)) . (20)

Jen[i]
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To determine |B|, refer to Figure 3. With indices p, ¢, 7, s € {1,2,3,4} we have

4
AT UA UAsU AL =D A, =) A, N A+ D [A,NA,NA,|
p=1 p<q p<q<r (21)
- > lApnANANA,

p<g<r<s

which, along with Equation (20), is also valid if we condition on x; = 0 in every
set. We take ¢ # j, with £ € {1,2,3,4} and let j, denote the vertex at the center
of n[j¢] and i the vertex at the center of n[i]. Here |X(¢;2)| = 13. Using the
symmetry of the sets AN and the fact that a state x is in the set fljg precisely

when z[j,] = 0 leads to
4
j£:|AjA =4-2%.
=1

For the second term on the right in (21) we have two cases for intersections:
() two adjacent vertices j¢, jo+1 € n'[i] with all indices modulo 4, of which there
are four instances, and (i¢) two non-adjacent vertices jg, joro € n'[i], of which
there are two instances. In the first case we obtain |4;, N A;,,,| = 25, while in
the second case we have |A;, N Aje+2| = 2% making the second term on the right
in (21)
> A, N4 |=4-2° 422" (22)
p<q
The third sum appearing on the right in (21) contains four terms all correspond-
ing to an intersection of three sets A;,, and we obtain

> JA, NA; A =422 (23)

p<q<r
Finally, the intersection of all four sets fljz has size 1, and we get
Pr(B)=|B|/2"% =[4-2% — (4-2°+2-2%) +4.2° — 1] /22 (24)

We next determine Pr (B|A;). For a state x to be in A; we must have z[i] =0
so that |A4;| = 28. Conditioning on this, we can calculate |U;}:1 A;2| as above.
The reader can verify that

4
ji:|f%i|::4.257
{=1

DA, NAL|=4-2%+2.22
r<q

D14 NA; NA =42,

p<g<r

A NA,NA; NA;|=1,

(25)
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leading to the expression

Pr (4,1 BY) = Pr (4)) (1 Pr (BIA) = 5 (1218 [272523+231]> ,

which, together with (24) in (20) gives the stated result of az; = 1040,/2!2.

7 Summary and Research Directions

We have introduced an extension of the notion of activity proposed by Shmule-
vich and Kauffman [19]. This extension takes into account the impact of the

network structure when studying E []I[F (x) # F(x + €;)]|, which estimates how

likely the perturbation e; will cause successor states to diverge. Naturally, orbits
that initially separate may later converge. Nonetheless, this notion of activity
provides a measure for sensitivity with respect to initial conditions.

Possibly interesting avenues for further work includes studying asynchronous
systems. If the vertex functions are applied sequentially according to for example
a permutation update sequence, are there effective ways of relating activity and
the permutation? If so, are there principles connecting network structure and
update sequence that allows one to minimize or maximize the activity of one or
more vertices?

Square grids have type-4 edges and cycles of length 4 involving the vertex 1.
If we permit more general graphs with type-3 edges we naturally obtain cycles of
length 3 containing . The notion of cluster coefficient quantifies the number of
triangles incident to i. Is it possible to relate activity and cluster coefficient? Of
course, cluster coefficient is solely a graph property and includes nothing about
vertex functions. Can one still find such a relation for a specific choice of vertex
functions?

Finally, we considered arbitrary initial states x € K™. What can be said
about activity if we restrict  to be a periodic point? We invite the reader to
explore this — some initial results on attractor activity are given in [11].
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