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Abstract. In today’s world of rapid technological advancement, we find an in-
creasing demand for low-cost systems that are capable of fast and easy genera-
tion of realistic avatars for use in Virtual Reality (VR) applications. For example,
avatars can enhance the immersion experience of users in video games and facil-
itate education in virtual classrooms. Therefore, we present here a novel model-
based technique that is capable of real-time generation of personalized full-body
3D avatars from orthogonal photographs. The proposed method utilizes a sta-
tistical model of human 3D shape and a multi-view statistical 2D shape model
of its corresponding silhouettes. Our technique is automatic, requiring minimal
user intervention, and does not need a calibrated camera. Each component of our
proposed technique is extensively evaluated and validated.

Keywords: personalized avatars, 3D body shape modelling, multi-view ASM,
image segmentation

1 Introduction

In today’s world of rapid technological advancement, we find an increasing demand
for low-cost systems that are capable of fast and easy generation of realistic avatars
with minimal user intervention. Such systems have applicability in many Virtual Real-
ity (VR) applications. For example, they can be used in cultural heritage visualizations
and to populate virtual worlds in multi-player computer games, enhancing a user’s im-
mersion experience. In addition, they can facilitate communication and education when
incorporated in chat applications and in virtual classrooms. They can even assist users
to make shopping decisions by allowing them to dress their avatars accordingly. Ex-
isting technologies make it possible to create 3D avatars, e.g., using 3D scanning de-
vices such as Microsoft’s Kinect, using 3D modelling software, etc. However, this kind
of technologies tend to require dedicated hardware, calibration of imaging equipment,
creative skills and considerable amount of post-processing manual intervention.

Motivated by this multitude of applications and the limitations of existing technolo-
gies, we develop a model-based method for the generation of realistic personalized full-
body 3D avatars [1]. The novelty of our work is that it is automatic and it works using
photographs taken by any uncalibrated low cost camera. Our method extends the work
of Hilton et. al. [2], however ours does not require the user to mark the location of 3D
landmarks in the 2D image, in order to extract model-silhouette correspondences, for



the purpose of improving accuracy. Furthermore, the proposed method does not require
the user to measure the camera’s field of view and the subject’s distance to the camera,
which serve as camera calibration. Instead, and as our main contribution, we train and
use a multi-view Active Shape Model (ASM) [3] of human silhouettes (as viewed from
the front, left, right and back), in order to refine the extracted silhouettes obtained from
the segmentation result and to register them to the projection of the 3D shape model in
each of the orthogonal views. Our only assumption is that when taking the multi-view
input images the user does not significantly change their depth relative to the camera.
This means that the avatars can be generated quickly and easily, as no time is wasted
for calibrating the camera nor for marking correspondences. Additionally, in order to
increase the recognizability and hence the realism of the generated avatar, together with
the full-body model we use a face-only 3D model, which has a significantly higher
resolution aimed at capturing the more detailed facial characteristics.

An outline of our method is illustrated in Figure 1. First we train a statistical model
of 3D human shape using a dataset of dense full-body 3D scans [4]. We project the
3D scans of the dataset to orthogonal views and extract the corresponding silhouettes,
which we use to train our multi-view ASM [3], thus concluding the training phase. Once
these two models are trained, we can deploy the proposed technique live as follows.
Orthogonal input images are captured using an uncalibrated low cost camera and we
extract 2D silhouettes using background subtraction and other image processing tech-
niques. The extracted silhouettes are refined and registered to the 3D model’s projection
using the trained multi-view ASM. For improved accuracy around the face, we detect
facial features (eyes, nose and mouth) using Viola/Jones detectors [5] and combine the
detection result with the registered silhouettes, while performing an optimization over
the space of permissible 3D shape parameter. Once the shape is reconstructed, the two
3D models (full-body and face-only) are aligned with each other, using a rigid trans-
formation and then texture from input images is mapped to both models assuming a
cylindrical model [2].

The remainder of our paper is organized as follows. Section 2 covers previous work
on the problem of avatar generation. Section 3 discusses in detail each phase of our pro-
posed method, such that Sect. 3.1 covers the components of the off-line model training
phase and Sect. 3.2 describes the steps involved in the avatar generation phase. Section
4 presents experimentation for the evaluation of our work. We conclude with Sect. 5
where we also mention a few thoughts on possible future work.

2 Related Work

Previous efforts on the generation of realistic human-like avatars can be categorized into
two groups. In one group are model-based methods (such as [2], [6], [7], [8], [9] and
[10]) that rely on a model of human body shape to reconstruct the subject’s geometry
from a multi-view camera setup. In the other group are model-free methods (such as
[11], [12], [13], [14] and [15]), which do not rely on a human body shape model and
perform multi-view reconstruction, using for example, multi-view photometric stereo
[12], [15] or even a setup of inexpensive range scanners like those found in the recently
popularized Kinect device [11], [14], [16].
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Fig. 1. Method overview (dotted line separates training and live phases): (a) A 3D shape model is
trained by applying PCA on a dataset of dense full-body 3D scans, (b) A multi-view Active Shape
Model is trained from the 2D silhouettes of the full-body 3D dataset, (c) Orthogonal input images
are captured using an uncalibrated low cost camera, (d) Extract silhouettes using background sub-
traction, (e) Refine and register the silhouettes to the 3D model’s projection using the multi-view
ASM, (f) Detect facial features using Viola/Jones detectors, (g) Given the registered silhouettes
and detected facial features optimize over the 3D shape parameters and map the texture from the
input images, (h) Frontal and side views of generated 3D avatar

Fig. 2. (Left) Sample scans in used dataset [4]. Only 111 (in neutral pose) were used for training,
(Right) The model can be used to generate random populations that follow the distribution of the
training set by varying the shape parameters to vary e.g., height, weight, muscle/fat ratio, etc.



Model-based approaches use a prior model of the human body shape, which allows
for consistent reconstruction across frames but the reconstructed shapes are limited by
the utilized model, in that they may not accurately reconstruct a previously unseen hu-
man body shape that is not consistent with the training set. Model-free methods are
more dynamic in nature and can reconstruct shape from any scene but because of their
lack of a prior model, their reconstructed shapes may not be consistent even across
neighboring frames and cannot handle ambiguities. An important advantage of model-
based approaches is the uniformity of the avatars created in terms of the number and
positioning of polygons, that facilitates the animation of the resulting avatars in virtual
environments. In our approach we adopt a PCA model-based approach, since it natu-
rally enforces consistency in the reconstructed shape across the four orthogonal views.

3 Methodology

The proposed avatar generation method involves two main phases: (i) the off-line model
training phase and (ii) the live avatar generation phase. Figure 1 illustrates the overall
work flow of our proposed technique. In the following subsections we describe the
various steps in detail.

3.1 Off-line Model Training

In the off-line phase, we use a dataset of full-body range scans [4] (selecting only the
111 samples with a neutral pose – see Fig. 2 (right)) to train a 3D full-body shape
model. Then the training samples are projected to four orthogonal views (front, left,
right, back) to generate a training set of corresponding multi-view silhouettes, which
we use to train a multi-view ASM model (see Fig. 1 (a-b)).

3D Model In the training phase we utilize a Principal Component Analysis (PCA)
model trained on range scans from a 3D body scan dataset [4] to extend the work of [2],
[9] and [13]. The purpose of the PCA model is to learn the permissible modes of human
body 3D shape variations reflected in the training set, so that the avatars we generate
will have a realistic human shape. Each range scan is represented as a column vector,
x, of vertex coordinates such that x = [x1, ..., xN , y1, ..., yN , z1, ..., zN ]>, where N
represents the number of vertices in the 3D mesh (in our case N = 6449). The range
scans are aligned using Procrustes Alignment [17].

We apply eigen-decomposition on the covariance matrix of the aligned shapes,
while keeping only the first m out of the resulting n eigenvectors, sorted in order of
decreasing eigenvalue, λi, such that:

arg max
1≤m≤n

{(
m∑
i=1

λi

)
/

(
n∑

i=1

λi

)
< v

}
, (1)

where v ∈ [0, 1] is the amount of variance that we want the PCA model to capture (we
have set v = 0.98 in our experiments, which resulted in m = 13). In this way, any new



shape, xi, can be represented as:

xi ≈ x̄+Cbi , (2)

where x̄ is the mean shape of the model, C are the principal m eigenvectors of the
learned shape manifold and bi is a column vector of shape parameters, also known as
the encoding of shape xi. This encoding vector b is typically truncated, so that each
element satisfies bi ∈ [−2

√
λi,+2

√
λi], where usually k = 2. This ensures that any

shapes generated by (2) remain plausible with respect to the training set.

Silhouette Multi-view ASM We project the 3D range scans of the training set to four
orthogonal views (front, left, right and back) extracting the corresponding 2D silhou-
ette contour in each view. Each silhouette contour is represented as a column vector,
yi, of 2D coordinates such that yi = [x1, ..., xC , y1, ..., yC ]

>, where C represents
the number of points in the 2D contour and i ∈ {front, left, right,back}. For each
training range scan, the set of four silhouette vectors, representing its multi-view or-
thogonal 2D projection, is stacked vertically, resulting in the augmented column vector:
y = [yfront,yleft,yright,yback]

>.
The set of augmented column vectors is aligned using Procrustes Alignment and

subsequently used to train by application of PCA a multi-view ASM model (we set
v = 0.98, yielding m = 33), instead of training a separate ASM model per view. In this
way, during the ASM search algorithm [3] the shape parameters are optimized across all
four views simultaneously, instead of independently, providing robustness to outliers,
as it naturally enforces shape consistency across all views, yielding a more accurate
result. Figure 3 illustrates the modes of variation learned by the first few eigenvectors
of the trained multi-view ASM.

3.2 Avatar Generation

In the live phase, we extract the subject’s silhouettes and then we use the trained models
to reconstruct the 3D shape of the subject, register the face model and perform texture
mapping (see Fig. 1 (c-h)).

Image Acquisition Image acquisition is done using a low cost camera. First we photo-
graph the background and then the subject is photographed from the front, left, right and
back, using a tripod to keep the camera stationary. We assume that the subject maintains
a constant distance from the camera during the acquisition.

Segmentation The segmentation step is needed to extract the silhouettes in each view.
First the input images are converted to the CIELAB colorspace and we obtain their
difference image with respect to the background. The difference image is then thresh-
olded and we apply erosion and dilation to merge foreground regions, selecting the
largest connected component as the foreground. We extract the contour by following 8-
connected adjacent pixels on the silhouette boundary. Figure 5 illustrates the procedure.



Fig. 3. Illustration of the modes of variation in the first 6 eigenvectors of our trained silhouette
multi-view ASM for the frontal (top) and left-side (bottom) views. Blue plots represent the mean
shape, while the green and red plots represent a variation from this mean by an amount of -2

√
λi

and +2
√
λi, respectively, where λi represents the ith eigenvalue and i ∈ {1, ...6}

Fig. 4. Generated avatar samples



Fig. 5. Segmentation illustration: (Top left) Input image of subject converted to CIELAB col-
orspace, (Top middle) Input image of background converted to CIELAB colorspace, (Bottom
left) Raw difference image, (Bottom middle) Average pixel values along y-axis (green graph)
and average pixel values along x-axis (blue graph), which can be used to guide the selection of
an appropriate segmentation threshold, (Right) Extracted silhouette

Multi-view ASM Fitting The procedure for fitting the trained multi-view ASM to
a set of four silhouette images follows the ASM search algorithm presented in [3].
For simplicity, we chose the search function in such a way that the model drives it-
self towards regions of high gradient, i.e. strong edges, which tend to coincide with
foreground-background boundaries. In each iteration, each landmark searches a win-
dow in its neighborhood for the point of strongest gradient and moves towards it. Once
all points have moved to new locations, the new shape vector is projected to the ASM
shape manifold to regularize it and the resulting shape parameter vector is truncated to
maintain shape plausibility. The ASM search terminates once the 2-norm of the shape
parameter vector stabilizes within an ε-value between successive iterations (see Fig. 6).

3D Model Fitting Silhouette points on the reconstructed 3D shape when projected to
each of the four views, should minimize the RMS error with the corresponding silhou-
ette points in the input images. Therefore, we seek to find the shape parameter vector,
b∗, which minimizes the constrained objective given below:

b∗ = argmin
b

∑
i

(
1

Ni
‖P i (x̄+Cb)−QiY i‖2

)
, (3)

such that. bj ∈ [−2
√
λj ,+2

√
λj ] , (4)

where i ∈ {front, left, right,back}, P i is the projection matrix, Y i is the matrix of
2D coordinates of the silhouette contour in the input image, Qi is the alignment trans-
formation matrix and Ni is the number of silhouette contour points in the ith view.



We solve the problem in (3) using CVX, a package for specifying and solving convex
programs [18], [19].

Texture Mapping Once we have the shape of the avatar we fill-in the realistic ap-
pearance by mapping texture information from the input images to the projected model
vertices using the cylindrical model described in [2]. This involves converting the coor-
dinates of each reconstructed 3D vertex to polar coordinates to determine which image
needs to be looked up to get the texture. Then the 3D coordinates are projected to 2D
image coordinates (using P i from (3) above) to get the color value at the projected
image pixel.

In order to obtain an avatar with a more realistic appearance, we then register the fa-
cial landmarks (nose, eyes, mouth) of the higher resolution face model (11655 vertices)
to corresponding landmarks on the full-body 3D model. This allows us to determine the
rigid transformation that aligns the two models. Hence, we transform the higher resolu-
tion face model and apply the texture mapping process again, transferring the realistic
appearance to the high resolution face model (sample results shown in Fig. 4).

4 Evaluation

In order to evaluate the ability of the trained model to reconstruct a subject’s 3D body
shape when given four orthogonal images of the body’s 2D projection, we conducted
the following experiment. Using the trained PCA model of 3D body shape, we trained
regression functions [4] for various physical shape-controlling parameters e.g., height.
In this way, we were able to synthesize 100 new shape models (50 male, 50 female)
having desired physical measurements:

– Weight: varied uniformly in the range [50kgs, 120kgs]
– Height: varied uniformly in the range [150cm, 200cm]
– % Muscle: varied uniformly in the range [0%, 100%]

From each synthetic shape we constructed four orthogonal images of its 2D pro-
jection (front, back, left, right). Landmark correspondences between image and model
points were manually marked. The goal was then to recover the 3D synthetic shape
when presented with only its four projection images and the manually marked land-
mark correspondences, and assess the 3D shape reconstruction accuracy. The shape
parameters were estimated by minimizing a cost function of the average error between
the image landmarks and the corresponding projected landmarks of the model. We per-
formed the experiment twice, once using on average only 17 landmarks per view (se-
lected similarly to the feature points in [2]) and once using 144 landmarks per view
(sampled regularly around the silhouette outline). For each shape we then calculated
the average relative point-to-point reconstruction error (calculated as the absolute dif-
ference between the reconstructed projection and the ground truth projection of each
landmark, averaged over all 6449 landmarks; this was then divided by the maximum
point to point distance between model vertices to yield the average relative point-to-
point reconstruction error). The results were as follows: (i) 144 landmarks per view:
µ = 0, 81%, σ = 0, 1803, (ii) 17 landmarks per view: µ = 0, 90%, σ = 0, 2167.



Finally, we calculated the sample correlations and p-values to determine correla-
tions between the reconstruction error and the physical parameters. We found that the
most significant correlations of reconstruction error were between weight and % mus-
cle. More specifically, for weight we got ρ = 0.2685 and p-value=0.0069, indicating
that error increases with increasing weight. For % muscle we got ρ = 0.3503 and p-
value=0.0004, indicating that error increases with increasing % muscle because higher
% muscle cause more bulging of the body thus greater deviation from the mean shape.

In another experiment, we evaluated the accuracy of the multi-view ASM against
the accuracy of four separate single-view ASM models. The results, which are shown
in Fig. 6 illustrate the superiority of the multi-view ASM. We are in the process of
performing evaluation simulations of the proposed method against a large synthetic
dataset as well as quantitative evaluation on real data. See Fig. 4 for a visual evaluation.
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Fig. 6. Comparative evaluation of our silhouette registration method by a multi-view ASM on a
synthetic dataset of 100 subjects. (Left) Plot of average relative silhouette registration error for
each view, using single-view ASM models (98% variance). (Right) Corresponding plot evaluating
silhouette registration error using a multi-view ASM model.

5 Conclusions and Future Work

We presented our ongoing work towards the generation of realistic animation ready
avatars that will allow users and their friends to participate and collaborate in VR game
adaptations. While this is work in progress and additional evaluation experiments are
under way, early results obtained prove the potential of our overall approach. In the
future we plan to increase the accuracy of model fitting and texture mapping so that the
end result is cleaner and more realistic. Furthermore, we plan to add automatic rigging
and animation on the personalized avatars, so that they can be easily incorporated in
collaborative VR applications.
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