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#### Abstract

Sand Pile Models are discrete dynamical systems emphasizing the phenomenon of Self－Organized Criticality．From a configuration composed of a finite number of stacked grains，we apply on every possible positions（in parallel）two grain moving transition rules．The transition rules permit one grain to fall to its right or left（symmetric）neighboring column if the difference of height between those columns is larger than 2 ．The model is nondeterministic and grains always fall downward．We propose a study of the set of fixed points reachable in the Parallel Symmetric Sand Pile Model（PSSPM）．Using a comparison with the Symmetric Sand Pile Model（SSPM）on which rules are applied once at each iteration，we get a continuity property．This property states that within PSSPM we can＇t reach every fixed points of SSPM，but a continuous subset according to the lexicographic order．Moreover we define a successor relation to browse exhaustively the sets of fixed points of those models．
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## 1 Introduction

Sand Pile Models were introduced in 1988 （［｜BTW88］）to highlight Self－Organized Criticality（SOC）． SOC characterizes dynamical systems having critical attractors，i．e．，systems that evolve toward a stable state from which small perturbations have uncontrolled consequences on the system．This property is straightforward to figure out in the scope of sand pile models ：consider a flat table on which we add grains one by one．After a moment，the amount of grains will look like a circular cone which base diameter will continue to grow as we add grains one by one．Some grain additions create avalanches， chain reactions involving numerous grain falls．Some avalanches stop quickly，others continue until they reach the table top．Now remark that whatever the size of the pile is，there will always be one more single grain addition which will increase the base diameter of the cone．So the tiniest possible perturbation－

[^0]one single grain addition - can create an unbounded avalanche. This example illustrates the SOC of sand pile models.

There are many variants of sand pile models. All of them consider local grain moving transitions, applied in sequential or parallel mode (one rule application at each iteration or as many rule applications as possible at each iteration), starting from a finite number of stacked grains. The first model, introduced in [CK93], considers one rule applied sequentially : if the difference of height between columns $i$ and $i+1$ is larger than two, then one grain falls from column $i$ to column $i+1$. The set of reachable configurations has a lattice structure and some other interesting properties, see [CMP02] and [LMMP01]. Furthermore its set of reachable configurations can be generated efficiently (see [MM11], [MR10] and [Mas09]). Applying the rule in parallel on every possible column leads to a completely different description of the model, see [DL98]. We can also add one more rule, symmetric to the previous one : if the difference of height between columns $i$ and $i-1$ is larger than two, then one grain can fall from column $i$ to column $i-1$. This leads to SSPM (symmetric sand pile model), studied in Pha08 and [FMP07.

In [FPPT10], the authors studies PSSPM, the parallel variant of SSPM, and they proved that the form of fixed points of the two models are the same. In this paper, we investigate the set of all fixed points of PSSPM, taking into account their position. We provide a deterministic procedure to reach the extremal (leftmost and rightmost) fixed points of PSSPM according to the total lexicographic order, and prove that any fixed point between these two extremal fixed points reachable in SSPM is also reachable in PSSPM. We also define a successor relation $\triangleleft$ which gives a straightforward way of computing the set of fixed points of PSSPM.

In RDMDP06 the authors suggest to add rules to get grains also moving forward and backward, to get closer to real life sand piles. [CLM $\left.{ }^{+} 04\right]$ is a survey on sand pile models. An interesting generalization of sand pile models is sand automata, which are powerful enough to simulate cellular automata, see [DGM09], [CFM07] and [CF03].
In this paper, $n$ is a given nonnegative integer.

## 2 Parallel Symmetric Sand Pile Model

In the theory of discrete dynamical systems, a model is defined by its set of configurations and its transition rule(s). We say that a configuration $b$ is reachable from a configuration $a$ if $b$ is obtained from $a$ by a sequence of transitions. In the scope of sand piles, we are interested in the set of configurations reachable from a finite number of stacked grains.

Notation 1 A configuration $c$ is a sequence of nonnegative integers, with only finitely many positive values. We use an underlined number to denote the position 0 of a sequence. For example $c=(1,4,3,2,1)$ is the configuration such that $c_{-2}=1, c_{-1}=4, c_{0}=3, c_{1}=2, c_{2}=1$ and for all $i \notin \llbracket-2 ; 2 \rrbracket, c_{i}=0$.

We now give formal definitions of SSPM and PSSPM.
Definition 1 SSPM is a discrete dynamical system defined by:

- Initial configuration: (n).
- Local left vertical rule $\mathcal{L}:\left(\ldots, a_{i-1}, a_{i}, \ldots\right) \rightarrow\left(\ldots, a_{i-1}+1, a_{i}-1, \ldots\right)$ if $a_{i-1}+2 \leq a_{i}$.
- Local right vertical rule $\mathcal{R}:\left(\ldots, a_{i}, a_{i+1}, \ldots\right) \rightarrow\left(\ldots, a_{i}-1, a_{i+1}+1, \ldots\right)$ if $a_{i} \geq a_{i+1}+2$.
- Global rule: we apply once the $\mathcal{L}$ rule, or once the $\mathcal{R}$ rule.

SSPM is a non deterministic and sequential model. PSSPM is defined similarly with the rules applies in parallel on each column:

Definition 2 PSSPM is a discrete dynamical dynamical system defined with the same initial configuration and local rules as SSPM, and the following global rule:

- Global rule: we apply $\mathcal{L}$ and $\mathcal{R}$ in parallel on every possible column. We apply at most one of the two rules on each column.

PSSPM is also a non deterministic model, for example from the initial configuration (등 one has to choose whether applying $\mathcal{L}$ or $\mathcal{R}$ on column 0 .
Once the model (SSPM or PSSPM) is fixed, we denote $a \rightarrow b$ when configuration $a$ reduces in one step to configuration $b$ according to the global transition rule. $\rightarrow^{*}$ denotes the transitive closure of $\rightarrow$. We formally define the sets of reachable configurations as:

Notation $2 \operatorname{SSPM}(n)=\bigcup\left\{a \mid(\underline{n}) \rightarrow^{*}\right.$ a\} is the set of reachable configurations from the initial configuration ( $\underline{n}$ ) by applying SSPM rules.
$\operatorname{PSSPM}(n)=\bigcup\left\{a \mid(\underline{n}) \rightarrow^{*} a\right\}$ is the set of reachable configurations from the initial configuration ( $\underline{n}$ ) by applying PSSPM rules.

$$
S S P M=\bigcup_{n \in \mathbb{N}} \operatorname{SSPM}(n) \text { and } P S S P M=\bigcup_{n \in \mathbb{N}} \operatorname{PSSPM}(n) .
$$

In both models, one can note that any configuration $c$ reachable from the initial configuration ( $\underline{n}$ ) verifies $\sum_{i} c_{i}=n$ and for some $j, \cdots \leq a_{j-2} \leq a_{j-1} \leq a_{j} \geq a_{j+1} \geq a_{j+2} \geq \ldots$. This last observation leads to the fact that within PSSPM, there is at most one column $j$ on which a choice between $\mathcal{L}$ and $\mathcal{R}$ happens (such a column $j$ must verify $a_{j-1}<a_{j}$ and $a_{j}>a_{j+1}$ ).
On figure 1 we present in PSSPM the complete set of reachable configurations from (5). A reachable configuration from which no transition can be applied is a fixed point.
A trivial - nevertheless motivating - result is that the set of reachable configurations in PSSPM is a subset of reachable configurations in SSPM:

Proposition $1 P S S P M \subsetneq S S P M$.

Proof: PSSPM $\subseteq$ SSPM is obvious. Let us show that $\operatorname{PSSPM}(5) \subsetneq \operatorname{SSPM}(5)$ which leads to the result. Using SSPM global transition rule, $(\underline{5}) \rightarrow(\underline{4}, 1) \rightarrow(\underline{3}, 2) \rightarrow(\underline{3}, 1,1) \rightarrow(\underline{2}, 2,1) \rightarrow(1, \underline{1}, 2,1)$, so $(1, \underline{1}, 2,1) \in \operatorname{SSPM}(5)$. On figure 1 we can see that using PSSPM parallel rule application, $(1, \underline{1}, 2,1) \notin$ PSSPM(5).

The set of fixed points of PSSPM is strictly included in the set of fixed points of SSPM (note that it does not hold in the one sided case, where SPM and PSPM have exactly the same fixed points). The following section concentrates on the properties of former compared to latter.


Fig. 1: The set of reachable configurations in PSSPM starting from the initial configuration (조). A bold line denotes column 0 . Edges are labelled according to the choice $\mathcal{L}$ or $\mathcal{R}$, whenever there is one. Two fixed points are reachable from ( $\underline{5}$ ): $(1,1, \underline{2}, 1)$ and $(1, \underline{2}, 1,1)$.

## 3 Fixed points of PSSPM

We propose a study of the set of fixed points of PSSPM. We give a deterministic procedure to reach the rightmost and leftmost fixed points of $\operatorname{PSSPM}(n)$, respectively corresponding to the smallest and greatest configurations according to the lexicographic order. We also prove that every fixed point of $\operatorname{SSPM}(n)$ between the smallest and greatest fixed point of $\operatorname{PSSPM}(n)$ are reachable in $\operatorname{PSSPM}(n)$. As a consequence, the set of $\operatorname{PSSPM}(n)$ fixed points inherits a kind of continuity property.

The transition diagram of $\operatorname{PSSPM}(n)$ is the edge-labeled directed multigraph $G_{n}=\left(V_{n}, E_{n}\right)$ where $V_{n}=\operatorname{PSSPM}(n)$ is the set of reachable configurations from the initial configuration $(\underline{n})$, and $E_{n} \subseteq$ $V_{n} \times V_{n} \times\{\mathcal{L}, \mathcal{R}\}$ such that $(a, b, \alpha) \in E_{n}$ if and only if $a \rightarrow b$ according to PSSPM rules where we choose (recall that there is at most one choice) to apply the $\alpha$ rule (when there is no choice from $a$ to $b$, both $(a, b, \mathcal{L})$ and $(a, b, \mathcal{R})$ belong to $\left.E_{n}\right)$. Figure 1 is the transition diagram of $\operatorname{PSSPM}(5)$, where multiple edges are replaced by a single unlabeled edge.

From a configuration $a$, we consider the two configurations obtained according to the choices $\mathcal{L}$ and $\mathcal{R}$. Then, we let those two configurations evolve using the same choice at each step. We obtain two sequences of configurations, and we will see that they stay very close, in other words they represent very similar paths within the transition diagram. We introduce a formal notation, $\mathcal{L}(a)$, standing for the configuration obtained by choosing the top grain to fall to the left if possible (if it is not possible, the top grain falls to the right):

Notation 3 Let a be a configuration such that $a \in V_{n}$ for some fixed integer $n$. $\mathcal{L}(a)$ is the configuration defined as:

1. if $\exists b$ such that $(a, b, \mathcal{L}) \in E_{n}$ then $\mathcal{L}(a)=b$,
2. else if $\exists b$ such that $(a, b, \mathcal{R}) \in E_{n}$ then $\mathcal{L}(a)=b$,
3. else $\mathcal{L}(a)=a$.
$\mathcal{R}(a)$ is defined similarly.
Let $\omega=\omega_{1} \ldots \omega_{k}$ be a word over the alphabet $\{\mathcal{L}, \mathcal{R}\}, \omega(a)$ is the configuration defined inductively as $\omega(a)=\omega_{2} \ldots \omega_{k}\left(\omega_{1}(a)\right)$.

The idea will be to consider a configuration $a$ of $\operatorname{PSSPM}(n)$ for a fixed integer $n$ and the two configurations $\mathcal{R}(a)$ and $\mathcal{L}(a)$. Those two configurations are intuitively similar each other. Then we will see that for every word $\omega$ over the alphabet $\{\mathcal{L}, \mathcal{R}\}$, the configurations $\omega(\mathcal{R}(a))$ and $\omega(\mathcal{L}(a))$ are also similar according to the relation $\stackrel{*}{\triangleleft}$ defined below. This is the key argument of our study, stated in Proposition 2 . Finally, we use known results about SSPM and further developments to show that when we reach fixed points, the configurations are very similar (see $\triangleleft$ defined below). This leads to Theorem 1 , relating the set of fixed points reachable in $\operatorname{PSSPM}(n)$ to that reachable in $\operatorname{SSPM}(n)$.

Definition 3 Let $\Delta(a, b)$ be the sequence of differences between configurations a and $b, \Delta_{i}(a, b)=a_{i}-b_{i}$. We define a notion of similarity or closeness between configurations, denoted by the following relations:

$$
\begin{aligned}
& a \triangleleft b \\
& \stackrel{*}{*} b
\end{aligned} \Longleftrightarrow \Delta(a, b) \in 0^{*}-10^{*} 10^{*}+\Delta(a, b) \in\left(0^{*}-10^{*} 10^{*}\right)^{*} .
$$

where -1 is a minus one value. As a convention $\epsilon=0^{\omega}$, so that $a=b$ implies $a \stackrel{*}{\triangleleft} b$.
The reader should note that $\stackrel{*}{\triangleleft}$ is not the reflexive transitive closure of $\triangleleft$, it is just a kind of non-strict variant of $\triangleleft$.

The following lemma states the similarity of the configurations obtained when we follow very close paths in the transition diagram of $\operatorname{PSSPM}(n)$. The weak relation $\stackrel{*}{\triangleleft}$ is used to compare obtained configurations all along the evolution toward fixed points. We will see in Proposition 3 that the relation between fixed points can be strengthened into $\triangleleft$.

Proposition 2 Let $a \in \operatorname{PSSPM}(n)$. For all $\omega \in\{\mathcal{L}, \mathcal{R}\}^{*}$,

$$
\omega(\mathcal{R}(a)) \stackrel{*}{\triangleleft} \omega(\mathcal{L}(a))
$$

We first present a technical lemma used to avoid some impossible cases in the proof of Proposition 2
Lemma 1 (technical) Consider a sequence in $\operatorname{PSSPM}(n)$.

$$
c^{1} \rightarrow c^{2} \rightarrow \cdots \rightarrow c^{k}
$$

If there exists a column $i$ such that

1. $i$ remains one of the highest columns i.e., $\forall 1 \leq t \leq k, c_{i}^{t}=\max _{j} c_{j}^{t}$
2. $c_{i}^{1} \leq c_{i+1}^{1}+2\left(\right.$ resp. $\left.c_{i-1}^{1}+2 \geq c_{i}^{1}\right)$

Then $\forall 1 \leq t \leq k, c_{i}^{t} \leq c_{i+1}^{t}+2\left(\right.$ resp. $\left.c_{i-1}^{t}+2 \geq c_{i}^{t}\right)$.

Proof: We proceed by induction on the iterations. The base case is verified according to the second hypothesis. The top column $i$ can't receive any grain during the iterations under consideration so the height difference with column $i+1$ (resp. $i-1$ ) can only be increased by 1 if $i$ doesn't lose a grain and $i+1$ (resp. $i-1$ ) loses a grain. In any other case the height difference doesn't increase. So if the height difference is at most 1 , then it can't be increased to a difference greater than 2 . If the height difference is 2 , then column $i$ loses a grain so the height difference doesn't increase.

Proof of Proposition 2; We proceed by induction on the length of $\omega$. The base case is obvious : either there is no choice from $a$ to $\mathcal{L}(a)$ and $\mathcal{R}(a)$, and hence $\mathcal{L}(a)=\mathcal{R}(a)$ implies $\mathcal{R}(a) \stackrel{*}{\triangleleft} \mathcal{L}(a)$ or there is a choice on column $i$ and hence

- $\mathcal{R}(a)_{i-1}=\mathcal{L}(a)_{i-1}-1$
- $\mathcal{R}(a)_{i}=\mathcal{L}(a)_{i}$
- $\mathcal{R}(a)_{i+1}=\mathcal{L}(a)_{i+1}+1$
- $\forall j \notin\{i-1, i, i+1\}, \mathcal{R}(a)_{j}=\mathcal{L}(a)_{j}$
so $\mathcal{R}(a) \stackrel{*}{\triangleleft} \mathcal{L}(a)$. By induction hypothesis, we are considering two configurations $b=\omega_{1} \ldots \omega_{k-1}(\mathcal{R}(a))$ and $c=\omega_{1} \ldots \omega_{k-1}(\mathcal{L}(a))$ such that $b \stackrel{*}{\triangleleft} c$ and we will now prove that $\omega_{k}(b) \stackrel{*}{\triangleleft} \omega_{k}(c)$.

For the sake of clarity, we denote $d$ (resp. $e$ ) the configuration such that $b \xrightarrow{\omega_{k}} d$ (resp. $c \xrightarrow{\omega_{k}} e$ ).
We do an induction on the columns, and construct $\Delta(d, e)$ from our knowledge on $\Delta(b, c)$, from left to right according to the behavior of each column $i$ in $b$ and $c$. Considering the rule application on column $i$ of a configuration $h$ gives us three informations:

- does column $i-1$ receive a grain from its right neighbor, denoted $\overleftarrow{h}_{i-1} \in\{0,1\}$;
- does column $i$ give a grain to one of its neighbors, denoted $\bar{h}_{i} \in\{0,1\}$;
- does column $i+1$ receive a grain from its left neighbor, denoted $\vec{h}_{i+1} \in\{0,1\}$.

In order to conclude, we will use the fact that

$$
\text { for all } j, \Delta_{j}(d, e)=\Delta_{j}(b, c)+\left(\overleftarrow{b}_{j}-\overleftarrow{c}_{j}\right)-\left(\bar{b}_{j}-\bar{c}_{j}\right)+\left(\vec{b}_{j}-\vec{c}_{j}\right)
$$

At each step of the induction, we will "update" $\Delta(b, c)$ with the three informations we get and see that it has always the form $\left(0^{*}-10^{*} 10^{*}\right)^{*}$. We denote $\Delta^{i}(b, c)$ the sequence $\Delta(b, c)$ updated up to index $i$, defined at each index $j$ as

$$
\Delta_{j}^{i}(b, c)= \begin{cases}\Delta_{j}(b, c)+\left(\overleftarrow{b}_{j}-\overleftarrow{c}_{j}\right)-\left(\bar{b}_{j}-\bar{c}_{j}\right)+\left(\vec{b}_{j}-\vec{c}_{j}\right)=\Delta_{j}(d, e) & \text { if } j<i \\ \Delta_{j}(b, c)-\left(\vec{b}_{i}-\bar{c}_{i}\right)+\left(\vec{b}_{i}-\vec{c}_{i}\right) & \text { if } j=i \\ \Delta_{j}(b, c)+\left(\vec{b}_{i}-\vec{c}_{i}\right) & \text { if } j=i+1 \\ \Delta_{j}(b, c) & \text { if } j>i+1\end{cases}
$$

For initialization, there obviously exists an index $s$ such that for all $j \leq s$, there is no grain and hence no rule application on $j$ both in $b$ and $c$. Therefore $\Delta^{s}(b, c)=\Delta(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$.

Let us now eventually prove that for any $i, \Delta^{i-1}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$ implies $\Delta^{i}(b, c) \in\left(0^{*}-\right.$ $\left.10^{*} 10^{*}\right)^{*}$. This will complete the proof of the lemma, since there exists an index $t$ such that for all $j \geq t$, there is no grain and hence no rule application on $j$ both in $b$ and $c$. Therefore $\Delta^{t}(b, c)=\Delta(d, e)$.

We prove that $\Delta^{i-1}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$ implies $\Delta^{i}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$ in three stages: left part, central part and right part. The central part is the set of columns where we apply different local rules in $b$ and $c$ (we will see that there is at most one column in the central part). The left (resp. right) part is the set of columns where grains can only fall to the left (resp. right) both in $b$ and $c$. The proofs for the left and right parts are symmetric. The central part is more involved and uses lemma 1

- left part. We consider an index $i$ which may be fired to the left or not fired. Since it is not fired to the right, $\vec{b}_{i+1}-\vec{c}_{i+1}=0$ and every index in this part verifies that $\Delta_{i}^{i-1}(b, c)=\Delta_{i}(b, c)$. There are 4 cases, some of them are symmetric:
- $i$ fired to the left in both $b$ and $c$, then $\Delta^{i}(b, c)=\Delta^{i-1}(b, c)$.
- $i$ not fired in both $b$ and $c$, again $\Delta^{i}(b, c)=\Delta^{i-1}(b, c)$.
- $i$ fired to the left in $b$, not fired in $c$. Then we have the following changes in $\Delta^{i}(b, c)$ :

$$
\left\{\begin{array} { l } 
{ \overleftarrow { b } _ { i - 1 } - \overleftarrow { c } _ { i - 1 } = 1 } \\
{ \vec { b } _ { i } - \overline { c } _ { i } = 1 } \\
{ \vec { b } _ { i + 1 } - \vec { c } _ { i + 1 } = 0 }
\end{array} \text { hence } \left\{\begin{array}{l}
\Delta_{i-1}^{i}(b, c)=\Delta_{i-1}^{i-1}(b, c)+1 \\
\Delta_{i}^{i}(b, c)=\Delta_{i}^{i-1}(b, c)-1 \\
\text { elsewhere there is no change }
\end{array}\right.\right.
$$

but the rule application on $i$ involves that $b_{i-1}+2 \leq b_{i}$ and $c_{i-1}+2>c_{i}$. There are 3 different cases according to the values of $\left(b_{i}-b_{i-1}\right), \Delta_{i-1}(b, c)$ and $\Delta_{i}(b, c)$ : (for any other set of values we haven't $i$ fired to the left in $b$ and $i$ not fired in $c$ )

$b$ is pictured with bold lines, $c$ is pictured in grey. If the difference of height between $i-1$ and $i$ is greater than 3 in $b$ then it is greater or equal to 2 in $c$. We recall that $b \stackrel{*}{\triangleleft} c$.
(1) $\Delta_{i-1}(b, c)=0$ and $\Delta_{i}(b, c)=1$.

By induction hypothesis $\Delta^{i-1}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$, so we can deduce from the equality $\Delta_{i}^{i-1}(b, c)=\Delta_{i}(b, c)$ that $\Delta^{i-1}(b, c)$ around index $i$ is

$$
\left(\ldots,-1, \ldots, 1_{i}, \ldots,-1, \ldots\right)
$$

where the right -1 may not exist. Therefore, after applying the changes (adding 1 at index $i-1$ and subtracting 1 at index $i$ ) we still have $\Delta^{i}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$.
(2) $\Delta_{i-1}(b, c)=-1$ and $\Delta_{i}(b, c)=0$.

By induction hypothesis $\Delta^{i-1}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$, and we also need that $\Delta^{i-2}(b, c) \in$ $\left(0^{*}-10^{*} 10^{*}\right)^{*}$ which is clear according to the base case. We can deduce from the equalities $\Delta_{i-1}^{i-2}(b, c)=\Delta_{i-1}(b, c)$ and for the same reason $\Delta_{i}^{i-2}(b, c)=\Delta_{i}(b, c)$ that $\Delta^{i-2}(b, c)$ around index $i-1$ is

$$
\left(\ldots, 1, \ldots,-\frac{1-1}{1}, \underset{i}{0}, \ldots, 1, \ldots\right)
$$

where the left 1 may not exist. The part on the right of $i-1$ is not altered by the induction step from $i-2$ to $i-1$, therefore $\Delta^{i-1}(b, c)$ around index $i$ is

$$
\left(\ldots,-1, \ldots,{ }_{i}^{0}, \ldots, 1, \ldots\right)
$$

(it can't be equal to $0^{\omega}$ for the right 1 is still there). Therefore, after applying the changes (adding 1 at index $i-1$ and subtracting 1 at index $i$ ) we still have $\Delta^{i}(b, c) \in$ $\left(0^{*}-10^{*} 10^{*}\right)^{*}$.
(3) $\Delta_{i-1}(b, c)=-1$ and $\Delta_{i}(b, c)=1$.

The argument is the same as in the case (1).

- $i$ not fired in $b$, fired to the left in $c$. This case is symmetric to the previous one.
- central part.

Let us first prove by contradiction that there is at most one column which is fired using different local rules in $b$ and $c$. We name $u$ and $v(u<v)$ the two columns. There are two cases:

- In $b, u$ fires to the left and $v$ fires to the right. Then in $c, u$ fires to the right and $v$ fires to the left. This is impossible since $c$ is an increasing then decreasing sequence.
- In $b$, both $u$ and $v$ fires to the left. Then the height difference between $b_{u-1}$ and $b_{v}$ is at least 4. Since $b \stackrel{*}{\triangleleft} c$ the differences between $b$ and $c$ are at most 1 which makes impossible the case where $c_{u}-c_{v+1} \geq 2$ (necessary condition for $u$ to fire to the right in $c$ ).

We now consider the influence of the index $i$ where $b$ and $c$ have opposite behaviors. Let us take $\omega_{k}=\mathcal{L}$ and consider that $i$ is fired to the left in $b$ and to the right in $c$ (other cases are symmetric). We have the following changes in $\Delta^{i}(b, c)$ :

$$
\left\{\begin{array} { l } 
{ \overleftarrow { b } _ { i - 1 } - \overleftarrow { c } _ { i - 1 } = 1 } \\
{ \vec { b } _ { i } - \overline { c } _ { i } = 0 } \\
{ \vec { b } _ { i + 1 } - \vec { c } _ { i + 1 } = - 1 }
\end{array} \text { hence } \left\{\begin{array}{l}
\Delta_{i-1}^{i}(b, c)=\Delta_{i-1}^{i-1}(b, c)+1 \\
\Delta_{i}^{i}(b, c)=\Delta_{i}^{i-1}(b, c) \\
\Delta_{i+1}^{i}(b, c)=\Delta_{i+1}^{i-1}(b, c)-1 \\
\text { elsewhere there is no change }
\end{array}\right.\right.
$$

but the rule application on $i$ involves that $b_{i-1}+2 \leq b_{i}, c_{i-1}+2>c_{i}$ (which prevents index $i$ in $c$ to follow the choice $\mathcal{L}$ ) and $c_{i} \geq c_{i+1}+2$. There are 3 cases which can be pictured exactly as in the left part.
(1) $\Delta_{i-1}(b, c)=0$ and $\Delta_{i}(b, c)=1$.

In this case, $b_{i+1} \leq c_{i+1}$. Since column $i$ in $c$ is fired to the left, $c_{i} \geq c_{i+1}+2$, hence $b_{i} \geq b_{i+1}+3$ because there is one more grain at $i$ in $b$.
Also, $\Delta_{i}(b, c) \neq 0$ so there is one iteration during which a firing of index $i$ has been performed in an ancestor of $c$ and not in the corresponding ancestor of $b$ (in which the height difference between $i$ and $i+1$ was lesser than 2), or there is one iteration during which index $i$ received a grain in an ancestor of $b$ but not in the corresponding ancestor of $c$ (in this case, $i$ became and remains the highest column in the chain leading to $b$ and there exist an iteration where $i$ is not fired, so that it became the only highest, hence the height difference between $i$ and $i+1$ was lesser than 2).
The conditions of lemma 1 are verified and $b_{i} \geq b_{i+1}+3$, this case is impossible.
(2) $\Delta_{i-1}(b, c)=-1$ and $\Delta_{i}(b, c)=0$.

By induction hypothesis $\Delta^{i-1}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$, so we can deduce from the fact that $i$ can't receive any grain (it is obviously one of the top columns of $b$ and $c$ ) that $\Delta_{i}^{i-1}(b, c)=$ $\Delta_{i}(b, c)$. Moreover, $\Delta_{j}^{i-1}(b, c)$ for $j>i$ is still equal to $\Delta_{j}(b, c)$. Let us recall that $b \stackrel{*}{\triangleleft} c$ and $\Delta_{i-1}(b, c)=-1$. As a consequence, $\Delta^{i-1}(b, c)$ around index $i$ is

$$
(\ldots,-1, \ldots, \underset{i}{0}, \ldots, 1, \ldots)
$$

Therefore, after applying the changes (adding 1 at index $i-1$, subtracting 1 at index $i+1$ ), we still have $\Delta^{i}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$.
(3) $\Delta_{i-1}(b, c)=-1$ and $\Delta_{i}(b, c)=1$.

For the same reason as above, we prove using lemma 1 that this case is impossible.

- right part.

This part is symmetric to the left part.
We proved that $\Delta^{i-1}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$ implies $\Delta^{i}(b, c) \in\left(0^{*}-10^{*} 10^{*}\right)^{*}$, which concludes the proof that $d \stackrel{*}{\triangleleft} e$, which in turn completes the proof of this lemma.
This lemma states that trying to follow the same transitions conserves the relation $\stackrel{*}{\triangleleft}$. It provides a deterministic procedure to reach the extremal fixed points of PSSPM(n):

Notation 4 We use the symbols $\leq_{l e x}$ and $\geq_{l e x}$ to denote the lexicographic order over configurations. Note that $a \stackrel{*}{\triangleleft} b \Rightarrow a \leq_{l e x} b$ and $a \triangleleft b \Rightarrow a<_{\text {lex }} b$.

Corollary 1 The maximal — leftmost — (resp. minimal — rightmost —) fixed point of PSSPM(n) according to the lexicographic order is reached when one chooses at every step the $\mathcal{L}$ rule (resp. $\mathcal{R}$ rule).

Proof: By induction on Proposition 2 and since $a \stackrel{*}{\triangleleft} b \Rightarrow a \leq_{l e x} b$, we have for all $k \in \mathbb{N}$ and all $w \in\{\mathcal{L}, \mathcal{R}\}^{k}$ that $\mathcal{L}^{k}((\underline{n})) \leq w((\underline{n}))$.

We will now see how the relation $\stackrel{*}{\triangleleft}$, used strictly, allows one to browse exhaustively the set of reachable fixed points of $\operatorname{SSPM}(n)$ and $\operatorname{PSSPM}(n)$.

Proposition 3 For all fixed a of $\operatorname{PSSPM}(n)$ except its leftmost (maximal according to $\leq_{l e x}$ ), there exists $a$ unique fixed point $b$ of $\operatorname{PSSPM}(n)$ such that $a \triangleleft b$.

Proof: There exists a word $u$ such that $u((\underline{n}))=a$ and from Proposition 2, since $a$ is not the greatest fixed point of $\operatorname{PSSPM}(n)$, by incrementally changing letters $\mathcal{R}$ into $\mathcal{L}$ in $u$ until reaching a configuration different from $a$, we will eventually find a configuration $b$ such that $a \stackrel{*}{\triangleleft} b$ and $a \neq b$.
Let us now prove that $a \triangleleft b$ and that there is no other fixed point $c$ such that $a \triangleleft c$. By a result from [FMP07] and [Pha08] a fixed point of SSPM (hence of PSSPM) can be cut into two parts which are fixed points of SPM. By a result from [CK93] a fixed point of SPM is a stair (each difference of height is 1) with at most one plateau (two consecutive columns with the same number of grain). As a consequence of those two results, there are at most three plateaus in $a$ (there may be one on the top, which we cut) at positions $(x, x+1)$ for the left plateau, $(y, y+1)$ for the top plateau and $(z, z+1)$ for the right plateau (see figure 22). We have $a \stackrel{*}{\triangleleft} b$ and $a \neq b$ so there exists at least one couple of positions $(i, j)$, with $i<j$, such that $a_{i}=b_{i}-1$ and $a_{j}=b_{j}+1$. Let us now see that we can't have more than one such couple of positions, which will prove that $\Delta(a, b) \in 0^{*}-10^{*} 10^{*}$. There are 4 positions where we can remove a grain and still respect the plateaus requirement to be a PSSPM fixed point on: $x, y, y+1$ and $z+1$ (if there is no top plateau, we can still remove the top grain), and there are 2 positions where we can add a grain: $x+1$ and $z$. But if we add a grain at $z$, we have to remove a grain at a position greater than $z$ (recall that $a \stackrel{*}{\triangleleft} b$ ). The only possible candidate position is $z+1$, leading to a configuration which is not a fixed point since the difference of height between $z$ and $z+1$ becomes greater than 2 . Therefore we can only add a grain at $x+1$. Now, where can we remove a grain: only on $z+1$ if there is a plateau at $(z, z+1)$ (otherwise there are two plateaus on the left or right side which is not a SPM fixed point), and only on the rightmost top column if there is no right plateau. This proves that $a \triangleleft b$ and $b$ is unique.


Fig. 2: For any non-maximal fixed point $a$, there exists a unique fixed point $b$ such that $a \triangleleft b$.

## Theorem 1 Let

$$
\pi_{0}<_{l e x} \pi_{1}<_{l e x} \cdots<_{l e x} \pi_{k-1}<_{l e x} \pi_{k}
$$

be the sequence of all fixed points of $\operatorname{PSSPM}(n)$ ordered lexicographically. Then this sequence has the following strong relation:

$$
\pi_{0} \triangleleft \pi_{1} \triangleleft \cdots \triangleleft \pi_{k-1} \triangleleft \pi_{k}
$$

Moreover, for any fixed point $\pi$ of $\operatorname{SSPM}(n)$ such that $\pi_{0} \leq_{l e x} \pi \leq_{l e x} \pi_{k}$, there exists an index $i$, $0 \leq i \leq k$, such that $\pi_{i}=\pi$.

Proof: $n^{2}$ is an upper bound to the number of iterations from the configuration $(\underline{n})$ to a fixed point using PSSPM rules (at each step a grain loses some height). Therefore, the set of fixed points of $\operatorname{PSSPM}(n)$ is equal to $\quad \bigcup \omega((\underline{n}))$ because trying every possibility leads to reaching every possible fixed point.
$\omega \in\{\mathcal{L}, \mathcal{R}\}^{n^{2}}$
Starting from the word $s^{0}=\mathcal{R}^{n^{2}}$ and changing one by one the letters $\mathcal{R}$ into $\mathcal{L}$, we get a sequence of words $\left(s^{0}, s^{1}, \ldots, s^{n^{2}}\right)$ such that for all $k$, the size of the word $s^{k}$ is $n^{2}$ and the number of occurrences of $\mathcal{L}$ in $s^{k}$ is $k$. From Proposition 2 for all $k<n^{2}$ we have $s^{k}((\underline{n})) \stackrel{*}{\triangleleft} s^{k+1}((\underline{n}))$. There are two possibilities:

- $s^{k}((\underline{n}))=s^{k+1}((\underline{n}))$.
- $s^{k}((\underline{n})) \neq s^{k+1}((\underline{n}))$.

In the second case, both configurations are fixed points of $\operatorname{PSSPM}(n)$ and from Proposition 3 we have $s^{k} \triangleleft s^{k+1}$. This gives a simple procedure to construct the set of fixed points of $\operatorname{PSSPM}(n)$ from $\pi_{0}$ to $\pi_{k}$ and proves the first part of the theorem (the procedure is described below).

From the $\operatorname{SSPM}(n)$ fixed point characterization described in [FMP07] and [Pha08] (presented in the proof of Proposition 31, even if the complete set of reachable fixed points are not the same, the fixed points of $\operatorname{SSPM}(n)$ and $\operatorname{PSSPM}(n)$ between the smallest and greatest fixed points of $\operatorname{PSSPM}(n)$ are the same (the authors of [FMP07] and [Pha08] use exactly the same construction as the one described in the proof of Proposition 3, see figure 2). The fact that $\operatorname{PSSPM}(n) \subseteq \operatorname{SSPM}(n)$ completes the proof of the second part of the theorem.

The proofs of Proposition 3 and Theorem 1 provide a simple algorithm to browse the set of fixed points of $\operatorname{PSSPM}(n)$. First compute the minimal (rightmost $\pi^{\mathcal{R}}$ ) and maximal (leftmost $\pi^{\mathcal{L}}$ ) fixed points starting from $(\underline{n})$ by following always the same choice ( $\mathcal{R}$ to get the minimal configuration, and $\mathcal{L}$ to get the maximal one). Then starting from $\pi^{\mathcal{R}}$, construct the unique fixed point $\pi_{1}$ such that $\pi^{\mathcal{R}} \triangleleft \pi_{1}$, as explained on figure 2 From $\pi_{1}$, construct the unique fixed point $\pi_{2}$ such that $\pi_{1} \triangleleft \pi_{2}$, etc... Until you get $\pi^{\mathcal{L}}$. From what precedes, this deterministic procedure browses exhaustively the set of fixed points of $\operatorname{PSSPM}(n)$.

## 4 Conclusion

We have studied the set of fixed points of $\operatorname{PSSPM}(n)$ and compared it to the set of fixed points of $\operatorname{SSPM}(n)$ using the natural lexicographic order. We proved the intuitive fact that the greatest fixed point can be reached using always the choice $\mathcal{L}$, and that the smallest fixed point can be reached using always the choice $\mathcal{R}$. More interestingly, we showed that every fixed point reachable in $\operatorname{SSPM}(n)$ between the lowest and the greatest fixed points of $\operatorname{PSSPM}(n)$ is also reachable in $\operatorname{PSSPM}(n)$. This is a kind of continuity property: the set of fixed points reachable in $\operatorname{PSSPM}(n)$ is an "interval" of the set of fixed points reachable in $\operatorname{SSPM}(n)$.

Further work may concentrate on finding a bound on the maximal and minimal non-empty columns in the set of fixed points of $\operatorname{PSSPM}(n)$ which is an open question. The bound $\lfloor\sqrt{2 n}\rfloor$ proved in [Pha08] holds for $\operatorname{PSSPM}(n)$ but it is not satisfying since proposition 1 states that there are strictly less fixed points in $\operatorname{PSSPM}(n)$ than in $\operatorname{SSPM}(n)$.
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