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Abstract. We present a labelled semantics for Soft Concurrent Constraint
Programming (SCCP), a language where concurrent agents may synchro-
nize on a shared store by either posting or checking the satisfaction of (soft)
constraints. SCCP generalizes the classical formalism by parametrising the
constraint system over an order-enriched monoid: the monoid operator is
not required to be idempotent, thus adding the same information several
times may change the store. The novel operational rules are shown to
offer a sound and complete co-inductive technique to prove the original
equivalence over the unlabelled semantics.

1 Introduction

Concurrent Constraint Programming (CCP) [21] is a language based on a shared-
memory communication pattern: processes may interact by either posting or
checking partial information, which is represented as constraints in a global
store. CCP belongs to the larger family of process calculi, thus a syntax-driven
operational semantics represents the computational steps. For example, the term
tell(c) is the process that posts c in the store, and the term ask(c) → P is the
process that executes P if c can be derived from the information in the store.

The formalism is parametric with respect to the entailment relation. Under
the name of constraint system, the information recorded on the store is structured
as a partial order (actually, a lattice) ≤, where c ≤ d means that c can be derived
from d. Under a few requirements over such systems, CCP has been provided
with (coincident) operational and denotational semantics. More recently, a la-
belled semantics has also been provided, and the associated weak bisimilarity
proved to coincide with the original semantics [1].
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A key aspect of CCP is the idempotency of the operator for composing con-
straints: adding the same information twice does not change the store. On the
contrary, the soft variant of the formalism (Soft CCP, or just SCCP [7]) drops
idempotency: constraint systems in SCCP may distinguish the number of oc-
currences of a piece of information. Dropping idempotency requires a complete
reworking of the theory. Although an operational semantics for SCCP has been
devised [7], hitherto neither the denotational nor the labelled one has been
reintroduced. This is unfortunate since due to its generality, SCCP has been suc-
cessfully applied as a specification formalism for negotiation of Service Level
Agreements [10], or the enforcement of ACL-based access control [8].

The objective of our work is the development of a general theory for the
operational as well as the denotational semantics of SCCP, via the introduction
of suitable behavioral equivalences. Reaching this objective is technically chal-
lenging, since most of the simplicity of CCP is based precisely on the premise
that posting an information multiple times is the same as posting it only once.

As a language, SCCP has been used as a specification formalism for agents
collaborating via a shared knowledge basis, possibly with temporal features [4].
Thus, on a methodological level, the development of behavioural equivalences
for SCCP may result in the improvement on the analysis techniques for agents
that need to reason guided by their preferences, more so if their knowledge (e.g.
of their environment) is not complete. Indeed, the paper shows that systems
specified by SCCP may benefit from the feasible proof and verification methods
typically associated with bisimilarity, compared with the classical analysis based
on (possibly infinite) sequences of computations. This is true also whenever
agents have to coordinate despite the global problem being over-constrained
(i.e., admitting no solution), and simulation may serve as a powerful mechanism
for distilling suitable approximated solutions.

Contribution. The work in [21] establishes a denotational semantics for CCP
and an equational theory for infinite agents. More recently, in [1] the authors
prove that the axiomatisation is underlying a specific weak bisimilarity among
agents, thus providing a clear operational understanding. The key ingredients
are a complete lattice as the domain of the store, with least upper bound for
constraint combination, and a notion of compactness such that domain equa-
tions for the parallel composition of recursive agents would be well-defined.
On the contrary, the soft version [7] drops the upper bound for combination in
exchange of a more general monoidal operator. Thus, the domain is potentially
just a (not necessarily complete) partial order, possibly with finite meets and a
residuation operator (a kind of inverse of the monoidal one) in order to account
for algorithms concerning constraint propagation. Indeed, the main use of SCCP
has been in the generalisation of classical constraint satisfaction problems, hence
the lack of investigation about e.g compactness and denotational semantics.

Therefore, in this paper we connect the works on the soft [7] and the classical
(also indicated in the literature as “crisp”) [21,1] paradigm by investigating a
labelled semantics for SCCP. In particular, the results will be a mix of those
investigated in the two communities, namely, a monoid whose underlying set



of elements form a complete lattice. We will recast the notion of compactness,
and afterwards the SCCP semantics, thus making the work a direct extension
of the proposal for the crisp language. We will then introduce a novel labelled
semantics for SCCP which will allow us to give a sound and complete technique
to prove the equivalence over the unlabelled semantics.

2 A Few Technical Remarks (with some novelty)

This section recalls the main notions we are going to need later on. First of all,
we present some basic facts concerning monoids [15] enriched over complete
lattices. These are used to recast the standard presentation of the soft constraints
paradigm, and to generalise the classical crisp one.

2.1 Lattice-enriched Monoids

Definition 1 (Complete lattices). A partial order (PO) is a pair 〈A,≤〉 such that A
is a set of values and≤ ⊆ A×A is a reflexive, transitive, and anti-symmetric relation. A
complete lattice (CL) is a PO such that any subset of A has a least upper bound (LUB).

We denote as
∨

X the necessarily unique LUB of a subset X ⊆ A, and explic-
itly ⊥ and > if we are considering the empty set and the whole A, respectively:
the former is the bottom and the latter is the top of the PO. Obviously, CLs also
have the greatest lower bound (GLB) for any subset Y ⊆ A, denoted as

∧
Y.

In the following we fix a CL C = 〈A,≤〉.

Definition 2 (Compact elements). An element a ∈ A is compact (or finite) if when-
ever a ≤

∨
Y there exists a finite subset X ⊆ Y such that a ≤

∨
X.

Note that for complete lattices the definition of compactness given above
coincides with the one using directed subsets. It will be easier to generalise it,
though, to compactness with respect to the monoidal operator (see Def. 6). We
let AC

⊆ A denote the set of compact elements ofC. Note that AC might be trivial.
Consider e.g. the CL 〈[0, 1],≥〉 (the segment of the reals with the inverse of the
usual order), used for probabilistic constraints [12]: only the bottom element 1
is compact. As we will see, the situation for the soft paradigm is more nuanced.

Definition 3 (Monoids). A commutative monoid with identity (IM) is a triple 〈A,⊗, 1〉
where⊗ : A×A→ A is a commutative and associative function and∀a ∈ A.⊗(a, 1) = a.

We will often use an infix notation, such as a ⊗ b for a, b ∈ A. The monoidal
operator can be defined for any multi-set: it is given for a family of elements
ai ∈ A indexed over a finite, non-empty set I, and it is denoted by

⊗
i∈I ai.

Whenever for an index set I all the ai’s are different, we write
⊗

S instead of⊗
i∈I ai for the set S = {ai | i ∈ I}. Conventionally, we also denote

⊗
∅ = ⊥.

We now move our attention to the domain of values we are going to consider.



Definition 4 (CL-enriched IMs). A CL-enriched IM (CLIM) is a triple S = 〈A,≤,⊗〉
such that 〈A,≤〉 is a CL, 〈A,⊗,⊥〉 is an IM, and furthermore the following holds

(distributivity) ∀a ∈ A.∀X ⊆ A. a ⊗
∧

X =
∧
{a ⊗ x | x ∈ X}

Remark 1. The reader who is familiar with the soft constraint literature may
have noticed that we have basically rewritten the standard presentation using a
CLIM instead of an absorptive semiring, recently popularized as c-semiring [6],
where the a ⊕ b operator is replaced by the binary LUB a ∨ b. Besides what we
consider a streamlined presentation, the main advantage in the use of CLIMs is
the easiness in defining the LUB of infinite sets and, as a consequence, the notion
of ⊗-compactness given below. An alternative solution using infinite sums can
be found in [14, Section 3], and a possible use is sketched in [5].

Thanks to distributivity, we can show that ⊗ is monotone, and since ⊥ is the
identity of the monoid, monotonicity implies that the combination of constraints
is increasing, i.e., ∀a, b ∈ A.a ≤ a ⊗ b holds. Finally, we recall that by definition∧
∅ = >, so that ∀a ∈ A.a ⊗ > = > also holds.5

In the following, we fix a CLIM S = 〈A,≤,⊗〉. The next step is to provide a
notion of infinite composition. Our definition is from [15] (see also [14, p. 42]).

Definition 5 (Infinite composition). Let I be a (countable) set of indexes. Then,
composition

⊗
i∈I ai is given as

∨
J⊆I

⊗
j∈J a j for all finite subsets J.

Should I be finite, the definition gives back the usual multiset composition,
since⊗ is monotone and increasing. Indeed, as the infinitary composition is also
monotone and increasing, and by construction

⊗
A =
∨

A = > holds. We now
provide a notion of compactness with respect to the monoidal operator.

Definition 6 (⊗-compact elements). An element a ∈ A is ⊗-compact (or ⊗-finite) if
whenever a ≤

⊗
i∈I ai then there exists a finite subset J ⊆ I such that a ≤

⊗
j∈J a j.

We let A⊗ ⊆ A denote the set of ⊗-compact elements of S. It is easy to
show that a compact element is also ⊗-compact, i.e. AC

⊆ A⊗. Indeed, the
latter notion is definitively more flexible. Consider e.g. the CLIM 〈[0, 1],≥,×〉
examined above, which corresponds to the segment of the reals with the inverse
of the usual order and multiplication as monoidal product. Since any infinite
multiplication tends to 0, then all the elements are ⊗-compact, except the top
element itself, that is, precisely 0.

Remark 2. It is easy to show that idempotency implies that
⊗

coincides with
LUBs, that is,

⊗
S =
∨

S for all subsets S ⊆ A. In other words, the whole soft
structure collapses to a complete distributive lattice. Indeed, requiring distribu-
tivity makes the soft paradigm not fully comparable with the crisp one. We are
going to discuss it again in the concluding remarks.

5 A symmetric choice 〈A,⊗,>〉with distributivity with respect to
∨

(and thus a⊗⊥ = ⊥)
is possible: the monoidal operator would be decreasing, so that for example a ⊗ b ≤ a.
Indeed, this is the usual order in the semiring-based approach to soft constraints [5].



2.2 Some Operators: Residuation and Cylindrification

We close this section by presenting two operators on CL-enriched IMs.
The first is a simple construction for building a weak inverse of the monoidal

operator in CL-enriched monoids, known in the literature as residuation [14,13].

Definition 7 (Residuation). Let a, b ∈ A. The residuation of a with respect to b is
defined as a	÷ b =

∧
{c ∈ A | a ≤ b ⊗ c}.

The definition conveys the intuitive meaning of a division operator: indeed,
a ≤ b ⊗ (a	÷ b), thanks to distributivity. Also, (a ⊗ b)	÷ b ≤ a and a	÷ (b ⊗ c) =
(a	÷ b)	÷ c. Residuation is monotone on the first argument: if a ≤ b then a	÷ c ≤
b	÷ c and a	÷ b = ⊥. For more properties of residuation we refer to [3, Tab. 4.1].

Most important for our formalism is the following result on ⊗-compactness.

Lemma 1. Let a, b ∈ A. If a is ⊗-compact, so is a	÷ b.

Proof. If a	÷ b ≤
⊗

i∈I ai, then by monotonicity a ≤
⊗

i∈I]{∗} ai for a∗ = b. By ⊗-
compactness of a there exists a finite J ⊆ I such that a ≤

⊗
j∈J]{∗} a j, and by the

definition of division a	÷ b ≤
⊗

j∈J a j, hence the result holds. ut

Most standard soft instances (boolean, fuzzy, probabilistic, weighted, and so
on) are described by CL-enriched monoids and are residuated: see e.g. [5]. For
these instances the 	÷ operator is used to (partially) remove constraints from the
store, and as such is going to be used in Section 4. In fact, in the soft literature it is
required a tighter relation of (full) invertibility, also satisfied by all the previous
CLIMs instances, stated in our framework by the definition below.

Definition 8. A CLIM S is invertible if b ≤ a implies b ⊗ (a	÷ b) = a for all a, b ∈ A⊗.

We now consider two families of operators for modelling the hiding of local
variables and the passing of parameters in soft CCP. They can be considered as
generalised notions of existential quantifier and diagonal element [21], which
are expressed in terms of operators of cylindric algebras [18]. 6

Definition 9 (Cylindrification). Let V be a set of variables. A cylindric operator ∃
over S and V is given by a family of monotone, ⊗-compactness preserving functions
∃x : A→ A indexed by elements in V such that for all a, b ∈ A and x, y ∈ V

1. ∃xa ≤ a;
2. ∃x(a ⊗ ∃xb) = ∃xa ⊗ ∃xb;
3. ∃x∃ya = ∃y∃xa.

Let a ∈ A. The support of a is the set of variables sv(a) = {x ∈ V | ∃xa , a}.

For a finite X ⊆ V we denote by ∃Xa any sequence of function applications.
Also, we fix a set of variables V and a cylindric operator ∃ over CLIM S and V.

6 However, since we consider monoids instead of groups, the set of axiom of diagonal
operators is included in the standard one for cylindric algebras.



Definition 10 (Diagonalisation). A diagonal operator δ for ∃ is given by a family
of idempotent elements δx,y ∈ A indexed by pairs of elements in V such that δx,y = δy,x
and for all a ∈ A and x, y, z ∈ V

1. δx,x = ⊥;
2. if z < {x, y} then δx,y = ∃z(δx,z ⊗ δz,y);
3. if x , y then a ≤ δx,y ⊗ ∃x(a ⊗ δx,y).

Axioms 1 and 2 above plus idempotency imply that∃xδx,y = ⊥, which in turn
implies (again with axiom 2 and idempotency of∃) that sv(δx,y) = {x, y} for x , y.
Diagonal operators are going to be used for modelling variable substitution and
parameter passing. In the following, we fix a diagonal operator δ for ∃.

Definition 11 (Substitution). Let x, y ∈ V and a ∈ A. The substitution a[y/x] is
defined as a if x = y and as ∃x(δx,y ⊗ a) otherwise.

We now rephrase some of the laws holding for the crisp case (see [1, p.140]).

Lemma 2. Let x, y ∈ V and a ∈ A. Then it holds

1. y < sv(a) implies (a[y/x])[x/y] = a;
2. a[y/x] ⊗ b[y/x] = (a ⊗ b)[y/x];
3. x < sv(a[y/x]).

Proof. Consider e.g. the most difficult item 2. By definition a[y/x] ⊗ b[y/x] =
∃x(δx,y ⊗ a) ⊗ ∃x(δx,y ⊗ b), which in turn coincides with ∃x(δx,y ⊗ a ⊗ ∃x(δx,y ⊗ b))
by axiom 2 of ∃; by axiom 3 of δx,y we have that (a ⊗ b)[y/x] = ∃x(δx,y ⊗ a ⊗ b) ≤
∃x(δx,y⊗a⊗∃x(δx,y⊗b)), while the vice versa holds by the monotonicity of ∃x. ut

3 Deterministic Soft CCP

We now introduce our language. We fix an invertible CLIM S = 〈C,≤,⊗〉, which
is also cylindric over a set of variables V, denoting by c an element in C⊗.

A F stop | tell(c) | ask(c)→ A | A ‖ A | ∃xA | p(x).

Let A be the set of all agents, which is parametric with respect to a set P of
(unary) procedure declarations p(x) = A such that f v(A) = {x}.7

In Tab. 1 we provide a reduction semantics for SCCP: a pair 〈Γ,→〉, for
Γ = A×C⊗ the set of configurations and −→ ⊆ Γ×Γ a family of binary relations
indexed over set of variables, i.e., −→=

⋃
∆⊆V −→∆ and −→∆ ⊆ Γ × Γ.

In R1 a constraint c is added to the store σ. R2 checks if c is entailed by σ: if
not, the computation is blocked. Rules R3 and R4 model the interleaving of two
agents in parallel. Rule R5 replaces a procedure identifier with the associated
body, renaming the formal parameter with the actual one: A[y/x] stands for the

7 The set of free variables of an agent is defined in the expected way by structural
induction, assuming that f v(tell(c)) = sv(c) and f v(ask(c)→ A) = sv(c) ∪ f v(A).



R1 sv(σ) ∪ sv(c) ⊆ ∆
〈tell(c), σ〉 −→∆ 〈stop, σ ⊗ c〉 Tell

R3
〈A, σ〉 −→∆ 〈A′, σ′〉 ∧ f v(B) ⊆ ∆
〈A ‖ B, σ〉 −→∆ 〈A′ ‖ B, σ′〉

Par1

R5
{y} ∪ sv(σ) ⊆ ∆ ∧ p(x) = A ∈ P
〈p(y), σ〉 −→∆ 〈A[y/x], σ〉 Rec

R2 c ≤ σ ∧ sv(σ) ∪ sv(c) ⊆ ∆
〈ask(c)→ A, σ〉 −→∆ 〈A, σ〉

Ask

R4
〈A, σ〉 −→∆ 〈A′, σ′〉 ∧ f v(B) ⊆ ∆
〈B ‖ A, σ〉 −→∆ 〈B ‖ A′, σ′〉

Par2

R6
f v(A) ∪ sv(σ) ⊆ ∆ ∧ w < ∆
〈∃xA, σ〉 −→∆ 〈A[w/x], σ〉 Hide

Table 1. Reduction semantics for SCCP.

agent obtained by replacing all the occurrences of x with y.8 Rule R6 hides the
variable x occurring in A. The variable w that replaces x is globally fresh, as
ensured by requiring w < ∆. The latter is more general than just requiring that
w < f v(A) ∪ sv(σ), since 〈B, ρ〉 −→∆ implies that f v(B) ∪ sv(ρ) ⊆ ∆.9

We denote f v(A)∪ sv(σ) as f v(γ) for a configuration γ = 〈A, σ〉, and by γ[z/w]
the component-wise application of substitution [z/w]. Clearly γ →∆ γ′ implies
f v(γ) ⊆ ∆, and we now further provide three lemmata on reduction.

Lemma 3 (Mono). Let 〈A, σ〉 →∆ 〈B, σ′〉 be a reduction. Then, σ ≤ σ′ and sv(σ′) ⊆ ∆.

The proof is straightforward: only rule R1 can modify the store, and σ ≤ σ⊗c
as well as sv(σ⊗c) ⊆ sv(σ)∪sv(c) hold, since as shown above f v(tell(c))∪sv(σ) ⊆ ∆.

Lemma 4 (Operational mono). Let 〈A, σ〉 →∆ 〈B, σ′〉 be a reduction and ρ ∈ C⊗

such that sv(ρ) ⊆ ∆. Then, there exists a reduction 〈A, σ ⊗ ρ〉 →∆ 〈B, σ′ ⊗ ρ〉.

The proof is straightforward, since as before sv(σ ⊗ ρ) ⊆ sv(σ) ∪ sv(ρ) and
moreover σ, ρ ∈ C⊗ ensure that σ ⊗ ρ ∈ C⊗.

3.1 Observational Semantics

To define fair computations (Def. 12), we introduce enabled and active agents.
Note that any transition is generated by an agent of the shape tell(c) or ask(c)→
A or p(x) or ∃xA via the application of precisely one instance of one of the axioms
R1, R2, R5, and R6 of Tab. 1. An agent of such shape is active in a transition
t = γ → γ′ if it generates such transition, i.e. if there is a derivation of t where
that agent is used in the building axiom. Moreover, an agent is enabled in a
configuration γ if there is a transition γ→ γ′ such that the agent is active in it.

Definition 12 (Fair computations). Let γ0 →∆1 γ1 →∆2 γ2 →∆3 . . . be a (possibly
infinite) computation. It is fair if it is increasing (i.e.,∆k ⊆ ∆k+1 for any k) and whenever
an agent A is enabled in some γi then A is active in γ j →∆ j+1 γ j+1 for some j ≥ i.

Note that fairness is well given: the format of the rules allows us to always
trace the occurrence of an agent along a computation.

8 With the usual conventions, so that e.g. (∃yA)[y/x] = ∃w((A[w/y])[y/x]) for w < sv(A) ∪
{x, y} and tell(c)[y/x] = tell(c[y/x]), the latter defined according to Def. 11.

9 Our rule is reminiscent of (8) in [21, p. 342].



Definition 13 (Observables). Let ξ = γ0 →∆1 γ1 →∆2 . . . be a (possibly infinite)
computation with γi = 〈Ai, σi〉. Result(ξ) is

∨
i(∃Xiσi), for Xi = ( f v(γi)) \ ( f v(γ0)).

Similarly to crisp programming [21], if a finite computation is fair then it is
deadlocked and its result coincides with the store of the last configuration.

Proposition 1 (Confluence). Let γ be a configuration and ξ1, ξ2 two (possibly infi-
nite) computations of γ. If ξ1 and ξ2 are fair, then Result(ξ1) = Result(ξ2).

The proposition is an immediate consequence of the lemma below.

Lemma 5. Let γ→∆i γi be reductions for i = 1, 2. Then one of the following holds

1. ξi = γ→∆i γi[z/wi ] and γ1[z/w1 ] = γ2[z/w2 ] for wi < ∆i and z fresh;
2. ξi = γ→∆i γi[zi/wi ]→∆1∪∆2∪{zi} γ3 for wi < (∆1 ∩ ∆2) ∪ f v(γ3) and zi’s fresh.

In both cases, Result(ξ1) = Result(ξ2).

Proof. First of all, note that the calculus is deterministic except for the parallel
and the hiding operators. Consider the latter. The problem may arise if different
fresh variables are chosen, let us say w1 and w2. However, γ1[z/w1 ] = γ2[z/w2 ] by
replacing the new variables with a globally fresh one, as in item 1.

So, let us assume that the two reductions occur on the opposite sides of a
parallel operator. Also, let γ →∆1 γ1 replace a hiding operator with a variable
w1 (hence we have w1 < ∆1). If w1 ∈ f v(γ2), since w1 < γ and the only reduction
enlarging the set of free variables is the replacement of a hiding operator, also
γ→∆2 γ2 must replace a hiding operator with variable w1, and thus it suffices to
replace w1 with fresh variables z1 and z2 in the two reductions, in order for item
2 to be verified. If w1 < f v(γ2), then ξ2 is obtained by replacing in γ2 the hiding
operator with z1 instead of w1. As for obtaining ξ1, the only problematic case
is if γ →∆2 γ2 also replaces a hiding operator with a variable w2 ∈ ∆1 ∪ f v(γ1).
However, we have that w2 < f v(γ1) since otherwise (as shown above) w1 = w2,
thus ξ1 is obtained by replacing in γ1 the hiding operator with z2 instead of w2,
and item 2 is then verified.

Among the remaining cases, the only relevant one is whenever both actions
add different constraints to the store. So, let us assume that γ = 〈A1 ‖ A2, σ〉
such that 〈A1, σ〉 →∆1 〈B1, σ1〉 and 〈A2, σ〉 →∆2 〈B2, σ2〉. Note that since reduction
semantics is monotone (Lemma 3) and σ is ⊗-compact, also σ1 is ⊗-compact
and furthermore we have σ1 = σ ⊗ (σ1 	÷ σ). Now, operational monotonicity
(Lemma 4) ensures us that 〈B1 ‖ A2, σ ⊗ (σ1 	÷ σ)〉 →∆1∪∆2 〈B1 ‖ B2, σ ⊗ (σ1 	÷ σ) ⊗
(σ2 	÷ σ)〉 and by symmetric reasoning the latter configuration is the one we were
looking for. ut

The result above is a local confluence theorem, which is expected, since
the calculus is essentially deterministic. The complex formulation is due to the
occurrence of hiding operators: as an example, different fresh variables may be
chosen for replacing ∃x, such as w1 and w2 in the first item above, and then a
globally fresh variable z has to be found for replacing them.



As a final remark, note that γ →∆ γ′ with z ∈ f v(γ) and w < f v(γ′) implies
γ[w/z] →(∆\{z})∪{w} γ′[w/z]. Combined with the proposition above, they ensure
that fair computations originating from a configuration are either all finite or
all infinite, and furthermore they have the same result. So, in the following we
denote as Result(〈A, σ〉) the unique result of the fair computations originating
from 〈A, σ〉. This fact allows to define an observation-wise equivalence.

Definition 14 (Observational equivalence). Let A,B ∈ A be agents. They are
observationally equivalent (A ∼o B) if Result(〈A, σ〉) = Result(〈B, σ〉) for all σ ∈ C⊗.

It is easily shown that ∼o is preserved by all contexts, i.e., it is a congruence.10

3.2 Saturated Bisimulation

As proposed in [1] for crisp languages, we define a barbed equivalence between
two agents [17]. Since barbs are basic observations (predicates) on the states of
a system, in this case they correspond to the compact constraints in C⊗, and we
say that 〈A, σ〉 verifies c, or that 〈A, σ〉 ↓c holds, if c ≤ σ. However, since barbed
bisimilarity is an equivalence already for CCP, along [1] we propose the use of
saturated bisimilarity in order to obtain a congruence: Defs. 15 and 16 respectively
provide the strong and weak definition of saturated bisimilarity.

Definition 15 (Saturated bisimilarity). A saturated bisimulation is a symmetric
relation R on configurations such that whenever (〈A, σ〉, 〈B, ρ〉) ∈ R

1. if 〈A, σ〉 ↓c then 〈B, ρ〉 ↓c;
2. if 〈A, σ〉 −→ γ′1 then there exists γ′2 such that 〈B, ρ〉 −→ γ′2 and (γ′1, γ

′

2) ∈ R;
3. (〈A, σ ⊗ d〉, 〈B, ρ ⊗ d〉) ∈ R for all d ∈ C⊗.

We say that γ1 and γ2 are saturated bisimilar (γ1 ∼s γ2) if there exists a saturated
bisimulation R such that (γ1, γ2) ∈ R. We write A ∼s B if 〈A,⊥〉 ∼s 〈B,⊥〉.

We now let −→∗ denote the reflexive and transitive closure of −→, restricted
to increasing computations. We say that γ ⇓c holds if there exists γ′ = 〈A, σ〉
such that γ −→∗ γ′ and c ≤ ∃Xσ for X = f v(γ′) \ f v(γ).

Definition 16 (Weak saturated bisimilarity). Weak saturated bisimilarity (≈s) is
obtained from Def. 15 by replacing −→ with −→∗ and ↓c with ⇓c.

Since ∼s (and ≈s) is itself a saturated bisimulation, it is obvious that it is
upward closed, and it is also a congruence with respect to all the contexts of
SCCP (i.e., it is preserved under any context): indeed, a context C[•] can modify
the behaviour of a configuration only by adding constraints to its store.

10 Recall that a context C[•] is a syntactic expression with a single hole • such that
replacing • with an agent A in the context produces an agent, denoted by C[A]. For
example if C[•] is the context tell(c) ‖ • then C[A] = tell(c) ‖ A. An equivalence �
between agents is a congruence if A � B implies C[A] � C[B] for every context C[•].



We now show that ≈s, as given in Def. 16, coincides with the observational
equivalence ∼o (see Def. 14). First we recall the notion of and a classic result on
cofinality: two (possibly infinite) chains c0 ≤ c1 ≤ . . . and d0 ≤ d1 ≤ . . . are said
to be cofinal if for all ci there exists a d j such that ci ≤ d j and, viceversa, for all di
there exists a c j such that di ≤ c j.

Lemma 6. Let c0 ≤ c1 ≤ . . . and d0 ≤ d1 ≤ . . . be two chains. (1) If they are cofinal,
then they have the same limit, i.e.,

∨
i ci =

∨
i di. (2) If the elements of the chains are

⊗-compact and
∨

i ci =
∨

i di, then the two chains are cofinal.

Proof. Let us tackle (2), and consider the sequence e0 = c0 and ei = ci+1 	÷ ci. Each
ei is the difference between two consecutive elements of a chain. Since the CLIM
is invertible we have ck =

⊗
i≤k ei and thus

∨
i ci =

⊗
i ei. Since each d j is ⊗-

compact and d j ≤
⊗

i ei, there is a k such that d j ≤
⊗

i≤k ei. The same reasoning
is applied to the chain d0 ≤ d1 ≤ . . . , thus the result holds. ut

For proving Proposition 2 we now relate weak barbs and fair computations.

Lemma 7. Let ξ = γ0 −→ γ1 −→ γ2 −→ . . . be a (possibly infinite) fair computation.
If γ0 ⇓d then there exists a store σi in ξ such that d ≤ ∃Xiσi for Xi = f v(γi) \ f v(γ0).

The lemma holds since the language is deterministic and computations fair.

Proposition 2. A ∼o B if and only if A ≈s B.

Proof. The proof proceeds as follows.

From ≈s to ∼o. Assume 〈A,⊥〉 ≈s 〈B,⊥〉 and take a ⊗-compact c ∈ C⊗. Let

〈A, c〉 −→ 〈A0, σ0〉 −→ 〈A1, σ1〉 −→ . . . −→ 〈An, σn〉 . . . −→ . . . (1)

〈B, c〉 −→ 〈B0, ρ0〉 −→ 〈B1, ρ1〉 −→ . . . −→ 〈Bn, ρn〉 . . . −→ . . . (2)
be two fair computations. Since ≈s is upward closed, 〈A, c〉 ≈s 〈B, c〉 and
thus 〈B, c〉 ⇓σi for all σi. By Lemma 7, it follows that there exists an ρ j (in the
above computation) such that ∃Γiσi ≤ σi ≤ ∃Γ′jρ j, and analogously for all ρi.
Then σ0 ≤ σ1 ≤ . . . and ρ0 ≤ ρ1 ≤ . . . are cofinal and by Lemma 6, it holds
that
∨

i ∃Γiσi =
∨

i ∃Γ′iρi, which means Result(〈A, c〉) = Result(〈B, c〉).
From ∼o to ≈s. Assume A ∼o B. First, we show that 〈A, c〉 and 〈B, c〉 satisfy the

same weak barbs for all c ∈ C. Let (1) and (2) be two fair computations.
Since A ∼o B, then

∨
i ∃Γiσi =

∨
i ∃Γ′jρi. Since all (the projections of) the

intermediate stores of the computations are ⊗-compact, then by Lemma 6,
for all σi there exists an ρ j such that∃Γiσi ≤ ∃Γ′jρ j. Now suppose that 〈A, c〉 ⇓d.
By Lemma 7, there exists a σi such that d ≤ ∃Γiσi. Thus 〈B, c〉 ⇓d.
It is now easy to prove that R = {(γ1, γ2) | ∃c.〈A, c〉 −→∗ γ1&〈B, c〉 −→∗ γ2} is a
weak saturated bisimulation (Def. 16). Take (γ1, γ2) ∈ R. Ifγ1 ⇓d then 〈A, c〉 ⇓d
and, by the above observation, 〈B, c〉 ⇓d. Since SCCP is confluent, also γ2 ⇓d.
The fact that R is closed under−→∗ is evident from the definition of R. While
for proving that R is upward-closed take γ1 = 〈A′, σ′〉 and γ2 = 〈B′, ρ′〉. By
Lemma 4 for all a ∈ C, 〈A, c⊗ a〉 −→∗ 〈A′, σ′⊗ a〉 and 〈B, c⊗ a〉 −→∗ 〈B′, ρ′⊗ a〉.
Thus, by definition of R, (〈A′, σ′ ⊗ a〉, 〈B′, ρ′ ⊗ a〉) ∈ R. ut



4 A Labelled Transition System for Soft CCP

Although ≈s is fully abstract, it is to some extent unsatisfactory because of the
upward-closure, namely, the for-all quantification in condition 3 of Def. 16.

In Tab. 2 we refine the notion of transition (given in Tab. 1) by adding a
label that carries additional information about the constraints that cause the
reduction. Hence, we define a new labelled transition system (LTS) obtained by
the family of relations α

−→∆ ⊆ Γ × Γ indexed over 〈C⊗, 2V
〉; as a reminder, Γ is

the set of configurations, C⊗ the set of ⊗-compact constraints, and, as for the
unlabelled semantics in Section 3, transitions are indexed by sets of variables.
Rules in Tab. 2 are identical to those in Tab. 1, except for a constraint α that
represents the minimal information that must be added to σ in order to fire an
action from 〈A, σ〉 to 〈A′, σ′〉, i.e., 〈A, σ ⊗ α〉 −→∆ 〈A′, σ′〉.

LR1 sv(σ) ∪ sv(c) ⊆ ∆
〈tell(c), σ〉 ⊥−−→∆ 〈stop, σ ⊗ c〉

Tell

LR3
〈A, σ〉 α

−→∆ 〈A′, σ′〉 ∧ f v(B) ⊆ ∆
〈A ‖ B, σ〉 α

−→∆ 〈A′ ‖ B, σ′〉
Par1

LR5
{y} ∪ sv(σ) ⊆ ∆ ∧ p(x) = A ∈ P
〈p(y), σ〉 ⊥−→∆ 〈A[y/x], σ〉

Rec

LR2 sv(σ) ∪ sv(c) ⊆ ∆
〈ask(c)→ A, σ〉 c 	÷ σ

−−−→∆ 〈A, σ ⊗ (c 	÷ σ)〉
Ask

LR4
〈A, σ〉 α

−→∆ 〈A′, σ′〉 ∧ f v(B) ⊆ ∆
〈B ‖ A, σ〉 α

−→∆ 〈B ‖ A′, σ′〉
Par2

LR6
f v(A) ∪ sv(σ) ⊆ ∆ ∧ w < ∆

〈∃xA, σ〉 ⊥−→∆ 〈A[w/x], σ〉
Hide

Table 2. An LTS for SCCP.

Rule LR2 says that 〈ask(c)→ A, σ〉 can evolve to 〈A, σ⊗α〉 if the environment
provides a minimal constraint α that added to the store σ entails c, i.e., α = c	÷ σ.
Notice that, differently from [1], here the definition of this minimal label comes
directly from a derived operator of the underlying CLIM (i.e., from 	÷ ), which
by Lemma 1 preserves ⊗-compactness.

The LTS is sound and complete with respect to the unlabelled semantics.

Lemma 8 (Soundness). If 〈A, σ〉 α
−→∆ 〈A′, ρ〉 then 〈A, σ ⊗ α〉 −→∆ 〈A′, ρ〉.

Proof. We proceed by induction on (the depth) of the inference of 〈A, σ〉 α
−→∆

〈A′, ρ〉. We consider LR2: the other cases are easier to verify.
Using LR2 then A = (ask(c) → A′), α = c	÷ σ and ρ = (σ ⊗ (c	÷ σ)) = (σ ⊗ α).

We know that c ≤ (σ ⊗ (c	÷ σ)) then by using R2 〈A, σ ⊗ α〉 −→∆ 〈A′, ρ〉. ut

Lemma 9 (Completeness). If 〈A, σ⊗d〉 −→∆ 〈A′, ρ〉 then there exist α, a ∈ C⊗ such
that 〈A, σ〉 α

−→∆ 〈A′, ρ′〉 and α ⊗ a = d and ρ′ ⊗ a = ρ.

Proof. We proceed by induction on (the depth) of the inference of 〈A, σ⊗d〉 −→∆

〈A′, ρ〉. We consider LR2: The other cases are easier to verify.



Using LR2 then A = ask(c) → A′, ρ = σ ⊗ d and c ≤ ρ. Now consider
〈A, σ〉 α

−→∆ 〈A′, ρ′〉, where α = (c	÷ σ) ≤ d and ρ′ = (σ ⊗ α). Take a = d	÷ (c	÷ σ)
then we can check that the conditions verify. First by invertibility α ⊗ a =
(c	÷ σ) ⊗ (d	÷ (c	÷ σ)) = d and finally ρ′ ⊗ a = σ ⊗ α ⊗ a = σ ⊗ d = ρ. ut

Theorem 1. 〈A, σ〉 ⊥−−→∆ 〈A′, σ′〉 if and only if 〈A, σ〉 −→∆ 〈A′, σ′〉.

Strong and Weak Bisimilarity on the LTS. We now proceed to define an equiv-
alence that characterises ∼s without the upward closure condition. Differently
from languages such as Milner’s CCS, barbs cannot be removed from the defini-
tion of bisimilarity because they cannot be inferred by the transitions.

Definition 17 (Strong bisimilarity). A strong bisimulation is a symmetric relation
R on configurations such that whenever (γ1, γ2) ∈ R with γ1 = 〈A, σ〉 and γ2 = 〈B, ρ〉

1. if γ1 ↓c then γ2 ↓c,
2. if γ1

α
−−→ γ′1 then ∃γ′2 such that 〈B, ρ ⊗ α〉 −→ γ′2 and (γ′1, γ

′

2) ∈ R.

We say that γ1 and γ2 are strongly bisimilar (γ1 ∼ γ2) if there exists a strong bisimu-
lation R such that (γ1, γ2) ∈ R.

Whenever σ and ρ are ⊗-compact elements, the first condition is equivalent
to require σ ≤ ρ. Thus (γ1, γ2) ∈ R would imply that γ1 and γ2 have the same
store. As for the second condition, we adopted a semi-saturated equivalence,
introduced for CCP in [1]. In the bisimulation game a label can be simulated by
a reduction including in the store the label itself.

Definition 18 (Weak bisimilarity). A weak bisimulation is a symmetric relation R
on configurations such that whenever (γ1, γ2) ∈ R with γ1 = 〈A, σ〉 and γ2 = 〈B, ρ〉

1. if γ1 ↓c then γ2 ⇓c,
2. if γ1

α
−−→ γ′1 then ∃γ′2 such that 〈B, ρ ⊗ α〉 −→∗ γ′2 and (γ′1, γ

′

2) ∈ R.

We say that γ1 and γ2 are weakly bisimilar (γ1 ≈ γ2) if there exists a weak bisimulation
R such that (γ1, γ2) ∈ R.

With respect to the weak equivalence for crisp constraints, some of its charac-
teristic equivalences do not hold, so that e.g. ask(c) → tell(c) 0 stop. As usual,
this is linked to the fact that the underlying CLIM may not be idempotent.

We can now conclude by proving the equivalence between ∼s and ∼ and
between ≈s and ≈ (hence, ≈ is further equivalent to ∼o, using Proposition 2). We
start by showing that ∼ is preserved under composition.

Lemma 10. If 〈A, σ〉 ∼ 〈B, ρ〉, then 〈A, σ ⊗ a〉 ∼ 〈B, ρ ⊗ a〉 for all a ∈ C⊗.

Proof. We need to show that R = {(〈A, σ⊗a〉 ∼ 〈B, ρ⊗a〉) | 〈A, σ〉 ∼ 〈B, ρ〉} satisfies
the two properties in Def. 17.



i) From the hypothesis 〈A, σ〉 ∼ 〈B, ρ〉, we have that ρ = σ, thus 〈A, σ ⊗ a〉 and
〈B, ρ ⊗ a〉 satisfy the same barbs.

ii) Supposing 〈A, σ ⊗ a〉 α
−−→ 〈A′, σ′〉, we need to prove the existence of B′ and

ρ′ such that 〈B, ρ ⊗ a ⊗ α〉 → 〈B′, ρ′〉 and (〈A′, σ′〉, 〈B′, ρ′〉) ∈ R. By Lemma 8

and Lemma 9 we obtain 〈A, σ〉 α′
−−−→ 〈A′, σ′′〉, and there exists b′ such that

α′ ⊗ b′ = a ⊗ α (1) and σ′′ ⊗ b′ = σ′ (2). From the labelled transition of 〈A, σ〉
and the hypothesis 〈A, σ〉 ∼ 〈B, ρ〉, we have that 〈B, ρ ⊗ α′〉 → 〈B′, ρ′′〉, with
〈A, σ′′〉 ∼ 〈B, ρ′′〉 (3). By (1) we have 〈B, ρ ⊗ a ⊗ α〉 = 〈B, ρ ⊗ α′ ⊗ b′〉 and
〈B, ρ ⊗ α′ ⊗ b′〉 → 〈B, ρ′′ ⊗ b′〉 (due to operational monotonicity). Finally, by
the definition of R and (3), we conclude that (〈A′, σ′′ ⊗ b′〉, 〈B′, ρ′′ ⊗ b′〉) ∈ R,
and, by (2), 〈A′, σ′′ ⊗ b′〉 = 〈A′, σ′〉. ut

Theorem 2. ∼s = ∼

Proof. The equivalence ∼s=∼ can be proved by using Lemma 10.

From ∼ to ∼sb. We show that R = {(〈A, σ〉, 〈B, ρ〉) | 〈A, σ〉 ∼ 〈B, ρ〉} is a saturated
bisimulation, i.e., for (〈A, σ〉, 〈B, ρ〉) ∈ R the conditions in Def. 15 are satisfied

i) If 〈A, σ〉 ↓c, then we have 〈B, ρ〉 ↓c by the hypothesis 〈A, σ〉 ∼ 〈B, ρ〉.
ii) Suppose that 〈A, σ〉 → 〈A′, σ′〉. By Theorem 1 we have 〈A, σ〉 ⊥−−→ 〈A′, σ′〉.

Since 〈A, σ〉 ∼ 〈B, ρ〉, then 〈B, ρ ⊗ ⊥〉 → 〈B′, ρ′〉 with 〈A′, σ′〉 ∼ 〈B′, ρ′〉.
Since ρ = ρ ⊗ ⊥, we have 〈B, ρ〉 → 〈B′, ρ′〉.

iii) By Lemma 10, (〈A, σ ⊗ c′〉, 〈B, ρ ⊗ c′〉) ∈ R for all c′ ∈ C⊗.
From ∼sb to ∼. We show that R = {(〈A, σ〉, 〈B, ρ〉) | 〈A, σ〉 ∼sb 〈B, ρ〉} is a strong

bisimulation, i.e., for (〈A, σ〉, 〈B, ρ〉) ∈ R the conditions in Def. 17 are satisfied
i) If 〈A, σ〉 ↓c, then we have 〈B, ρ〉 ↓c by the hypothesis 〈A, σ〉 ∼sb 〈B, ρ〉.

ii) Suppose that 〈A, σ〉 α
−→ 〈A′, σ′〉. Then by Lemma 8 we have 〈A, σ⊗ α〉 →

〈A′, σ′〉. Since 〈A, σ〉 ∼sb 〈B, ρ〉, then 〈A, σ ⊗ α〉 ∼sb 〈B, ρ ⊗ α〉 and thus
〈B, ρ ⊗ α〉 → 〈B′, ρ′〉with 〈A′, σ′〉 ∼sb 〈B′, ρ′〉. ut

In order to prove the correspondence between weak bisimulations, we need
a result analogous to Lemma 10. The key issue is the preservation of weak barbs
by the addition of constraints to the store, which is trivial in strong bisimulation.

Lemma 11. Let 〈A, σ〉 ≈ 〈B, ρ〉 and a, c ∈ C⊗. If 〈A, σ ⊗ a〉 ↓c, then 〈B, ρ ⊗ a〉 ⇓c.

Proof. If 〈A, σ ⊗ a〉 ↓c, then c ≤ σ ⊗ a. Since 〈A, σ〉 ≈ 〈B, ρ〉 and 〈A, σ〉 ↓σ, then
there exists 〈B′, ρ′〉 such that 〈B, ρ〉 →∗ 〈B′, ρ′〉 and σ ≤ ∃Γρ′ for Γ = f v(〈B′, ρ′〉) \
f v(〈B, ρ〉). Let us assume, without loss of generality, that Γ ∩ (sv(a)) = ∅; since
reductions are operationally monotone (Lemma 4), we have 〈B, ρ⊗a〉 →∗ 〈B′, ρ′⊗
a〉. Finally, c ≤ σ ⊗ a = σ ⊗ ∃Γa ≤ ∃Γρ′ ⊗ ∃Γa ≤ ∃Γ(ρ′ ⊗ a), hence 〈B, ρ ⊗ a〉 ⇓c. ut

The result below uses Lemma 11 and a rephrasing of the proof of Lemma 10

Lemma 12. If 〈A, σ〉 ≈ 〈B, ρ〉, then 〈A, σ ⊗ a〉 ≈ 〈B, ρ ⊗ a〉 for all a ∈ C⊗.

Theorem 3. ≈s = ≈



Labelled versus saturated semantics. The main appeal of saturated semantics
resides in always being a congruence and, in fact, the minimal congruence
contained in standard bisimulation [19]. The main drawback of this approach
is that it is in principle necessary to check the behaviour of a process under
every context. The problem is somewhat mitigated for SCCP, since it suffices to
close the store with respect to any possible compact element (item 3 of Def. 15).
At the same time, checking the feasibility of a reduction may require some
computational effort, either for solving the combinatorial problem associated
with calculating σ ⊗ d, or for verifying if c ≤ σ, as with agent ask(c) → A.

This is the reason for searching labelled semantics and suitable notions of
bisimilarity that may alleviate such a burden. The key intuition is to consider
labels which somehow represent the “minimal context allowing a process to
reduce”, so that a bisimilarity-checking algorithm in principle needs to verify
this minimal context only, instead of every one. The idea has been exploited in
the simpler framework of crisp CCP [1], and it is based on [16,9].

Example 1. Let us consider the agents ask(c) → stop and stop. To prove that
they are weakly bisimilar, it has to be proved that γ ≈̇γ′ for configurations
γ = 〈ask(c) → stop,⊥〉 and γ′ = 〈stop,⊥〉. Consider the following relation

R = {(〈ask(c) → stop,⊥〉, 〈stop,⊥〉), (〈stop, c〉, 〈stop, c〉)}

It is quite easy to prove that it is a bisimulation, and in fact the smallest one
identifying the two configurations. It suffices to note that by definition c	÷⊥ = c.

In order to prove that γ ≈̇s γ′, instead, we surely need to consider an infinite
relation. Indeed, the smallest saturated bisimulation equating the two configu-
ration is given by the relation below

S = {(〈ask(c) → stop, d〉, 〈stop, d〉), (〈stop, e〉, 〈stop, e〉) | d, e ∈ C⊗& c ≤ e}

The relation above clearly is a saturated bisimulation, but any naive automatic
check for that property might involve rather complex calculations.

Another reason for the complexity of checking saturated bisimilarity is the
need of considering the closure −→∗ of the reduction relation, which may cause
a combinatorial explosion. Think e.g. of the agents

∏
i∈I ask(ci) → stop and

stop. Of course, they might be proved equivalent by exploiting the fact that
saturated bisimilarity is a congruence, and by verifying that stop ‖ A ≈̇s A for
all the agents A. A direct proof would instead require a check for each store of
the reductions arising from all the possible interleaving of the ci elements.

5 Towards an Axiomatisation for Weak Bisimilarity

Once the behaviour of an agent is captured by an observational equivalence, it
is natural to look for laws characterizing it. Given its correspondence with the
standard equivalence via fair computations, weak bisimilarity is the preferred
behavioural semantics for soft CCP. A sound and complete axiomatisation was
proposed for CCP in [21]. Unfortunately, the lack of idempotence in the soft
formalism makes unsound some of the axioms presented in that classical paper.



ask(c)→ stop = stop (1) tell(⊥) = stop (2)

ask(⊥)→ A = A (3) A ‖ stop = A (4)

A ‖ B = B ‖ A (5) A ‖ (B ‖ C) = (A ‖ B) ‖ C (6)

tell(c) ‖ tell(d) = tell(c ⊗ d) (7) ask(c)→ (A ‖ B) = (ask(c)→ A) ‖ (ask(c)→ B) (8)

∃xtell(c) = tell(∃xc) (9) ∃x(ask(c)→ A) = ask(∀xc)→ ∃xA (10)

∃x(tell(c) ‖i∈I ask(ci)→ tell(di)) = tell(∃xc) ‖ ∃x(‖i∈I ask(c⇒x ci)→ tell(di)) (11)

Fig. 1. Axioms for simple agents (1-8) and for agents with quantifiers (9-11).

Consider e.g. the law ask(c) → ask(d) → tell(e) = ask(c ⊗ d) → tell(e),
denoted as L3 in [21], and let us assume that c = d. Since c , c ⊗ c, only the
agent in the left-hand side of the law is guaranteed to add e, starting from a
store σ such that c ≤ σ. On a similar note, most of the axioms in [21] involving
the parallel composition also do not hold, since as a general remark posting a
constraint twice is different from adding it just once.11

We now introduce a set of sound axioms for SCCP in Figure 1. As for those
of CCP in [21], they rely on an additional operator which is intuitively the dual
of the existential quantifier of cylindric algebras.

Definition 19 (Co-cylindrification). Let V be a set of variables. A co-cylindric op-
erator ∀ over S and V is given by a family of monotone, ⊗-compactness preserving
functions ∀x : A→ A indexed by elements in V such that for all a, b ∈ A and x ∈ V

1. ∀xa ≤ b if and only if a ≤ ∃xb.

If the ∀ operators play the role of universal quantifiers, a further family of
operators had been introduced in [21] for providing the role of implication,
in order to provide a complete set of axioms for CCP. In our context, such an
operator can be derived by means of residuation.

Lemma 13. Let a, b, c ∈ C, x ∈ V and a⇒x b = ∃xa ⊗ ∀x(b	÷ a). Then, b ≤ a ⊗ ∃xc if
and only if a⇒x b ≤ ∃xa ⊗ ∃xc.

Clearly, a ⇒x b ∈ C⊗ if a and b do. These properties for a ⇒x b are the
immediate extensions of those holding for the crisp setting. Exploiting co-
cylindrification and the latter operator we can now state Eq. 10 and Eq. 11.
In Eqs. 1-3 we present the axioms related to ask and tell. Axioms on paral-
lel composition are instead represented in Eqs. 4-6. In Eqs. 7-8 we show how
adding two constraints and prefixing distributes though parallel composition.

Proposition 3. Axioms 1-11 in Figure 1 are sound with respect to weak bisimilarity.

11 As an example, the law L1 of [21] states ask(c) → tell(d) = ask(c) → (tell(c) ‖ tell(d)),
which is false precisely for the lack of idempotence: c ≤ σ does not imply σ = σ ⊗ c.
For the sake of completeness, the other unsound axioms are L10, L11, and L12.



As for completeness, again the lack of idempotency made it impossible to
rest the proof schema adopted for the CCP case, since the normal form exploited
in [21] for proving completeness cannot be lifted to SCCP agents.

6 Conclusions and Further Work

Inspired by [1] that investigated the crisp variant of the language, in this paper
we studied the behavioural semantics of the deterministic fragment of soft
CCP [7], and proposed a sound axiomatisation in the spirit of [21].

Using residuation theory (as e.g. in [5] for soft constraints problems) pro-
vides an elegant way to define the minimal information that enables the firing of
actions in the LTS shown in Sec. 4. This choice allowed for the study of the obser-
vational equivalence of agents in terms of weak and strong bisimilarity on such
LTS, and it allowed for relating them to the corresponding barbed bisimilarities
of (unlabelled) reductions and with the standard semantics via fair computa-
tions. The two kinds of equivalences, as well as the sound axiomatisation for
weak bisimilarity, are presented in this paper for the first time.

For future work, we plan to provide a complete axiomatisation and a denota-
tional semantics for soft CCP by building on the work for the crisp case in [21].
Concerning the axioms, we will try and investigate the relationship between
soft CCP and a logical system whose fundamental properties are closely related
to the ones we have investigated in this paper; namely affine linear logic [11].
This logical system rejects contraction but admits weakening, which intuitively
correspond to dropping idempotence and preserving monotonicity in the soft
formalism. The denotational model of CCP is based on closure operators: Each
agent is compositionally interpreted as a monotonic, extensive and idempo-
tent operator/function on constraints. We shall then investigate a denotational
model for soft CCP processes based on pre-closure operators [2] (or Čech closure
operators), i.e., closure operators that are not required to be idempotent.

Finally, we plan to consider two extensions of the language, checking how
far the results given in this paper can be adapted. As evidenced by [20] a
non-deterministic extension is an interesting challenge since the closure under
any context for the saturated bisimilarity gets more elaborated than just clos-
ing with respect to the addition of constraints (Defs. 15 and 16, condition 3),
and similarly one also needs to find the right formulation of bisimilarity for
the labelled transitions systems. Also, the presence of residuation makes intu-
itive the definition of a retract operator for the calculus. Even if the operational
semantics would be less affected, retraction would require a complete reformu-
lation of the denotational semantics via fair computations, since monotonicity
(as stated in Lemma 3) would not hold anymore [8]. Finally, we might consider
languages with temporal features, such as timed SCCP [4], where a reduction
takes a bounded period of time and it is measured by a discrete global clock.
Maximal parallel steps are adopted there with a new construct that can e.g.
express time-out and pre-emption, and developing suitable temporal variants
of bisimilarity might reveal a worthwhile, albeit difficult task.
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