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Annabelle Collin, Dominique Chapelle, Philippe Moireau
Inria Saclay Ile-de-France, Palaiseau, France

Abstract

We propose a Luenberger observer for reaction-diffusion models with propagating front
features, and for data associated with the location of the front over time. Such mod-
els are considered in various application fields, such as electrophysiology, wild-land fire
propagation and tumor growth modeling. Drawing our inspiration from image processing
methods, we start by proposing an observer for the eikonal-curvature equation that can
be derived from the reaction-diffusion model by an asymptotic expansion. We then carry
over this observer to the underlying reaction-diffusion equation by an “inverse asymptotic
analysis”, and we show that the associated correction in the dynamics has a stabilizing
effect for the linearized estimation error. We also discuss the extension to joint state-
parameter estimation by using the earlier-proposed ROUKF strategy. We then illustrate
and assess our proposed observer method with test problems pertaining to electrophys-
iology modeling, including with a realistic model of cardiac atria. Our numerical trials
show that state estimation is directly very effective with the proposed Luenberger ob-
server, while specific strategies are needed to accurately perform parameter estimation
– as is usual with Kalman filtering used in a nonlinear setting – and we demonstrate two
such successful strategies.

1. Introduction

Reaction-diffusion equations are considered in various application fields for modeling
traveling wave propagation phenomena [51, 16]. For instance, the electrical depolariza-
tion propagation is modeled in cardiac electrophysiology with the bidomain model and
its approximation given by the monodomain model [83, 76, 49, 27]. In wild-land fire
propagation, the wildfire spread is modeled by an advection-reaction-diffusion model [4].
Moreover, reaction-diffusion models exhibiting traveling wave solutions are also used in
chemotaxis, with for example the Keller-Segel model [46], or for tumor-growth modeling,
see [82, 38]. When employing these models in practical applications, as for all natural
and physical systems, a great difficulty consists in dealing with the many uncertain quan-
tities that must be prescribed for running model simulations. These quantities include
initial conditions and physical parameters of the model, which are difficult to measure.
Fortunately, additional information is provided by available measurements, and these can
be used to circumvent the uncertainties associated with the dynamical model definition.
One typical example of available data lies in the propagation maps providing the loca-
tion of the front at successive times, which can be measured using imaging modalities,
Preprint submitted to Elsevier August 13, 2015



in particular. For instance, in electrophysiology, Electrocardiographic Imaging (ECGI)
aims at reconstructing cardiac potential isochrones [70]. In wildfire propagation, satel-
lite images are processed to follow the wildfire front [73], whereas reconstructions of the
tumor-growth area from medical images are now well performed, e.g. with MRI-imaging
[41] sometimes combined with PET images [87].

Reducing the uncertainties and also estimating uncertain quantities – as for example
the model parameters – for dynamical models by exploiting the available data is the very
objective of data assimilation. The discipline of data assimilation historically arose in
the context of geophysics – e.g. in oceanography and weather forecasting [11, 66] – with
nowadays an increased focus on new application fields. As examples of these, we can cite
the works of [58, 74] for data assimilation in wildfire propagation, of [44, 24] in tumor-
growth modeling, and also of [52, 12, 30] in cardiac electrophysiology. In some of these
applications, front isochrones are already used for data assimilation purposes, albeit at
the cost of simplifying the original physical model to focus on front propagation, based on
so-called eikonal equations [52] or level-set formulation [74], or by using a reduced-order
modeling strategy [24]. Moreover, the question of finding the most effective measure of
similarity between the observed and computed fronts remains a challenge, and this often
leads to heuristic comparison strategies. Our objective in this paper is to propose a data
assimilation strategy that can be applied to a wide variety of reaction-diffusion problems
where front propagation is measured, without simplifying the original physical contents
of the model, but benefitting from the maximum amount of information contained in the
data at our disposal.

To reach this goal, we choose to rely on a sequential approach where the original dy-
namics is corrected at each time by a feedback control involving a discrepancy computed
between the actual data and synthetic data reconstructed from the simulated trajectory.
This family of methods comprises both the classical Kalman-based filtering approaches
in which the feedback is computed from some kind of Riccati equation solution, and a
Luenberger filtering approach [57] – popularized in data assimilation under the nudg-
ing terminology as initiated in [1, 45] – see [53] for a historical perspective – by which
the feedback is designed to primarily seek a stabilization property of the feedback law,
see various examples for infinite dimensional systems in [5, 71, 56, 19, 13]. Sequential
approaches – also known as observer theory in the deterministic context – have to be
compared with the maybe more popular variational approach of the so-called 4D-Var
method [54] where, in essence, we minimize a – usually least-square based – cost func-
tion integrating during a period of time a compromise between (1) some a priori on
the model and initial conditions and (2) the observation discrepancy between the actual
measurements and the synthetic data produced by the model, see [64] for an example of
variational approach in electrophysiology, or [44] in cancer growth. In the present article,
we propose to formulate a joint state and parameter observer, where a Luenberger ob-
server corrects the state, and an reduced-order optimal Kalman-based filter is restricted
to the parametric space. This strategy – initiated in [62] for models based on partial dif-
ferential equations – allows to perform the estimation with reasonable computing times
since the Luenberger filter will not suffer from a “curse of dimensionality” arising from
the discretization of the model, and the parameters to be identified are assumed to be
smooth enough to be discretized with a limited number of degrees of freedom, compat-
ible with an optimal Kalman-based approach. The parameter identification is a direct
application of the original work of [61] which, however, requires that an adequate Luen-
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berger strategy has been previously designed to control the trajectory. Hence, the main
originality of the present work is in formulating an effective Luenberger state observer
for reaction-diffusion problems based on available front propagation data.

The outline of this paper is as follows. We first present in Section 2 the reaction-
diffusion model and the type of data that we want to assimilate. Section 3 then concerns
the state estimator. We start with the presentation of an observer suitable for a reaction-
diffusion model with front propagation data. Then, we give the origin of the state esti-
mator, starting with the presentation of an asymptotic level set formulation known as the
eikonal-curvature equation. Drawing our inspiration from image processing techniques
[90, 17, 67], we present an observer valid for the eikonal-curvature equation, and we carry
over the observer to the initial reaction-diffusion model by an inverse asymptotic analy-
sis. The last – but not least – part of this section gives a mathematically-justified study
of the observer model, and we prove that the correction term stabilizes the model of the
error. The third section concerns the parameter estimation where the Reduced-Order
Unscented Kalman Filtering (ROUKF) [61, 60] is used. In the last section, we give sev-
eral numerical illustrations of the proposed observer applied to cardiac electrophysiology.
We present numerical simulations in 1D, but also realistic cases of electrophysiological
depolarization propagation in the cardiac atria. These simulations validate, in a first
part, the very effective state estimator. In a second part, using a joint state-parameter
strategy, we identify some conductivity parameters.

2. Problem setting

We consider the following type of so-called reaction-diffusion model ∂tu− ~∇ · (~~σ · ~∇u) = kf(u), B × (0, T ),

(~~σ · ~∇u) · ~n = 0, ∂B × (0, T ),
u(~x, 0) = u0(~x), B,

(1)

where u is the (scalar) unknown field defined over a spatial domain B, ~~σ the diffusion
tensor, f(u) a reaction term and k a modeling coefficient. For certain choices of nonlinear
expressions of the function f(u) and with adequate initial conditions, the solution u
exhibits some interesting propagative features, with a rapid transition occurring between
different values around a traveling front [72, 48, 88, 55]. This is the type of behavior
considered in this paper, and we assume that we can accordingly benefit from data
concerning the location of this front over time, for estimation purposes. Our objective will
be to design an observer based on such measurements for the above model, typically in
order to compensate for uncertainties in initial conditions and/or in modeling parameters.

We assume that the traveling front Γu(t) – a curve in 2D or a surface in 3D – is
defined by a certain threshold value cth, namely,

Γu(t) = {~x ∈ B, u(~x, t) = cth},

with the already traveled-through region given by

Ωin
u (t) = {~x ∈ B, u(~x, t) > cth}.
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In order to characterize the location of the front, it will also be valuable to use the level
set formalism [67]. We recall that for an object occupying the region Ωin ⊂ B of boundary
Γ, an admissible level set is a smooth function φ such that

φ > 0 in Ωin, φ < 0 in B \ Ωin and φ = 0 on Γ.

We also define the single layer distribution associated with the boundary Γ, namely, the
distribution δΓ such that ∫

B
δΓ ψ dB =

∫
Γ

ψ dΓ,

for any smooth function ψ, where the integral in the left-hand side should be interpreted
in the distribution sense. As is classical, this distribution is directly related to the usual
Dirac δ-function – defined in R – by the identity

δΓ = |~∇φ| δ ◦ φ, (2)

which holds for any admissible level set φ associated with Γ.

3. Design and analysis of the observer

Our strategy for designing an adequate state observer for the reaction-diffusion model
(1) will be to take a detour via the related eikonal-curvature equation [50, 49], for which
existing image processing methods pertaining to object detection in images can be used
for front tracking.

3.1. Eikonal-curvature equation and associated observer

We start by briefly summarizing the derivation of the so-called eikonal-curvature
equation related to the reaction-diffusion model (1), in order to be able to deal – in
Section 3.2 below – with the modifications induced by corrections terms associated with
an observer method. For more details on this derivation we refer to [50, 7, 49] and
references therein.

This derivation relies on the definition of a time-dependent coordinate system (ξ1, ξ2, ξ3)
designed to follow the front over time. Namely, this coordinate system is defined so that
ξ1 = 0 characterizes the front location, the vector

∂~x

∂ξ1

∣∣∣
ξ1=0

is normal to the front, and ξ1 undergoes a finite variation across the front thickness. As
fronts are sharp in the types of problems considered here, this thickness of characteristic
length denoted by ε is small. Changing coordinates in the reaction-diffusion equation
yields – assuming that the diffusion tensor is isotropic of constant diffusion coefficient
σ for the sake of simplicity in this discussion – using the Einstein implicit summation
convention

∂tu = σailaik
∂2u

∂ξl∂ξk
+ σ

∂ail
∂xi

∂u

∂ξl
+ ajk(∂txj)

∂u

∂ξk
+ kf,

4



where aij = ∂ξj/∂xi, and the partial derivatives with respect to time should be un-
derstood with (ξ1, ξ2, ξ3) fixed. With the above sharpness assumption on the front we
infer

ai1 = O(ε−1),

i.e. these coefficients are larger than the others by one order of ε. Denoting ~a = (ai1)i
and retaining only the leading order in ε in the above equation we obtain

σ|~a|2 ∂
2u

∂ξ2
1

+
(
σ ~∇~x · ~a+ ~a · ∂t~x

) ∂u
∂ξ1

+ kf(u) = 0. (3)

By a simple rescaling of the ξ1-coordinate we can arrange so that σ|~a|2 = k, and using
the fact that u is constant on the front we are led to the ordinary differential equation

u′′ + c0u
′ + f(u) = 0, (4)

where the derivative is with respect to ξ1 – the only remaining variable – and with c0
such that

kc0 = σ~∇~x · ~a+ ~a · ∂t~x. (5)

It is a classical result that – under adequate assumptions on f – there exists a unique
constant c0 depending on f such that we can find a strictly decreasing function u solution
of (4), see [2]. For instance, for f(u) = u(1 − u), we have c0 = 2

√
f ′(0) = 2. We now

rewrite (5) in terms of φu a level set of the front Γu. Noting that ~a is normal to the front
we have

~a = −
√
k

σ

~∇~x φu
|~∇~x φu|

.

Then, as φu is constant on the front, we have

~∇~x φu · ∂t~x+ ∂tφu = 0.

Substituting these two identities in (5), we finally obtain the eikonal-curvature equation

∂tφu = |~∇~x φu|
(
σ~∇~x ·

~∇~x φu
|~∇~x φu|

+
√
σk c0

)
, B × (0, T ). (6)

We will now propose an observer for this level set formulation, assuming that we can
use as measurements a time-continuous sequence of “images” of the traveled-through
regions, namely, maps z(t) taking essentially two different values inside and outside the
traveled-through region, up to some perturbations and regularization across the front.
We will discuss in greater detail below some adequate definitions of such maps. Denoting
by φ̂ the observer, and by Γ̂ and Ω̂in the associated front and traveled-through region
– respectively – we propose the following dynamical equation

∂tφ̂ = |~∇φ̂|
(
σ~∇ ·

( ~∇φ̂
|~∇φ̂|

)
+
√
σk c0

)
+ λ δΓ̂ α(|~∇φ̂|)

(
−
(
z − C1(Ω̂in)

)2
+
(
z − C2(Ω̂in)

)2)
, B × (0, T ), (7)
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where λ is a positive constant, α a strictly positive function to be prescribed, and with

C1(Ω̂in) =

∫
Ω̂in zdB∫
Ω̂in dB

, C2(Ω̂in) =

∫
B\Ω̂in

zdB∫
B\Ω̂in

dB . (8)

The scalar parameter λ is often called the gain and balances the impact of the data-
correction on the model depending on the level of confidence in the data. This justifies the
nudging terminology used in the data assimilation community [53]. The gain is therefore
typically adjusted by considering the level of noise in the data, but also by evaluating
the increased stability introduced by the data correction. Sometimes an excessively large
gain can be counter-productive – see a striking example in [63] – and in any case should
eventually be optimized – see [86, 79, 91].

Note that (7) was obtained by incorporating a correction in the eikonal-curvature
equation (6). This correction term uses the information contained in the data, and this
specific expression is inspired from the method of active contours without edges [67, 17],
see also below for an interpretation based on the gradient projection method.

3.2. Front-based observer for reaction-diffusion model

As there is more relevant information in the solution of the reaction-diffusion problem
than in the corresponding level set – i.e. we are interested in the actual distributed values
of the physical quantity u over time – we aim at defining an observer directly for the
original problem. Nevertheless, as we are confident in the ability of the above-defined
observer to track the front, we will seek a consistent observer definition, namely, such
that (7) is obtained as the limit in the asymptotic analysis outlined in our discussion of
Section 3.1. By inspection, we propose the following observer formulation.

∂tû = ~∇ · (~~σ · ~∇û) + kf(û)

+ λ δΓû
α(|~∇φû|)
|~∇φû|

~∇φû
|~∇φû|

· ~∇û
(
−
(
z − C1(Ωin

û )
)2

+
(
z − C2(Ωin

û )
)2)

, B × (0, T ), (9)

where now Γû denotes the front associated with û, Ωin
û the corresponding traveled-through

region, and φû a level set consistent with û. Using the above asymptotic analysis tech-
nique, the following result is readily established.

Proposition 1. Assuming that the diffusion tensor is isotropic with constant coefficient
σ, (7) is the modified eikonal-curvature equation associated with (9).

Proof. Performing the same change of coordinates as in the above formal asymptotic
analysis, Eq.(3) expressing the dominant term in the expansion is modified into

σ|~a|2 ∂
2û

∂ξ2
1

+

[
σ ~∇~x ·~a+~a ·∂t~x+λ|~a|δΓû

α(|~∇φû|)
|~∇φû|

((
z−C1(Ωin

û )
)2−(z−C2(Ωin

û )
)2)] ∂û

∂ξ1

+ kf(û) = 0, (10)

where we have used the identity

~∇φû
|~∇φû|

· ~∇û = −|~a| ∂û
∂ξ1

.
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Then (5) is transformed into

kc0 = σ~∇~x · ~a+ ~a · ∂t~x+ λ|~a|δΓû
α(|~∇φû|)
|~∇φû|

((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

, (11)

and finally the same manipulation as before directly shows that the level set φû satisfies
exactly Eq.(7).

Note that we can take û− cth as a particular choice of admissible level set in (9). In
this case, the proposed observer equation simplifies into

∂tû = ~∇ · (~~σ · ~∇û) + kf(û)

+ λ δΓûα(|~∇û|)
(
−
(
z − C1(Ωin

û )
)2

+
(
z − C2(Ωin

û )
)2)

, B × (0, T ). (12)

This is the form that we will use in the rest of the paper.

3.3. Analysis of the observer

In order to analyse the convergence of the observer we will study the estimation error
defined by ũ = u − û. Subtracting (12) from the state equation in (1), and taking into
account the boundary and initial conditions, we obtain

∂tũ− ~∇ · (~~σ · ~∇ũ) = k(f(u)− f(û))

+λδΓûα(|~∇û|)
((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

, B × (0, T ),

(~~σ · ~∇ũ) · ~n = 0, ∂B × (0, T ),
ũ(~x, 0) = u0(~x)− û0(~x), B.

This problem can be rewritten in variational form, by which ũ is the solution of∫
B
∂tũ v dB +

∫
B

(
~~σ · ~∇ũ

)
· ~∇v dB =

∫
B
k(f(u)− f(û)) v dB

+λ

∫
Γû

α(|~∇û|)
((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

v dΓ,
(13)

at any time t and for any suitable test function v, while u and û respectively satisfy∫
B
∂tu v dB +

∫
B

(
~~σ · ~∇u

)
· ~∇v dB =

∫
B
kf(u) v dB, (14)

and ∫
B
∂tû v dB +

∫
B

(
~~σ · ~∇û

)
· ~∇v dB =

∫
B
kf(û) v dB

+λ

∫
Γû

α(|~∇û|)
(
−
(
z − C1(Ωin

û )
)2

+
(
z − C2(Ωin

û )
)2)

v dΓ.
(15)

First, in order to have a consistent observer, we expect the correction term to vanish
when û = u, namely, we should have on the exact front Γu(

z − C1(Ωin
u )
)2 − (z − C2(Ωin

u )
)2

= 0.

We are thus led to the following assumption.
7



Assumption 1. On the front Γu, the data satisfy z =
C1(Ωin

u )+C2(Ωin
u )

2 .

Note that C1(Ωin
u ) is the average of z inside the traveled-through region Ωin

u , while
C2(Ωin

u ) is the average outside of this region. Of course, in practice it may be difficult to
satisfy exactly this assumption, which means that some consistency errors – expected to
be small – will be present in the system. We do not consider these errors here.

A complete mathematical analysis of the observer error in (13) is out of the scope of
the present paper, due to the complexity induced by both the nonlinear reaction term
and the observer correction. Our objective here will be to consider the linearized version
of this equation – relevant for “sufficiently small” estimation errors around the reference
trajectory – and assess the stabilization effect of the correction term. Let us define the
linear form associated with the correction term

Qû(v) =

∫
Γû

α(|~∇û|)
((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

v dΓ.

The first step will then consist in differentiating this term with respect to û, which
amounts to finding the derivative of the functional

τ 7→ Qû+τψ(v),

in τ = 0, for any given – sufficiently regular – scalar field ψ. As û mostly enters in
Qû(v) via the shape of the contour Γû, we will use the theory of shape derivatives, see
e.g. [34, 43] and references therein. A simple geometric reasoning shows that the contour
velocity associated with û + τψ = cth at τ = 0 – when seeing τ as a “pseudo-time”
variable – is given by

~ψ =
ψ

|~∇û|
~nû, (16)

where ~nû = −~∇û/|~∇û| is a unit vector normal to Γû. We will prove the following result.

Proposition 2. Assuming that the contour Γû is closed, the Fréchet derivative of Qû(v)
in the direction ψ is given by〈

dûQû(v) , ψ
〉

=

∫
Γû

κα(|~∇û|)
((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

v
ψ

|~∇û|
dΓ

−
∫

Γû

α′(|~∇û|)
((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

v ∂nψ dΓ

−
∫

Γû

α′(|~∇û|) ∂2
nû
((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

v
ψ

|~∇û|
dΓ

+2

∫
Γû

α(|~∇û|) ∂nz
(
C2(Ωin

û )− C1(Ωin
û )
)
v

ψ

|~∇û|
dΓ

−2
1

|Ωin
û |

∫
Γû

(
z − C1(Ωin

û )
) ψ

|~∇û|
dΓ×

∫
Γû

α(|~∇û|)
(
z − C1(Ωin

û )
)
v dΓ

−2
1

|B \ Ωin
û |

∫
Γû

(
z − C2(Ωin

û )
) ψ

|~∇û|
dΓ×

∫
Γû

α(|~∇û|)
(
z − C2(Ωin

û )
)
v dΓ

+

∫
Γû

α(|~∇û|)
((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

∂nv
ψ

|~∇û|
dΓ, (17)
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where κ denotes the so-called additive curvature of the contour Γû, and ∂n the spatial
derivative in the direction normal to the contour.

Proof. Differentiating Qû+τψ(v) with respect to τ amounts to finding the derivative of
a functional of the type ∫

Γτ

F(τ,Γτ , ~x) dΓ,

where the direct dependence in τ of the functional F is due to the term α(|~∇(û+ τψ)|).
Knowing the flow ~ψ given by (16) that displaces the contour, this can be seen as a shape
derivative problem. We use the shape derivative formula (.1) proven in Proposition 4
below (Appendix), as a quite straightforward extension of [43, Prop. 2]. Since the flow
~ψ is normal to the contour – recall (16) – this gives here

〈
dûQû(v) , ψ

〉
=

∫
Γû

(
Ḟ + κF ψ

|~∇û|

)
dΓ,

with Ḟ the particle derivative given by

Ḟ = ∂τF(τ,Γτ , ~x+ τ ~ψ )|τ=0.

Considering first the particle derivative of α(|~∇(û+ τψ)|) we have

α̇ = ∂τα(|~∇(û+ τψ)|) + ~∇
(
α(|~∇û|)

)
· ~ψ

= α′(|~∇û|)
( ~∇û
|~∇û|

· ~∇ψ + ~∇|~∇û| · ~ψ
)

= −α′(|~∇û|)
(
∂nψ +

ψ

|~∇û|
∂2
nû

)
, (18)

where we have used the facts that ~∇û/|~∇û| = −~nû and |~∇û| = −∂nû. Next, as C1(Ωin
û )

and C2(Ωin
û ) are scalars that only depend on the shape – recall (8) – the particle and

shape derivatives are the same, and

Ċ1 =

∫
Γû
z ~ψ · ~nû dΓ×

∫
Ωin
û
dB −

∫
Γû

~ψ · ~nû dΓ×
∫

Ωin
û
zdB(∫

Ωin
û
dB
)2

=
1

|Ωin
û |

∫
Γû

(
z − C1(Ωin

û )
)
~ψ · ~nû dΓ,

while likewise

Ċ2 = − 1

|B \ Ωin
û |

∫
Γû

(
z − C2(Ωin

û )
)
~ψ · ~nû dΓ.

Finally, z and v only have spatial derivatives, to be taken in the direction of ~ψ as given
in (16). Gathering all the terms, we obtain the expression (17).
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Based on (13), the variational formulation satisfied by the linearized error – also
denoted by ũ for simplicity – reads∫

B
∂tũ v dB +

∫
B

(
~~σ · ~∇ũ

)
· ~∇v dB = −

∫
B
k(duf(u) ; ũ) v dB −

〈
dûQû(v) , ũ

〉
, (19)

where many terms in (17) vanish due to Assumption 1, since we are taking the differential
around û = u, namely, we have here

〈
dûQû(v) , ũ

〉
= 2
(
C2(Ωin

u )− C1(Ωin
u )
) ∫

Γu

α(|~∇u|) ∂nz
ũ

|~∇u|
v dΓ

− 2

(
C2(Ωin

u )− C1(Ωin
u )

2

)2(
1

|Ωin
u |

+
1

|B \ Ωin
u |

)∫
Γu

ũ

|~∇u|
dΓ×

∫
Γu

α(|~∇u|) v dΓ. (20)

Note that (19) is a linear homogeneous equation in ũ, as the observer will start with an
error in the initial condition, indeed, and we expect this error to be driven to zero as
soon as possible. In fact, when taking v = ũ in (19) we obtain the energy estimate

d

dt

(1

2
‖ũ‖2L2(B)

)
= −

∫
B

(
~~σ · ~∇ũ

)
· ~∇ũ dB −

∫
B
k(duf(u) ; ũ) ũ dB −

〈
dûQû(ũ) , ũ

〉
.

As the diffusion tensor is always positive, the corresponding term in the right-hand side is
energy-decreasing as usual. The effect of the reaction term is problem-dependent, and is
outside of our scope here. As regards the observer correction term, we obtain a beneficial
energy-decreasing effect if 〈

dûQû(ũ) , ũ
〉
≥ 0. (21)

This condition is not automatically satisfied, as e.g. when choosing α(|~∇u|) = 1/|~∇u|
the second term in (20) brings a negative contribution. This simply means that we need
some additional (reasonable) assumption on the data z. Let us define the characteristic
length hzu by

1

hzu
= min
~x∈Γu

|∂nz|
|C1(Ωin

u )− C2(Ωin
u )| ,

and we can interpret hzu as the wavelength of the front width in the data. We can now
show the following result concerning the observer effect.

Proposition 3. Assuming that we have

1

hzu
≥ 1

4

(
1

|Ωin
u |

+
1

|B \ Ωin
u |

)(∫
Γu

α(|~∇u|)|~∇u| dΓ×
∫

Γu

1

α(|~∇u|)|~∇u|
dΓ

) 1
2

, (22)

then the condition (21) is satisfied, hence the observer effect is energy-decreasing in the
linearized error.
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Proof. By the Cauchy-Schwarz inequality we have∣∣∣∣∣
∫

Γu

1

|~∇u|
ũ dΓu

∫
Γu

α(|~∇u|)ũ dΓ

∣∣∣∣∣
=

∣∣∣∣∣
∫

Γu

√
α(|~∇u|)
|~∇u|

ũ
1√

α(|~∇u|)|~∇u|
dΓ×

∫
Γu

√
α(|~∇u|)
|~∇u|

ũ

√
α(|~∇u|)|~∇u| dΓ

∣∣∣∣∣
≤

∫
Γu

α(|~∇u|)
|~∇u|

ũ2 dΓ

(∫
Γu

α(|~∇u|)|~∇u| dΓ×
∫

Γu

1

α(|~∇u|)|~∇u|
dΓ

) 1
2

.

Recalling (20) we then infer〈
dûQû(ũ) , ũ

〉
≥ 2

(
C2(Ωin

u )− C1(Ωin
u

)2 1

hzu

∫
Γu

α(|~∇u|)
|~∇u|

ũ2 dΓ

−2

(
C2(Ωin

u )− C1(Ωin
u

2

)2( 1

|Ωin
û |

+
1

|B \ Ωin
û |

)
×
(∫

Γu

α(|~∇u|)|~∇u| dΓ×
∫

Γu

1

α(|~∇u|)|~∇u|
dΓ

) 1
2
∫

Γu

α(|~∇u|)
|~∇u|

ũ2 dΓ

≥
(

1

hzu
− 1

4

( 1

|Ωin
û |

+
1

|B \ Ωin
û |

)(∫
Γu

α(|~∇u|)|~∇u| dΓ×
∫

Γu

1

α(|~∇u|)|~∇u|
dΓ

) 1
2

)

× 2
(
C2(Ωin

u )− C1(Ωin
u

)2 ∫
Γu

α(|~∇u|)
|~∇u|

ũ2 dΓ,

which by (22) entails the desired positivity.

Condition (22) pertains to the sharpness of the front in the data – in other words to
image contrast – for which conditions are also required in image processing, see e.g. [43].
We can further analyse this condition by noting that(∫

Γu

α(|~∇u|)|~∇u| dΓ×
∫

Γu

1

α(|~∇u|)|~∇u|
dΓ

) 1
2

≥
∫

Γu

α(|~∇u|)|~∇u|
α(|~∇u|)|~∇u|

dΓ = |Γu|,

by the Cauchy-Schwarz inequality, and that the inequality is an equality when

α(|~∇u|) =
1

|~∇u|
. (23)

Therefore, this particular choice of α function is that for which the condition (22) is the
least restrictive for the data. We will adhere to this choice in the sequel, in which case
the condition takes the simpler form

1

hzu
≥ 1

4

(
1

|Ωin
u |

+
1

|B \ Ωin
u |

)
|Γu|, (24)
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and by considering specific examples of shapes one can readily see that this condition is
very easily satisfied.

Finally, we will provide an interpretation of our observer strategy by establishing a
connection with a gradient projection method. Let us consider the functional

Jû =

∫
Ωin
û

(
z − C1(Ωin

û )
)2
dB +

∫
B\Ωin

û

(
z − C2(Ωin

û )
)2
dB. (25)

Clearly, when the data are perfectly contrasted – namely, z takes two different values
C1(Ωin

u ) and C2(Ωin
u ) inside and outside of Ωin

u , respectively – this functional provides
a good criterion for comparing the fronts of u and û, as the functional can only vanish
when the contours Γu and Γû perfectly coincide (assuming adequate regularity). More
generally – i.e. without the perfect contrast assumption – we will compute the derivative
of the criterion. Using shape derivative theory as in the proof of Proposition 2 – albeit
here in a simpler case – we find〈

dûJû , ψ
〉

= −2Ċ1

∫
Ωin
û

(
z − C1(Ωin

û )
)
dB − 2Ċ2

∫
B\Ωin

û

(
z − C2(Ωin

û )
)
dB

+

∫
Γû

((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2) ~ψ · ~nû dΓ

=

∫
Γû

((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2) ψ

|~∇û|
dΓ,

since we have by definition of C1 and C2∫
Ωin
û

(
z − C1(Ωin

û )
)
dB =

∫
B\Ωin

û

(
z − C2(Ωin

û )
)
dB = 0.

Therefore, we can formally define the gradient of Jû as

∇Jû =
δΓû

|~∇û|

((
z − C1(Ωin

û )
)2 − (z − C2(Ωin

û )
)2)

,

and we can see that the observer correction term in (12) is nothing but −λ∇Jû with
our particular choice of α function given in (23), namely, this is a gradient descent term
quite similar to gradient projection methods in image processing [90]. We can further
point out that Assumption 1 ensures that the gradient vanishes when Γu and Γû coincide.
Moreover, the positivity property (21) in fact also represents the positivity of the Hessian
of Jû, which guarantees that u provides a local minimum – since the positivity is in fact
strict provided the inequality in (22) is also strict, as can be checked in the proof of
Proposition 3.

3.4. Numerical discretization

We start here with the spatial discretization of the model and observer, for which
finite difference or finite element can be considered. Assuming a finite difference scheme
– well-adapted to 1D problems where B is an interval, or to higher dimensions where
the domain is a simple box – the discretization is directly performed with the strong
formulation. The main difficulty then lies in adequately discretizing the δΓ̂ function in
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the observer equation (12). This question is well-addressed in the literature for immersed
boundary problems [10] or for level-set formulations [78, 67]. Here, we rely on [35] and
the relation (2) linking the single layer distribution to a standard Dirac function. We
introduce the real-valued continuous functions ψ(x) = 1

2 (1+cos(πx)), and a discretization
of the Dirac function in 1D given by

δρ(x) =

{ 1
ρ(x)ψ

(
x
ρ(x)

)
if |x| ≤ ρ(x),

0 if |x| > ρ(x),
(26)

with ρ a strictly positive function. In our case, we need to discretize (2) for the level set
φ = û− cth. Following the discretization advocated in [35], the function ρ is defined by

ρ =
|~∇φ|1
|~∇φ|

ρ0,

where | · |1 denotes the 1-norm – by contrast to the Euclidean norm | · | – and ρ0 a strictly
positive constant. Then the following approximation is employed as in [35]

δΓû = |~∇φ| δ ◦ φ = δ

(
φ

|~∇φ|

)
' δρ

(
φ

|~∇φ|

)
= |~∇φ| δρ0|~∇φ|1(φ),

to be compared to (2).
As for finite element discretizations, we rely on the same type of discretization strategy

for the singular front term, see [37] and references therein. Note that, in general, very
special care may be required concerning the finite element basis function choice and
integration rules. We should also mention that methods based on adaptive meshing can
be employed to obtain a global mesh containing a conforming sub-mesh of Γû over time
[40, 33], thus allowing to easily compute surface integrals in the weak formulation of the
observer.

Concerning the time discretization, the specificity of reaction-diffusion systems allows
to rely on splitting time schemes [3]. Typically, let NT ∈ N∗ be a given integer and
consider a uniform partition {tn, tn+1}0≤n≤NT−1 with tn = nT/NT = n∆t of the time

interval [0, T ]. We introduce Û = (Ûn)n the approximation of (û(·, n∆t))n. Then,
for all n we introduce intermediate steps (Ûn,k)0≤k≤Nsplit

such that Ûn,0 = Ûn and

Ûn,Nsplit
= Ûn+1. For the sake of simplicity, let us consider ~~σ constant in space and time,

and parametrized by ~~σ = θ ~~σ0. Denoting by K the matrix associated with the diffusion
operator with tensor ~~σ0, we define Kθ by Kθ = θK, and we denote by F(·) the space
discretization of kf(·). Then the first two steps are∣∣∣∣∣∣∣∣

M
Ûn,1 − Ûn,0

∆t
= F (Ûn,0)

M
Ûn,2 − Ûn,1

∆t
= KθÛn,2

where M denotes either the identity matrix in a finite difference scheme based on a
strong formulation, or the matrix associated with the L2 dot-product in a finite element
scheme based on a variational formulation. The next step consists in introducing the
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observer correction. We define Zn as the discrete observation, Φ̂n as the discrete level
set associated with Ûn,2, and H(Φ̂n) as the Heaviside function applied to each pointwise

value of Φ̂n. The mean values expressed in (8) can be approximated by

C1(Φ̂n, Zn) =
H(Φ̂n)TMZn

H(Φ̂n)TMH(Φ̂n)
, C2(Φ̂n, Zn) =

(1−H(Φ̂n))TMZn

(1−H(Φ̂n))TM(1−H(Φ̂n))
.

Finally, we denote by Λn the discrete form of the single layer distribution associated with
the computed level set Φ̂n– approximated as in (26) – and multiplied by the gain factor
λ. The observer correction performed as an additional splitting step reads

M
Ûn,3 − Ûn,2

∆t
= −Λn

((
Zn − C1(Φ̂n)

)2 − (Zn − C2(Φ̂n)
)2)

.

We point out that we choose to rely on an explicit time step here due to the non-linearity
in the feedback term. Clearly, an implicit time step would ease the stability analysis at
the time-discrete level, but at the cost of computing the tangent of the feedback, i.e. the
discrete counterpart of (17). Here we have observed that the stability brought by the
implicit treatment of the diffusion is sufficient for relying on explicit steps for the other
non-linear terms, in particular for the feedback, provided the gain is not too large as
shown in our numerical investigation in Section 4. A more detailed analysis will be
proposed in a forthcoming paper focusing on discretization aspects of this observer and
convergence analysis.

Note that, generally speaking, numerous observers have been time-discretized with
splitting methods, which allows to consider their implementation in a generic compu-
tational framework as that proposed by the Verdandi Library [21]. This is the case of
the discrete-time Kalman Filter considered as a discretization of the continuous-time
Kalman Filter [61]. This was also proposed for Luenberger observers in [23]. Moreover,
we emphasize that in our case a major advantage lies in the fact that the splitting step
is explicit as is already the case for the non-linear reaction term.

Another important aspect in the time-discretization of an observer is the ability to
handle the time-sampling of the data, which in practice is imposed and can be quite
different from the time-step used in the model. For instance in cardiac electrophysiology,
ECGI devices typically produce isochrones with a time-sampling of ∆T ∈ [1, 10] ms,
whereas the simulation time step ∆t can typically reach 0.1 ms [26, 70]. In order to
handle the data time-sampling, two strategies are conceivable, namely, we can either use
the data only when they are available, or we can rely on some time-interpolation [23].
In the latter case, as the fronts data do not easily lend themselves to interpolation we
propose to follow [63] and interpolate (linearly) the corrections, leading to

M
Ûn,3 − Ûn,2

∆t
= −ωn,jΛn

((
Zj − C1(Φ̂n, Zj)

)2 − (Zj − C2(Φ̂n, Zj)
)2)

− (1− ωn,j)Λn
((
Zj+1 − C1(Φ̂n, Zj+1)

)2 − (Zj+1 − C2(Φ̂n, Zj+1)
)2)

. (27)

where {tj , tj+1} are the data sampling times adjacent to the simulation time tn and

ωn,j =
tj+1 − tn
tj+1 − tj

.
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3.5. Parameter estimation

We can now present the additional level of parameter identification compatible with
our state estimator. To that purpose, we follow the strategy proposed in [62] and further
developed in [61]. In essence, this assumes that an effective state observer is already
available, as in our case, indeed. The uncertainties on the system trajectory are thus
controlled by the state observer, hence, the overall uncertainties can then be considered
to be reduced to the parameter space, where a Kalman-based filter is designed. More
precisely, a Reduced-Order Extended Kalman Filter (ROEKF) was originally proposed
in [62], and a more convenient Reduced-Order Unscented Kalman Filter (ROUKF) was
subsequently introduced in [61]. The main advantage of ROUKF is that, unlike ROEKF,
it does not require differentiating the model and the discrepancy with respect to the tra-
jectory, but instead relies on “particles” surrounding the trajectory in order to compute
the system sensitivities to the data and to the uncertainties. Therefore, the only require-
ment in ROUKF is to be able to define at the discrete level a full time discretization
from one time step to the next, typically in the form

Ûn+1 = ALuen
n+1|n(Ûn, θn, Zn), (28)

where ALuen
n+1|n is the discretized dynamics between two consecutive time steps of the

state observer, as presented in the previous section. Moreover, ROUKF is based on an
underlying least square functional. Here, noting that the functional (25) can be rewritten
in the form

Jû =

∫
B

(
H(φû)

(
z − C1(Ωin

û )
)

+ (1−H(φû))
(
z − C2(Ωin

û )
))2

dB =

∫
B
D(z, û)2 dB,

where the discrepancy reads

D(z, û) = H(φû)
(
z − C1(Ωin

û )
)

+ (1−H(φû))
(
z − C2(Ωin

û )
)
,

we can introduce at the discrete level the discrete discrepancy

D(Zn+1, Ûn+1) = H(Φ̂n+1)(Zn+1 − C1(Φ̂n+1, Zn+1))

+ (1−H(Φ̂n+1))(Zn+1 − C2(Φ̂n+1, Zn+1)), (29)

which is perfectly compatible with the discrepancy definition required in [61]. The full
joint state and parameter estimator is then given by [61] and implemented in the Verdandi
data assimilation library [21] – see also the documentation of the library [18].

Remark 1 (Internal variables). In many cases, the fully discrete state equation can-
not be summarized in a form as simple as (28), due to the presence of internal variables,
as e.g. for ionic variables in the example of electrophysiology modeling. In such cases,

the state variable needs to incorporate the internal variables in the form
(
U
W

)
, and the

dynamical operator accordingly pertains to this complete state variable. Nevertheless,
ROUKF naturally allows to deal with internal variables in a very straightforward man-
ner, see [22] for more detail.
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Remark 2 (Ensemble Kalman Filtering (EnKF) alternatives). The UKF filters
family is very close in spirit to the Ensemble Kalman filters family [36], but usually with a
smaller number of particles aiming at creating a minimal stencil to catch the non-linear
operator variations. We believe that a reduced-order EnKF reduced to the parameter
space – typically based on square root versions of the EnKF [81], as was done for UKF
in [61, 60] – could certainly be an alternative to our choice of ROUKF.

It is clear that the efficiency of the identification method is conditioned by the amount
of parameter information that can be extracted from the data. In other words, the
question is to determine which parameter can be uniquely recovered by using the output
observations, namely, the identifiability as reviewed in [65] for data assimilation, or the
structural identifiability of [8]. For the joint state and parameter strategy proposed
here, it was shown in [89, 62] that, typically, a persistent excitation condition should
be satisfied to ensure the convergence of the estimator, at least for small errors. This
persistent excitation condition can be seen as an identifiability condition that remains to
be proved and related to existing identification results for reaction-diffusion systems with
observed propagating fronts. This goes far beyond the scope of this article, but some
recent works have investigated e.g. how a traveling front velocity contains the necessary
information to recover some parameters – namely, a reaction parameter, with future work
announced on the diffusion parameter case [32].

4. Numerical illustrations and assessments

In this section we present some numerical illustrations and assessments of our above-
proposed observer strategies. The specific models and data considered here concern
cardiac electrophysiology, of which we start by providing a brief summary.

4.1. Cardiac electrophysiology

Cardiac electrophysiology aims at describing the electro-chemical phenomena that
take place in the cardiac tissue and trigger the muscle mechanical contraction. Due to
frequent associated pathologies – such as for example atrial fibrillation or ventricular
bradycardia and tachycardia – that directly affect this source of muscle contraction, the
study of electrophysiology is crucial for medical applications. Over the past decades,
cardiac electrophysiological modeling has made huge progress, and very realistic models
and simulations thereof have been obtained based on equations of reaction-diffusion type,
see e.g. [25, 42, 28, 27, 80, 39], including for pathological cases [77, 47, 12]. The most
widely accepted underlying reaction-diffusion equations are known as the bidomain model
and an approximation thereof named monodomain model [83, 76, 49, 27].

The bidomain model equations can be written – in terms of the extracellular potential
ue, and the transmembrane potential Vm = ui − ue, with ui the intracellular potential –
as 

Am

(
Cm∂tVm + Iion(Vm, · · · )

)
− div

(
~~σi · ~∇Vm

)
= div

(
~~σi · ~∇ue

)
+AmIapp, in B × (0, T ),

div
((
~~σi + ~~σe

)
· ~∇ue

)
= −div

(
~~σi · ~∇Vm

)
, in B × (0, T ),

(30)
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with adequate boundary conditions{ (
~~σi · ~∇ue

)
· ~n = −

(
~~σi · ~∇Vm

)
· ~n, in ∂B × (0, T ),(

~~σe · ~∇ue
)
· ~n = 0, in ∂B × (0, T ),

(31)

where Am is a positive constant denoting the ratio of membrane area per unit volume,
Cm the membrane capacitance per unit surface and Iapp a given applied stimulus current.
The extra-cellular potential ue is defined up to a constant, hence, the condition

∫
B ue = 0

is added in order to have a well-posed problem. In this model the reaction term is given
by Iion(Vm, · · · ), which represents the ionic current across the cellular membrane that
separates the intra- and extracellular domains. There is a large variety of ionic models
devised to describe this complex process, with a varying number of additional variables
entering the function Iion(Vm, · · · ), the dynamics of these variables being governed by a
set of ordinary differential equations. The existence and uniqueness of solutions of the
bidomain model equations have been studied for several ionic models in the literature, see
for example [28, 9, 14, 84]. The typical behavior of a physiological solution is as follows.
Initially, the whole domain is with Vm at the resting potential around −80 mV. Due
to an external stimulus, a depolarization wave occurs, under which the transmembrane
potential quickly changes to a value around 20 mV. This state remains quite stable for
some time – this is called the plateau phase – over which the mechanical contraction
occurs. Then follows a repolarization phenomenon, during which cells are in a so-called
refractory phase, meaning that a new stimulus would momentarily be unable to trigger
a new depolarization.

In our case, we will consider a surface-based bidomain model specially derived for
thin structures – such as the atria, namely, the upper chambers of the heart – proposed
and mathematically justified in [20] based on an asymptotic analysis, with realistic sim-
ulations of atrial electrophysiology given in [29]. This surface-based model is used in this
case with the Courtemanche-Ramirez-Nattel ionic model [31], as is generally done when
atria are concerned.

Prior to the above modeling case representative of a realistic electrophysiology simu-
lation, we will also employ a simpler model for faster assessment purposes. Namely, we
will consider the monodomain model – derived from the bidomain model under the as-
sumption that the intra- and extracellular conductivity tensors are proportional to each
other, see [49, 69] – in a 1D spatial domain. The monodomain model reads{
Am

(
Cm∂tVm + Iion(Vm, w)

)
− div

(
~~σm · ~∇Vm

)
= AmIapp, in B × (0, T ),(

~~σm · ~∇Vm
)
· ~n = 0, in ∂B × (0, T ).

(32)

with ~~σm = ‖~~σe‖
‖~~σi‖+‖~~σe‖

~~σi, namely, the geometric average of the previous two tensors. We

used the monodomain model in conjunction with the ionic current given by the Mitchell-
Schaeffer model [59].

Our estimation trials are devised with the major motivation of obtaining patient-
specific simulations, relying on observers using as data the depolarization maps, or
equivalently the so-called isochrone maps providing the time of passage of the depo-
larization front at each point, see an example in Figure 2. Such data can be typically
obtained based on so-called electrocardiographic imaging (ECGI), by which an electrode
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σm Am Cm τin τout
(S.cm−1) (cm−1) (mF.cm−2) (cm2.mA−1) (cm2.mA−1)

2.0 10−3 1 1 0.6 6

τopen τclose Vmin Vmax Vgate
(ms) (ms) (mV) (mV) (mV)

120 300 0 1 0.13

Table 1: 1D monodomain model parameters
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ǔ
û
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Figure 1: State observer assessment for 1D model: reference solution in dashed red, observer in dark blue,
direct simulation without observer correction in light blue – Top row shows estimation with complete
data, and bottom row with sampled data

vest records the potential at various points on the body surface and an inverse method
allows to reconstruct the depolarization maps, see e.g. [70].

4.2. State estimation

4.2.1. 1D monodomain model

Let us first consider here the 1D monodomain equations coupled with the Mitchell-
Schaeffer model. The model parameters are listed in Table 1, with the classical notation
for the Mitchell-Schaeffer model as e.g. used in [20], and no external current is applied.
We aim at using the above-proposed observer methodology to circumvent an error in the
initial condition based on data associated with the location of the reference propagation
front. We use a standard centered finite difference scheme for space discretization, with
the Dirac function treatment and the time scheme discussed in Section 3.4. The corre-
sponding numerical simulations have been performed within Matlab. The 10 cm domain
is split into 1,000 cells, and the time step is 1 ms. The numerical results are shown in
Figure 1 in two cases: 1- when the propagation front is provided at every simulation
time step, and 2- when the propagation front is available only with a given – quite coarse
– time sampling (seven equally-spaced times in the simulation window), in which case
the discrepancy operator is interpolated at all other time steps as explained in Section
3.4 above. We can see that the proposed observer is very effective in both cases. Con-
cerning the oscillation that appears in one snapshot (at time 15 ms with complete data),
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Figure 2: Anatomical model of the atria, with computational mesh (left), fiber directions on mid-surface
(center), and isochrones produced by reference physiological simulation (right)

we conjecture that this is due to the discretization of the Dirac function, for which some
improvements may be sought.

4.2.2. Bidomain atrial model

The surface domain considered – corresponding to an anatomical model of cardiac
atria – is visualized in Figure 2, together with the isochrones produced by the reference
solution, namely, the data that will be used in the observer. This anatomical model is
described in greater detail in [29], where all the modeling parameters used to obtain a
physiological solution are also specified, including for the direction of the muscle fibers
and angular variations thereof between epi- and endocardium – see central part of the
figure, and the surface mesh features about 22,250 vertices. Spatial discretization is
performed with P1-Lagrange elements, with again the Dirac function treatment and the
time scheme discussed in Section 3.4. For the implementation, we rely on FELiScE 1, a
finite element library developed at Inria and dedicated to life sciences and engineering
problems, where the parallelism is based on the PETSc library [6]. With a simulation
time step of 0.1 ms, this leads to direct simulation times of about 4 minutes on a standard
multi-core workstation. Such relatively modest simulation times – for a bidomain model
– are only allowed by the fact that a surface model is considered, of course. Note that this
simulation time could be further improved by using mesh adaptation around the front in
the spirit of [33]. As mentioned in Section 3.4, this should also allow to directly compute
the weak form of the feedback correction supported by the observer front without relying
on Dirac approximations.

Figure 3 shows the simulation results. The observer is started with an initial condition
that significantly differs – in location – from that of the reference solution. Namely, the
initial potential is shifted, which could typically be due to an uncertainty in the location
of the sino-atrial node. Nevertheless, the observer state is very effectively corrected, as
the estimated state is very close to the reference for times greater than 50 ms, which can
be verified in Figure 4 where the absolute errors are plotted in time. By contrast, the
direct simulation starting from the same initial condition as the observer and without
any correction maintains a significant discrepancy with the reference throughout the
simulation, see Figure 3.

1http://felisce.gforge.inria.fr
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Figure 5: Estimated parameter with estimated standard deviation band (left, where dashed red repre-
sents reference value) – Comparison of reference solution in dashed red, observer in dark blue, direct
simulation without observer correction in light blue at two successive time steps (center and right)

4.3. Joint state-parameter estimation

We now turn our attention to joint state-parameter estimation, and again consider
1D and atrial test cases to assess the ability of our strategy to cope with errors present
both in the initial condition and in the physical parameters.

4.3.1. 1D monodomain model

The estimated parameter is the electrical conductivity σm, assumed to be homoge-
neous in this case. In the first scenario we start the observer – and a direct simulation
– from the reference initial condition, albeit with an altered parameter. Figure 5 shows
that the combined observer very accurately (and quickly) estimates the parameter value
while effectively preserving the correct solution profile. By contrast, the altered conduc-
tivity parameter drives the direct simulation increasingly further away from the reference.

In the second scenario, we start the observer and direct simulation with both an
altered conductivity parameter and a shifted initial condition. In this case, we can see
in Figure 6-top that the joint state-parameter observer fails to estimate the parameter
value, hence, is also unable to effectively track the depolarization propagation. This is
a classical difficulty in Kalman-based estimation approaches in their extensions to non-
linear problems. In particular, here, the parameter corrections are based on computing
sensitivities in the observed quantity, and such sensitivities are not meaningful when the
observer state notably differs from the reference state, which is the case due to the initial
condition error. A practical interpretation in Figure 6-top is that the propagation front
in the observer is early – compared to the reference – on one side, which would require
a decrease in the conductivity parameter to compensate, albeit late on the other side,
which induces a conflicting sensitivity. To circumvent this difficulty, one standard prac-
tical strategy consists in delaying the startup of the parameter estimation stage, while
letting the state observer start tracking the reference [62]. This is very effective in our
case as well, as seen in Figure 6-bottom.

4.3.2. Bidomain atrial model

We conclude our assessments with joint state-parameter estimation trials in the atrial
electrophysiology model. We now have two estimated parameter values, namely, the
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intra- and extracellular conductivities along the fiber direction, denoted by σli and σle,
respectively.

In the first scenario (Figure 7-left) we start the observer and direct simulation with
altered parameter values, albeit with the exact initial condition. The joint estimation
strategy is very effective in this case, as in the above 1D trial.

In the second scenario, we incorporate an error in the initial condition – in addition
to the errors in the parameters – in the form of a shift in the location of the initial
potential, as in the above state estimation trial. In this case, the standard joint estimation
fails as in the 1D model (Figure 7-right). Rather than resorting to a startup delay
in the parameter estimation as before, we will illustrate another – more powerful –
strategy that consists in parametrizing the initial condition location and estimating these
initial condition parameters in a first run of a joint-state parameter observer, prior to
estimating the conductivities in a second run. In our case we parametrize – according
to the specific uncertainty considered – by two scalar quantities corresponding to shifts
along the surface. Note that this strategy presents the additional benefit of providing
actual information on the initial condition, which is very valuable in medical applications
where a pathology in the electrical activation onset may be sought, e.g. with an ectopic
focus or reentry phenomena [68]. This strategy is demonstrated in Figure 8, where we see
the results of the initial condition location estimation run on the left-hand side, and of the
second run with conductivity estimation on the right-hand side. In the first run the initial
condition location is quite accurately retrieved, but the observer propagation diverges
from the reference – quite like the direct simulation – due to the error in the conductivity
parameters. Note that this error does not hinder the initial condition estimation, which
is effectively performed in a very short moment after the activation onset, hence does
not see the later propagation divergence. Then, in the second run parameter estimation
is performed on the conductivity parameters only, and the results show that the joint
state-parameter estimation is now very effective.

Concerning the cost of our estimator, we can evaluate the additional simulation time
with respect to the reference simulation. The state estimation introduces an additional
simulation cost of about 5%. Concerning the parameter estimation, each particle is sent
in parallel and communicates at the end of each forward time step. However, in the
forward time step of each particle the diffusion operator must be re-assembled as the
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estimated diffusion coefficient has changed. A simulation where the diffusion operator is
re-computed at each time step is about 10 times as long as a direct simulation where the
diffusion operator is pre-assembled and factorized only at the beginning of the simulation.
In addition, the parameter estimation communications induce a 30% time overhead.
This should be compared to a 4D-Var parameter estimation where the diffusion operator
is in fact pre-assembled and factorized, but at each iteration of the gradient descent.
Therefore, a standard 4D-Var should typically converge in less than 13 iterations – or
26 when considering two heart beats in the sequential estimation – to compete with our
estimator. We also point out that, in a completely realistic electrophysiological case, the
domain is moving due to heart contraction, which imposes to systematically re-assemble
the operators at each time step.

5. Concluding remarks

We have proposed a Luenberger observer for reaction-diffusion models with propa-
gating front features, and for data associated with the location of the front over time.
This can be valuable in electrophysiology when ECGI data are available, and thus rep-
resents an alternative to performing estimation directly based on ECG measurements
as considered in [30] where Kalman filtering is used due to the difficulty of devising a
Luenberger observer with this type of data. Our observer formulation was based on the
eikonal-curvature equation that can be derived from the reaction-diffusion equation with
an asymptotic analysis, and that directly represents the propagation of the front itself,
via a level set representation. We started by proposing an observer for this associated
eikonal-curvature equation, drawing our inspiration from image processing methods. We
then carried over this observer to the underlying reaction-diffusion equation by an “in-
verse asymptotic analysis”, namely, by ensuring that an asymptotic analysis of the final
observer – for the reaction-diffusion model – yields the observer designed for the eikonal-
curvature equation. We also discussed how – once such an adequate state observer has
been formulated – extensions to joint state-parameter estimation can be obtained by
using the earlier-proposed ROUKF strategy.

We have then illustrated and assessed our proposed observer strategy – both for state
and state-parameter estimation – with test problems associated with electrophysiology
modeling. Namely, we have considered a 1D monodomain model, on the one hand,
and a surface-based bidomain model with a realistic atrial anatomy – including for the
fiber directions – on the other hand. For both models our trials have shown that state
estimation is very effective with the proposed Luenberger observer. As concerns joint
state-parameter estimation we have been facing difficulties that are quite usual for a
Kalman filter used in a nonlinear estimation problem – here for parameter estimation,
due to the initial condition error in the state. Consequently we have proposed two
methods to circumvent these difficulties, namely, 1- let the state filter operate by itself
for some rather short time before starting the parameter estimation, and 2- circumscribe
the initial condition error with a first run of state-parameter estimation in which the
estimated parameters characterize the initial condition location. Both approaches have
proven to be successful, the second one featuring the additional benefit of providing
actual information on the initial condition.

Finally, we conjecture that our observer strategy could be used with comparable
effectiveness with other reaction-diffusion models of propagating type. Other types of
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equations such as wave equations can also display front propagation phenomena and may
be studied from a front-based asymptotic point of view [75]. Our shape-based data fitting
term could also lead to original observer formulations in such cases. Further perspectives
include resorting to topological gradient instead of – or in addition to – shape gradient
in the observer design to deal with changes of topology in the fronts [15], and the use
of several front levels in the data in association with a higher-order asymptotic analysis
and a multiphase level set strategy [85], in particular.
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Appendix

Proposition 4. Defining

Jτ =

∫
Γτ

F(τ,Γτ , ~x) dΓ,

and assuming that the closed contour Γτ is displaced with the flow field ~ψ, we have

dJτ
dτ
|τ=0 =

∫
Γ0

(
Ḟ − ~∇ΓF · ~ψ + κF ~ψ · ~n

)
dΓ, (.1)

where ~∇Γ denotes the tangential gradient, κ the additive curvature, ~n the unit normal
vector, and Ḟ is the particle derivative, namely,

Ḟ = ∂τF(τ,Γτ , ~x+ τ ~ψ )|τ=0.

Proof. We only outline the proof here for completeness, and refer to [34, 43] for more
details and background. A classical formula gives the following derivative for an integral
on the manifold Γτ

dJτ
dτ
|τ=0 =

∫
Γ0

(
Ḟ + FdivΓ

~ψ
)
dΓ,

where divΓ denotes the tangential divergence. Then we use Green’s theorem in this
manifold setting, namely,∫

Γ0

(
~∇ΓF · ~ψ + FdivΓ

~ψ
)
dΓ =

∫
Γ0

κF ~ψ · ~n dΓ,

valid here since the contour is assumed to be closed. Combining the previous two equa-
tions we infer (.1).

Note that Ḟ − ~∇ΓF · ~ψ can be interpreted as the particle derivative in the direction
normal to the contour.
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