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Interval Observer Design for Estimation and

Control of Time-Delay Descriptor Systems

Denis Efimov, Andrey Polyakov, Jean-Pierre Richard

Abstract

The problem of interval observer design is addressed for a class of descriptor linear systems with time delays.

First, an interval observation for any input in the system is provided. Second, the control input is designed together

with the observer gains in order to guarantee interval estimation and stabilization simultaneously. Efficiency of the

proposed approach is illustrated by numerical experiments with Leontief delayed model.

Index Terms

Interval Observers, Descriptor Systems, Time-delay Systems

I. INTRODUCTION

The state estimation problem for uncertain models of industrial plants or biological systems has a great practical

importance [1], [2], [3]. The model uncertainty can be presented by unknown (possibly time-varying) parameters,

external disturbances and/or measurement noises. In such a way the designed estimator has to ensure a certain

robustness of generated estimates with respect to perturbations. Another issue is that the observer design is

structurally complicated in this case, since all uncertain terms should be either estimated simultaneously or avoided

in the observer equations (e.g. substituted by some known bounds).

In such a case an important characteristic appears dealing with accuracy of the generated estimates in the presence

of all perturbations (unknown parameters, exogenous disturbances, measurement noise). The problem of accuracy

evaluation is partially related with the problem of quantitative estimation of robustness. The difference is that usually

for robustness quantification a gain should be computed between the maximal amplitude of perturbation and the

maximal amplitude of response (the state estimation error in our case), while for accuracy evaluation the deviations

from the nominal values have to be computed as tight as possible. It is strongly appreciated in applications to

estimate this accuracy either off-line (during the design phase) or on-line using some numerical routines. The

set-membership estimation algorithms dispose this important advantage [4], [5], [6].

There exist many approaches to design state observers for uncertain systems [1], [2], [3], all of them are

heavily related with the type of the plant model. A special class of models is composed by the so-called (linear)

continuous-time descriptor systems (singular systems or differential-algebraic systems) [7]. Descriptor systems have

attracted much attention due to the numerous applications in economics (Leontief dynamic model) [8], in electrical

engineering [9], mechanical systems with constraints [10] or flow optimal control [11]. Another important class of

models is described by time-delay differential equations [12]. The problem of observer design for delayed systems
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is rather complex [13], as well as the stability conditions for analysis of functional differential equations are rather

complicated [14], [15]. Especially the observer synthesis is problematical if the model of a delayed system contains

parametric and signal uncertainties, or when the delay is time-varying or uncertain [16], [17], [18], [19], [20].

The present work deals with an intersection of these classes, i.e. with linear descriptor systems subject to a

constant time delay. An observer solution for this more complex situation may be demanded in many real-world

applications (economics, electrical circuits, flow control systems, and so on). Inclusion in a descriptor model of

(almost always presented) delay effects increases accuracy of modeling (among others, in the case of convection

effects in a fluid flow). In addition, a delayed descriptor system is a combination of two dynamics: a differential

equation with a difference equation (in the delay-free case, algebraic constraint is static), which enlarges the class

of physical phenomenon that can be modeled in this framework.

The proposed solution of estimation problem for these systems is based on the set-membership estimation

approaches [4], [5], [6], and in particular a design of interval observers [21], [22], [4], [23], [24], [25], [26]

is presented in this work. Some results have been obtained recently on synthesis of interval observers for time-

delay systems [19], [20], and the objective is to extend these design tools to the class of descriptor systems.

The advantages of the interval observers are that they are well adapted for observer design for highly uncertain

systems (if the intervals of admissible values for unknown terms are given) and that they are capable to provide

asymptotically rather tight bounds on the estimation accuracy, since the interval of admissible values for the state

at each instant of time is evaluated.

The outline of this work is as follows. Some preliminary results are given in Section 2. Problem statement is

presented in Section 3. Main results are formulated in Section 4. Numerical experiments and concluding remarks

are presented in sections 5 and 6 respectively.

II. PRELIMINARIES

In the rest of the paper, the following definitions will be used:

• R is the set of all real numbers (R+ = {τ ∈ R : τ ≥ 0}), C is the set of complex numbers; Cτ = C([−τ, 0],R)
is the set of continuous maps from [−τ, 0] into R; Cτ+ = {y ∈ Cτ : y(s) ∈ R+, s ∈ [−τ, 0]};

• xt is an element of Cnτ associated with a map xt : R→ Rn by xt(s) = x(t+ s), for all s ∈ [−τ, 0];
• |x| denotes the absolute value of x ∈ R, ||x|| is the Euclidean norm of a vector x ∈ Rn, ||ϕ|| =

supt∈[−τ,0] ||ϕ(t)|| for ϕ ∈ Cnτ , ||A|| corresponds to the Euclidean induced norm for a matrix A ∈ Rn×n;

• for a measurable and locally essentially bounded input u : R+ → Rp the symbol ||u||[t0,t1] denotes its L∞

norm ||u||[t0,t1] = ess sup{||u(t)||, t ∈ [t0, t1]}, the set of all such inputs u with the property ||u||[0,+∞) <∞
will be denoted as Lp∞ ;

• for a matrix A ∈ Rn×n the vector of its eigenvalues is denoted as λ(A);

• 1n ∈ Rn is stated for a vector with unit elements, In denotes the identity matrix of dimension n× n;

• aR b corresponds to an elementwise relation R ∈ {<,>,≤,≥} (a and b are vectors or matrices): for example

a < b (vectors) means ∀i : ai < bi; for φ, ϕ ∈ Cnτ the relation φRϕ has to be understood elementwise for all

domain of definition of the functions, i.e. φ(s)Rϕ(s) for all s ∈ [−τ, 0];
• the relation P ≺ 0 (P ≻0) means that the matrix P ∈ Rn×n is negative (positive) definite.

A. Descriptor linear systems

Consider a descriptor system

Eẋ(t) = A0x(t) +Bu(t),



3

where x ∈ Rn and u(t) ∈ Lm∞ are the state and the input (the matrices E ∈ Rn×n, A0 ∈ Rn×n and B ∈ Rn×m),

which is called regular if the characteristic polynomial det(sE−A0) does not vanish identically for all s ∈ C [27],

[28]. In the regular case there exist matrices P,Q ∈ Rn×n such that

QEP =

[

In1
0

0 N

]

, QA0P =

[

J 0

0 In2

]

,

where n2 = n − n1 for some 1 ≤ n1 < n, N ∈ Rn2×n2 and J ∈ Rn1×n1 are in the Jordan canonical form, the

matrix N is nilpotent of index ν (i.e. Nν = 0 and Nν−1 6= 0). The descriptor system (or the pair (E,A0)) has

index that is the index of nilpotence ν of N . If a descriptor system has index ν > 1, then it admits impulsive

solutions.

B. Descriptor linear time-delay systems

Consider a descriptor time-delay system

Eẋ(t) = A0x(t) +A1x(t− τ) +Bu(t), (1)

where τ > 0 is the delay and x(t) ∈ Rn is the state, x0 ∈ Cnτ is the initial condition, u(t) ∈ Lm∞. The system (1)

has an index that is equal to the index of the pair (E,A0). If ν > 1 then the descriptor time-delay system has

impulsive solutions. If a regular descriptor system has index 1, then it can be presented in the following canonical

form (similar case has been considered in [27]), where

E =

[

In1
0

0 0

]

; B =

[

B1

B2

]

; Ai =

[

Ai1 Ai2

Ai3 Ai4

]

, i = 0, 1. (2)

Denote in this case x = [xT
1 xT

2 ]
T, where x1 ∈ Rn1 and x2 ∈ Rn2 . Note that this canonical representation is not

unique, indeed for any nonsingular matrix Υ ∈ Rn2×n2 ,

E =

[

In1
0

0 0

]

; B =

[

B1

ΥB2

]

; Ai =

[

Ai1 Ai2

ΥAi3 ΥAi4

]

, i = 0, 1

is again a canonical representation of (1) in the same coordinates x. If it is assumed that det(A04) 6= 0 (that is the

case considered below), then (2) can be selected in the following form for Υ = −A−1
04 :

E =

[

In1
0

0 0

]

; B =

[

B1

B2

]

; A0 =

[

A01 A02

A03 −In2

]

, A1 =

[

A11 A12

A13 A14

]

. (3)

Proposition 1. [27] Assume that det(A04) 6= 0 and x0 ∈ Cnτ , then for any u(t) ∈ Lm∞ an absolute continuous

solution (see [9]) of (1) exists for all t ∈ R+ and it is unique.

The notion of (global) asymptotic stability for (1) is understood in the standard for time-delay systems sense

[12].

Proposition 2. [27] Assume that det(A04) 6= 0 and max1≤i≤n2
|λi(A

−1
04 A14)| < 1. If there exist P ∈ Rn×n,

P =

[

P1 0

P2 P3

]

, P1 = P T
1 ≻ 0, P1 ∈ R

n1×n1 , P3 ∈ R
n2×n2 , (4)
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and U ∈ Rn×n, U = UT ≻ 0 that satisfy the following LMI for some γ > 0:







Ψ P TB P TA1

BTP −γ2Im 0

AT
1P 0 −U






≺ 0,

Ψ = P TA0 +AT
0P + U + In,

then the system (1), (2) is globally asymptotically stable for u ≡ 0 and any delay τ > 0, in addition its H∞ gain

from the input u to the state x is less than γ.

C. Positive descriptor linear time-delay systems

Positive (nonnegative) or cooperative (monotone) models [29], [30], [31], [32] have a large area of applications

for description the systems of different nature in biology, economics, chemistry etc.

Definition 1. A regular descriptor system (1) with index 1 is called positive if the restrictions x0 ∈ Cnτ+, u(t) ∈ Rm
+

for all t ≥ 0 imply that x(t) ∈ Rn
+ for all t ≥ 0.

The generic results on positivity of the descriptor linear systems (without time delays) and their stability results

are presented in [28], [33]. In the regular case with index 1 they can be seriously simplified [33]. In the spirit of

these results, for time delay systems the following extensions can be obtained. For this purpose recall that a matrix

A is called Metzler if all its off-diagonal elements are nonnegative, a matrix A is called nonnegative if A ≥ 0

(elementwise).

Proposition 3. For a regular descriptor system (1) with index 1, written in the canonical form (2) with det(A04) 6= 0,

the following properties are equivalent:

(a) it is positive;

(b) there exists representation (2) such that A04 is Hurwitz, A0 is Metzler and A1, B are nonnegative;

(c) A0 is Metzler and A1, B are nonnegative in (3).

Proof. (b) ⇒ (a). In this case the system (1) can be presented as follows:

ẋ1(t) = A01x1(t) +A02x2(t) +A11x1(t− τ) +A12x2(t− τ) +B1u(t),

0 = A03x1(t) +A04x2(t) +A13x1(t− τ) +A14x2(t− τ) +B2u(t)

with initial conditions x0 = [xT10 xT20] ∈ Cnτ+. According to [29], [32], x1(t) ∈ R
n1

+ for all t ≥ 0 with x10 ∈ Cn1

τ+

provided that A01 is Metzler, the matrices B1, A02, A11 and A12 are nonnegative, and x2(t) ∈ R
n2

+ for all t ≥ −τ .

The latter condition is satisfied for x20 ∈ Cn2

τ+ if A04 is Hurwitz and Metzler matrix (in this case A−1
04 ≤ 0 [34]),

the matrices B2, A03, A13 and A14 are nonnegative, and x1(t) ∈ R
n1

+ for all t ≥ −τ :

x2(t) = −A−1
04 [A03x1(t) +A13x1(t− τ) +A14x2(t− τ) +B2u(t)].

Summarizing all these restrictions on matrices we obtain that A0 should be Metzler with a Hurwitz block A04,

A1 ≥ 0 and B ≥ 0 in (2). Therefore, x1(t) ∈ R+ for all t ≥ 0 if x0 ∈ Cnτ+ and u(t) ∈ Rm
+ , x2(t) ∈ R

n2

+ for all

t ≥ 0; while x2(t) ∈ R+ for all t ≥ 0 if x0 ∈ Cnτ+ and u(t) ∈ Rm
+ , x1(t) ∈ R

n2

+ for all t ≥ 0. Consequently, the

conditions x0 ∈ Cnτ+ and u(t) ∈ Rm
+ for all t ≥ 0 lead to x(t) ∈ Rn

+ for all t ≥ 0.

(a) ⇒ (c). If det(A04) 6= 0 in (2), then without loosing generality we can select (3) with A04 = −In2
. The

claim for the variable x1 has been proven in [29], [32] (considering x2 as a nonnegative input for all t ≥ −τ ),
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then a proof for the variable x2 follows similar arguments (the idea is that if A0 is not Metzler for A04 = −In2
or

A1, B have a negative element, then there are x0 ∈ Cnτ+, u(t) ∈ Rm
+ such that x(t) takes a negative value at some

time instant).

Obviously (c) ⇒ (b) since (3) is a variant of (2).

D. Interval arithmetic

The following lemmas have been proven in [22], [21]. Given a matrix A ∈ Rm×n, define A+ = max{0, A}
(elementwise), A− = A+ − A (similarly for vectors) and denote the matrix of absolute values of all elements by

|A| = A+ +A−.

Lemma 1. Let x ∈ Rn be a vector variable, x ≤ x ≤ x for some x, x ∈ Rn, and A ∈ Rm×n be a constant matrix,

then

A+x−A−x ≤ Ax ≤ A+x−A−x.

Lemma 2. Let A ≤ A ≤ A for some A,A,A ∈ Rn×n and x ≤ x ≤ x for some x, x, x ∈ Rn, then

A+x+ −A
+
x− −A−x+ +A

−
x− ≤ Ax ≤ A

+
x+ −A+x− −A

−
x+ +A−x−.

III. PROBLEM STATEMENT

In this work we will consider an extended version of the descriptor time-delay system (1)

Eẋ(t) = A0x(t) +A1x(t− τ) +Bu(t) + d(t), (5)

y(t) = Cx(t) + v(t),

where as before τ > 0 is the delay and x(t) ∈ Rn is the state (with initial conditions x0 ∈ Cnτ ); u(t) ∈ Lm∞ is the

control signal; d(t) ∈ Ln∞ is a disturbance; y ∈ Rp is the output signal available for measurements; v(t) ∈ Lp∞ is

the measurement noise. The constant matrices E, A0, A1, B and C have appropriate dimensions. The following

restrictions are imposed on (5). The case of multiple delays can be incorporated using the results of [27].

Assumption 1. The system (5) is regular with index 1 and presented in the canonical form (2) with det(A04) 6= 0.

Assumption 2. The state x(t) is a bounded function of time (i.e. x(t) ∈ Ln∞).

Assumption 3. There is a known constant V > 0 such that ||vi||[0,∞) ≤ V for all 1 ≤ i ≤ p, there exist two known

functions d, d : R+ → Rn, d(t), d(t) ∈ Ln∞ such that d(t) ≤ d(t) ≤ d(t) for all t ≥ 0, and there exist x0, x0 ∈ Cnτ
such that x0 ≤ x0 ≤ x0.

The first assumption claims that the system (5) is regular and it has no impulsive solutions. It is also indicated

that (5) is transformed to the canonical representation (that is always possible for a regular systems with index

1). In the second assumption, boundedness of the state is imposed, which is a typical restriction in the estimation

theory. In the third assumption it is assumed that the noise is bounded by V and the lower and upper bounds for

d(t) are given (an interval of admissible values for d(t) at each instant of time t ≥ 0).

The objective is to design an interval observer for (5), i.e. a dynamical system

Ẽż(t) = F (zt, yt, u(t), V, d(t), d(t)), z0 ∈ Ckτ , k > 0,

x(t) = H(zt, yt, u(t), V, d(t), d(t)), x(t) = H(zt, yt, u(t), V, d(t), d(t)),
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where F , H , H are some functionals and Ẽ ∈ Rk×k, such that x(t) ≤ x(t) ≤ x(t) for all t ≥ 0 provided that

x0 ≤ x0 ≤ x0. In addition, if limt→+∞ ||d(t) − d(t)|| = limt→+∞ ||v(t)|| = 0, then limt→+∞ ||x(t) − x(t)|| =
limt→+∞ ||x(t)− x(t)|| = 0.

IV. MAIN RESULTS

First of all note that for any L1, L2 ∈ Rn×p the system (5) can be rewritten as follows:

Eẋ(t) = A0x(t) +A1x(t− τ) +Bu(t) + d(t) + L1(y(t)− Cx(t)− v(t))

+L2(y(t− τ)− Cx(t− τ)− v(t− τ)) (6)

= (A0 − L1C)x(t) + (A1 − L2C)x(t− τ) +Bu(t) + δ(t) + L1y(t) + L2y(t− τ),

where δ(t) = d(t)− L1v(t)− L2v(t− τ), and using the result of Lemma 2, for all t ≥ 0:

δ(t) ≤ δ(t) ≤ δ(t),

δ(t) = d(t)− (|L1|+ |L2|)1pV, δ(t) = d(t) + (|L1|+ |L2|)1pV.

Below, two sets of conditions for L1 and L2 are considered with two different interval observers. Next, we will

skip the requirement of Assumption 2 that the state x(t) is bounded, and in addition to L1, L2 we will design a

control u(t) dependent on the interval estimates x(t), x(t) providing the state x(t) stabilization, as it has been done

in [21], [35] for ordinary differential equations and time-delay systems (with the delay in the input channel only).

Further, denote

C = [C1 C2], Li =

[

Li1

Li2

]

, i = 1, 2,

where C1 ∈ Rp×n1 , C2 ∈ Rp×n2 , Li1 ∈ Rn1×p and Li2 ∈ Rn2×p.

A. The case of a positive system

Actually we will not assume explicitly in this subsection that x(t) ∈ Rn
+ and that (5) is positive, but the conditions

imposed on L1 and L2 imply that the linear part in (6), i.e. the matrices A0 −L1C, A1 −L2C and B, is positive.

Consider the following interval observer:

Eẋ(t) = (A0 − L1C)x(t) + (A1 − L2C)x(t− τ)

+Bu(t) + δ(t) + L1y(t) + L2y(t− τ), (7)

Eẋ(t) = (A0 − L1C)x(t) + (A1 − L2C)x(t− τ)

+Bu(t) + δ(t) + L1y(t) + L2y(t− τ)

with initial conditions x0, x0 given in Assumption 3. As we can conclude from (7), the dynamics of x(t) and x(t)

are independent.

Theorem 1. Let assumptions 1–3 be satisfied, A0−L1C be Metzler with a Hurwitz block A04−L12C2, and the matrix

A1−L2C be nonnegative. Then in (5), (7), x(t) ≤ x(t) ≤ x(t) for all t ≥ 0. In addition, if max1≤i≤n2
|λi([A04−

L12C2]
−1[A14 − L22C2])| < 1 and there exist matrices P ∈ Rn×n of the form (4) and U = UT ∈ Rn×n that for
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some γ > 0 satisfy the LMIs







Ψ P T P T(A1 − L2C)

P −γ2In 0

(A1 − L2C)TP 0 −U






≺ 0,

Ψ = P T(A0 − L1C) + (A0 − L1C)TP + U + In, U ≻ 0,

then x(t), x(t) ∈ Ln∞ for any τ > 0 and an H∞ gain from the inputs δ− δ and δ− δ to the state estimation errors

x− x and x− x, respectively, is less than γ.

Proof. Since all conditions of Proposition 1 are satisfied, the solutions of interval observer (7) are unique, absolutely

continuous and well defined for all t ≥ 0. Let us introduce into consideration the lower and upper estimation errors

e = x− x and e = x− x, which yield the algebraic-differential equations:

Eė(t) = (A0 − L1C)e(t) + (A1 − L2C)e(t− τ) + δ(t)− δ(t),

Eė(t) = (A0 − L1C)e(t) + (A1 − L2C)e(t− τ) + δ(t)− δ(t).

Under introduced conditions, these equations are independent and describe positive descriptor linear time-delay

systems due to Proposition 3,(b). Since δ(t) − δ(t) ≥ 0 and δ(t) − δ(t) ≥ 0 by construction for all t ≥ 0, then

e(t) ≥ 0, e(t) ≥ 0 for all t ≥ 0 provided that e0 ≥ 0, e0 ≥ 0, which imply the required interval estimation of

x(t) by x(t), x(t). Boundedness of x(t), x(t) follows the result of Proposition 2 under the LMI introduced in the

theorem formulation and boundedness of x(t), v(t), d(t), d(t) and d(t).

Remark 1. Note that the result of Theorem 1 means that if δ(t)− δ(t)→ 0, δ(t)− δ(t)→ 0 with t→ +∞, then

x(t)→ x(t)← x(t) asymptotically.

Note that the LMIs introduced in the formulation of Theorem 1 imply Hurwitz property of A04 − L12C2 and

they can be rewritten in the form suitable for solution with respect to L1 and L2.

Corollary 1. If there exist µ > 0, matrix variables W1 ∈ Rn×p, W2 ∈ Rn×p, Q ∈ Rn2×n2 having a generic

structure, diagonal matrices S, P ∈ Rn×n satisfying the following LMIs







Ψ P T P TA1 −W2C

P −γ2In 0

AT
1P − CTW T

2 0 −U






≺ 0,

Ψ = P TA0 +AT
0P −W1C − CTW T

1 + U + In, U ≻ 0,
[

In2
AT

14P3 − CT
2W

T
22

P3A14 −W22C2 Q

]

≻ 0, (8)

Q+ µ2In2
+ µ(P3A04 −W12C2) + µ(AT

04P3 − CT
2W

T
12) � 0, (9)

P TA0 −W1C + S ≥ 0, P TA1 −W2C ≥ 0, (10)

W1 =

[

W11

W12

]

, W2 =

[

W21

W22

]

,

P1 > 0, P3 > 0, P = diag[P1, P3]; S > 0, Q ≻ 0,

then L1 = P−1W1, L2 = P−1W2 are the required observer gains, which yields all restrictions of Theorem 1.
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Proof. The restriction of Theorem 1

max
1≤i≤n2

|λi([A04 − L12C2]
−1[A14 − L22C2])| < 1 (11)

can be equivalently rewritten as follows [A14 − L22C2]
T [A04 − L12C2]

−T [A04 − L12C2]
−1[A14 − L22C2] � In2

.

Let Q ≻ 0 be such that P3Q
−1P3 � [A04 − L12C2]

−T [A04 − L12C2]
−1, then the inequality

[A14 − L22C2]
TP3Q

−1P3[A14 − L22C2] � In2
⇔
(

In2
[A14 − L22C2]

TP3

P3[A14 − L22C2] Q

)

� 0

implies (11). On the other hand, P3Q
−1P3 � [A04 − L12C2]

−T [A04 − L12C2]
−1 is equivalent to P−1

3 QP−1
3 �

[A04 − L12C2][A04 − L12C2]
T or

Q � [P3A04 − P3L12C2][P3A04 − P3L12C2]
T . (12)

Since (X − Y )(X − Y )T � 0 for any matrices X and Y of the appropriate dimensions, then XY T + Y XT �
XXT + Y Y T and for X = −[A04 − L12C2] and Y = µIn2

, µ > 0 we obtain

−µ[P3A04 − P3L12C2]− µ[P3A04 − P3L12C2]
T � [P3A04 − P3L12C2][P3A04 − P3L12C2]

T + µ2In2
.

In this case, the inequality

Q � −µ[P3A04 − P3L12C2]− µ[P3A04 − P3L12C2]− µ2I

implies (12). Finally, introducing new variables W1 = PL1 and W2 = PL2 we obtain the proposed series of

LMIs.

In Corollary 1 the matrix P is defined diagonal (i.e. P1 ∈ Rn1×n1 , P3 ∈ Rn2×n2 are diagonal while P2 = 0 that

is a restriction with respect to (4), which is however natural for nonnegative systems [34]). The LMIs (8), (9) imply

the restriction max1≤i≤n2
|λi([A04 −L12C2]

−1[A14 −L22C2])| < 1, and (10) ensures that the matrices A0 −L1C,

A1 − L2C are Metzler and nonnegative respectively.

B. The case without restriction on A1 − L2C

In this part we would like to relax the restrictions introduced in the previous subsection for L1 and L2. For this

purpose consider another interval observer:

Eẋ(t) = (A0 − L1C)x(t) + (A1 − L2C)+x(t− τ)− (A1 − L2C)−x(t− τ)

+Bu(t) + δ(t) + L1y(t) + L2y(t− τ), (13)

Eẋ(t) = (A0 − L1C)x(t) + (A1 − L2C)+x(t− τ)− (A1 − L2C)−x(t− τ)

+Bu(t) + δ(t) + L1y(t) + L2y(t− τ)

with initial conditions x0, x0 from Assumption 3. In this case the dynamics of x, x are interrelated in (13) and the

matrix A1 − L2C may have negative elements.

Theorem 2. Let assumptions 1–3 be satisfied and the matrix A0−L1C be Metzler with a Hurwitz block A04−L12C2.

Then in (5), (13), x(t) ≤ x(t) ≤ x(t) for all t ≥ 0. If max1≤i≤2n2
|λi(Λ

−1
04 Λ14)| < 1 and there exist matrices

P ∈ R2n×2n,

P =

[

P1 0

P2 P3

]

, P1 = P T
1 ≻ 0, P1 ∈ R

2n1×2n1 , P3 ∈ R
2n2×2n2 (14)



9

and U = UT ∈ R2n×2n that for some γ > 0 satisfy the LMIs







Ψ P T P TΛ1

P −γ2I2n 0

ΛT
1P 0 −U






≺ 0,

Ψ = P TΛ0 + ΛT
0P + U + I2n, U ≻ 0, Λi =

[

Λi1 Λi2

Λi3 Λi4

]

, i = 1, 2,

Λ01 =

[

A01 − L11C1 0

0 A01 − L11C1

]

, Λ02 =

[

A02 − L11C2 0

0 A02 − L11C2

]

,

Λ03 =

[

A03 − L12C1 0

0 A03 − L12C1

]

, Λ04 =

[

A04 − L12C2 0

0 A04 − L12C2

]

,

Λ11 =

[

(A11 − L21C1)
+ (A11 − L21C1)

−

(A11 − L21C1)
− (A11 − L21C1)

+

]

, Λ12 =

[

(A12 − L21C2)
+ (A12 − L21C2)

−

(A12 − L21C2)
− (A12 − L21C2)

+

]

,

Λ13 =

[

(A13 − L22C1)
+ (A13 − L22C1)

−

(A13 − L22C1)
− (A13 − L22C1)

+

]

, Λ14 =

[

(A14 − L22C2)
+ (A14 − L22C2)

−

(A14 − L22C2)
− (A14 − L22C2)

+

]

,

then x(t), x(t) ∈ Ln∞ for any τ > 0 and an H∞ gain from the inputs δ − δ, δ − δ to the state estimation errors

x− x, x− x is less than γ.

Proof. Again, all conditions of Proposition 1 are satisfied, then the solutions of interval observer (13) are unique,

absolutely continuous and well defined for all t ≥ 0. The dynamics of the lower e and upper e estimation errors

admit the algebraic-differential equations:

Eė(t) = (A0 − L1C)e(t) + (A1 − L2C)+e(t− τ) + (A1 − L2C)−e(t− τ) + δ(t)− δ(t),

Eė(t) = (A0 − L1C)e(t) + (A1 − L2C)+e(t− τ) + (A1 − L2C)−e(t− τ) + δ(t)− δ(t).

Introducing the partition e = [eT
1 eT

2 ]
T, e = [eT

1 eT
2 ]

T and similarly for δ, δ, δ we obtain:

ė1(t) = (A01 − L11C1)e1(t) + (A02 − L11C2)e2(t) + (A11 − L21C1)
+
e1(t− τ) + (A12 − L21C2)

+
e2(t− τ)

+(A11 − L21C1)
−
e1(t− τ) + (A12 − L21C2)

−
e2(t− τ) + δ1(t)− δ1(t),

0 = (A03 − L12C1)e1(t) + (A04 − L12C2)e2(t) + (A13 − L22C1)
+
e1(t− τ) + (A14 − L22C2)

+
e2(t− τ)

+(A13 − L22C1)
−
e1(t− τ) + (A14 − L22C2)

−
e2(t− τ) + δ2(t)− δ2(t),

ė1(t) = (A01 − L11C1)e1(t) + (A02 − L11C2)e2(t) + (A11 − L21C1)
+
e1(t− τ) + (A12 − L21C2)

+
e2(t− τ)

+(A11 − L21C1)
−
e1(t− τ) + (A12 − L21C2)

−
e2(t− τ) + δ1(t)− δ1(t),

0 = (A03 − L12C1)e1(t) + (A04 − L12C2)e2(t) + (A13 − L22C1)
+
e1(t− τ) + (A14 − L22C2)

+
e2(t− τ)

+(A13 − L22C1)
−
e1(t− τ) + (A14 − L22C2)

−
e2(t− τ) + δ2(t)− δ2(t).

Introducing a common error vector ǫ = [eT
1 eT

1 eT
2 eT

2 ]
T we can rewrite the dynamics of ǫ in the descriptor form:

Σǫ̇(t) = Λ0ǫ(t) + Λ1ǫ(t− τ) + ρ(t), (15)
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where ρ(t) = [(δ1(t)− δ1(t))
T (δ1(t)− δ1(t))

T (δ2(t)− δ2(t))
T (δ2(t)− δ2(t))

T]T ∈ R2n
+ for all t ≥ 0,

Σ =

[

I2n1
0

0 0

]

.

It is straightforward to check that for the partition ǫ = [ǫT
1 ǫT

2 ]
T with ǫ1 ∈ R2n1 and ǫ2 ∈ R2n2 the descriptor

time-delay system (15) is in the canonical form (2), and due to Proposition 3 and the structure of Λ0, Λ1 the

system (15) is positive (if the matrix A0−L1C is Metzler, then the blocks A01−L11C1, A04−L12C2 are Metzler

and A02−L11C2, A03−L12C1 are nonnegative). Thus ρ(t) ≥ 0 for all t ≥ 0, then ǫ(t) ≥ 0 for all t ≥ 0 provided

that ǫ0 ≥ 0, which is equivalent to the required interval estimation of x(t) by x(t), x(t). Since det(Λ04) 6= 0 if

det(A04−L12C2) 6= 0, then boundedness of ǫ(t) follows from the result of Proposition 2 under the LMI introduced

for the system (15) in the theorem formulation and boundedness of x(t), ρ(t) (the latter is bounded if v(t), d(t),

d(t) and d(t) are so).

Contrarily to Theorem 1, the restriction A1 − L2C ≥ 0 is not imposed in Theorem 2, the price for that is

more complicated equations of interval observer (check (13) with respect to (7)) and more sophisticated matrix

inequalities. The restrictions of Theorem 2 can also be presented as a series of LMIs as in Corollary 1 for Theorem

1 since the conditions of these theorems are similar (this result is skipped for brevity).

Remark 2. The conditions of Theorem 2 may be relaxed asking existence of a transformation matrix S ∈ Rn1×n1

such that S−1(A0 − L1C)S is Metzler, the conditions of such a transformation matrix existence can be found in

[24] (for Theorem 1 such a relaxation is more complicated since in that case in the new coordinates it is necessary

to ensure that S−1(A0 − L1C)S is Metzler and S−1(A1 − L2C)S is nonnegative).

Remark 3. Finally note that a bounded function d(·) can be dependent on measured output y and input u in a

nonlinear fashion, which does not change the applicability conditions of theorems 1 and 2 provided that d(t) and

d(t) can be constructed. Thus the proposed interval observers (7) and (13) can be applied for estimation of uncertain

nonlinear differential-algebraic systems. The delay τ can also be considered time-varying and uncertain under a

mild modification of the structure of observers (7) and (13) in the way it has been proposed in [20].

C. Stabilization of descriptor time-delay systems using interval observer (7)

In this subsection we will try to skip Assumption 2 and, in order to simplify the presentation, we will consider

the case of interval observer (7) only (similar results can be obtained for (13), they are omitted for compactness).

In Theorem 1 the gains L1 and L2 have been used to guarantee the properties of positivity and stability for

the dynamics of estimation errors e(t), e(t). The positivity property has been obtained uniformly in u(t). Thus the

control design can be applied in order to ensure boundedness of the observer estimates x(t), x(t), that in its turn

(x(t) ≤ x(t) ≤ x(t) for all t ≥ 0) will provide boundedness of x(t). An advantage of this approach is that the

system (5) is uncertain and the state of that system is not measured, while the observer (7) is a completely known

system with the accessible state x(t), x(t) [21]. A drawback is that the dimension of the state for (7) is 2n, while

the dimension of the control is m, similarly to (5).

It is also necessary to take into account that for stabilization of x(t), x(t) in (7), the signals y(t) and y(t − τ)

form a kind of functional perturbation, which is globally Lipschitz with respect to x(t), x(t). Indeed, from the
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relation x(t) ≤ x(t) ≤ x(t) we have

|xi(t)| ≤ max{|xi(t)|, |xi(t)|} ∀1 ≤ i ≤ n,

|xi(t)|2 ≤ |xi(t)|2 + |xi(t)|2 ∀1 ≤ i ≤ n,

||x(t)|| ≤
√

||x(t)||2 + ||x(t)||2 ≤
√
2max{||x(t)||, ||x(t)||},

then ||y(t)|| ≤ ||C||
√
2max{||x(t)||, ||x(t)||}.

Take

u(t) = K1x(t) +K1x(t) +K2x(t− τ) +K2x(t− τ)−R1y(t)−R2y(t− τ) (16)

for some matrices Ki,Ki ∈ Rm×n, Ri ∈ Rm×p with i = 1, 2. The idea of introduction of R1 and R2 is to minimize

the influence of y(t), y(t− τ) on the dynamics of x(t), x(t) in (7), i.e. to minimize the norm of Fi = Li −BRi.

In a similar way, a term can be introduced in u(t) in order to reduce the influence of δ(t), δ(t).

Theorem 3. Let assumptions 1,3 be satisfied, the matrix A0−L1C be Metzler with a Hurwitz block A04−L12C2

and the matrix A1 − L2C be nonnegative. Then in (5), (7) with the control (16), x(t) ≤ x(t) ≤ x(t) for all t ≥ 0.

If max1≤i≤n2
|λi(∆

−1
04 ∆14)| < 1 and there exist matrices P ∈ R2n×2n of the form (14) and U = UT ∈ R2n×2n

that for γ < [||C||2
√
2(||F1||+ ||F2||)]−1 satisfy the matrix inequalities







Ψ P T P T∆1

P −γ2I2n 0

∆T
1P 0 −U






≺ 0,

Ψ = P T∆0 +∆T
0P + U + I2n, U ≻ 0, ∆i =

[

∆i1 ∆i2

∆i3 ∆i4

]

, i = 1, 2,

∆01 =

[

A01 − L11C1 +B1K11 B1K11

B1K11 A01 − L11C1 +B1K11

]

, ∆02 =

[

A02 − L11C2 +B1K12 B1K12

B1K12 A02 − L11C2 +B1K12

]

,

∆03 =

[

A03 − L12C1 +B2K11 B2K11

B2K11 A03 − L12C1 +B2K11

]

, ∆04 =

[

A04 − L12C2 +B2K12 B2K12

B2K12 A04 − L12C2 +B2K12

]

,

∆11 =

[

A11 − L21C1 +B1K21 B1K21

B1K21 A11 − L21C1 +B1K21

]

, ∆12 =

[

A12 − L21C2 +B1K22 B1K22

B1K22 A12 − L21C2 +B1K22

]

,

∆13 =

[

A13 − L22C1 +B2K21 B2K21

B2K21 A13 − L22C1 +B2K21

]

, ∆14 =

[

A14 − L22C2 +B2K22 B2K22

B2K22 A14 − L22C2 +B2K22

]

,

then x(t), x(t), x(t) ∈ Ln∞ for any τ > 0 and an H∞ gain from the inputs δ, δ to the states x, x is less than γ

and to the state x is less than
√
2γ.

Proof. Substitution of the control (16) into equations of the interval observer (7) gives:

Eẋ(t) = (A0 − L1C +BK1)x(t) + (A1 − L2C +BK2)x(t− τ)

+B[K1x(t) +K2x(t− τ)] + δ(t) + F1y(t) + F2y(t− τ),

Eẋ(t) = (A0 − L1C +BK1)x(t) + (A1 − L2C +BK2)x(t− τ)

+B[K1x(t) +K2x(t− τ)] + δ(t) + F1y(t) + F2y(t− τ).

Introducing partition of matrices Ki,Ki, Fi on the corresponding blocks with dimensions n1 and n2, and denoting

the common state vector by ξ = [xT
1 xT

1 xT
2 xT

2 ], we can rewrite the dynamics of x(t), x(t) in the descriptor canonical
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form:

Σξ̇(t) = ∆0ξ(t) + ∆1ξ(t− τ) + µ(t, yt), (17)

where µ(t, yt) = [(δ1(t) + F11y(t) + F21y(t− τ))T (δ1(t) + F11y(t) + F21y(t− τ))T (δ2(t) + F12y(t) + F22y(t−
τ))T (δ2(t) + F12y(t) + F22y(t− τ))T]T ∈ R2n,

Σ =

[

I2n1
0

0 0

]

.

Since the signals δ(t), δ(t) are bounded and ||y(t)|| ≤
√
2||C|| ||ξ(t)||, then the input µ can be considered as a

globally Lipschitz nonlinearity with the gain γµ = ||C||2
√
2(||F1|| + ||F2||). If it is possible to ensure stability

of the system (17) with an H∞ gain γ from the input µ to the state ξ such that γ < γ−1
µ , then by the standard

small-gain arguments the system is asymptotically stable if δ(t) = δ(t) = 0 for all t ≥ 0, and it has an H∞ gain

γ from the input [δ(t)T δ(t)T]T to the state ξ(t) [36]. Following Proposition 2, the conditions of these stability

properties are fixed by the matrix inequalities introduced in the theorem formulation. Similar properties for x(t)

follow.

In order to calculate Li, Ki, Ki, i = 1, 2 the conditions of Theorem 3 can be decoupled. First, asking for Li

such that A0 − L1C is Metzler and Hurwitz and A1 − L2C is nonnegative and Schur stable. Second, looking for

Ki, Ki such that the LMI in the formulation of Theorem 3 is satisfied (applying a technique similar to Corollary

1).

V. SIMULATIONS

In this section, three examples of numerical experiments are given for the interval observers (7) and (13). Note

that on a finite time interval used for simulation the class of inputs L∞ is included in L2 (assuming that inputs

d(t) and v(t) equal zero after the end of simulation).

A. Leontief delayed model

In economics, the Leontief model is a quantitative technique representing the interdependency between production

of different commodities [37], [38], [8]. Using designations of (5), xi represents production of ith commodity, A0−I
represents the rate of production of commodities, E corresponds to stock placement of commodities, A1 may give

the influence of the past production, the input Bu(t) corresponds to the known supply rate and the disturbance

d(t) presents the supply uncertainty, y corresponds to the productions of commodities available for evaluation, v(t)
is the error of such an evaluation. It is required to reconstruct the vector of production of all commodities x. For

simulations we will use in this section

A0 =
1

10















−9 1 3 2 1

4 −8 2 3 2

1 1 −10 1 4

0 1 2 −10 0

1 1 0 0 −10















, A1 =
1

10















−1 0 0 0 1

0 1 0 1 0

−1 0 2 2 2

0 0 2 1 0

−1 1 0 0 2















,

E =

[

I3 0

0 0

]

, B = 15, C = [1, 0, 0, 0, 0]T ,

d(t) = δ















sin(5x1 + t)

cos(t)

sin(2x3)

sin(3x2)

cos(4t)















, u(t) = 1 + 0.25 sin(
t

2
), v(t) = V sin(25t), δ = 0.5, V = 0.2, τ = 0.1,
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Figure 1. The results of simulation for Leontief model

where d is unknown (the model uncertainty) and only the value of δ is available. The system is nonlinear since d
depends on x. Take

L1 =















17.39

0.37

0.074

−0.02

0.078















, L2 =















−1.62

−0.027

−0.125

−0.026

−0.12















,

then d = −δ15 = −d and the LMI of Theorem 1 is satisfied for γ = 3
√
3, P = diag[1.06, 4.05, 4.59, 5.86, 10.1]

and

U =















10.81 0.04 −0.02 −0.1 0.21

0.04 2.62 −0.81 −0.88 −0.77

−0.02 −0.81 3.66 −0.78 −0.78

−0.1 −0.88 −0.78 4.74 0.05

0.21 −0.77 −0.78 0.05 6.91















.

All conditions of this theorem are valid and the results of interval observer (7) application are given in Fig. 1, for

the unmeasured commodities x2–x5 (the initial uncertainty for each xi has been assumed in the interval [0, 30]). In

each figure red lines correspond to the coordinates xi, blue and green lines represent xi and xi respectively. Due

to presence of the system uncertainty (δ(t)− δ(t) 6= 0 in (6)) the estimates xi, xi do not converge to the real states

xi, but they provide an interval estimate of the state with accuracy proportional to γ.

B. Academic example: estimation

Let us consider system (5) with

A0 =











−1 0.5 0.5 0

−1 −1 0 0.1

0 0.4 −1 0

−0.5 0.3 0 −1











, A1 =











0 −0.1 0.1 0

−0.5 0.5 0.2 0

0.2 0 0 −0.1

0.1 −0.3 0 0











,

E =

[

I2 0

0 0

]

, B =











0

1

1

−2











, C =











1

0

0

0











T

,

d(t) =











sin(x1

3
) + δ sin(x2)

sin(x1

3
)− δ cos(2t)

sin(x1

2
) + δ sin(t)

sin(x1

2
) + δ cos(x1t)











, u(t) =
1

2
sin(

t

2
), v(t) = V sin(5t), δ = 0.25, V = 0.1, τ = 0.5,
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where the part of d proportional to δ is unknown (the model uncertainty). The system is nonlinear since d depends

on x, however the known part of d depends on x1(t) = y(t) − v(t), then we can design d(t) and d(t) dependent

on the measured signal y, δ and V only:

d(t) =











sin( y(t)
3

, V

3
)− δ

sin( y(t)
3

, V

3
)− δ

sin( y(t)
2

, V

2
)− δ

sin( y(t)
2

, V

2
)− δ











, d(t) =











sin( y(t)
3

, V

3
) + δ

sin( y(t)
3

, V

3
) + δ

sin( y(t)
2

, V

2
) + δ

sin( y(t)
2

, V

2
) + δ











,

sin(y, V ) = sin(y)







c(V ) if sin(y) ≥ 0

c(V ) if sin(y) < 0
− cos(y)







s(V ) if cos(y) ≥ 0

s(V ) if cos(y) < 0
,

sin(y, V ) = sin(y)







c(V ) if sin(y) ≥ 0

c(V ) if sin(y) < 0
− cos(y)







s(V ) if cos(y) ≥ 0

s(V ) if cos(y) < 0
,

c(V ) = min
−V ≤v≤V

cos(v) =







−1 if V ≥ π

cos(V ) if V < π
, c(V ) = max

−V ≤v≤V
cos(v) = 1,

s(V ) = min
−V ≤v≤V

sin(v) =







−1 if V ≥
π

2

− sin(V ) if V < π

2

, s(V ) = max
−V ≤v≤V

sin(v) =







1 if V ≥
π

2

sin(V ) if V < π

2

.

Take

L1 =













2

−1
0

−0.5













, L2 =













0

−0.5
0.2

0.1













,

then the matrix A0 − L1C is Metzler, but the matrix A1 − L2C contains negative elements, which cannot be
compensated by the term L2C. Thus Theorem 1 cannot be applied here, however the LMI of Theorem 2 is satisfied
for γ = 4,

P =





























46.17 −12.62 2.47 −2.66 0 0 0 0

−12.62 10.44 −2.67 −0.52 0 0 0 0

2.47 −2.67 46.29 −12.65 0 0 0 0

−2.66 −0.52 −12.65 10.44 0 0 0 0

−2.18 −5.2 −0.76 −0.01 14.43 −0.33 −0.34 −0.03

−5.2 −1.86 −0.04 −2.52 −0.33 11.97 −0.02 −0.86

−0.76 −0.04 −1.93 −5.29 −0.34 −0.02 14.45 −0.3

−0.01 −2.52 −5.29 −1.85 −0.03 −0.86 −0.3 11.97





























,

U =





























62.68 −8.46 −2.32 −2.68 −18.07 −0.02 0.36 3.7

−8.46 8.05 −2.63 1.17 0.79 −2.61 0.65 −2.54

−2.32 −2.63 62.8 −8.61 0.32 3.64 −18.15 −0.29

−2.68 1.17 −8.61 8.04 0.66 −2.53 0.8 −2.62

−18.07 0.79 0.32 0.66 10.5 −0.47 −0.3 −0.46

−0.02 −2.61 3.64 −2.53 −0.47 7.46 −0.45 −0.49

0.36 0.65 −18.15 0.8 −0.3 −0.45 10.5 −0.46

3.7 −2.54 −0.29 −2.62 −0.46 −0.49 −0.46 7.48





























.

All conditions of this theorem are valid and the results of interval observer (13) application are given in Fig. 2,

for the unmeasured coordinates x2–x4 (red lines correspond to the coordinates xi, blue and green lines represent

xi and xi respectively).

C. Academic example: stabilization

Consider system (5) with

A0 =







1 1 2

0.1 −0.5 0

0 0.1 −1






, A1 =







−0.1 0 0

0.2 0.1 0.1

0.1 0 −0.01






, E =

[

I2 0

0 0

]

, B =







1

0

0






, C =







1

0

1







T

,
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Figure 2. The results of simulation of the interval observer (13)

d(t) = δ







sin(0.3t)

sin(t)

sin(2t)






, v(t) = V sin(15t), δ = 0.5, V = 0.1, τ = 0.1,

where it assumed that the information available about disturbance d is d = −δ13 = −d. It is straightforward to

check that the matrices A0 and A0 +A1 have positive eigenvalues and the system is unstable for u(t) = 0. Take

L1 =







2

0

0






, L2 =







−0.1
0

−0.01






,

then the matrix A0 − L1C is Metzler and the matrix A1 − L2C is nonnegative. Assign

K1 = −
[

1 1 2
]

, K1 = −
[

2 1 1
]

,

K2 = −
[

0.1 1 2
]

, K2 = −
[

1 1 4
]

,

R1 = 2, R2 = −0.1,

then the conditions of Theorem 3 are satisfied for γ = 22,

P =





















47.88 −32.07 −28.20 42.74 0 0

−32.07 125.38 41.64 51.09 0 0

−28.20 41.64 54.83 −23.89 0 0

42.74 51.09 −23.89 207.82 0 0

−5.93 −62.08 −58.61 0.99 200.22 79.34

5.34 −5.04 −11.82 −69.85 79.34 520.68





















, U =





















56.05 −32.83 −1.72 41.11 28.37 8.86

−32.83 76.74 43.24 −4.33 −33.84 31.10

−1.72 43.24 79.10 −16.80 5.08 44.82

41.11 −4.33 −16.80 93.19 28.13 −17.38

28.37 −33.84 5.08 28.13 173.58 65.61

8.86 31.10 44.82 −17.38 65.61 273.49





















.
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Figure 3. The results of stabilization using the interval observer (7)

The results of interval observer (7) application are given in Fig. 3 together with the control input (16), again red

lines correspond to the coordinates xi, blue and green lines represent xi and xi respectively. Stabilization to a zone

is achieved only due to presence of measurement noise (V 6= 0) and uncertain input d.

VI. CONCLUSION

For a class of regular descriptor linear systems of index 1 with delays two interval observers are proposed.

Two sets of conditions are developed for these observers guaranteeing an interval estimation in the presence of

any control input. Next, a control input is designed based on interval estimates providing interval estimation and

stabilization simultaneously. Efficiency of the proposed approach is demonstrated in simulation.

As directions of future works, development of computationally less restrictive and simpler LMIs than given in

Corollary 1, delay-dependent stability conditions, analysis of time-varying delays or relaxation of Assumption 1,

can be considered.
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