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ABSTRACT

Decentralized recommenders have been proposed to deliver
privacy-preserving, personalized and highly scalable on-line
recommendation services. Current implementations tend,
however, to rely on hard-wired, mechanisms that cannot
adapt. Deciding beforehand which hard-wired mechanism
to use can be difficult, as the optimal choice might depend
on conditions that are unknown at design time. In this pa-
per, propose a framework to develop dynamically adaptive
decentralized recommendation systems. Our proposal sup-
ports a decentralized form of adaptation, in which individual
nodes can independently select, and update their own rec-
ommendation algorithm, while still collectively contributing
to the overall system’s services.

Categories and Subject Descriptors

I.5.3 [Clustering]: Algorithms; D.4.7 [Organization and
Design]: Distributed systems; K.6.4 [System Manage-
ment]: Centralization/decentralization

General Terms

ALGORITHMS

Keywords

Collaborative filtering, Recommendation systems, Hetero-
geneity, Adaptivity

1. INTRODUCTION
The Web 2.0 has reshaped the modern-day Internet. Bil-

lions of users across the globe access content produced not
only by well-known websites, but also by users themselves
through collaborative platforms such as online forum or
social-networking websites [11]. This results in a spectacu-
lar growth in available content, and raises many engineering
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challenges on how to build architectures that can manage
this content in a scalable, resilient, and efficient manner.

Recommendation has emerged as a key service to navigate
the resulting data deluge. Recommender systems exploit a
user’s personal data and past on-line behavior to propose
personalized services, resources, and information. Designing
scalable and privacy-preserving recommenders is hard, and
one promising approach consists in exploiting highly scalable
and fully decentralized mechanisms such as gossip protocols
[20, 4], or distributed hash tables [28].

These decentralized recommenders have however been
limited so far to relatively homogeneous configurations.
They typically rely on one similarity metric [29] to self-
organize large numbers of users in implicit communities and
offer powerful means to search, mine, and compute person-
alized recommendations. Figuring out the right similarity
metric that best fits the needs of a large collection of users
is however, highly challenging.

To address this challenge, we explore in this paper how
dynamic adaptation can be applied to large-scale decentral-
ized recommenders by allowing each individual nodes to opt
autonomously between different topological options. This
work seeks to extend early explorations in the field of large-
scale peer-to-peer self-adaptation [18], and our early results
demonstrate the feasibility of decentralized self-adaptation
in peer-to-peer recommender systems.

The paper is organized as follows. Section 2 provides some
background and motivates our work. Section 3 presents our
proposal. We present our evaluation approach in Section 4.
Evaluation results are presented in Section 5, related work
in Section 6, and the conclusion in Section 7.

2. BACKGROUND
Recommendation systems have transformed the way we

access content on the Internet. Initially introduced to pri-
oritize Usenet news [19], they are becoming an integral part
of most online applications: from social networks [11] to on-
line media [27], from e-commerce [21] to news websites [8].
Because of their success, recommendation systems are to-
day hitting the boundaries of traditional system-engineering
practices. But, in the vast majority of cases, they remain
based around centralized designs.

2.1 Limitations of Centralized Recommenders
Centralization comes with two critical drawbacks. First,

centralization raises the specter of a big brother society, in
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which a few powerful players are able to gather, process, and
analyze large swaths of personal data for their own purposes
and with little oversight. This is a threat made very real
by recent revelations on NSA activities, or by the news of
attacks on personal data stored on cloud servers.

Second, the coexistence of multiple competing centralized
systems leads to a ‘data siloing’ effect. Information about
the interests of a user is scattered across a multitude of com-
peting services. This not only makes it impossible for a ser-
vice to reuse data gathered by another player. But it also
makes it very difficult for users themselves to exploit their
personal data directly without intermediaries [30].

These crucial limitations have motivated research on de-
centralized recommendation systems [4, 5, 3, 24].

2.2 Epidemic Decentralized Recommendation
A particularly successful technology for decentralized

recommendation consists of implicit interest-based over-
lays [29]. In these overlays each user is associated with an
independent computer that stores the user’s information,
and represents the user in the system. These computers are
usually referred to as nodes to emphasize their distributed
nature. The system then organizes these nodes in a peer-to-
peer topology (or overlay) in which each node is connected
to a limited number of other nodes (the node’s neighbors).
(In the following we use user and node interchangeably.)

These overlays seek to connect users with their most simi-
lar other users in the system, according to a similarity metric
such as profile overlap, Jaccard, or Cosine similarity. The
system then uses the resulting k nearest neighbors or knn
(where k is small) to deliver personalized recommendation
in a scalable on-line manner. Figure 1 illustrates this oper-
ation. In this example each user is connected through the
system to three other users, based on his/her on-line brows-
ing history. Alice has been found to be most similar to
Frank, Ellie, and Bob; and Bob has been found to be most
similar to Carl, Dave, and Alice.

Although Bob and Alice have been detected to be very
similar, their browsing histories are not identical: Bob has

not visited Le Monde, but has read the New York Times,
which Alice has not. The system can use Bob’s browsing
history to recommend the New York Times to Alice, and
reciprocally use Alice’s history to recommend Le Monde to
Bob, thus providing a form of decentralized collaborative
filtering [12].

Gossip algorithms [9, 29] turn out to be particularly useful
in building such interest-based overlays. By means of peri-
odic pair-wise information exchanges, they can effectively
create clusters of similar users within the system. Users
typically start with a random neighborhood, provided by a
random peer sampling service [16]. The protocol then runs
in asynchronous rounds, during which each user repeatedly
exchanges information with its neighbors, and seeks to im-
prove its neighborhood in terms of similarity.

For instance, in Figure 2, Alice is interested in hearts, and
is currently connected to Frank, who also likes hearts, and
also Ellie, who is only interested in diamonds. When Alice
exchanges her neighbor list with Bob, she learns of Bob’s
neighbors, and finds out about Carl, who shares her interest
in hearts. As such, Alice drops Ellie from her neighbor-
hood, and replaces her with Carl, who will be more useful
in providing recommendations to Alice.
This greedy sampling procedure is usually complemented

by also considering a few random peers (returned by a de-
centralized peer sampling service [16]) as potential neighbors
to escape local minima.

2.3 Self-Adaptive Implicit Overlays
The overall performance of a service using a knn over-

lay critically depends on the quality of the similarity met-
ric it uses. Unfortunately, deciding at design time which
similarity metric will work best for all nodes is highly chal-
lenging. The same metric might not work equally well for
all users [18], and imposing a homogeneous choice to all
nodes may be sub-optimal. Further, user behavior might
evolve over time, thereby rendering a static metric choice
sub-efficient, even though this choice worked well initially.

Despite these limitations, existing decentralized recom-
mendation systems almost invariably use a single similarity
metric that is statically selected at design time [4, 2, 3].

The research introduced in this paper investigates the
question of whether it is possible to instead both find, and
update a node’s optimal metric dynamically, during the rec-
ommendation process. Adapting a node’s similarity met-
ric is, however, particularly difficult for at least three rea-
sons. Firstly, in the similarity-based overlays we consider,
the nodes only have access to a limited subset of the whole
system (i.e. their neighborhood) and must make adapta-
tion decisions based on this limited context. This partial
knowledge means that it may not be possible to implement
a workable adaptation mechanism in such systems, since too
much information is missing.

Second, there is a circular dependency between the infor-
mation available to nodes for adaptation decisions and the
actual decision taken. A node must rely on its neighborhood
to decide whether a new metric might be preferable to the
metric it currently uses. Though this neighborhood depends
in turn on the actual metric being used by the node, adding
further instability to the adaptation.

Finally, because of the decentralized nature of these sys-
tems, nodes should ideally be able to adapt independently
from each other, in order to limit synchronization and max-



Algorithm 1 Similitude’s Main Loop by node p

1: in every round do

2: cand← Γ(p) ∪ Γ2(p) ∪ 1 random node
3: adaptsim(cand)

4: Γ(p)← argtop
k

q∈cand

(

p.sim
(

items(p), items(q)
)

)

5: itΓ ← items
(

Γ(p)
)

\ items(p)

6: rec← argtop
m

i∈itΓ

(

score
(

i, p.sim, items(p),Γ(p)
)

)

7: end round

8: function score(i, sim, items,Γ)

9: return
∑

q∈Γ:
i∈items(q)

sim(items, items(q))

10: end function

imize scalability. The overall convergence of the overlay is,
however, an emergent behavior that depends on the collabo-
ration of all nodes. Thus, the central question is: can nodes
adapt independently while preserving the system’s overall
convergence?

3. DECENTRALIZED ADAPTATION

3.1 System Model and Overlay Construction
We assume a peer-to-peer system in which each node p

possesses a set of items, items(p) (in our evaluation: Twitter
subscriptions), and maintains a set of k neighbors, where k,
the fan-out, is a fixed parameter of the system (k = 10
in our experiments). p’s neighbors are noted Γ(p), and by
extension, Γ2(p) are p’s neighbors’ neighbors. Each node p

is associated with a similarity metric, noted p.sim, which
takes two sets of items and returns a similarity value.

The main loop of our algorithm (dubbed Similitude) is
shown in Algorithm 1 (when executed by node p). Ignoring
line 3 for the moment, lines 2 and 4 implement the greedy
knn mechanism presented in Section 2.2. At line 4, argtopk

selects the k nodes of cand (the candidate nodes that may
become p’s new neighbors) that maximize the similarity ex-
pression p.sim

(

items(p), items(q)
)

.
Recommendations are generated at lines 5 and 6 from

the set itΓ of subscriptions of all users in p’s neighborhood
(noted items

(

Γ(p)
)

). Recommendations are ranked using
the function score at line 8, with the similarity score of the
user(s) they are sourced from. Recommendations suggested
by multiple users take the sum of all relevant scores. The
top m recommendations from itΓ (line 6) are suggested to
the user (or all of them if there are less than m).

3.2 Dynamic Adaptation of Similarity
The adaptation mechanism we propose, adaptsim, is

called at the start of each clustering round (line 3 of Algo-
rithm 1) and is shown in Algorithm 2. A node p estimates
the potential of each available metric (s ∈ S at line 2) using
the function eval sim(s). In eval sim(s), p hides a fraction
f of its own items (lines 8 and 9) and creates a ‘temporary
potential neighborhood’ Γf for each similarity metric avail-
able (line 10). (We use f = 20% in our evaluation.) From
each temporary neighborhood, the node generates a set of
recommendations (lines 11 and 12, see Section 3.1) and eval-
uates them against the fraction f of internally hidden items.
This allows it to associate each similarity s with a score S

Algorithm 2 Similarity adaptation by node p

1: function adaptsim(cand)

2: top sims← argmax
s∈S

(

avg4

(

eval sim(s, cand)
)

)

3: if p.sim 6∈ top sims then

4: p.sim← random element from top sims

5: end if

6: end function

7: function eval sim(s, cand)
8: hiddenf ← proportion f of items(p)
9: visiblef ← items(p) \ hiddenf

10: Γf ← argtop
k

q∈cand

(

s
(

visiblef , items(q)
)

)

11: itf ← items
(

Γf

)

\ visiblef

12: recf ← argtop
m

i∈itf

(

score(i, s, visiblef ,Γf )
)

13: return S =
|hiddenf ∩ recf |

|hiddenf |

14: end function

consisting of the fraction of hiddenf interests matched – ’re-
call’ (line 13).

Node p repeats this evaluation process four times and av-
erages the results (operator avg4 at line 2 of Algorithm 2).
Using these averaged scores, p computes the set of the
highest-achieving metrics (top sims). (This is a set as mul-
tiple metrics may achieve the same score.) If the current
metric-in-use p.sim is in top sims, p continues to use it; if
not, p selects a random metric from top sims (lines 3-4).

After selecting a new metric, a node suspends the metric-
selection process for two rounds during which it only refines
its neighbors. This cool-off period allows the newly selected
metric to start building a stable neighborhood thereby lim-
iting oscillation and instability.

4. EVALUATION APPROACH
We validate the adaptation strategies we propose by car-

rying out simulations on a data set obtained from Twitter.
In this section we present our evaluation protocol, before
discussing our experimental results in Section 5.

4.1 Data Set
Our evaluation is based on the profiles of 1,000 similarly-

geolocated Twitter users, randomly selected from the larger
data set presented in [7]1. The profile of each user is com-
posed of their twitter subscriptions (feeds). All feeds known
to less than 20 users were removed, as these feeds are of
little interest to the collaborative filtering process. Finally,
all users with less than five remaining subscriptions were
also removed. Once this process was complete, 833 users
remained, with a mean of 66 subscriptions per user.

4.2 Evaluation Metrics
To evaluate the success of the experiment, we record four

metrics: Recall, Precision, Number of ‘Optimal Metrics’,
and Level of Instability.

A recommendation system offers two main points of eval-
uative interest: the number of valid recommendations which
can be made, and the accuracy of the recommendation set
as a whole. These two aspects are measured using recall

1An anonymized version of this data set is avail-
able at http://ftaiani.ouvaton.org/ressources/
onlyBayLocsAnonymised_21_Oct_2011.tgz



(measuring the ability of the system to return many correct
recommendations) and precision (measuring the ability of
the system to return few incorrect recommendations).

Alongside these two general metrics for recommendation
systems, we also use two more specific metrics. We first
count how many nodes reach their optimal similarity met-
rics. We define more precisely what we understand by op-
timal in Section 4.5. Finally, we observe the level of insta-
bility within the system, by recording the number of nodes
switching metric during each round.

4.3 Simulator and Cross Validation
We use cross-validation to measure the quality of the rec-

ommendations returned by our system. We simulate our
system using 80% of user’s profiles (visible data set) to con-
struct the similarity-based overlay and compute recommen-
dations, and use the remaining 20% (hidden data set) to
calculate the quality of these recommendations.

Our simulations use the following parameters: Each node
is randomly assigned a neighborhood of 10 nodes, as well as
a randomly selected similarity metric to start the refinement
process. Simulations run for 200 rounds. 66 suggestions are
returned to each node in each round, and the recall and
precision metrics are computed based on these suggestions.
We use two rounds of cool-off by default.

We repeat each simulation 10 times and average the re-
sults. After completing each set of 200 rounds, all nodes
clear their data structures and the simulation restarts.

4.4 Similarity Metrics
Our evaluation uses four similarity metrics: Overlap, Big,

OverBig and Jaccard [18], shown in Fig. 3. These metrics are
sufficiently different to represent distinct similarity choices
for each node, and offer a representative adaptation scenario.

Overlap is a simple count of the subscriptions shared by
a user and its neighbor. As such, it would have the ten-
dency to favor users with a large number of subscriptions.
Big simply counts the number of subscriptions of the neigh-
bor, presuming that the greater the number of subscriptions
available, the more likely a match is to be found somewhere
in the list. This likewise favors users with a larger number of
subscriptions. Overbig works by combining Big and Overlap
— which allows the least similar high-subscription users to
be discredited. Finally Jaccard makes the overlap of sub-
scriptions relative to the total number of subscriptions of
the two users, and thus, provides improved results for users
with fewer subscriptions.

It is important to note that the actual set of metrics is not
our main focus. Rather, we are interested in the adaptation
process, and seek to demonstrate how recommendations can
be improved by adjusting nodes’ similarity metrics.

4.5 Static Metrics Allocations
We compare our approach to five static (i.e. non-adaptive)

system configurations, which serve as baselines for our eval-

Overlap(ui, uj) = |subsi ∩ subsj |
Big(ui, uj) = |subsj |

OverBig(ui, uj) = Overlap(ui, uj) +Big(ui, uj)

Jaccard(ui, uj) =
Overlap(ui,uj)

subsi∪subsj

Figure 3: The four similarity metrics used
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uation. In the first four baseline configurations, we statically
allocate the same metrics to all nodes from the set of pos-
sible metrics defined in Fig. 3 (Overlap, Big, OverBig, and
Jaccard). These baselines are static and homogeneous.

The fifth (HeterRand) randomly allocates one of the
four above metrics to each node. This configuration corre-
sponds to a situation in which the system has no a-priori
knowledge regarding optimal metrics, and does not use dy-
namic adaptation.

5. EXPERIMENTAL RESULTS

5.1 Static Baseline
The distribution of optimal metrics obtained by individual

nodes (Sec. 4.5) is shown in Fig. 4. To estimate variability,
the entire experiment is repeated twice, and the two sets of
results compared node by node. In total, 88.2% of nodes
report the same list of optimal metrics across both tests. Of
the 98 nodes that did not, 20% listed optimal metrics which
were a subset of those they had found in the first run, and all
but one of this 20% had under 30 subscriptions. (Well below
the mean of 66.) 42 nodes were unable to settle on a single
optimal metric, all but one of those recording no difference
between any of the four metrics. These nodes were generally
those with the smallest amount of data available.

The distribution in Fig. 4 diverges from that of [18] as
we did not use the exact same dataset. This highlights the
difficult of selecting a static metric at a system’s design time.

5.2 Similitude
We test Similitude with a cool-off period of two rounds.

We first evaluate the convergence of recall and precision for
Similitude and compare it with that of HeterRand (Fig-
ures 5 and 6). We then analyze the number of users that
select one of the optimal metrics as discussed in Sec. 5.1
(Fig. 7), and the switching activity of users (Fig. 8). Ta-
ble 1 completes these results with the recall and precision ob-
tained at round 200 (converged state), while Table 2 presents
converged-state results for non-adaptive solutions exploiting
each predefined static metric.

Results show that Similitude allows nodes to both find
their optimal metric and switch to it. Compared to a static
random allocation of metrics (HeterRand), Similitude

improves recall by 17.8% (from 0.28 to 0.34), and precision
by 22% (from 0.038 to 0.046) as shown in Table 1.
Table 2 shows that the average performance of non-

adaptive metrics is very close to that of HeterRand. Simil-
itude outperforms all but one of these static homogeneous
metrics (Jaccard, which shows a recall of 0.39 compared to
0.34). However, selecting Jaccard statically would require
knowing that this metric performs best, a knowledge that is
often not available in evolving systems. As users’ behaviors
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evolve, the high gain of Jaccard might be replaced by that
of another metric. Similitude makes it instead possible to
achieve stable performance in spite of dynamic behavior.

5.3 Discussion
Despite these encouraging results, Similitude opens sev-

eral directions for improvement. First, Fig. 7 shows that
only 46.1% of nodes (384 out of 833) eventually switch to
an optimal metric. This leads to the question of why so
many nodes are settling for a sub-par metric.

similarity recall gain precision gain
HeterRand 0.2850 — 0.0383 —
Similitude 0.3358 17.82% 0.0467 22.04%

Table 1: Gain of Similitude over HeterRand

similarity recall gain precision gain
Jaccard 0.3867 35.70% 0.0517 35.16%
Overlap 0.3452 21.11% 0.0449 17.33%
Big 0.2075 -27.19% 0.0283 -25.91%
OverBig 0.1984 -30.40% 0.0278 -27.35%
Average 0.2844 -0.19% 0.0382 -0.19%

Table 2: Evaluating static homogeneous metrics.
The gain columns show the gains of each row over
the baseline (HeterRand)

A second improvement direction results from Fig. 8: while
most nodes choose their favorite metric within 20 cycles,
approximately 20% of them never settle for any metric. To
address this instability, we are investigating solutions that
average the scores obtained by a metric over multiple rounds.

Finally, we observe that a node chooses its metric based
on its current neighborhood. This tends to favor the metric
that created this neighborhood, even if another one might
yield better results on a different neighborhood. We are thus
evaluating a model in which nodes evaluate metrics against
randomly selected neighborhoods.

6. RELATED WORK
Several research efforts have recently concentrated on de-

centralized recommenders [13, 23, 1, 6, 26] to investigate
their advantages in terms of scalability and privacy. Ear-
lier approaches exploit distributed hash tables (DHTs) in
the context of recommendation. For example, PipeCF [13]
and PocketLens [23] propose a Chord-based CF systems to
decentralize the recommendation process on a P2P infras-
tructure. Yet, more recent solutions have concentrated on
the use of randomized and gossip-based protocols [4, 17, 3].

Recognized as a fundamental tool for information dissem-
ination [15, 22], Gossip protocols exhibit innate scalability
and resilience to failures. As information is generally copied
over many links, a single lost connection generally has no
effect on information dissemination. Yet, their probabilis-
tic nature also makes gossip protocols particularly suited to
applications involving uncertain data, like recommendation.

Olsson’s Yenta [25] was one of the first systems to employ
gossip protocols in the context of recommendation. This
theoretical work enhances decentralized recommendation by
taking trust between users into account. The Gossple sys-
tem [4] uses a similar theory to enhance navigation through
query expansion and was later extended to news recommen-
dation [5]. Finally, in [14], Hegedűs et al. present a gossip-
based learning algorithm that carries out ‘random walks’
through a network to monitor concept drift and adapt to
change in P2P data-mining.

The adaptive element of our work is partially motivated
by [18], where the authors demonstrate that higher-quality
recommendation is achievable when multiple different simi-
larity metrics are used in a heterogeneous fashion, across a
network. Contrary to the approach we have presented, [18]
exploits a static a-priori selection of metrics, and does not
propose any mechanism to select metrics dynamically. Other
related work has looked at matching events against inter-
ests in pub-sub infrastructures, and considered how the in-
frastructure could use self-adaptation within an overlay net-
work, to adapt to changes in the application traffic [10].



7. CONCLUSION
We demonstrated the viability of an adaptive, decentral-

ized recommendation system that exploits a variety of sim-
ilarity metrics. Our results indicate that such a system can
offer an improvement over existing homogeneous methods.

The adaptation algorithm we have presented remains ba-
sic: we plan to investigate how the choice of adaptation
could be further refined, for instance by taking into account
the decisions of neighboring nodes, or by trying to minimize
the advantage of the current metrics over its competitors.
Also it would be interesting to evaluate a practical imple-
mentation of such a network. Our study exhibits limitations
resulting from the characteristics of the data set we used
(sparsity and small size). Sparsity is also likely to occur in
a real implementation. However, running the system with
a larger, less refined data set may provide an interesting
insight into more potential problems the system may face.
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