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Abstract. Cache is employed to exploit the phenomena of locality in
many modern computer systems. One way of evaluating the impact of
cache is to run a simulator on traces collected from realistic work load.
However, for an important category of cache, namely those of random
replacement policy, each round of the näıve simulation can only give one
out of many possible results, therefore requiring many rounds of simula-
tion to capture the cache behavior, like determining the hit probability of
a particular cache reference. In this paper, we present an algorithm that
efficiently approximates the hit probability in linear time with moderate
space in a single round. Our algorithm is applicable to realistic processor
cache parameters where the associativity is typically low, and extends to
cache of large associativity. Experiments show that in one round, our al-
gorithm collects information that would previously require up to dozens
of rounds of simulation.
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1 Introduction

Modern computer systems depend heavily on the efficacy of cache in exploiting
locality for improving performance. There are hardware cache built into pro-
cessors and disk drivers, as well as software cache used in operating system
kernels, proxy and file servers. One way of evaluating cache’s impact is to run
a cache simulator on traces collected from realistic work load. The simulator
will mimic the configuration, topology and replacement policy of the simulated
cache. However, for an important category of cache, namely those of random
replacement policy, as the replacement policy randomly determines one among
multiple candidates for eviction, the näıve simulation only constitutes a Monte

Carlo simulation, therefore can only give one out of many possible results. In
particular, in a single round, näıve simulation cannot give the hit probability of
each cache reference, which is of particular interest in program analysis[3][4]. If
we maintain n copies of possible cache states and simulate access sequences on
these states simultaneously, then the time and space requirement of the simu-
lation will be equal to running n copies of näıve simulation in parallel, with no
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gain in efficiency. In contrast, we present an algorithm that directly approximates
the hit probability. Experiments show that in one round, our algorithm collects
information that would previously require up to dozens of rounds of simulation.

The rest of paper is organized as follows. Section 2 gives some background
for our algorithm. Section 3 describes our algorithm. Section 4 evaluates our
algorithm by simulating realistic work load. Section 5 overviews related work.

2 Background

Cache maps addresses to values. In a fully-associative1 cache under random re-
placement policy, when the cache receives a request for an address A, the cache
will look up all its content to see if the cache line containing A is already in the
cache. If the matching succeeds, the request causes a hit event, and the corre-
sponding value in cache is returned to the request. Otherwise, the request causes
a miss event and the cache will fall back to some backup mechanism to satisfy
the request. In case of miss event, a random place from the cache is picked, re-
gardless of whether it originally contains valid data or not.2 The original content
at the place will be evicted to allow storing the address A and its corresponding
value just retrieved through backup mechanism. Two nearest references to the
same cache line forms a reuse window, with references to other cache lines in be-
tween. Cache of random replacement policy3 are found in Translation Look-aside
Buffers[6], and processor cache in ARM [13] processor family.

The Monte Carlo simulation of random replacement policy faithfully models
the hardware by using (pseudo) random numbers to select the target for eviction.
However, the selection is path dependent. For example, assume a fully-associative
cache of size two and let < a, e > denote that cache contains a and e as content,
with different letters representing different cache lines, and assume an access
sequence of d, a. As d is not in cache, it causes a miss event, leaving the cache
in either < a, d > or < d, e >. Now the next access a will exhibit different
behavior under the two possible cache states: for < a, d > it will be a hit event,
and for < d, e > it will be a miss event. An observer that simulates sequence
d, a multiple times will either see miss, miss or miss, hit, with equal likelihood.
However, such a phenomenon can not be observed in a single round of simulation.
To make the matter worse, the number of possible cache states keeps growing
after each miss event, and in consequence requires more rounds of simulation to

1 Hereafter we will limit our attention to fully-associative cache. In a set-associative
cache, as the mapping from the address to the cache set is fixed, the selection of
eviction targets in different cache sets are statistically independent. Hence a set-
associative cache of size S and associativity M is equivalent to S

M
fully-associative

cache operating in parallel, each of size M .
2 Even if the replacement algorithm takes care to not evict valid data when there are

free slots, as the cache is soon filled up with valid data, there will be no difference
in practice.

3 Sometimes referred to as pseudo random replacement policy due to difficulty, if not
impossibility, of obtaining true randomness.
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capture the cache behavior. As mentioned above, maintaining n copies of possible
cache states and simulating access sequences on these states simultaneously will
not improve efficiency compared to running n copies of simulation in parallel, or
running n rounds of simulation in sequence.

In theory, we can represent the state of a cache under random replacement
policy as a probability distribution among all possible states, and each possi-
ble address as a transition probability matrix. The simulation of cache is then
reduced to multiplying the original probability distribution with a chain of matri-
ces. However, the probability distribution has

∑M

i=0

(

Z
i

)

size, and each transition

matrix has O(M
∑M

i=0

(

Z
i

)

) non-zero elements, where Z is the number of distinct
elements in trace, rendering this simple approach infeasible in general.4 Instead,
we present an algorithm that implicitly calculates the probability distribution.

3 Algorithm

3.1 The Foundation

Assume the trace of cache lines of an access sequence with indices in logical time
to be:

a0, a1, .., aN .

We represent the miss event of time i by an indicator random variable[1] Xi,
such that Xi = 1 when a miss event happens at i and Xi = 0 otherwise, forming
another sequence:

X0, X1, .., XN .

The indicator for hit event of time i is just 1 − Xi. The hit probability of ai is
1 − E(Xi), where E(x) is x’s expectation. The expected count of hit event of a
sequence S is just

∑

i∈S (1 − E(Xi)). Let the cache size be M . We can determine
Xi in the following way. At time i, we inspect the subsequence {aj |j < i, aj = ai}.
If the subsequence is empty, then ai will not be present in cache, hence Xi is
0. Otherwise, there is a reuse window and we assume the largest index of the
subsequence, i.e. the start of the reuse window, is k. We let the number of misses
since k be Zi.

Zi =

{

∑i−1
l=k+1 Xl, if there is a reuse window

∞, otherwise.
(1)

Due to linearity of expectation, we get

E(Zi) =

{

∑i−1
l=k+1 E(Xl), if there is a reuse window

∞, otherwise.
(2)

Proposition 1.

E(Xi) = 1 − E((1 −
1

M
)Zi). (3)

4
(

n

k

)

is the number of k-element subsets of an n-element set
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Proof. We observe that ak is definitely in cache after time k. As every miss

between k and now will evict ak with probability 1
M

, the probability of ak still
being present in cache, which is also the probability of observing a hit event, is
(1− 1

M
) to the power of number of misses since (excluding) k. Then with a given

Zi, we have:

E(Xi|Zi) = 1 − (1 −
1

M
)Zi . (4)

Taking the expectation over Zi gives equation 3. ⊓⊔

However, as Xi are related to the preceding elements in {Xi}, hence in general
E(aXi+Xj ) 6= E(aXi)E(aXj ). Therefore we cannot calculate right hand side of
equation 3 easily. However, we note an approximation:

Proposition 2.

When M is large, E(Xi) ≈ 1 − (1 −
1

M
)E(Zi). (5)

Proof. Let

E(Xi) = 1 − E((1 −
1

M
)Zi) = 1 − (1 −

1

M
)E(Zi) + δ. (6)

When Zi = ∞, δ = 0 as both (1 − 1
M

)E(Zi) = 0 and E((1 − 1
M

)Zi) = 0.
When Zi < ∞

δ = (1 − 1
M

)E(Zi) − E((1 − 1
M

)Zi) (7)

= eE(Zi) ln(1− 1

M
) − E(eZi ln(1− 1

M
)) (8)

=
∑∞

n=0
(E(Zi) ln(1− 1

M
))n

n! − E(
∑∞

n=0
(Zi ln(1− 1

M
))n

n! ) (9)

= −
∑∞

n=0 (−1)n (| ln(1− 1

M
)|)n

n! (E(Zn
i ) − E(Zi)

n). (10)

We note δ is the sum of an infinite converging alternating series
∑∞

n=0(−1)nan

where it can be observed that a0 = a1 = 0 as E(Z0
i ) = E(Zi)

0 and E(Z1
i ) =

E(Zi)
1. As δ is an alternating series with coefficients

(| ln(1− 1

M
)|)n

n! decreasing
rapidly , we may expect δ ≈ 0 and then obtain approximation 5. ⊓⊔

Now we can can use equation 2 and 5 to approximate 1 − E(Xi), the hit
probability of each cache reference.

However, we are unable to give a rigorous bound of δ and have to resort to
empirical evaluation in section 4.

3.2 The Plain Algorithm

The key observation is that we can use a map m and an offset b to efficiently
calculate E(Zi) from preceding E(Xi). When we are at i, we want m[x] + b to
equal to the number of misses in the reuse window, i.e. since last occurrence of
x to time i. By definition, E(Zi) = m[ai] + b. If x is not seen before time i, we
let m map x to ∞.

We see m and b can be constructed and maintained in the following way.



V

– Initialization: ∀x,m[x] ← ∞, b ← 0.
– Maintenance: At time i, b ← b + E(Xi), m[ai] ← −b.

We can use a hash table h to implement m, and let the absence of x from
h to indicate m[x] = ∞. As maintenance of h can be done in O(1), we have
obtained an algorithm that approximates {E(Xi)} with time complexity O(N).

3.3 The ǫ-approximation

The main problem with the algorithm presented above is that the hash table
size will grow up to the number of distinct elements in trace. We observe from
equation 5 that within an ǫ absolute error of the hit probability 1 − E(Xi), we
can stop the backward summation of E(Xi) at l when

(1 −
1

M
)

∑

i≥l
E(Xi) ≤ ǫ. (11)

That is when
∑

i≥l

E(Xi) ≥
log ǫ

log(1 − 1
M

)
. (12)

Let K be log ǫ

log(1− 1

M
)
. Intuitively, we are ignoring reuses that are under ǫ prob-

ability, which means we can prune h of an element x if h[x] ≥ K − b under
ǫ-approximation of 1 − E(Xi).

In light of this observation, we can improve the space complexity using
sliding-window technique. We split h into two hash tables h′ and h′′, and use
them in round-robin fashion. Both tables are used for query. Putting an address
to one table will remove its entry from another table, if there should be one.

We use a counter c to keep track of when to swap h′ and h′′, and record the
number of swaps with d.

– Initialization: c ← 0, d ← 0, h′ and h′′ points to two empty hash tables.
– Maintenance: At time i, c ← c + E(Xi), b ← b + E(Xi), h′[ai] ← −b. If

c > K then c ← c − K, clear h′′, swap h′ and h′′, and d ← d + 1; otherwise
continue the loop.

Proposition 3. The ǫ-approximation is correct and works within linear time

and O( log ǫ

log(1− 1

M
)
) ≈ O(M ln(1

ǫ
)) space.

Proof. Correctness: We observe that c = b − dK. When x is updated, it holds
that h′[x] + b = 0. As b is monotonically increasing, it holds that 0 ≤ h′[x] + b =
h′[x] + c + dK. As c ≤ K, we have h′[x] ≥ −c − dK ≥ −(d + 1)K. h′′ contains
elements of step d−1, therefore h′′[x] ≥ −dK. At the time of clearing h′′, c > K,
all values x in h′′ satisfy

h′′[x] ≥ −dK = K − (dK + K) > K − (dK + c) = K − b (13)

and can be safely pruned.
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Complexity: Let s be the sum of size of h′ and h′′, we next show that s ≤ 2K.
At time i, if ai is found in h′ or h′′, then s will not increase, but b may be
incremented; if ai is not found in either table, both s and b are incremented by
1. Thus increment of s is bounded by the increment of b when c goes from 0 to
K. As h′ and h′′ are cleared every two steps, s ≤ 2K. In this way we achieve
space complexity of O(K) = O( log ǫ

log(1− 1

M
)
). As the O(K) cost of clearing tables

is amortized among at least K cache references, the time complexity remains
O(N). ⊓⊔

4 Empirical Evaluation

We implement two algorithms: the plain and the ǫ-approximation variation of
our algorithm presented above, and a näıve simulation algorithm that directly
simulates current cache state. We perform our experiments on traces collected
by HMTT, a platform independent full-system memory trace monitoring sys-
tem[5]. The traces are collected from running LINPACK[10] and CPU2000[11]
benchmark.

Both our algorithm and the average of many rounds of näıve simulation
give an approximation of hit probability of each reference. In figures 1 2 3 4
5, we compare the inferred probability from average of 5, 50, and 500 rounds
of the näıve simulation, and the plain and ǫ-approximation variation of our
algorithm. We use trace fragments of length 106 and use the average of 500
rounds of the näıve simulation as reference, which is depicted in the figures as
square-dotted lines with absolute value of hit probability as x-value and the
distribution as y-value. All the other lines depict the distribution of absolute
error of hit probability from the reference. A curve decreasing faster towards
right indicates better approximation precision. It can be observed that both the
plain and ǫ-approximation variation of our algorithm provide approximation of
precision comparable to what is obtained from average of 50 rounds of näıve
simulation, and consistently outperforms average of 5 rounds. Our algorithm is
applicable to realistic processor cache parameters, for example when M = 2,
and extends to cases of large associativity. As indicated by the proof of 5, larger
M leads to better approximation precision, such that our algorithm outperforms
average of 50 rounds when M ≥ 8. We also observe that choosing ǫ to be 0.01
or even 0.1 only mildly affects the precision of approximation. Experiments with
other M values and benchmarks show similar results and are not shown here for
lack of space. M = 1 case is not considered as in this case eviction targets are
picked deterministically.

5 Related Work

Cache simulation has long been an important tool in studying the impact of
cache on program execution[7]. Much of literature is devoted to study of cache
under Least Recently Used policy[8]. However, techniques that are developed for
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Fig. 1. Absolute error of various methods when M=2 for LINPACK
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Fig. 2. Absolute error of various methods when M=8 for LINPACK

studying LRU cache, like the reuse distance technique, do not apply to cache
of random replacement policy in general. In [12], random replacement cache is
investigated under a simplifying assumption that miss rate should stay stable
over a short period of execution. Under this assumption, [12] uses approximation
5 to calculate the gross cache hit probability. In contrast, we exploit approxima-
tion 5 without the assumption, and are able to give hit probability of each cache
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Fig. 3. Absolute error of various methods when M=64 for LINPACK
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Fig. 4. Absolute error of various methods when M=4 for SWIM

reference. [15] and [16] also make other simplifying assumptions to approximate
the gross hit probability.

Most of previous studies on cache of random replacement policy use average
of a few rounds of näıve simulation as an approximation of the hit ratio of each
cache reference. For example, in [9], which studies the impact of replacement
policy on instruction cache, average of three rounds of simulation is used.
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Fig. 5. Absolute error of various methods when M=16 for WUPWISE

6 Conclusion

For an important category of cache, namely those of random replacement pol-
icy, it would be necessary to perform many rounds of näıve Monte Carlo sim-
ulation to approximate the hit probability of each cache reference. To improve
the efficiency, we devise a simulation algorithm that can approximate the prob-
ability in a single round. We start with a plain algorithm and then reduce its
space complexity through ǫ-approximation. The ǫ-approximation variation of
the algorithm works in linear time complexity, and has space complexity of
O( log ǫ

log(1− 1

M
)
) ≈ O(M ln(1

ǫ
)), where M is the size of cache. Experiments show

that in one round, our algorithm collects information that would previously re-
quire up to dozens of rounds of simulation.
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