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ABSTRACT
The increasing number of cores in modern architectures requires
the development of new algorithms as a means to achieving con-
currency and hence scalability. This paper presents an algorithm to
compute the LDLT factorization of symmetric indefinite matrices
without taking pivoting into consideration. The algorithm, based
on the factorizations presented by Buttari et al. [11], represents op-
erations as a sequence of small tasks that operate on square blocks
of data. These tasks can be scheduled for execution based on de-
pendencies among them and on computational resources available.
This allows an out of order execution of tasks that removes the
intrinsically sequential nature of the factorization. Numerical and
performance results are presented. Numerical results were limited
to matrices for which pivoting is not numerically necessary. A per-
formance comparison between LDLT, Cholesky and LU factoriza-
tions and the performance of the kernels required by LDLT, which
are an extension of level-3 BLAS kernels, are presented.
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1. INTRODUCTION
The emergence of multicore architectures [28] prompted the need
for developing algorithms that lend themselves to parallel execution
in shared memory architectures. A class of such algorithms, called
Tile Algorithms, has been developed for one-sided dense factoriza-
tions [12,13] and made available as part of the Parallel Linear Alge-
bra Software for Multicore Architectures (PLASMA) library [29],
PLASMA contains Cholesky, LU and QR factorizations. This pa-
per proposes a tile LDLT algorithm to factorize symmetric matrices
such as A = LDLT .

Although symmetric matrices can be decomposed using methods
for general matrices, e.g. LU and QR, algorithms that exploit sym-
metry usually require fewer flops and less storage. For instance,
the LDLT factorization presented in [17, Algorithm 4.1.2, p. 139]
requires n3/3 flops, about half the number of flops involved in a
Gaussian elimination.

An LDLT factorization can be defined as a variant of the LU fac-
torization in which A is factored into a three-matrix product LDMT

where D is diagonal and L and M are unit lower triangular. If A is
symmetric, then L = M and the work associated with the factoriza-
tion is half of that required by Gaussian elimination [17, p. 135]. If
A is symmetric and positive definite (SPD) then D is also positive
definite and the factorization can be computed in a stable and effi-
cient manner [16]. For this case a more specialized factorization is
available, namely the Cholesky factorization, where A = LLT and
L is lower triangular (not unit).

For symmetric indefinite matrices, D becomes indefinite and the
LDLT factorization may be unstable. Furthermore, a factorization
may not even exist for certain nonsingular A, e.g. matrices with ze-
ros on the diagonal. To overcome these issues, pivoting strategies
can be adopted. There is extensive literature on the subject and
several pivoting strategies available [3, 7, 8, 21]. However, for the
first version of the tile LDLT algorithm, no pivoting has been used.
This initial development upmostly aims on measuring the perfor-
mance of tile LDLT by comparing it to the tile LU and Cholesky
algorithms. This can be considered the upper bound in terms of per-
formance, since pivoting improves stability but compromises per-
formance.

Symmetric negative definite matrices (SND) can be decomposed
in a stable manner using the LDLT factorization without pivoting.
Since A is definite, D is also definite and hence the factorization
is numerically stable. Though the Cholesky factorization can also
be used, it has to be applied to −A (−A being SPD), resulting in
A = −(LLT ). The LDLT factorization requires roughly the same
number of flops as Cholesky and there is no need to know before-
hand if A is SPD or SND.

While many implementations of the LDLT factorization have been
proposed for sparse solvers on distributed and shared memory ar-
chitectures [15,18,20,26], dense solutions are scarce. Widely known
libraries like SCALAPACK, PLASMA and FLAME have imple-
mented solutions for the common Cholesky, LU and QR factoriza-
tions [5,14,19,24] but none of them introduced a solution for indefi-
nite symmetric matrices in spite of the gain of flops it could provide
for these cases. The main reason to this is the algorithms used for
pivoting LDLT, which are difficult to parallelize efficiently. To our
knowledge, the only research in the subject has has been done by
Strazdins [27] and the procedure available in the OpenMP version
of MKL.

The rest of this paper is organized as follows. In Section 2, the
naming convention used throughout this paper is presented. In



Section 3 the LDLT algorithm is introduced, the tile LDLT algo-
rithm is detailed and the UDUT algorithm is also presented, as
well as both dynamic and static scheduling. In Section 4, the new
level-3 BLAS based kernels required by the LDLT algorithm are
reported. Numerical results regarding a time comparison among
LDLT, Cholesky and LU factorization, the LDLT scalability, tile
size performance and numerical accuracy are presented in Sec-
tion 5. Conclusion and future work directions are presented in Sec-
tion 6.

2. NAMING CONVENTION
The naming convention used throughout this paper follows the nam-
ing scheme of LAPACK [2]. Names are of the form XYYZZZz,
where X indicates the data type, YY the matrix type, ZZZ the com-
putation performed, and z a specialization of the computation per-
formed. Table 1 lists the main codes used for X and YY. ZZZ mean-
ing is explained as used except for the factorization routines that
are named:

• xPOTRF: Cholesky factorization

• xSYTRF/xHETRF: LDLT factorization for symmetric real and
hermitian complex matrices, respectively. For clarity of read-
ing, throughout the text only xSYTRF is used although it may
refer to xHETRF.

• xGETRF: LU factorization

X Data Type YY Matrix type
S Real SY Symmetric
D Double Precision HE Hermitian
C Complex GE General
Z Double Complex TR Triangular
x Any data type PO Symmetric or Hermitian

Positive Definite

Table 1: Data and matrix type naming scheme

3. TILE LDLT FACTORIZATION
The LDLT factorization is given by equation

A = LDLT (1)

where A is an N×N symmetric squared matrix, L is unit lower tri-
angular and D is diagonal. For simplicity and also because pivoting
is not used, the assumption that D is diagonal has been made, al-
though D can also be block-diagonal, with blocks of size 1× 1 or
2×2, when pivoting is applied. The matrix A can also be factorized
as A =UDUT, where U is unit upper triangular. The algorithm for
the lower triangular case (L) can straightforwardly be extended to
the upper triangular case (U) and therefore only the development
of the former is presented.

Algorithm 1 shows the steps needed to decompose A using a column-
wise LDLT factorization. After N steps of Algorithm 1, L and D
are such

A =

 1
l21 1
l31 l32 1

 d1
d2

d3

 1 l21 l31
1 l32

1


As it is depicted in Figure 1, this process is intrinsically sequential.

Algorithm 1 LDLT Factorization
1: for j = 1 to N do
2: for i = 1 to j−1 do
3: vi = A j,iAi,i
4: end for
5: v j = A j, j−A j,1: j−1v1: j−1
6: A j, j = v j
7: A j+1:N, j =

(
A j+1:N, j−A j+1:N,1: j−1v1: j−1

)
/v j

8: end for

A(4) =



◦
◦
◦

◦ ◦ ◦ ×
◦ ◦ ◦ ×
◦ ◦ ◦ ×
◦ ◦ ◦ ×
◦ ◦ ◦ ×
◦ ◦ ◦ ×



Figure 1: Sketch of elements to be calculated (×) and accessed
(◦) at the fourth step (k = 4) of Algorithm 1.

In order to increase parallelism, the tile algorithm starts by decom-
posing A in NT ×NT tiles1 (blocks), such as

A =


A11 A12 . . . A1,NT
A21 A22 . . . A2,NT

...
...

. . .
...

ANT,1 ANT,2 . . . ANT,NT


N×N

(2)

Each Ai j is a tile of size MB×NB. The same decomposition can
be applied to L and D. For instance, for NT = 3:

L =

 L11
L21 L22
L31 L32 L33

 , D =

 D11
D22

D33



Upon this decomposition and using the same principle of the Schur
complement, the following equalities can be obtained:

A11 = L11D11LT
11 (3)

A21 = L21D11LT
11 (4)

A31 = L31D11LT
11 (5)

A22 = L21D11LT
21 +L22D22LT

22 (6)

A32 = L31D11LT
21 +L32D22LT

22 (7)

A33 = L31D11LT
31 +L32D22LT

32−L33D33LT
33 (8)

By further rearranging the equalities, a series of tasks can be set to

1For rectangular matrices A is decomposed into MT ×NT tiles.



Figure 2: LAPACK and tile layout sketch.

calculate each Li j and Dii:

[L11,D11] = LDL(A11) (9)

L21 = A12(D11LT
11)
−1 (10)

L31 = A13(D11LT
11)
−1 (11)

Ã22 = A22−L21D11LT
21 (12)

[L22,D22] = LDL(Ã22) (13)

Ã32 = A32−L31D11LT
21 (14)

L32 = Ã32(D22LT
22)
−1 (15)

Ã33 = A33−L31D11LT
31 +L32D22LT

32 (16)

[L33,D33] = LDL(Ã33) (17)

where LDL(Xkk) at Equations (9), (13) and (17) means the actual
LDLT factorization of tile Xkk. These tasks can be executed out of
order, as long as dependencies are observed, rendering parallelism.

The decomposition into tiles allows the computation to be per-
formed on small blocks of data that fit into cache. This leads to the
need of a reorganization of data formerly given in the LAPACK
layout (also known as column major layout) as shown in Figure 2.
The tile layout reorders data in such a way that all data of a sin-
gle block is contiguous in memory. Thus the decomposition of the
computation can either be statically scheduled to take advantage
of cache locality and reuse or be dynamically scheduled based on
dependencies among data and computational resources available.
This allows an out of order execution of tasks that removes the in-
trinsically sequential nature of the factorization of dense matrices.

3.1 Tile LDLT Algorithm
The tiled algorithm for the LDLT factorization is based on the fol-
lowing operations:

xSYTRF: This LAPACK based subroutine is used to perform the
LDLT factorization of a symmetric tile Akk of size NB×NB
producing a unit triangular tile Lkk and a diagonal tile Dkk.
Using the notation input −→ output, the call xSYTRF(Akk,
Lkk, Dkk) will perform

Akk −→ Lkk,Dkk = LDLT (Akk)

xSYTRF2: This subroutine first calls xSYTRF to perform the fac-
torization of Akk and then multiplies Lkk by Dkk. The call
xSYTRF2(Akk, Lkk, Dkk, Wkk) will perform

Akk −→ Lkk,Dkk = LDLT (Akk), Wkk = LkkDkk

xTRSM: This BLAS subroutine is used to apply the transformation
computed by xSYTRF2 to an Aik tile by means of a triangular
system solve. The call xTRSM(Wkk, Aik) performs

Wkk,Aik −→ Lik = AikW−T
kk

xSYDRK: This subroutine is used to update the tiles Akk in the trail-
ing submatrix by means of a matrix-matrix multiply. It dif-
fers from xGEMDM by taking advantage of the symmetry of
Akk and by using only the lower triangular part of A and L.
The call xSYDRK(Akk, Lki, Dii) performs

Akk,Lki,Dii −→ Akk← Aik−LkiDiiLT
ki

xGEMDM: This subroutine is used to update the tiles Ai j for i 6= j in
the trailing submatrix by means of a matrix-matrix multiply.
The call xGEMDM(Ai j, Lik, L jk, Dkk) performs

Ai j,Lik,L jk,Dkk −→ Ai j← Ai j−LikDkkLT
jk

Given a symmetric matrix A of size N ×N, NT as the number
of tiles, such as in Equation (2), and making the assumption that
N = NT ×NB (for simplicity), where NB×NB is the size of each
tile Ai j, then the tiled LDLT algorithm can be described as in Algo-
rithm 2. A graphical representation of Algorithm 2 is depicted in
Figure 3.

Algorithm 2 Tile LDLT Factorization
1: for k = 1 to NT do
2: xSYTRF2(Akk, Lkk, Dkk, Wkk)
3: for i = k+1 to NT do
4: xTRSM(Wkk, Aik)
5: end for
6: for i = k+1 to NT do
7: xSYDRK(Akk, Lki, Dii)
8: for j = k+1 to i−1 do
9: xGEMDM(Ai j, Lik, L jk, Dkk)

10: end for
11: end for
12: end for

3.2 Tile UDUT Algorithm
The UDUT algorithm follows the development of the LDLT algo-
rithm with one major distinction. The LDLT algorithm starts on
tile A11, i.e. it proceeds essentially forward (from the top-left to the
bottom-right of the matrix) since the first and only task available
at the beginning is the factorization of tile A11. For NT = 2, the
following must be computed:

LDLT =

 L11D11LT
11

L21D11LT
11 L21D11LT

21 +L22D22LT
22


One can notice that only L11D11LT

11 (tile equivalent to A11) can be
calculated since L11 and D11 are required by the other tiles.

For the UDUT algorithm with NT = 2, the following must be com-
puted:

UDUT =

 U11D11UT
11 +U12D22UT

12 U12D22UT
22

U22D22UT
22





xTRSM
k=1, i=2

xSYTRF/xSYTRF2
k=1, j=1

xTRSM
k=1, i=3

xSYDRK
k=1, i=2

xSYDRK
k=1, i=3

xGEMDM
k=1, i=3, j=2

Figure 3: Graphical representation with dependencies of one
repetition of the outer loop in Algorithm 2 with NT = 3.

Clearly, only U22D22UT
22 (tile equivalent to A22 or ANT,NT in a

more general manner) has no dependencies on the other tiles and
hence the computation must proceed backwards (from the bottom-
right to the top-left of the matrix). The tile UDUT algorithm can be
described as in Algorithm 3.

Algorithm 3 Tile UDUT Factorization
1: for k = NT to 1 do
2: xSYTRF2(Akk, Ukk, Dkk, Wkk)
3: for i = k−1 to 0 do
4: xTRSM(Wkk, Aik)
5: end for
6: for i = k−1 to 0 do
7: xSYDRK(Akk, Uki, Dii)
8: for j = m+1 to k−1 do
9: xGEMDM(Ai j, Uik, U jk, Dkk)

10: end for
11: end for
12: end for

3.3 Static and Dynamic Scheduling
Following the approach presented in [9,10,22], Algorithms 2 and 3
can be represented as a Directed Acyclic Graph (DAG) where nodes
are elementary tasks that operate on one or several NB×NB blocks
and where edges represent the dependencies among them. A de-
pendency occurs when a task must access data outputted by an-
other task either to update or to read them. Figure 4 shows a DAG
for the tile LDLT factorization when Algorithm 2 is executed with
NT = 3. Once the DAG is known, the tasks can be scheduled asyn-
chronously and independently as long as the dependencies are not
violated.

This dynamic scheduling results in an out of order execution where
idle time is almost completely eliminated since only very loose syn-
chronization is required between the threads. Figure 5(a) shows the

execution trace of Algorithm 2 where tasks are dynamically sched-
uled, based on dependencies in the DAG, and run on 8 cores of the
MagnyCours-48 machine (described in Section 5). The tasks were
scheduled using QUARK [30], which is the scheduler available in
the PLASMA library. Each row in the execution flow shows which
tasks are performed and each task is executed by one of the threads
involved in the factorization. The trace follows the same color code
of Figure 3.

Figure 5(b) shows the trace of Algorithm 2 using static schedul-
ing, which means that each core’s workload is predetermined. The
synchronization of the computation for correctness is enforced by a
global progress table. The static scheduling technique has two im-
portant shortcomings. First is the difficulty of development. It re-
quires full understanding of the data dependencies in the algorithm,
which is hard to acquire even by an experienced developer. Second
is the inability to schedule dynamic algorithms, where the complete
task graph is not known beforehand. This is the common situation
for eigenvalue algorithms, which are iterative in nature [23]. Fi-
nally, it is almost impossible with the static scheduling to overlap
simply and efficiently several functionalities like the factorization
and the solve that are often called simultaneously. However for a
single step, as can be seen on Figure 5, the static scheduling on a
small number of cores may outrun the dynamic scheduling due to
better data locality and cache reuse.

For the LDLT factorization, it is possible to build an efficient progress
table or execution path. Comparing Figures 5(a) and 5(b) one can
notice that the tasks are scheduled in different ways but the execu-
tion time is similar (see Section 5 for more details). It is important
to highlight that developing an efficient static scheduling can be
very difficult and that the dynamic scheduler notably reduces the
complexity of programing tile algorithms.

1:1 xSYTRF 1

xTRSM 2xTRSM 3 xTRSM 4

xSYDRK 5xSYDRK 6 xGEMDM 7 xSYDRK 8xGEMDM 9xGEMDM 10

xSYTRF 11

2:3

xSYDRK 14

xTRSM 12

xSYDRK 15

xTRSM 13

xTRMDM 21

xGEMDM 16

xSYTRF 17

3:6

4:2

xSYDRK 19

xTRMDM 22

xTRSM 18

5:2

xSYTRF 20

6:3

7:2

xTRMDM 23

8:1

9:1

10:2

Figure 4: DSYTRF DAG; NT = 4.

4. LDLT KERNELS
The implementation proposed for the LDLT factorization is simi-
lar to the Cholesky procedure, part of the PLASMA library. How-
ever, as suggested in Section 3, the LDLT factorization requires
new BLAS-based kernels to deal with the scaling by the diagonal
matrix within certain operations. The motivation to develop such
kernels is that they are neither available in BLAS libraries nor are
part of the extension proposed on the BLAS Technical Forum [4,6].
This extension suggests adding the stand-alone scaling operation
by a diagonal matrix. This does not satisfy the need to include



(a) Dynamic scheduling

(b) Static scheduling

Figure 5: Traces of DSYTRF (MagnyCours-48 with 8 threads).

the scaling inside the targeted kernels, namely xGEMM and xSYRK.
Furthermore, the extensions still have not been implemented by
any vendor libraries to date. The LAPACK library does not re-
quire these kernels. Each time LAPACK factorizes a panel Lk,
Wk = LkDk is temporally stored in a workspace. This workspace
is subsequently used during the update of the trailing submatrix
to take advantage of the efficiency of level-3 BLAS routines and
hence improve performance.

In the case of the tile-algorithm, the same optimization naively ap-
plied would require the whole matrix L ·D (N ×N) to be stored,
which represents an extra storage of N2/2. This expensive extra-
storage shall be avoided since it can become a considerable limita-
tion; it is known that the non-packed LAPACK storage is already
often too expensive for some applications. Thus, new kernels were
developed. These kernels require a workspace of size O(NB2) and,
thereby, the memory overhead is limited to p∗NB2, where p is the
number of cores/threads. This is small compared to the full matrix
storage but comes at the cost of extra flops.

Lets define Lk = (Lk+1,k Lk+2,k . . . LNT,k) the block-column factor-
ization at the step k. In the LAPACK algorithm, the computation
of Wk = LkDk costs (NT − k)NB2 multiplications and Wk is used
several times in the following updates. In the proposed algorithm,
the inputs for the update of Ai j,(i, j) ∈ [k+1,N]2\{i > j} are Ai j,
Lik, Dk and L jk. Thus, each kernel on row i has to compute its own
LikDk. For the block diagonal update, the same problem occurs
except that it requires only half of the flops to update a triangular
matrix.

The overhead cost on line i at the step k is therefore

row(k, i) = (i− k−1)NB2 +
1
2

NB2 (18)

which gives the number of multiplications for step k as

step(k) =
NT

∑
i=k+1

row(k, i) =
1
2

NB2(NT − k)2 (19)

and hence the total number of extra flops for the entire factorization
is

NT

∑
k=1

step(k)≈ 1
6

NT 3NB2 ≈ 1
6∗NB

N3 (20)

There is a tradeoff between the memory overhead and the extra
computation that is heavily dependent on the blocking size NB. An
efficient multicore implementation of the LDLT factorization thus
relies on an efficient implementation of the kernels xSYDRK and
xGEMDM in order to hinder the additional computation. To achieve
this goal, the kernels have been implemented by relying on an effi-
cient xGEMM from the vendor libraries and classic block algorithms
used in LAPACK to use level 3 BLAS.

The xGEMDM kernel computes

C = β C+α opA(A) ·D ·opb(B)

in two steps. Firstly, either W = A ·D or W = D · opB(B) is com-
puted, for A non-transpose and A transpose respectively. This al-
lows a better scaling by operating on contiguous memory chunks.
Once this operation is completed, the level 3 BLAS xGEMM routine
is called and performs either the operation

C = β C+α W ·opb(B)

or

C = β C+α opA(A) ·W

The xSYDRK kernel calculates either

C = β C+α A ·D · con j(AT )

or

C = β C+α con j(AT ) ·D ·A

where C is symmetric and therefore only the lower or upper trian-
gular part is stored. Following the LAPACK standards, only the
triangular part stored must be referenced. xSYDRK proceeds in a
similar fashion to xGEMDM, additionally exploiting symmetry and
operating only the lower or upper triangular part of the matrix.

A kernel for the LDLT factorization without pivoting has also been
implemented and called xSYTRFNP. This kernel performs the oper-
ation which takes A as input and returns L and D stored in A as
in the LAPACK equivalent routine. The implementation of this
kernel follows the implementation of the LAPACK kernel with-
out the Bunch-Kaufman algorithm to search pivots and the swap
operations.

Numerical results regarding the performance of these new kernels
are presented in Section 5.1.

5. NUMERICAL EXPERIMENTS
The LDLT algorithm presented in Section 3.1 has been implemented
by following the software development guidelines of PLASMA,
the Parallel Linear Algebra Software for Multicore Architectures
library [1]. The numerical results that follow are presented for
both a static and a dynamic scheduler (see Section 3.3) and have
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Figure 6: Performance comparaison of the LDLT kernels in the four arithmetic precisions against the equivalent level 3 BLAS used
in Cholesky.

been carried out on the system MagnyCours-48. This machine has
NUMA architecture and is composed of four AMD Opteron 6172
Magny-Cours CPUs running at 2.1GHz with twelve cores each (48
cores total) and 128GB of memory. The theoretical peak of this
machine is 403.2 Gflop/s (8.4 Gflop/s per core) in double preci-
sion. Comparisons are made against the latest parallel version of
the Intel MKL 10.3.2 library released in January 2011 [25], and
against the reference LAPACK 3.2 from Netlib, linked against the
same MKL BLAS threaded library. PLASMA is linked against the
sequential version of MKL for the required BLAS and LAPACK
routines. This version of MKL achieves 7.5 Gflop/s on a DGEMM

(matrix-matrix multiplication) on one core.

Unless otherwise stated, the measurements were carried out using
all the 48 cores of the MagnyCours-48 system and run with nu-

mactl -interleaved=0-#. Also, a tile size of NB = 250 and an
inner-blocking size of IB = 125.

5.1 Kernels
Figure 6 shows a comparison of the three new kernels implemented
for the LDLT factorization against their equivalent without the di-
agonal matrix to ascertain the overhead introduced by the scaling
within the computation. The matrix size ranges from N = 5 to
N = 2048. These relatively small sizes were chosen because these
kernels operate only on tiles, which are most commonly less than
2000.

For this set of experiments, the inner blocking parameter IB, re-
quired by xSYDRK and xSYTRFNP has been set to 128. This value

has been chosen based on measurements ranging between 32 and
128. Performance was very similar over the entire range, with mi-
nor variations, and hence the size of IB does not have a significant
impact on the performance of kernels.

In order to maximize the performance of xPOTRF on the updat-
ing, i.e. the xGEMM step, tile sizes are usually greater than 250 for
real and single complex precision, and greater than 120 for double
complex precision. The experiments show that for this range of tile
sizes, the loss in performance of xGEMDM compared to xGEMM is less
than 1 Gflop/s for single precision and less than half a Gflop/s for
double precision.

The performance of xSYDRK is very close to the performance of the
xSYRK kernel from MKL, which means its performance is optimal
in comparison to the original kernel. Actually, xSYDRK achieves
better performance than xSYRK for large cases in double complex
precision, meaning that the block algorithm used probably has less
cache misses than the original kernel.

In summary, as expected, the four kernels for the LDLT factoriza-
tion (xSYTRFNP) show better performance than the original kernel
from MKL, since there is no pivot searching. For comparison pur-
poses, symmetric positive definite matrices have been used to avoid
swapping in the MKL kernels and reduce the difference between
the two routines. One observes on the results that the pivot search
somewhat hinders for the complex precision where the volume of
computation is higher. However, it is still visible on the other pre-
cisions where the memory latency is more significant.
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Figure 7: xSYTRF/xHETRF performance against MKL and LAPACK.

The three new kernels give good performance and show that in spite
of the extra computations, we could expect good efficiency on the
overall factorization.

5.2 LDLT Factorization
Figure 7 shows the performance of PLASMA’s tile-LDLT against
both MKL and LAPACK LDLT. The routines are slightly differ-
ent, since PLASMA’s implementation does not include pivoting,
while the other two do. However, a definite matrix has been chosen
for performance comparison so that no permutations are actually
made by all the three implementations, i.e. MKL and LAPACK
perform searches but do not do permutations. Four cases of the
PLASMA implementation are reported: LAPACK and tile layout,
each with dynamic and static scheduling. For the LAPACK layout,
data is created and initially stored contiguously column-wise in a
single block N×N and then translate into tile layout and back to
LAPACK layout after computation is completed. For the tile lay-
out, data is stored in block NB×NB (tiles) from the beginning and
no translation is needed. The factorization itself is done using the
tile layout in both cases.

The overall performance for the four PLASMA cases is quite sim-
ilar. The static scheduling usually outruns the dynamic one, mostly
due to the overhead of the dynamic scheduler. As mentioned be-
fore, the progress table for tile LDLT is quite efficient, exposing the
overhead caused by the dynamic scheduler. The LAPACK layout
includes the translation step and is therefore expected to be outrun
by the tile layout. Nevertheless, the difference is almost negligible.
Regarding MKL and LAPACK, PLASMA is about twice as fast
compared against MKL and four times as fast as LAPACK for all

the four precisions presented in Figure 7.

Figure 8 reports the execution time of xSYTRF, xPOTRF and xGETRF
with dynamic and static scheduling. The static scheduling scheme
usually delivers the highest performance. This happens mostly be-
cause there is no overhead on scheduling the tasks and, as men-
tioned before, the LDLT algorithm lends itself a quite efficient
progress table. As expected, LDLT is noticeably faster than LU
and only moderately slower than Cholesky. This clearly states that
it is advantageous, in terms of time, to factorize a symmetric matrix
using xSYTRF (instead of xGETRF) and also that xSYTRF (instead of
xPOTRF) can be used on decomposing SPD matrices with no sub-
stantial time overhead.

The parallel speedup or scalability of xSYTRF is shown in Figure 9
for matrices of order 5000, 10000 and 20000 [N], both for dy-
namic and static scheduling. As anticipated, the parallel speedup
increases as the matrix order increases. This happens because the
bigger the matrix, the more tasks are available to be executed con-
currently, resulting in higher scalability. The parallel performance
actually depends on several factors, one of them being the tile size
[NB]. As seen in Figure 6, the individual kernerls achieve better
performance as the size of the matrix (or tiles) increases, suggest-
ing that bigger tiles should be used. However, as the size of the
tiles increases, the number of tasks to be executed concurrently de-
creases, which means less granularity. A trade-off between the per-
formance of individual kernels and the overall granularity must be
made.

The performance reported has been obtained with NB = 250 and
IB = 125. As depicted in Figure 10, 250 is not necessarily the
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Figure 8: Execution time of xPOTRF, xSYTRF/xHETRF and xGETRF; dynamic (solid line) and static (dashed line) scheduling.
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Figure 9: xSYTRF/xHETRF scalability; dynamic (solid line) and static (dashed line) scheduling.



optimal tile size2. In order to achieve optimal performance, NB
and other parameters must be tuned accordingly to the size of the
matrix to be decomposed and the number of threads. This could
be achieved through auto-tuning; this feature is still not available
however.
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Figure 10: Tile-size performance of DSYTRF, dynamic (solid
line) and static (dashed line) scheduling (IB = 125).

The numerical accuracy of a tile algorithm depends strongly on the
matrix being factorized and the number of tiles used [NT ]. In gen-
eral, the partitioning of the matrix in tiles implies reduced accuracy
and the more tiles the less accurate the solution. For the LDLT

algorithm presented in this work, there are also issues with numer-
ical instability since no other technique has been used to overcome
such instabilities. About 30% of the test cases in LAPACK failed
to achieve a given threshold. Most of the cases that failed had zeros
on the diagonal of the matrix, which means that the factorization
cannot be completed. This is not the subject of this work however.
Table 2 shows the residual of a system where A is symmetric posi-
tive definite (SPD), the right hand side b has been chosen arbitrarily
and x has been calculated upon the factorization of A by xSYTRF

or xPOTRF. Matrix A has been chosen SPD to measure only the
penalty due to partitioning the matrix and executing the task in an
out of order manner, without numerical instability. For this experi-
ment, NB = 1000 and IB = 100. The first row of Table 2 [NT = 1]
mimics the factorization applied to the entire matrix (without tiles).
It can be seen that, though the residual increases as NT increases,
the loss of accuracy is quite low and it is actually less than for
xPOTRF.

6. CONCLUSION AND FUTURE WORK
A tile LDLT algorithm and its implementation in the PLASMA li-
brary were presented. Although the current algorithm is still unsta-
ble for a number of matrices, it has been shown that performance-
wise it is scalable and achieves almost the same performance of the
tile Cholesky algorithm. Since Cholesky can be taken as an upper
bound for LDLT, this shows that the algorithm, together with its
implementation, has achieved satisfactory results. It has also been
shown that the LDLT factorization is considerably faster than the
LU factorization. Although the algorithm presented does not in-
clude pivoting or any other strategy to increase numerical stability,
it is unlikely that the penalty for adding such methods will slow the
algorithm down by a factor of two or more.

2Similar results were obtained for single real, single complex and
double complex precision.

NT
||Ax−b||2

SSYTRF SPOTRF DSYTRF DPOTRF

1 1.71×10−6 2.00×10−6 3.62×10−15 3.26×10−15

2 3.26×10−6 3.24×10−6 5.48×10−15 5.77×10−15

3 5.35×10−6 4.62×10−6 7.72×10−15 8.08×10−15

4 5.54×10−6 4.28×10−6 7.72×10−15 8.56×10−15

5 4.65×10−6 4.94×10−6 9.41×10−15 7.82×10−15

6 5.84×10−6 6.11×10−6 1.14×10−14 1.05×10−14

7 6.73×10−6 6.11×10−6 1.66×10−14 1.10×10−14

8 6.85×10−6 6.62×10−6 1.52×10−14 1.27×10−14

9 7.43×10−6 9.06×10−6 1.34×10−14 1.40×10−14

10 7.44×10−6 9.63×10−6 1.47×10−14 1.70×10−14

Table 2: Residual of symmetric positive definite system, sin-
gle and double real precision LDLT (xSYTRF) and Cholesky
(xPOTRF); N = NT ×103.

The partitioning of the matrix in tiles in order to increase paral-
lelism does slightly reduce accuracy. However, the partitioning in
tiles and consequent out of order execution does not compromise
the solution. Also, for a range of matrices numerical stability is
not an issue, e.g. both positive- and negative-definite matrices. The
kernels introduced perform well, but improvements are under con-
sideration. As future work, the use of pivoting techniques or some
other way to make the algorithm numerically stable and hence in-
crease the range of matrices that can be solved shall be investi-
gated. Pivoting techniques are the most common choice. However,
as mentioned before, these methods can be extremely difficult to
parallelize. Therefore, other alternatives shall be considered.
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