N

N
N

HAL

open science

TICP: Transport Information Collection Protocol
Chadi Barakat, Mohammad Malli, Nonaka Naomichi

» To cite this version:

Chadi Barakat, Mohammad Malli, Nonaka Naomichi. TICP: Transport Information Collection Pro-
tocol. Annals of Telecommunications - annales des télécommunications, 2006, 61 (1-2), pp.167-192.

hal-00749198

HAL Id: hal-00749198
https://inria.hal.science/hal-00749198

Submitted on 6 Nov 2012

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/hal-00749198
https://hal.archives-ouvertes.fr

TICP: Transport Information Collection Protocol

Chadi Barakat, Mohammad Malli Naomichi Nonaka
INRIA - Planete research group Hitachi, Ltd.
Sophia Antipolis - France Systems Development Laboratory
{cbarakat, mmalli@sophia.inria.fr nonaka@sdl.hitachi.co.jp

Abstract—We present and validate TICP, a TCP-friendly of a collector that wants to know if and which sources have
reliable transport protocol to collect information from a large  well received a certain document. Other examples of data to
number of sources spread over the Internet. TICP is a stand-alone collect include the quality of TV or video reception (who is
protocol that can be used by any application requiring the reliable L .
collection of information. It ensures two main functions: (i) the not rgcgwmg a_good quality), the measurements from n_etwork
information arrives at the collector entirely and correctly, (i) Monitoring devices, the weather (the temperature at different
the implosion at the collector and the congestion of the network points of the globe), the declaration on revenues, the census of
are avoided. The congestion control in TICP is done by having the population, the results of a vote, etc. The protocol can be

the collector probe the sources at a rate function of nework qccasionally used as when the information is collected at the
conditions. The probing rate increases and decreases in a way d of Kina d It Iso be f fl d h
similar to how TCP adapts its congestion window. We implement end ot a working day. It can aiso be frequently used as when

TICP in ns-2 and validate its performance. In particular, we the collector decides to know the quality of reception during
show how efficient TICP is in quickly and reliably collecting a multimedia broadcast session (loss rate, average delay).
information from a large number of sources, while avoiding  The TICP collector sends request packets to the sources
network congestion and being fair with competing traffic. asking them to send their reports containing the data. The
Résunme—Nous présentons et validons TICP, un protocole Main _ch:_:tlk_ange is that the available bandwidth in the net-
transport fiable, courtois avec TCP, qui serta collecter des WOrK is limited and that the number of sources can be very
informations d’un grand nombre de sources distribueesa travers  large (thousands or more). The limitation of bandwidth is
lnternet. TICP est un protocole indépendant pouvant &tre  more pronounced in the direction sources-collector, where
utilise par toute application demandant une collecte fiable o \olume of reports is in general larger than the volume
d’informations. Notre protocole assure que les deux objectifs
suivants soient ealisés: (i) linformation & collecter arrive Of request packets We cannot ask many sources to send
entierement et correctement au receveur, et (i) Iimplosion du their reports at the same time, otherwise the network could
receveur et la congestion du éseau sontévités. Le contble de become congested. Request packets sent by the collector and
gongest_ion dans TICP est bassur le receveur sondant les sources reports sent by sources may also result in an aggressive
a une vitesse fonction de Btat du reseau afin qu'elles renvoient y atic that can be harmful to other applications. Therefore
leurs informations. TICP est implemen& et valide dans ns-2. . . . !
Nous montrons par des simulations intensives I'efficacitde TIcP  1/CP has to implement a congestion control function that
dans une collecte rapide et fiable dinformations tout erévitantla mMakes the collection traffic (in both directions) not congest
congestion du seau et restant courtois avec le trafic concurrent the network and not harm the other applications. Also, TICP
géneré par les autres applications. has to implement an error control function. Reports sent by
sources and lost in the network have to be retransmitted in an
efficient way that minimizes the collection session duration.
The congestion control part of TICP is inspired from that of
This paper describes TICP, a TCP-friendly reliable transporp [1], [11], and this is for the main purpose to make TICP
protocol for collecting information from a large number ofriendly with the TCP protocol while being easy to implement.
sources spread over the Internet. TICP stands for TranspRrivindow-based congestion control algorithm is introduced
Information Collection Protocol. It allows an entire collectionnto TICP to decide on how many sources the collector can
of the data and avoids congestion by using efficiently th&tobe at a certain time. This algorithm is designed to handle
available network resources and being fair with the Competilﬂ% Congestion of the network that may be caused by the probes
TCP traffic of other applications. Applications using TCP amg the direction collector-sources or by the collected data
known to form the majority of Internet traffic [18], hence it isin the direction sources-collector. We call the first direction
important for a new transport protocol like TICP to be friendlyorward and the second oneverse see Figure 2. We also
with them [8]. The originality of TICP is in the new service itwant multiple TICP sessions to share fairly the network
provides and in the efficient, yet simple, functions it supportgesources and to be friendly with each other. The error control
TICP is general since it does not impose any constraipart of TICP is based on retransmissions and is developed
on the type of the collected information. In particular, thigith the main objective to minimize the collection session
information does not need to be filterable or addable. Thgration. We explain in this paper the different functions of our
protocol ensures that the information is entirely collected

from. th_e sources. This generality widens the spectrum OflOne can see request packets as ACKs in the context of TCP while reports
applications of the protocol. One example could be the casé be seen as data packets.

I. INTRODUCTION



protocol. We also present a validation of its performance usikgllector, so the collector can get an information on the number
an implementation that has been done in ns-2, the netwarksources without asking everyone to transmit a message.
simulator [14]. The filtering of messages at the sources is only possible
In the next section, we outline the related literature argince messages are identical. The problem will be much more
explain the originality of our protocol. Section Ill describes theomplex if the collector decides to know, in addition to the
protocol. Each subsection in Section Il describes one functiommber of sources or whether a packet is correctly received or
of the protocol, and Section IV puts all functions together inot, some additional information that changes among sources,
one algorithm. Section V discusses the fairness of our protoes the name or the preferences. Here, filtering the information
with TCP. In Section VI, we present simulation results thas no longer possible and a protocol as the one we are
validate the effectiveness of TICP in controlling the congestigrroposing in this paper is absolutely needed.
of the network and in enforcing fairness. We end the paperThe reliable collection of information has also its applica-
with conclusions and perspectives on our future research ton in the context of sensor networks. Sensors are sources
TICP. of information that wake up generally when an event happens
and send information about this event to some collecting point
called the sink. Some protocols exist in the literature for a
reliable collection, e.g., [17], [19]. These protocols agree on
The collection of information has been studied in theéhat end-to-end transport solutions lead to poor performance
literature in different contexts. We discuss in this section thiven the noisy nature of wireless links connecting the sensors,
three most relevant to our work: reliable multicast, countingnd the absence of permanent routes caused by the intermittent
the number of sources and sensor networks. wake up of sensors and their limited lifetime. Per-hop trans-
In reliable multicast, sources that did not receive a packebrt protocols have been advocated for sensor networks. The
send a NACK asking the collector for a retransmission of thirformation is proposed to be reliably sent from one sensor to
packet (we keep the terms collector and sources even thougtother until it reaches the sink, with retransmissions done on
the collector in this context is transmitting data and the sourcashop-per-hop basis. Clearly, such solutions are not optimal
are listening). Many NACKs may cause a congestion in the the wired Internet where permanent routes exist and are
network or at the collector. The problem is called "NACKprovided by the IP protocol. Moreover, the round-trip time in
implosion”. But, the NACK information can be safely filteredthe Internet is usually in the order of hundreds of milliseconds
there is no need that a host sends a NACK if another soutmed links are of good quality. All this make an end-to-end
has already sent a NACK for the same packet, since thelution the most appropriate for the Internet, which is what
collector will retransmit anyway the lost packet to all membefBICP provides. Also note that losses in the Internet are mostly
of the multicast session. The aggregation of NACKs can leaused by congestion and that other traffic exists, so transport
done either along a tree that connects all sources or usp@tocols have to implement end-to-end congestion avoidance
multicast itself. In [12], it is proposed that leaf sources serwhd error control mechanisms to reduce the number of losses
their NACKs to a parent source (called designated receiveand to provide fairness. This is not the case in sensor networks
which aggregates this information and sends it to its paremhere information collection is the major source of traffic.
until it reaches the collector. In [9], a source waits for a random
time before sending a NACK, and listens at the same time if I1l. PROTOCOL DESCRIPTION

another source has sent a NACK for the same packet. If so, th%e shall describe in this section the main functional blocks

former source cancels its request, otherwise it sends it whgfnOur protocol. We also define the different variables and

the timer expires. Another approach for NACK aggregation Rethods required to implement each block. In Section 1V, the

to use the principle of active networks to program nodes Ofcﬁfferent blocks are grouped together in one algorithm. Note

muCItlcast.t tre(tahas adv?)cate(: by [6] . lticast .that the main purpose of our protocol is (i) to control the
ounting theé number of Sources in a multicast Sessiq ngestion that may be caused by requests of the collector

requires that egch source sends an ! am here message to N reports of the sources, (ii) to enforce fairness, and (iii) to
collector. Sending all these messages is not feasible when ﬂi‘iﬁimize the time necessary to get reports from all sources.
number of sources is large. However, given that the messages

are identical, the collector can only ask a subset of sources (say ]

10%) to send their messages, and try to infer the total numplrl. Clustering sources

of sources from the number of messages received. DifferenfTICP probes the sources to send their reports and controls
works have studied such counting scheme, and the selectibe rate at which probes are sent so as not congest the network.
of the subset of sources is usually done withmessage For this congestion control to be effective, TICP resorts to a

transmission probabilitycommunicated to all sources by theclustering of sources based on their proximity to each other

collector. Some works have considered the case of a fixedd to the collector. Sources in a certain neighborhood are
population of sources [10], [13], and others have consideréidst probed, then the protocol moves to sources in another

the case of a variable population [3], [4]. In [5], the countingeighborhood, and so on. The idea is that close sources
of sources is done by the collector using keys instead experience very probably the same network conditions on

transmission probability. The collector sends different sets tifeir paths to the collector, i.e., they are located behind the

keys and only sources whose keys are in a set answer #lagne bottleneck, and hence the loss of reports is an indication

Il. RELATED WORK



that the common bottleneck on the paths to these sourtles sources through a satellite link or any other medium
is congested and that the probing rate should be reducedth broadcast capabilities. Another possibility is to use IP
The absence of losses means that the common bottlenaalicast routing (point-to-point). A third possibility is to use
is not congested and that the probing rate can be increasgglication layer multicast, where a probe (destined for a set
further. Without this clustering, TICP sees the Internet as opésources) is first sent to some source, then forwarded by this
bottleneck link and fails in controlling the congestion at theource to its final destinations. In our simulations to validate
bottlenecks close to the sources. the protocol, we use the IP multicast routing, where each

We suggest to do the clustering of sources using the binniolgister of sources has its own IP multicast address extracted
method proposed in [16]. According to this method, eadhom the bin number of the cluster. The study of the other
source must determine its bin by measuring its round-triputing methods is left for future research.
time (RTT) to a set of landmark points spread through the When receiving a probe requesting its report, a source sends
Internet. The bin number of a source is formed by puttings information to the collector using IP unicast. We consider
together the measured RTTs — we refer to [16] for detailsn this paper the case where the report of a source can be
One can see the bin number of a source as a vector describimguded in one packet. We leave the case of large reports
its spatial coordinates. The list of sources is then ranked fiy future research The probe sent by the collector to a
the collector using the distances between the collector’s kdource is calledequest messagé request packes a packet,
and the sources’s bins. The collector ranks the sources frgant by the collector, that carries multiple request messages
those belonging to the nearest bin to those belonging to ttee multiple sources. This is useful when multicast is used
farthest one. Sources belonging to the same bin are consideredieliver probes (either native IP multicast or application-
as belonging to the same cluster/neighborhood. Note that otkerer multicast). In case of unicast in the forward direction,
methods can be used as well to cluster sources, as for exangptequest packet carries one request message. A source sends
using the domain names, the geographical position of tiremediately a report to the collector if it receives a packet
sources, etc. including a request message addressed to it.

Clusters are probed in a round-robin way over the sorted
list of bin numbers, from the closest cluster to the collector 9 3. Addressing

the farthest one. The collector requests the report of a SOUrC&. . 1P collector has a list of all sources and every source
when the turn arrives to its cluster. Congestion control in TICP

o . : ... Is distinguished by some ID at the TICP level. If native IP
limits the rate at which the sources in a cluster transmit their . . . T )
Unicast is used in the forward direction to deliver the probes,

reports. As for protecting clusters from the probes sent to e%ré ID of a source has to be extended by its IP address or its
other, we propose to do it either by using IP multicast with ﬁl

multicast address associated with each cluster, by using unicaoﬁi]t name. . . o
. ' S ote that in case of multicast in the forward direction, the
probes, or by relaying the probes at the TICP layer within each )
. . . .~ Collector can encapsulate in one request packet more than one
cluster. In our simulations, we use the IP multicast solution;
. request message. These messages can be aggregated so as to
Probing clusters from the closest one to the farthest oné : . . )
L . reduce the request packet size. Possible aggregation techniques
ensures a smooth variation of TICP congestion control pa- .
. : . are the use of ID masks or hash functions.
rameters, e.g., the probing rate. One can imagine a reset’ o
these parameters when moving from one cluster to another.
But, since the warming phase in TICP takes some time, W&#4: Error recovery
choose to do the transition without resetting the parametersSources whose reports are lost need to be probed again for
and make TICP adapt them to the quality of the network patbtransmission. We propose the following method that ensures
that connects the collector to the new cluster. As for startirtiat the collector gathers the maximum volume of information
by the clusters close to the collector, we choose this way fat the beginning of the session. The purpose is to reduce as
the purpose of collecting as many reports as possible at thech as possible the collection session duration. It is a round-
beginning of the session, so that if the session stops for ampin probing method that works as follows:
reason, the collector has the majority of the information. This . In a first round, the collector sends requests to all sources

is also useful if the collected information is treated in real time  following the ranked list of their clusters (at a rate

at the collector. determined by the congestion control mechanism to be
described later). It does not retransmit request messages
[11.2. Routing issues to sources whose reports are (judged to be) lost. Note that

The probes of the collector can reach the sources using the absence of a report from a source can be the result
different routing methods. For example, one can imagine the ©f the loss of the request itself rather than the loss of the
use of native IP multicast when available. This has a particular €POrt.
interest when the probes of the collector are broadcasted tg !N @ second round, the collector sends requests to sources

whose reports were not received in the first round.

2Here a quick example to illustrate how this works. Suppose that a source
measures three RTTs to three landmarks. The RTTs are then mapped onto3&or a report of sizeX packets to be delivered by sourke one possible
certain scale, say for example from 1 to 10. This givés, X2, X3. The solution that we are investigating is to substitute the solfdey X virtual
bin number of the source is theXi; X2 X3. A cluster is formed by sources sources of one packet each, and use our protocol with one packet sized
belonging to the same bin. information to realize the reliable collection.



« In a third round, the collector sends requests to sourckis6. Congestion control
whose reports were not received in the first two rounds.
« The collector continues sending requests in rounds u
all reports are received (or the session is stopped by
collector since its duration exceeds some allocated tim
The explanation for this behavior in rounds is simple: it

tilThe TICP collector adapts its congestion windawmnd
rt]Haesed on the observed loss rate of reports. We propose two
gigorithms: Slow Start and Congestion Avoidance.

Before describing the two algorithms, we suppose for in-

is better to try new sources rather than wasting time sendii ncekthat thet.coII?/i:/to(rj |mp!gmlert1ts a mecr;.anlzmt tot.detect
multiple requests to a source that is located behind acongeé? (tyvor congestion. ¥Ve describe 1ater oangestion detection

link. Multiple requests to the same source result at maximumechanlsmThe principle of congestion control is then simple:

in one report, however sending the same number of reque'glgease the congestion window until the network becomes

to different sources may result in more than one repoﬁ?nQESted’ back it off, the_n Increase It agamn. .
Furthermore, the absence of a report is most probably a sigd!!-6-1. Packet request sizein case of multicast routing in
of network congestion. This congestion can be transitory, sdfi¢ forward direction, a TICP collector probBS sources RS
is better for the collector to wait a little before retransmittin%‘;) in each request packet. This improves the efficiency of
requests to reports that were not received, with the hope tHat Network and reduces the number of request packets in the
during this time the congestion disappears and the retransriffwvard direction.RS also serves as a lower bound on the
ted requests and their corresponding reports succeed to %mgestlo.n_wmdow. If it happens thatnd becomes smaller
through. than RS, it is reset toRS. 'I_'he TICP coIIecFor is allowed to
The operation in rounds has another advantage, that of 880d request packets of size smaller tR&hin the sole case
sorbing the excessive delay that some reports may experietfdgen there is not enough sources to probe (this happens at
Between the transmission of a request in a round and {f§ end of the session).
retransmission in the next round, there is enough time for theln case of unicast in the forward direction, we have two
corresponding report to arrive at the collector (supposing tHétoices: either keep the value &S greater than one, but
the report is simply delayed in the network and not lost). As wand theRS request messages in separate small packets, or
will explain later, the excessive delay of reports is consider&§t RS to one. The drawback of settingS to one is that it
by our protocol as a sign of network congestion. The de|ayégsults in a slower increase in the congestion window. For
reports are however not discarded when they arrive at tHéS reason, we only focus in this paper 8§ greater than
collector; their content is considered in the same way as tite. One difference from the case of multicast is that in the

of any non-delayed report. case of unicast in the forward direction, since probes are sent
in separate small packets, we do not need to wait until the
[11.5. Flow control window size of TICP allows the transmission BE request

To control the rate of requests and reports across tAtessages before sending a request packet. A request message
network, we consider a report-clocked window-based flol§ sent in a separate small packet when the window allows.
control mechanism similar to that of TCP [11]. This choice is I11.6.2. Slow Start: The TICP collector starts the session by
driven by our major concern to make TICP efficient, scalablegtting its congestion window tBS and sendingRS request
and easy to implement. messages. Some time later, reports start to arrive. Some of

The collector maintains one variald@nd that indicates the them arrive before their deadline, others are delayed. We
maximum number of sources it can probe at the same time. ¥kplain later what we mean by the deadline of a report and
call it congestion windowlf there is enough sources to probehow to set it. For instance, a timely report indicates that the
cwnd is equal to the number of expected reports. New requesgtwork is not congested and that the collector can go ahead
are transmitted only when the number of expected reportsitisincreasing its congestion window, so the collector increases
less than the value allowed lmmwnd. Later, we explain how its congestion window by onewnd — cwnd + 1. Atthe
the collector decides that the number of expected reportsoigposite, the collector does not increase its congestion window
less thancwnd, and that new (or retransmitted) requests camhen delayed reports arrive since they are an indication of an
be sent. imminent network congestion.

Two particular cases to be cited: By applying the above update rule, the congestion window

1) cwnd=1: The protocol operates in a stop-and-waitloubles during Slow Start every time all expected reports (of

mode. The collector probes one source, waits for ittumbercwnd) arrive. The growth of the congestion window
report, probes another source, and so on. To avaidntinues until the network becomes congested. Here, the
deadlock, the collector can take the decision that a repedllector divides its congestion window by two and enters
is lost if not received within a certain time, e.g., withinthe Congestion Avoidance phase. Clearly, the objective of
an estimate of the round-trip time. A request to a ne®low Start is to gauge quickly (but not aggressively) the
source (or to the same source if there is still only oneetwork capacity at the beginning of the session. If the network
source that did not send its report) is sent when this tini® not severely congested, the collector will not come back
elapses. to Slow Start. It comes back to Slow Start when a severe
2) cwnd=oco: The collector probes all sources at once. ktongestion appears. We call this severe congestidimaout
waits for a certain time, then decides that some repossent, and we explain later when it happens while describing
were lost, and probes the corresponding sources agaour congestion detection mechanism.



I11.6.3. Congestion avoidanceCongestion Avoidance fol-  11.8.1. Round-trip time estimatorWe want to set the timer
lows Slow Start. It represents the steady state phase of TIGPpur mechanism to an estimate of the round-trip time, using
whereas Slow Start represents the transitory phase. Durthg samples of the round-trip time seen so far. The timer
Congestion Avoidance, the collector increases slowly its comainly serves to decide when it is safe to consider an expected
gestion windowcwnd in order to probe the network for morereport as being lost. It sets a deadline by which a report
capacity. Upon each timely report, the congestion windoshould arrive at the collector if the network is running in
is increased by the following amountwnd < cwnd + good conditions. This allows to decide whether the network is
RS/ cwnd. With this rule, cwnd increases byRS when all congested or not by simply computing the loss rate of reports
expected reports (of numbemnnd) arrive at the collector. This expected to arrive between the scheduling of the timer and its
allows the collector to prob&S more sources. When con-expiration.
gestion is detected, the congestion windownd is divided We compute the value of the timer using estimates of the
by two, and a new Congestion Avoidance phase is startederage round-trip time and of its variance. This computation
This behavior is similar to that of TCP during the congestiois similar to what is done by TCP [15]. The difference from
avoidance phase, where the window is slowly increased by oR€P is that in our case, the round-trip time varies due to
packet every round-trip time (when the number of expectdde presence of different sources with different paths to the
acknowledgments arrive) [11] and is divided by two upooollector, whereas in the case of TCP, the round-trip time
congestion. mainly varies due to the variations of queuing time in routers.

I11.6.4. Timeout: The network may become severely conThe source clustering principle is introduced into TICP for the
gested. We describe later how the collector can detect symirpose of smoothing the round-trip time variations caused by
an event. For now, the collector reacts to such an event e difference in paths, and hence for making the round-trip
closing its congestion windowwnd to RS, and by resorting time estimation effective.

to a new Slow Start phase. Thus, in case of Timeout, TICP estimates the average round-trip time and its variance
o _ _ using Exponentially Weighted Moving Average algorithms.
l11.7. Sliding the window and sending new requests Letsrtt andrttvar be the average and the mean deviation

In addition tocwnd, the TICP collector maintains a variableof the round-trip time. The collector timestamps the requests
that indicates the number of expected reports, or the numlaend the sources echo the timestamps in their reports. The
of sources that have been probed and whose reports haveandiector can then measure the round-trip time when reports
yet been received. We denote this variablepbype. arrive. Letrtt be a measurement of the round-trip time

When a timely report is received, the collector decreasebtained when a report arrives. The collector updates its
pi pe by one. Whenpi pe falls below cwnd, the collector estimates in the following way:
checks whether it can transmit a new request packet (or more)
of size RS. If so, the request packet is immediately sent. For L LVar < (8/4).rttvar + (1/4).|srtt - rtt]

. . . srtt «— (7/8).srtt + (1/8).rtt
delayed reports, the collector simply tries to transmit new
requests without changing the variablpspe and cwnd. The value of the timerTO) is then set toTO « srtt +
Delayed reports are supposed to exceed the network capadity t t var . The coefficients of the estimator are taken equal
and so, they are not substituted before making sure that tbethose of TCP retransmission timer, which have proven their
network is not congested. effectiveness in controlling the congestion of the Internet.

Generally, the TICP collector sends requests upon the reAt the beginning of the sessionfO can be set to a
ceipt of reports (i.e., report-clocked transmission of requestegfault value, for example 3 secondsitt can be set to
But, there are also other moments at which the collector ctive first round-trip time measurement, andt var to half
send requests, if its window allows. Indeed, TICP implementisis measurement. The three variables can also be set to their
a timer for the purpose of report loss detection and calculatioralues in past collection sessions.

When this timer expires, the collector checks (as above) if thelll.8.2. Scheduling the timerThe timer is scheduled at the
congestion windovewnd allows to probe new sources, and itbeginning of the session after the transmission of the first
so, new (or retransmitted) requests are emitted. We explainréguest. It is rescheduled (with a new valueT@) every time

the next section this timer, which is an important componeittexpires.

of TICP congestion and error control. 111.8.3. Detecting network congestiorthe idea is to com-
_ _ _ pute the loss rate of reports expected to arrive during a time
11.8. Congestion detection mechanism window equal toTO. The collector compares this loss rate to

This mechanism forms an important part of our protocol. tvo thresholds to decide whether the network is not congested,
can be designed in different ways. We choose to build it upeongested, or severely congested. The computation of the
a timer. loss rate, and consequently, the adaptation of the congestion

The mechanism serves four different purposes: (i) to set thindow, are done when the timer expires. This happens in the
deadline for reports and to distinguish those which are timelgllowing way.
from those which are delayed. (ii) to decide if a report (or a When the timer is scheduled, the collector saves in one
request) is lost or not. (iii) to slide the left-hand side of thgariable the number of reports to be received before the
congestion window. Finally, (iv) to trigger the transmission oéxpiration of the timer. Denote this variable kyor ecv.
new requests, in the same way the arrivals of reports do. Letrecv be the number of timely reports received between



Collector Source Collector Source

the scheduling of the timer and its expiration. The collectc

makes the assumption thigt or ecv - recv) reports Were scareprevro _ tar:::::::

lost in the network. It estimates the loss rate of reportg to _ e Timer

- recv/torecv. The network is considered as congeste

if the loss rate exceeds a certain thresh@ld (Congestion ctarero tartTo

Threshold). This triggers a division of the congestion windo

by two. The network is considered as severely congested new new

the loss rate exceeds a higher thresh®@ > CT (Severe

Congestion Threshold). The congestion window is reset in tf Lo o
timely report delayed report

latter case tdRS, and Slow Start is entered.

CT and SCT are two parameters of our protocol. They cafig- 1. The two types of reports
be set to some default values, for example, to 10%Cbiand
to 90% for SCT. We set them as follows:

o source that has sent a delayed report to resend it in subsequent
gd_zmngx(?b_lgz (Rg’lm;‘émfj) RS) / cwnd) rounds. A. delaygd report is only different from congestion
control point of view.

The minimum and maximum functions in the expressions of We explain now how the deadline of a report is set. This
CT and SCT are necessary to ensure that these thresholds @planation is illustrated in Figure 1. Lstt art TO be the
not take unrealistic values when the congestion window is stheduling time of the timer. Lest art prevTO be the
small size (close t&S). One can use other default values thaprevious scheduling time of the timer. When a report is
0.1 and 0.9. received, the collector extracts from its header the timestamp

Set as aboveCT is equal toRS/ cwnd for large congestion echoed by the source, which indicates the time by which
windows, which means that congestion is concluded whéme corresponding request has been issued. Denote this time
more tharRS reports are not received (resp. severe congestibp r eqt i me. The report is received on time if and only if
is concluded when less thaRS reports are received in astartprevTO < reqti ne. The report is delayed in the
window). We recall that a report is not received if it is losbpposite case. In other words, a report is timely if it is received
(resp. delayed), or if the corresponding request itself is ldséfore the expiration of the first timer that is scheduled after
(resp. delayed). the transmission of the corresponding request.

The way we set the two thresholds is compliant with TCP, When the timer expires and before it is rescheduled,
which considers that the network is congested if at least ogeart prevTO s set tost art TOandst art TOis set to
packet is lost, and severely congested when all packets are thst current time.
or delayed (i.e., they arrive after the expiration of the tinfer). 111.8.5. Sliding the left-hand side of the window when the
A TCP packet corresponds in our caseR® reports. With timer expires:In Section Ill, we explained how the left-hand
these values o€T and SCT, our protocol is able to control side of the window slides when timely reports arrive. This
the congestion in the forward and reverse directions in a TC8tiding is realized by decrementing the variapliepe by the
friendly way. We explain further this issue in Section V. Fonumber of timely reports. But, the variabje pe has also to
instance, if we consider the forward direction, the loss of lze decremented when reports are concluded by the collector
request packet results in the lossR$ reports, which leads to be lost, otherwise we end up with a situation wheree
to a division of TICP congestion window by two, exactlyoverestimates the real number of reports in the network, which
the same reaction of TCP to the loss of a data packet. Tthains out the network and blocks the protocol.
loss of all request packets in the forward direction triggers The collector decides that some reports are lost every time
a Timeout, a reset of the congestion windowR8 and the the timer expires. The number of reports supposed to be lost is
call of Slow Start, which is similar to TCP behavior. Theset by the collectortbor ecv - recv. Therefore, when the
friendliness with TCP comes also from the fact that TICBmer expires, the collector decrements its varigbigpe by
increases its congestion window in the same way TCP dgeispe <« pipe - (torecv - recv). If the congestion
(during both Slow Start and Congestion Avoidance). window allows, the collector transmits then new requests of

111.8.4. Timely vs. delayed reportsA timely report is a size RS and increases its variabf@ pe so as to account for
report received before its deadline. The deadline for the receipgse new transmissions.
of a report is given by the timer. A report not received before 111.8.6. Updating the variablet or ecv: This variable in-
its deadline is assumed to be lost. If it arrives later than tliécates the number of reports to be received between the
deadline, it is considered to be delayed. A delayed reportssheduling of a timer and its expiration. The collector expects
used to update the round-trip time. However, it is not uséd receive by the expiration of a timer all what have been
to increase the congestion window, nor to change the variaBknt during the active time of the last timer. Therefore, to
pi pe (number of expected reports). updatet or ecv, we need to introduce a new variable, which

The content of a delayed report is considered and addeddahe number of requests sent by the collector between the
the list of received information. The collector does not ask stheduling of the last timer and its expiration. Denote this
tter variable bysent . When the timer expires, the collector

4We have in mind the new versions of TCP that do not necessarily timec!t?t
when less then three duplicate ACKs are received in a window, see [2]. S€tSt or ecv to sent and resetsent to O.



if the report arrives on tine

111.8.7. Updating the variablesent : This variable indicates i.e. (startprevTO< regtime) {

the number of requests sent betweenart prevTO and
start TO (previous timer active time), and to be received if (Slow Start)

before the current timer scheduled at tisiear t TO expires. cwnd < cwnd + 1

It is incremented every time new requests are transmitted. And | f (Congestion Avoi dance)
it is reset to zero when the timer expires. cwnd — cwnd + RS/ cwnd

The variablesent has also to be decremented when a re- if (reqtime < startTO) recv < recv + 1
port arrives on time. For this kind of reports, we have two dis- €l s& sent — sent - 1
tinct cases: (i)startprevTO < reqtinme < startTO pipe — pipe - 1}
(request sent during the previous timer active time), and
(i) start TO < reqti me (request sent during the current For both del ayed and non del ayed reports {
timer). In the first casesent is not decremented. In the send new request packets of size RS each
second case, it is decremented by 1. This decrease is necessair)ée — pipe +('r‘:l5rr‘%(‘:’r'”%?w ra(!g‘l’J"z)st ressages sent
since a good report satlsf_ylng (i) must nqt b_e included in thepent — sent + nunber of request messages sent}
number of reports to receive after the expiration of the current

timer scheduled ast art TO. ) .
Now, when the timer expires

if (CT < (1 - recv / torecv) < SCT)
cwnd «— cwnd/ 2
(network is congested, stay in Congestion Avoidance)

IV. MAIN ALGORITHM if ((1- recv / torecv) > SCT)
cwnd «— RS
(network is severely congested, go to Slow Start)

We group togethe_r in one algorithm the differ_er_lt functiqnspi pe — pipe - (torecv - recv)
and variables explained in the protocol description section.
We implemented this algorithm into the network simulatorsend new request packets of size RS each

ns- 2, and we validated its performance. The results of thepi be  pipe +(ir‘:lgrr‘%(‘e"’ri”%‘¥wragg‘a’z)st messages sent
. . . . «—
simulations are presented in Section VI. sent — sent + number of request messages sent

The collector starts the collection session by sending one
request packet of sizBS (that probesRS sources). It sets its O €cv « sent
. recv «— O
variables as follows,

sent — O
cwnd «— RS startprevTO «— startTO
pipe — RS start TO «— now
torecv «— RS
sent — O Reschedul e the timer using the current TO
recv «— 0

The collector then schedules its timer with the followinghe algorithm stops when all reports are received, or when

parameters, the duration of the session exceeds some allocated time.
TO « defaul t val ue e.g. 3 seconds V. FRIENDLINESS OF OUR PROTOCOL WITHT CP TRAFFIC
startpreviO « -1
start TO « now It is very important for a new transport protocol like TICP

to share fairly the network resources with TCP [8], [18]. In
particular, we want our protocol to fully utilize the available
resources when it is operating alone in the network, but to
ftt — measured round-trip tine back-off when there is a concurrent TC'P' traffic. At long time
rttvar « (3/4).rttvar + (1/4).[srtt - rtt| scale and f_or the same network conditions, TCP and TICP
srtt « (7/8).srtt + (1/8).rtt should obtain almost the same throughput. Note that the same
TO « srtt + 4.rttvar reasons that make TICP friendly with TCP, make the TICP

) ) . sessions friendly with each other. We illustrate this friendliness
Then the collector proceeds into the adaptation of its copr e sequel and we validate it in the next section with
gestion window and the transmission of new requests. TR, iations.

congestion window is adapted if the report is arriving before +cp_fiengiiness is to be verified under the same network

|t§ deadlme. Requests are transmitted for all reports, if t%‘?)nditions for both TICP and TCP. Let us consider a scenario

window size allows. where TICP collects information from a cluster of sources
located behind the same bottleneck and having the same path

When a report arrives, the first thing to do is to update t ,
rttvar, andTQ,



characteristics to the collector. The concurrent TCP traffic is
also assumed to cross the same bottleneck and to have Forward direction
same path characteristics. We study two cases based on wil
direction the TCP traffic flows through the bottleneck.
The first case is when the congestion appears in the forw:
direction of the bottleneck. The congestion is caused by t High speed link
TICP requests and the data packets of one concurrent T G0 10ms
connection. The network on the return path is not congeste @
Both the TICP session and the TCP connection experiercollector
the same network conditions and react in the same way. Tf
increase their congestion window at the same rate in t
absence of congestion (linearly during Congestion Avoidan
by roughly one packet every round-trip time), and they divid Reverse direction
it by two when one or more packets are dropped on the forweu u
path (Section lll). Indeed, the loss of one or more requedg- 2. Simulation testoed
packets results in a report loss rate larger tfR8f cwnd,
which triggers TICP congestion detection mechanism and
congequently, TICP window division by two. Our protoco{;| 1 simulation setup
achieves then the same throughput on the forward path as that
of the competing TCP connection in terms of packets/s. TheWe consider different simulation scenarios built over the
throughputs of the two flows are equal in terms of bits/s if theetwork topology in Figure 2. All scenarios have in common
size of a request packet is that of a TCP packet. the fact that one (sometimes two) TICP collector (located
We study now the case of a TCP traffic running in that Collector) probes a large number of sources (thousands)
reverse direction. The congestion on the reverse path is causeeead over 5 bins, or clusters, based on their network location.
by the TICP reports and the data packets of one concurrédk sources of a bin are located behind the same bottleneck
TCP connection. The forward path is not congested. The TI@Pd share the same path properties when communicating with
collector divides its congestion window by 2 when more thafie collector. The collector joins the sources by Centralized
RS reports are lost, and increases the number of reportsNlticast [14], [7] where each cluster of sources has its own IP
the network byRS reports whencwnd reports are received multicast address. The collector is connected to the Internet via
(Congestion Avoidance mode). The flow of reports behavéshigh speed link of 10 Gbps and 10ms one-way propagation
then approximately as an aggregateRS TCP connections. delay. The 5 bins are connected to the Internet via low speed
If the total size ofRS reports is equal to that of a TCP datdinks that form the bottlenecks for both requests and reports.
packet, the throughput of reports on the reverse path in bit§#§¢,7 =1,...,5, is connected to the Internet via a bottleneck
becomes comparable to that of the competing TCP connectiiik b; of 1150 — 150.i kbps. The round-trip time (excluding
If we want the throughput of reports on the reverse path @sieuing delay) between the collector and sources ini b
be on the order of the total throughput MTCP connections, Set t02.(10+20.i) = 204-40.i ms. This round-trip time covers
we need to seRS to N times the size of a TCP data packe@ large number of Internet paths ranging from terrestrial links
divided by the size of a report. to satellite ones. Buffers at the two sides of each of the five
Clearly, RS is an important parameter that decides th@ottleneck links are set to 20 packets and are of DropTail
TCP-friendliness of our protocol. For example, let us defif¥pe. The sources have IDs ranging from 1No whereN is
TCP-friendliness as realizing a throughpetual to that of the total number of sources. The ID of a source matches its
a single concurrent TCP connection experiencing the sa@fgler in the location-based ranked list of sources. Bin 1 is the
network path properties. If we want TCP-friendliness in thelosest to the collector and contains sources with the smallest
forward direction, we have to choofS so that the size of DS, whereas bin 5 is the farthest and contains sources with
request packets is equal to that of TCP data packets. If we Hte largest IDs.
concerned with TCP-friendliness in the reverse directik®,  We run four sets of simulations. The first set corresponds
has to be set so that the total size RS reports is equal to to a TICP session running alone in the network. In the second
that of one TCP data packet. The simulation results presense&d, a TICP session shares the 5 bottlenecks with UDP traffic;
in the next section validate this choice. we consider the two cases of UDP/CBR and UDP/Poisson.
The objective of these first two sets is to show how well our
protocol avoids network congestion and how efficiently it uses
V1. VALIDATION OF THE PROTOCOL BY SIMULATION the available bandwidth. In the third set, a TICP session shares
the 5 bottlenecks with TCP NewReno connections. The TCP
We implement our protocol in the network simulatogonnections run on the different bottleneck links and transfer
ns- 2 [14] and validate its performance under different sc&sach an infinite amount of data. They have a large receiver
narios. Our objective is to prove the effectiveness of TICP iyvertised window and packets of 1000 bytes. In the fourth set,
controlh.ng the congestlon.of the network_ and in falrly sharingyo TICP sessions share the 5 bottlenecks, both sessions run
the available resources with the competing traffic. in the same direction. The objective of the third and fourth sets
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of simulations is to illustrate the friendliness of TICP towards
TCP traffic and other TICP sessions.

We consider different values fdrS, the size of request
messages, and the size of reports. We change these values
in order to switch the congestion of the network between
the forward and backward paths, and to control the TCP-
friendliness of our protocol, as discussed in Section V. FOQE
a certain request message sM8, the TICP collector sends <
request packets of sizBS. M5. The request message to ag
source includes its ID plus some additional information tha
helps the source in preparing its report. £

VI.2. Scenario without competing traffic

We consider a single TICP session that collects information
from 10000 sources, where eact000 sources are clustered

in one bin. We run our protocol until all the information fromeig 3. one TICP session, congestion in the forward direction

sources is well received. First, we make the congestion appear
in the forward direction of each bottleneck link by setting the
size of request messages to a large value 1000 bytes, and the
size of reports to a small value 100 bytes. Then, we move the
congestion to the reverse direction by interchanging the sizes
of request messages and reports. Concerning the valgg,of
we set it to 1 in the first case and to 10 in the second case.
The size of request packets is then constant in both cases and
equal to 1000 bytes. q
Figure 3 corresponds to the case where congestion is on the
forward path. It shows the throughput of TICP requests at th§
collector. Figure 4 corresponds to the case where congestion3s
on the reverse path. It shows the throughput of TICP reportsg,
also at the collector. The throughput is computed by averaging
the number of bits transmitted over 1 second time intervals. We
observe in the figures a descending staircase behavior, which
is the result of the collector probing consecutively the bins
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from the closest one (bin 1) to the farthest one (bin 5). The Time (s)
peak at the end of the figures corresponds to probing rourfl 4. One TICP session, congestion in the reverse direction
where lost reports are retransmitted.

It is clear how TICP adapts its probing rate to the bandwidth

capacity in each direction and does not overload the buffegs,-h pottleneck t80% of its capacity, i.e., the rate of UDP

This is reflected by the duration of the session, which iS;¢ic is 800 kbps orb;, 680 kbps orbs, 560 kbps orbs, 440
very close to its ideal duration 127 seconds, i.e. the duratighns o, and 320 kE)ps o ’ '

achieved when the utilization of each bottleneck link is 100%

First, we launch the UDP traffic in the forward direction
and no packets are lost.

of each bottleneck link. We s&S to 1, the request message
size to 1000 bytes, and the size of reports to a small value
V1.3. Scenario with competing traffic 100 bytes so that to remove any congestion from the reverse
We run three sets of simulations to study the efficienggath. The UDP traffic starts at time 0, the TICP session starts at
of our protocol, its TCP-friendliness, and its intra-protocdime 100 seconds. We plot in Figure 5 the throughput of TICP
fairness (i.e., fairness among TICP sessions). First, we stugguests during the collection session for both UDP/CBR and
the case where TICP shares the network with UDP and TC®P/Poisson background traffic. We can observe how well
traffic. Then, we consider the case of 2 TICP sessions runnihtCP adapts its probing rate to the available bandwidth at
together in the network. each bottleneck link, which in our case is equal2ty% of
VI.3.1. TICP with UDP traffic: In this section, we run its total capacity. The staircase behavior still exists but is less
a single TICP session that collects information from 100q@onounced due to the presence of the exogenous traffic.
sources, while a UDP traffic is running over all bottleneck Next, we launch UDP traffic in the reverse direction of each
links. We consider two scenarios, one running constant bit rdtettleneck link together with settin&®S to 10, the size of
(CBR) traffic over UDP and another running Poisson traffieports to 1000 bytes, and the request message size to a small
over UDP. In both cases, we set the average size of UDRIue 100 bytes. With these values we are sure to remove any
packets to 1000 bytes and the average rate of UDP traffic oongestion from the forward direction. The UDP traffic starts
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Fig. 5. One TICP session, congestion in the forward direction Fig. 6. One TICP session, congestion in the reverse direction

at time 0, the TICP session starts at time 100 seconds. Figureeé the size of reports to a small value 100 bytes in order
plots the throughput of TICP reports. It shows how TICP cdwe remove any congestion from the reverse paths. All TCP
adapt the rate of collected reports to the available bandwidthnnections start at time 0. The TICP session starts at time 100
at each bottleneck link. As we can verify in the figure, reporgeconds. Figure 7 plots the throughput of the TICP requests
are gathered at a rate around 200 kbps ftgni 70 kbps from averaged over 1 second time intervals and measured at the
bs, 140 kbps frombs, 110 kbps fromb,, and 80 kbps frombs.  collector. The figure also plots the throughput of the two TCP
We notice how more than two probing rounds are necess&gnnections running on links; andbs. The TCP throughput
to entirely collect reports. on the other links is not plotted for clarity of the presentation.
The efficiency of TICP in controlling the congestion of théVe can observe how the arrival of the TICP probes into a
network can be seen from the duration of the session, whichclgster does not harm too much the existing TCP traffic. At
around its ideal value 635 seconds. This is duration achievé@ same time, the TICP session is not penalized by TCP. Both
if the available bandwidth of each bottleneck link was fullprotocols manage to share fairly the network resources. When
utilized and no packets were lost. the TICP session ends, the TCP traffic increases its throughput
VI.3.2. TCP-friendliness of TICPWe consider one TICP agdain to fully utilize the available resources.
session that collects information from 10000 sources and thafor the case of TCP traffic in the reverse direction, we set
shares the network resources with TCP connections having & to 10 and the size of reports to 1000 bytes. The size of
same path properties (i.e., they share the same bottlenecks@gglest messages is set to a small value 100 bytes in order
have the same round-trip times). First, we run one TCP coi- remove any congestion from the forward paths. We plot
nection per bottleneck link in the forward direction. Second Figure 8 the throughput of TCP data packets and that
we consider the same TCP connections but this time in té TICP reports, averaged over 1 second time intervals. We
reverse direction. We want to check the TCP-friendliness Bptice how our protocol is more aggressive than TCP. This
our protocol for both requests and reports. is because the product &S and report size is much larger
For the forward direction case, we sBS to 1 and the than TCP data packet size (see discussion in Section V). The
request message size to 1000 bytes, which means that reqfi@dt of reports behaves approximately as 10 long-lived TCP
packets have the same size as TCP packets (1000 bytes).0phections. TCP-friendliness of TICP can be improved by



1 forward TCP connection per path, 2000 sources per bin
RS=1, request message=1000bytes, report=100bytes
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Fig. 8. One TICP session and one long-lived TCP connection per pamove congestion to the reverse direction by interchanging the

sizes of request messages and reports. W&Sdb 1 in the

first case and to 10 in the second case, which leads to request
packets of constant size equal to 1000 bytes.

When congestion is on the forward paths, we plot the
roughput of requests of both sessions measured at the
C ) collector and averaged over 1 second time intervals. When
and the report size is equal to the TCP packet size of 1098ngestion is on the reverse paths, we plot the throughput of

bytesl. To prO\ée that, we rerun Ithe samebs|mulat|on ?mﬂ] {ﬁ)gorts of both sessions. This gives rise to Figures 10 and 11.
equal to 1 and report size equal to 1000 bytes. We also reyjd .an opserve that before the 5th second, the first session

it for RS equal to 10 and report size equal to 100 bytes. IIﬂlly utilizes the link bandwidth. When the second session

both cases, the product 85 and report size is equal 10 TCP,ives the bandwidth utilized by the first session is divided by
packet size. Figure 9 shows the results where it is clear t

congestion in the reverse direction

reducingRS or the size of reports. One should expect a rajg
of TICP reports close to that of TCP when the producR6f

notice that when we reduce the report size to 100 bytes, §i§ |65ying the bandwidth available at the first bottleneck to the

duration of the TICP session is shorter since less informatiQ@.ong session. This behavior is repeated on each bottleneck
has to be collected from sources. link until the end of the sessions.

VI.3.3. Intra-protocol fairness of TICPHere, we launch
two TICP sessions that collects each reports from 10000
sources; everg000 sources are clustered in one of the 5 bins.
Both sessions have their collectors at Collector (see Figure 2)We present in this paper TICP, a Transport Information
The first session starts at time 0. The second one starts at tfafdlection Protocol. A collector running TICP is able to collect
5 seconds. As before, we first allow congestion to appeartlhe entire information from a large number of sources spread
the forward direction by setting the size of request messadé&’ the Internet. TICP provides a reliable data collection

VII. CONCLUSIONS
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service while controlling the congestion of the network and
ensuring fairness towards other sessions running TICP, or other
flows using the TCP protocol.

Our work on TICP can be extended in different directions.
One extension is to consider the collection of large reports that
cannot fit into one packet. Security is also an important issue
in TICP. Sources must be sure that they are receiving request
messages from the collector of the session, and the collector
must be sure that the reports received arrive from the right
sources. Malicious messages and reports alter the operation of
TICP, in addition to corrupting the data to be passed to the
application. Finally, we are intending to implement TICP and
test its performance on a real network testbed.
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