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Résumé

Ce document synthétise mes travaux de recherche depuis ma soutenance de theése en 2012. Le
dénominateur commun de mes recherches est ’étude d’objets géométriques par le biais du calcul
symbolique et algébrique, en ayant pour boussole des applications pratiques en cryptographie.

Un premier volet de mes travaux incorpore une part importante d’arithmétique et de théorie
algorithmique des nombres, via I’étude des courbes (hyper)elliptiques, des variétés abéliennes
et des modules de Drinfeld. Plus précisément, on s’intéresse aux probléemes de comptage de
points sur les courbes hyperelliptiques définies sur des corps finis, a I’algorithmique des isogénies
de modules de Drinfeld, et au calcul d’espaces de Riemann-Roch sur des courbes algébriques
nodales.

Le deuxieme volet de mes recherches se concentre sur les systemes polynomiaux et leur
algorithmique. Nous étudions le calcul de points critiques de fonctions polynomiales par des
méthodes algébriques et numériques, avec un focus sur le probleme de ’approximation de faible
rang structurée. Nous nous intéressons également a des méthodes combinatoires pour construire
des familles de systémes qui ont peu de monoémes mais beaucoup de solutions réelles positives.
Enfin, nous présentons quelques résultats récents sur les systémes polynomiaux avec des struc-
tures monomiales du point de vue de la géométrie torique.

Abstract

This document summarizes my research work since my Ph.D. thesis defense in 2012. The
common denominator of my research is the study of geometric objects by means of symbolic
and algebraic computations, using practical applications in cryptography as a compass.

The first part of my work incorporates arithmetic and algorithmic number theory, via the
study of (hyper)elliptic curves, abelian varieties and Drinfeld modules. More specifically, we
focus on point counting problems on hyperelliptic curves defined over finite fields, algorithms for
isogenies of Drinfeld modules, and computations of Riemann-Roch spaces over nodal algebraic
curves.

The second part of my research investigates polynomial systems and their algorithms. We
study the computation of critical points of polynomial functions by algebraic and numerical
methods, with a focus on the problem of structured low-rank approximation. We are also inter-
ested in combinatorial methods for constructing families of systems that involve few monomials
but many positive real solutions. Finally, we present some recent results on polynomial systems
with monomial structures from the viewpoint of toric geometry.
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Introduction

My research is centered on algorithms for multivariate polynomials, from the point of view of
computer algebra at the interface between number theory and algebraic and arithmetic geometry.
In this thesis, I describe the main topics that I have been studying since my Ph.D. in 2012 and
the evolution of my scientific focus over the years.

The general context of my work is to design efficient computational tools for manipulating
mathematical objects, which is one of the central objectives of computer algebra. This point
of view is strongly connected to applications, since the endgoal of such tools is to be used to
solve concrete problems. My research is mainly centered on tools for algebraic objects, although
some of my works are also connected to numerical computations. One large domain of applica-
tions where many algebraic computational tools are required is public-key cryptology. Indeed,
the foundations of the security of cryptographic protocols rely on the difficulty of an underly-
ing algebraic problem. Studying the complexity of such problems often requires a wide range
of algorithmic and complexity tools. The number of problems that can serve as a foundation
for cryptographic constructions has grown during the last years, in particular due to the fast
developement of post-quantum cryptography. One of the main objective of post-quantum cryp-
tography is to identify hard algebraic problems which cannot be efficiently solved with quantum
algorithms, and which can be used to design cryptographic protocols that would be resistant
even against an adversary who would have access to a large quantum computer.

Arithmetic geometry lies at the interface between algebraic geometry and number theory.
Roughly speaking, it studies how arithmetic structures such as integers, polynomials, number
fields, function fields, are connected to geometry. In this thesis, arithmetic structures arise
frequently as endomorphisms of geometric objects. Among the most prominent such geometric
objects are elliptic curves, whose theoretical and computational relevance has a long and rich
history. On the computational side, perhaps the foundational results that have shed light on
arithmetic geometry are the discovery in the eighties of elliptic curve cryptography and of the
ECM algorithm to factor integer numbers. Since then, many computational uses of elliptic curves
and abelian varieties have been found to study integer numbers. On the function field side, the
analog of elliptic curves are Drinfeld modules, which were introduced by Drinfeld in [41]. During
the last decades, there have been many developments of the algorithmic and computational
toolbox for Drinfeld modules.

Polynomial systems are versatile tools to encode inverse problems in commutative algebra,
i.e. finding values of parameters that lead causally to some observations. Indeed, many algebraic
constructions end up being a sequence of ring operations (additions and multiplication) on
discrete structures. It is therefore quite standard that polynomial system solving can model the
inversion of algebraic maps. This motivates the need of having general reliable and efficient tools
that can solve polynomial systems, in particular when there are finitely-many solutions over an
algebraic closure. Grobner bases provide such general computational tools, and this is probably
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viii Introduction

the reason why they attracted a lot of attention since their discovery by Bruno Buchberger in his
Ph.D. thesis [25]. However, one of the main issue of Grobner bases is the difficulty of estimating
the cost of the computations. Works by Daniel Lazard in the 80s showed the relationship
between Grobner bases and linear algebra [82], building on works by Macaulay at the beginning
of the 20th century. Studying polynomial systems from a computational viewpoint also requires
a fine analysis of the computational tools for linear algebra and arithmetic. This combination
of mathematics, complexity, and fine computational tools for basic operations is a major feature
of modern computer algebra.

One of the aims of computer algebra is to provide computational tools. Probably the best
way to make these tools available to other researchers is to provide them with reliable, versatile,
and efficient software. Since software development often requires a lot of energy, engineering
skills, and time, this is a difficult task. Yet, I believe that this is an important part of research
in computer algebra and one of the endgoal of my work is to contribute to software in order to
make algorithms practical and easily usable.

Contributions

During my Ph.D. thesis, my main focus was on zeros and on critical points of polynomial maps.
These themes are strongly connected to geometry, since their study is often linked to the topology
of associated geometrical objects. In applications, we often encounter 0-dimensional systems,
i.e. systems of polynomial equations defined over a base field k, whose set of solutions over an
algebraic closure k is finite. To compute these solutions, one of the most prominent algorithmic
tool is Grébner bases. At first sight, it might seem that Grébner bases are a purely algebraic
tool; however, it has several strong connections to geometry. Even just from the point of view
of complexity analysis, the maximal degree that modern Grébner bases algorithms should reach
is related to topology via local cohomology.

My early works during my Ph.D. thesis and during my postdoc years were centered around
three related families of algebraico-geometric objects related to polynomial system solving:

1. Determinantal systems and determinantal varieties. On the algebraic side, this corresponds
to systems of polynomials obtained by computing minors of a matrix whose entries are
polynomials. On the geometric side, determinantal varieties are low-rank elements in
families of polynomially parametrized matrices.

2. Multi-homogeneous systems and multi-projective varieties. On the algebraic side, multi-
homogeneous systems are homogeneous (often of low degree) with respect to a partition of
the variables. On the geometric side, multi-projective varieties are subvarieties of products
of projective spaces.

3. Critical points of polynomial maps. Critical points can be encoded via a rank condition on
the Jacobian matrix of the map, or via Lagrange multipliers, giving rise to determinantal
or to multi-homogeneous systems.

During my postdoc years, I worked on a specific problem that it is related to these algebraic
structures: Structured Low-Rank Approximation. This problem is about finding the closest
low-rank matrix to a given real matrix, under linear constraints. This problem is a blueprint
for many famous problems in symbolic-numeric computations (approximate GCD, approximate
multivariate factorization, approximate tensor decomposition, etc.) and it can be modeled via
critical points and determinantal or multi-homogeneous systems.
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Contribution: In [I07], with Eric Schost, we designed quadratically con-
vergent numerical algorithms for Structured Low-Rank Approximation (Sec-
tion . In [95], with Giorgio Ottaviani and Bernd Sturmfels, we proposed
algebraic tools to analyze the algebraic difficulty of Structured Low-Rank Ap-
proximation (Section [2.5.2]).

During the same period, I continued my work on the computations of critical points of
polynomial maps, and I started working on systems with monomial structures, which generalize
multi-homogeneous systems. The algebraic approach used during the work with Bernd Sturmfels
and Giorgio Ottaviani brought useful tools to estimate the algebraic degree of critical points of
polynomial maps. With Mohab Safey El Din, we used similar tools to bound the complexity of
computations by using variants of the geometric resolution algorithm.

Contribution: In [IT1], I proposed new complexity bounds for the compu-
tation of critical points of polynomial maps restricted to an algebraic variety
V' with Grobner bases under genericity assumptions on the coefficients of the
input polynomials (Section [2.4.1). In [104], with Mohab Safey El Din, we
proposed algorithms and complexity bounds for computing critical points in
the case where V' is smooth, in terms of numerical data associated to V' (Sec-

tion .

In 2014, I arrived in the CARAMBA team, and this is where my research interests started
incorporating elements from computational number theory, function fields and arithmetic geom-
etry, with a view towards applications in cryptology. Shortly after I arrived we started working
on point-counting algorithms for hyperelliptic curves with Pierrick Gaudry and Simon Abelard.
This topic has the nice feature that it is a mixture of my previous research themes (0-dimensional
system solving, effective algebraic geometry) and the new elements that I wanted to incorporate
in my research (computational number theory, arithmetic geometry). It also has strong con-
nections with cryptography: low-genus curve-based cryptography requires fast point-counting
algorithms to find curves suitable for cryptographic applications, and the point-counting toolbox
is also very useful for isogeny-based cryptography.

Contribution: In [6], with Pierrick Gaudry and Simon Abelard, we proposed
a new Schoof-like point-counting algorithm when the base field has a large
characteristic and the genus is large. We proved a new upper bound on the
complexity of this algorithm: this complexity is polynomial in log g for fixed
g, and the exponent has a linear dependency on g, whereas the dependency
was quadratic in the previous known bounds (Section .

In [5], with Pierrick Gaudry and Simon Abelard, in the case of hyperelliptic
curves of genus 3 with explicit real multiplication, we proposed a new al-
gorithm with improved asymptotic complexity compared to the state-of-art

(Section [1.2.3).

At the same time, I started a long collaboration with Frédéric Bihan on the topic of sparse
polynomial systems with many nondegenerate positive solutions. This work takes place at the
interface between real geometry and sparse polynomial systems, and it aims at studying how
monomial supports impact the number of real solutions of polynomial systems. The geometrical
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framework of this investigation is Viro’s combinatorial patchworking method, which is strongly
connected to tropical geometry. This framework provides a way to describe asymptotic topolog-
ical properties of real varieties by studying geometric combinatorial objects such as polytopes
and polyhedral complexes. We worked with Francisco Santos, who is a reknowned expert on
this topic.

Contribution: In [22], with Frédéric Bihan and Francisco Santos, we proved
new lower bounds on the number of nondegenerate isolated positive real solu-
tions a system with prescribed number of variables and number of monomials

can have (Chapter [2.3)).

During the same period, I also started the development of a C++/NTL implementation of the
F4 algorithm for computing Grobner bases, see https://gitlab.inria.fr/pspaenle/tinygbl
The aim of this implementation was to have an experimental platform to include improvements
for systems with monomial structures.

In 2018, I started working with Aude Le Gluher on Riemann-Roch spaces during her Master’s
internship. The aim of this work was to study old methods by Brill and Noether related to
birational geometry for the computation of Riemann-Roch spaces, by looking at them from the
point of view of modern computer algebra.

Contribution: In [85], with Aude Le Gluher, we proposed an algorithm to
compute bases of Riemann-Roch spaces on nodal plane projective curves. We
proved upper bounds on the complexity of this algorithm, and we provided a
complete C++/NTL implementation which is faster than the state-of-the-art
software on many examples (Section [1.4]). This work was followed by several
developments by other authors, who improved the asymptotic complexity and
proposed variants that can compute with more general classes of curves.

During Aude Le Gluher’s Ph.D. thesis (co-advised with Emmanuel Thomé), we worked on
analytic number theory and on the complexity of the Number Field Sieve, which is the fastest
known algorithm to factor integers and to compute discrete logarithms in the multiplicative
group Fr. The following contribution is not described in detail in this manuscript, since the
mathematical framework of this work is different from the rest of my work as it does not involve
many geometrical aspects.

Contribution: In [86], with Aude Le Gluher and Emmanuel Thomé, we pro-
vide a complexity analysis of the Number Field Sieve for factoring an integer
N which provides evidence that the asymptotic complexity usually considered
comes from the first term of a function series which converges only for N
larger than exp(exp(25)) =z 2103881111194 " Thig suggests than using the clas-
sical asymptotic complexity bound for estimating the difficulty of factoring a
number in cryptographic applications is irrelevant, as cryptographic sizes are
too small.

In 2021, T wanted to dig further in the computational theory of function fields, and this is
why I started to work with Antoine Leudiére on algorithms for Drinfeld modules during his Mas-
ter’s internship. After his Master’s internship, Antoine Leudiere continued working on Drinfeld
modules during his Ph.D. thesis, co-advised by Emmanuel Thomé and myself. Drinfeld modules
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are geometrical objects which have a strong relationship with function fields: endomorphisms of
Drinfeld modules can be seen as functions on curves. This is similar to the strong relationship
between elliptic curves and imaginary quadratic number fields, which is the root of a large part
of modern arithmetic geometry and number theory.

Contribution: In [87], with Antoine Leudiére we proposed algorithms to
compute efficiently and to invert a group action in the class field theory of
hyperelliptic function fields (Section [1.3).

During the period 2020-2023, I also continued working on sparse polynomial systems with
Matias Bender. In particular, we focused on the problem of deciding whether some toric ho-
mogenizations were compatible with monomial structures, in the sense that they do not create
high-dimensional artefacts generically. This project is only starting: with this work, we identified
geometrical conditions which set frameworks which we would like to use to design algorithms
for solving 0O-dimensional systems with special monomial structures.

Contribution: In [I5], with Matias Bender, we proved a combinatorial
formula for the dimension of subvarieties of toric varieties built from complete
polyhedral fans defined by generic systems with prescribed monomial support

(Section [2.2.4).

Applications

Most of the contributions presented in this thesis are motivated by cryptographic applications.
I have decided not to put too much emphasis on cryptography in this report since this is not
the core of my research. However, I would like to point out that the algorithmic toolbox
for arithmetic geometry plays an important role in isogeny-based cryptography, algebraically-
geometric codes, and classical curve-based cryptography. The toolbox for polynomial systems
is also quite important in cryptography. For instance, many recent works on the cryptanalysis
of code-based cryptosystems rely on such advanced algorithmic tools for polynomial systems,
see e.g. [I3] and references therein. During the last decade, there has been a lot of progress on
isogeny-based cryptography, which is a candidate for being secure against quantum computers.
The theory is still growing, and new advanced tools are frequently found. These tools often
rely on objects and results from classical arithmetic geometry. A recent example of the fast
development of the isogeny toolbox is the design of algorithms around Kani’s results on isogeny
diamonds [74], which led to new cryptographic constructions, see e.g. [33].

Organization of the thesis

The presentations of the contributions is organized thematically. The first chapter focusses
mainly on computational number theory and arithmetic geometry. The second chapter focusses
on polynomial systems and computational algebraic geometry. These two chapters interact in
several ways; For instance multi-homogeneous polynomials play an important role in the point-
counting algorithms for hyperelliptic curves. The third chapter describes my research project
and follow-ups of the contributions presented in this thesis.
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Chapter 1

Computational arithmetic geometry

1.1 Panorama

A large part of my work during the last ten years is about effective arithmetic geometry and
its applications in cryptography. Arithmetic geometry deals with algebraic varieties endowed
with an arithmetic structure. By this, we often mean a module structure over a (subring of)
a Dedekind ring. Classical examples of such objects include abelian wvarieties, i.e. smooth
projective varieties whose points have a Z-module structure. The theory of complex multipli-
cation endows some abelian varieties with a richer O-module structure, where O is an order
in a number field. These abelian varieties appear with many flavors in cryptography, the most
prominent incarnation being elliptic curves (a.k.a. abelian varieties of dimension 1) over finite
fields and Jacobian varieties of hyperelliptic curves of genus 2 over finite fields. More recently,
other families of abelian varieties have made a sensational entrance in the cryptographic world:
products of maximal elliptic curves over finite fields, which play an important role in the recent
groundbreaking works on isogeny-based cryptography.

Recently, I have also studied effective aspects of Drinfeld modules, which are 1-dimensional
objects equipped with a structure of Fy[X]-module (or more generally of A-module structure,
where A is a Dedekind ring in a finite extension of Fy(X)). These objects have many similarities
with elliptic curves.

The most prominent applications of abelian varieties arise in public-key cryptography. In
fact, these objects have been around the scene since the discovery of public-key cryptography
in the 80s, see [80} 92], because the multiplication by an integer in the Z-module structure can
be computed straightforwardly, but the inverse problem — called discrete logarithm — is com-
putationally difficult. This asymmetry can be exploited for constructing many cryptographic
protocols for encryption, signature, key-exchange, etc. The discrete logarithm on abelian vari-
eties of dimensions 1 and 2 are still nowadays among the most reliable mathematical problems
on which the security of practical cryptographic protocols relies. For instance, it is used in
passports or for authenticating websites.

One of the challenges to use such objects in cryptography is to identify large groups of points
of prime orders in abelian varieties defined over finite fields. This can be achieved by computing
the number of rational points of the abelian varieties over extensions of the base fields and then
by factoring it. The problem of computing the number of rational points over extensions is
known as the point counting problem. This problem has far-reaching connections with famous
conjectures, for instance the Birch-Swinnerton-Dyer conjecture. The point-counting problem
can expressed in a very elementary way. We start with a trivariate homogeneous polynomial



2 Chapter 1. Computational arithmetic geometry

Q(X,Y,Z) € Fy[X,Y, Z] which defines a nonsingular geometrically irreducible projective plane
curve. This means that we assume that the polynomial @ @ I, is irreducible over the algebraic
closure, and the homogeneous system

0Q 0Q Q

has no common solution in IFTJS \ {(0,0,0)}. The number of nonzero solutions of the equation
Q(X,Y,Z) = 0 over a finite extension Fyn of F, is divisible by ¢™ — 1 since there is a faithfully
transitive action of qun on the nonzero solutions because of the homogeneity of (). Then for
n > 0, we let N,, denote

N d:ef ]{(x,y,z) S an : (.ﬁ,y,Z) 7é (07070) and Q(l’,y,Z) = 0}‘
n g — 1 .

Then Weil conjectures (see e.g. [89, Thm. 6.1]) imply that the series

n

(1-T)-(1—qT)-exp (Z Nﬂ) € QIIT)

is in fact a polynomial with integer coefficients. The point counting problem can then be
formulated as

Problem 1.1.1 (Point counting problem for nonsingular curves). Given a trivariate polynomial
Q(X,Y,Z) e F,[X,Y, Z] defining a nonsingular geometrically irreducible projective plane curve,
compute the polynomial

(1-T)-(1—qT)-exp (Z NfZ) e Z[T).

n=1

The point counting problem plays an important role in applications in classical curve-based
cryptography: algebraic curves over finite fields and their rational points provide finite groups
which can be used in cryptography via the discrete logarithm problem, provided that we can
show that the order of this group contains a large prime factor. The order of this group can be
computed via the point counting problem.

Unfortunately, it is known that the discrete logarithm could be solved in polynomial time
with a quantum computer. Such a machine does not yet exist, still cryptographers have to
prepare for this eventually, since we need to trust that data which is encrypted today will
not be broken in the upcoming decades. This observation led to the advent of post-quantum
cryptography, i.e. the quest for efficient cryptosystems which would still be secure even against
an adversary which would have access to a large quantum computer. Surprisingly, another
feature of abelian varieties is useful in this context: some graphs of abelian varieties with their
morphisms have nice mixing properties, and this can be used to build mathematical problems for
which no polynomial quantum algorithm is known. These mathematical problems can then be
used to construct cryptographic protocols whose security relies on their computational difficulty.
Initially, this idea was proposed by Couveignes in [31]. This was rediscovered by Rostovtsev and
Stolbunov [I03]. Although the initial Couveignes-Rostovtsev-Stolbunov (CRS) cryptosystem
suffered from efficiency issues, this paved the way to the SIDH cryptosystem, proposed in [34].
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In 2022, a new family of attacks against SIDH have been proposed [29, 90, 102]. These
attacks involve abelian varieties of dimensions > 2 and they have radically changed the land-
scape of isogeny-based cryptography. The have also paved the way for many new cryptographic
constructions, which sometimes build on abelian varieties of larger dimensions, see e.g. [33].

Surprisingly, the mathematical and algorithmic toolboxes for the point-counting problem
and for isogeny computations have many similarities, as behind the scene the endomorphism
rings of the Jacobians of the curves plays an important role.

Since Drinfeld modules have many similarities with elliptic curves, it is quite natural to in-
vestigate whether these objects could be used as replacements of elliptic curves in cryptographic
protocols. Several tries have been made in this direction. In classical cryptography, it has been
known for several decades that using Drinfeld modules instead of elliptic curves for the discrete
logarithm problem would be insecure [105, [24]. The question of using Drinfeld modules for
isogeny-based cryptography is more complicated. In [73], the authors propose analogs to the
cryptosystems SIDH and CSIDH based on supersingular Drinfeld modules instead of supersin-
gular elliptic curves, and they show that these systems can be broken. With Antoine Leudiere,
in [88], we proposed an alternative to the CRS cryptosystem by using ordinary Drinfeld mod-
ules. This proposal was broken by Benjamin Wesolowski in [I21], who found a way to compute
efficiently isogenies between Drinfeld modules. Nevertheless, our initial proposal relied on class
field theory of hyperelliptic function field, and the work of Wesolowski allowed us to turn our
cryptographic proposal into an efficient algorithm to compute a group action from the point of
view of computational number theory.

1.2 Point-counting and zeta functions of curves over finite fields
of large characteristic

This section is about results that have been obtained with Simon Abelard and Pierrick Gaudry,
and they are part of the Ph.D. thesis of Simon Abelard.

1.2.1 Motivation

Zeta functions of algebraic varieties defined over finite fields have been in the mathematical
landscape for a very long time. They are objects which encode the number of rational solutions
of polynomial equations over finite fields. Long before the modern mathematical formalism for
L-functions was designed, such questions were already studied by Gauss, see e.g. [58, art. 358]
or the introduction of [120].

WEeil conjectures brought a lot of attention to this area, which became one of the most
prominent topic in mathematics around the middle of the 20th century. These conjectures are
very similar to the Riemann hypothesis for integers (and its generalization to number fields): it
states that the distribution of the number of solutions of equations over extensions of finite fields
has a strong structure. This structure is expressed via the rationality of a generating series, via
a functional equation, and via a norm condition on the roots of the generating series.

In this section, we will focus on zeta functions of algebraic curves. In fact, the one-dimensional
objects have an extra layer of structure as the associated rings of functions feature useful proper-
ties such as unique factorization of ideals (via Dedekind rings), similarly to integers and number
fields which are also objects of dimension 1.

Let us start with the definitions of the geometrical objects that will be used throughout
this section. In the formalism of schemes, an affine algebraic curve over a perfect field k is
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a topological space whose points are the prime ideals in a finitely-generated commutative k-
algebra R which has the property that for any chain p; C po € R of prime ideals, pg is maximal.
The topology on this set — called the Zariski topology — is generated by the closed sets Vy =
{p prime ideal in R : f € p} for all f € R. This topological space carries an extra structure of
a ringed space as there is a natural sheaf of commutative rings such that the stalk at a prime
ideal P is isomorphic to the localization Rp of the ring R at P.

Since any finitely-generated commutative k-algebra is isomorphic to a quotient of a polyno-
mial ring k[X71, ..., X,]/I, an affine algebraic curve can be encoded by an ideal I C k[X1, ..., X,]
satisfying the following property: if pg, p1 are prime ideals such that I C p1 € po S k[X1,..., Xy,
then pg is maximal. The curve is geometrically irreducible if I @4 k C k[X1,...,X,] Q% k is a
prime ideal, where k is an algebraic closure of k. It is reduced if I is radical

A projective algebraic curve over a field k is also a ringed topological space which can be
encoded by a radical homogeneous ideal I C k[Xy,..., X,] satisfying the following properties:

o if po,p1,p2 are prime ideals such that I C pa € p1 € po € k[Xo,..., X, then pg is
maximal;

o the ideal T is saturated: if f € k[Xy, ..., X,] is such that f - (Xo,..., X,)* C I for some
£>0, then f € 1.

As in the affine case, a projective curve is geometrically irreducible if I®ik C k[Xo, . .., Xn]®%k
k is a prime ideal, where k is an algebraic closure of k. It is reduced if I is radical. As in the affine
case, there is a systematic construction from graded finitely-generated commutative k-algebras
via the Proj(-) construction.

Throughout this section, unless stated otherwise, all curves are assumed to be reduced and
geometrically irreducible.

The simplest model of curves (and often most practical for computational purposes) are
plane curve, i.e. when n = 2. The nice property that is convenient for computations is that
affine (resp. projective) plane curves can be represented by principal ideals (resp. principal
homogeneous ideal) in k[X, Y] (resp. k[X,Y, Z]). From a computational perspective, this allows
us to manipulate bivariate polynomials, instead of ideals in polynomial rings. Unfortunately,
not every algebraic curve is isomorphic to a plane curve. However, if we allow finitely-many
defects, then all curves can be represented by plane curves: two algebraic curves Ci, Cy over
k are birationally equivalent if there are dense open subsets O; C Ci, Oy C C5 for the Zariski
topology such that O, and Os are isomorphic. Up to birational equivalence, every curve can be
represented by a planar model. In fact, the situation is even better: over the field of complex
numbers, every curve is birationally equivalent to a projective plane curve whose singularities
are nodes, which are the simplest type of singularities [§, Appendix A], see Theorem m

A point p C R = k[X,Y]/Q on an affine curve encoded by a polynomial Q(X,Y) € k[X,Y]
is singular if 0Q/0X and 0Q/JY belong to p. A curve is nonsingular if it does not have any
singular point. A point p is closed if the singleton {p} is closed in the Zariski topology. Notice
that p is closed on an affine curve if and only if it is a maximal ideal. Then we define the degree
of a closed point as the degree of the field extension [(R/p) : k]. For projective curves, the degree

IMost results also hold for nonperfect base fields, although they require some subtle ajustments; in particular,
geometric irreducibility should often be replaced by geometric connectness, which is a slightly stronger notion for
nonperfect fields. For simplicity, since all instanciations of the base fields will be perfect in this document, we will
assume that k is perfect.
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of a closed point is defined similarly by restricting to an affine chart which contains the point.
A point is called rational if it has degree 1.

Definition 1.2.1. [89, Ch. 8, Def. 5.4] Let C be a nonsingular projective geometrically irre-
ducible reduced curve C defined over IFy. For d € Z~g, let by denote the number of closed points

of degree d and set Ny, aef de dbg. The zeta-function of C' is the power series

Z(C;T) = exp (Z Nf:) € Q[[T]}.

n=1

The zeta-function encodes in a generating series the number of closed points of each degree
of a nonsingular curve. The Weil conjectures describe how this zeta-function contains some
structural information about the distributions of points on algebraic curves. Before stating
the Weil conjectures, we need to define a numerical value associated to an algebraic curve: its
geometric genus. The genus gives topological information about the curve. When k = C, the
curve can be seen as a surface over R and the genus describes topological properties of this
surface. Over more general fields, the geometric genus needs some prerequisite to be cleanly
defined. Perhaps we can just say that this number has a cohomological flavour, and it is related to
Poincaré duality via Riemann-Roch theorem. A nice feature of the genus is that for nonsingular
curves embedded in a projective space, it can be quite conveniently computed from the degree
of the curve and from the critical points of a projection to P! via Riemann-Hurwitz formula [89,
Ch. 9, Sec. 8].

Theorem 1.2.2 (Weil conjectures for nonsingular projective curves). Let C' be a curve of genus
g as in Theorem|1.2.1. Then:

o (Rationality [89, Ch. 8, Thm. 6.1]) There exists a polynomial f € Z[T| of degree 2g such

that
f(T)
(1-T7)1—qT)

Z(C;T) =

o (Functional equation [89, Ch. 8, Thm. 7.1])

Z(C; (qT)7") = (aT*) ™ Z(C; T).

o (Riemann hypothesis [89, Ch.10, Sec. 5]) The roots of f in C have complex norm ,/q.

The rationality of the zeta-function implies that there is a well-defined computational prob-
lem:

Problem 1.2.3 (Point Counting Problem). Given a geometrically irreducible complete curve
C, compute the numerator of the zeta-function of a nonsingular curve birationally equivalent to

C.

The reason why this is called the point counting problem is because we can recover the
number of rational closed points of C' from the zeta-function. Moreover, one nice application
of the functional equation and Riemann hypothesis is to obtain bounds on the coefficients of
the numerator of the zeta-function. Indeed, by writing f(T') = ag + a1 T + - - - + az,T9 and by
expanding the functional equation, we obtain that asy_; = ¢ 9a;. Also, we have azg = 1 and
Riemann hypothesis implies that |a;| < (2ig)qi/ 2. Consequently, the size of the output of the
point counting problem is well-bounded in terms of the input size.
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One of the main computational tool to compute the numerator of the zeta-function of the
curve is the study of the action of the Frobenius endomorphism on the Jacobian variety of the
curve. The Jacobian variety Jac(C) of a nonsingular projective curve defined over k is an abelian
variety of dimension g over k. Its points correspond to degree-0 divisors on C' modulo linear
equivalence. The group of its k-points is isomorphic to the degree-0 part of the Picard group
Pic(C/k) of the curve, seen as a curve defined over k. The absolute Galois group Gal(k/k)
acts on Jac(C) in a way that is compatible with the group structure of the abelian variety. A
nice feature of the Jacobian variety is that for any prime ¢ distinct from the characteric of k,
the ¢*-torsions linked together with the multiplication-by-¢ map form a projective system whose
projective limit — called the Tate module — is a free module of rank 2g over the ring Z, of ¢-
adic integers. Therefore, every automorphism Gal(k/k) acts on the Tate module as an invertible
morphism Zgg — Zgg , and its characteristic polynomial (in Z[T]) is independent of the choice
of the basis.

In the context of a finite field F,, a generator for Gal(F,/F,) is the Frobenius automorphism.
Surprisingly, it can be proved that the characteristic polynomial of the Frobenius endomorphism
on the ¢-Tate module has in fact integer coefficients which do not depend on the choice of ¢ [89,
Ch. 11, Thm. 5.2].

Moreover, this characteristic polynomial is in fact exactly the numerator of the zeta-function
of the curve:

Theorem 1.2.4. [89, Ch. 11, Thm. 5.2]. The reciprocal of the characteristic polynomial
XF € Z[T] of the Frobenius endomorphism on Jac(C') equals the numerator of the zeta-function
Z(C;T).

Therefore, there is a clear computational plan to compute the zeta function:
o Compute an algebraic representation for Jac(C);
o Compute the ¢-torsion of Jac(C);

e Compute the action of the Frobenius endomorphism on the /-torsion; Its characteristic
polynomial provide us with the numerator of the zeta-function modulo ¢;

e Start again with other prime numbers ¢ and reconstruct the zeta-function by using the
Chinese Remainder Theorem.

This approach has been designed first by Schoof for computing in time polynomial in log(q)
the number of rational points on elliptic curves (¢ = 1) in his landmark article [106]. This
approach was generalized in [98] where Pila showed how to extend Schoof’s approach to compute
the characteristic polynomial of the Frobenius endomorphism on any abelian variety.

These algorithms found strong applications in the realm of cryptography. Perhaps the most
direct approach comes from the fact that many cryptographic protocols require cyclic finite
groups G in which the discrete logarithm problem is hard: given a generator g of G and h € G,
finding an integer n such that g™ = h should be computationally difficult. One of the most
reliable source of such groups is obtained by considering a cyclic subgroup of prime order in a
group of rational points of an abelian variety defined over a finite field. In order to find such
a subgroup, the most classical approach is to generate abelian varieties at random, then count
their number of rational points; if this number is divisible by a large prime number N, then we
can build a cyclic group of this order by considering random rational points and by multiplying
them by the cofactor |G|/N.
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1.2.2 An asymptotical complexity bound for counting points on hyperelliptic
curves of large genus

The results described in this section are part of the thesis of Simon Abelard. This is joint work
with Simon Abelard and Pierrick Gaudry, and it has been published in the journal Foundations
of Computational Mathematics [6].

Here we consider the point counting problem on a special family of abelian varieties: Ja-
cobians of hyperelliptic curves of large genus. These special abelian varieties have several nice
properties. First, there is a convenient embedding of such abelian varieties in P9 x P9 via the
Mumford coordinates. This gives a compact way to represent rational points via O(g) coordi-
nates. Moreover, the group law on such abelian varieties can be computed very efficiently via
Cantor’s algorithm [27].

First, we need to define what is a hyperelliptic curve. We first state the definition, and we
will define the terms used afterwards.

Definition 1.2.5. A hyperelliptic curve over a perfect field k is the data of a geometrically
irreducible curve C together with a map 7 : C — P of degree 2. A hyperelliptic curve is called
imaginary if the place at infinity of P* ramifies, and it is called real otherwise.

The map 7 (which is part of the data defining the hyperelliptic curve) defines a finite ex-
tension k(X) < k(C) of degree 2. A place of P! is by definition the unique maximal ideal of
a Discrete Valuation Ring (abbreviated DVR) in k(X). Similarly, a place of C' is the maximal
ideal of a DVR in k(C). The place at infinity of P! is the maximal ideal mo, = {f/ X! : f €
kE[X],¢ > 0, f(0) # 0} of the DVR k + my,. This place is said to ramify with respect to the field
extension k(X) < k(C) if there is a unique place of k(C') ® k which contains m, ® k.

In practice, hyperelliptic curves are often manipulated via a convenient model which ex-
plicitly shows the degree-2 map, called the Weierstrass equation. This equation presents the
hyperelliptic curve as a smooth curve in the affine plane, so that its affine coordinate ring k[C]|
is a Dedekind ring. There is a construction that builds a finite multiplicative group from a
Dedekind ring R, called its class group. Elements of this group are classes of fractional ideals
I/x C Frac(R) — where I C R is a nonzero ideal and z € R\ {0} — under the following
equivalence relation: I/z ~ I'/x’ if and only if there exist o, @’ € R such that ol = o/I’.

Proposition 1.2.6 (Weierstrass equation and Mumford coordinates). [30, Thm. 14.5] Every
genus-g hyperelliptic curve over k is birationally equivalent to a smooth imaginary hyperelliptic
curve € over a finite extension K of k in the affine plane defined by an equation of the form
Y2+ h(X)Y = f(X), with deg(h) < g, f monic and squarefree, deg(f) = 2g+ 1. The map 7 in
Theorem[1.2.5 is given by (X,Y) — (X : 1).

Then K[ dzefK[X7 Y]/(Y?2+h(X)Y — f(X)) is a Dedekind ring. For any fractional ideal
I of K[, there exist unique polynomials u,v € K[X] such that:

e U 1§ Mmonic;

o deg(u) < g;

deg(v) < deg(u) < g;
o u divides v +h-v— f;

o The class of the ideal (u(X),Y —v(X)) equals that of I in the class group of K[F].
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The coefficients of the pair (u,v) (or by slight abuse of notation the pair itself) are called the
Mumford coordinates of I.

Remark 1.2.7. If the characteristic of the base field is not 2, then we can assume that h(X) =0
because of the birational map Y — Y +h(X)/2, X — X. If we write Y =Y +h(X)/2, X' = X,
then X' Y' satisfy

Y = f(X') + h(X')2/4.

The smoothness assumption implies that the partial derivatives w.r.t X' and Y’ cannot vanish
simultaneously on the curve, and hence f(X') + h(X')?/4 must be squarefree.

Remark 1.2.8. When J€ is given via a Weierstrass equation, the group of K-rational points
of Jac(S) is isomorphic to the class group of the Dedekind ring K[]. The isomorphism is
given explicitly via the Mumford coordinates. In the sequel, we will use freely this identification
between the rational points of the Jacobian variety and the class group of the affine coordinate
ring.

We consider Problem specialized to the case of hyperelliptic curves defined over finite
fields of large characteristic. Our goal is to study the complexity in terms of ¢ for fixed large
genus. In what follows, 7 is an imaginary hyperelliptic curve given in Weierstrass form. We
also assume that ¢ is not a power of two and that A = 0 in the Weierstrass equation.

The main result of this section is:

Theorem 1.2.9. [0, Thm. 1] We give a probabilistic Las Vegas algorithm to compute the
numerator of the zeta function of a genus-g hyperelliptic curve defined over a finite field Fy (given
via an imaginary Weierstrass equation) with expected time bounded by O4(log(q)®), where c is
an explicitly computable absolute constant and where Og4(-) means that the multiplicative constant
depends on g.

For fixed g sufficiently large, and large ¢, this result improves significantly the best previously
known upper bounds, which were of the form log(q)cgz log(g) 7.

Our algorithmic framework follows the general ideas of Pila’s and Schoof’s algorithms: our
goal is to compute efficiently the ¢-torsion of the Jacobian of the curve for many small £. Once
we have access to the /-torsion, we compute the action of the Frobenius endomorphism on it
and we can deduce from this its characteristic polynomial modulo ¢. Consequently, our main
task is the efficient computation of the ¢-torsion of the Jacobian of 7.

To this end, we use the Cantor’s polynomials, which describe the image of the multiplication
by ¢ of the generic point of the curve in its Jacobian. Before introducing Cantor’s polynomials,
we define a shifted variant:

Definition-Proposition 1.2.10. [28/ Let ¢ be an imaginary hyperelliptic curve of genus g
defined by a polynomial in Weierstrass form Y? — f(X) € Fy[X,Y]. Let K = Frac(Fy[z,y]/(y* —
f(z))) be the function field of the hyperelliptic curve. For { > g, there exist uniquely defined
polynomials up, vy € K[X]| such that:

o Uy is monic and deg(ty) = g;

o deg(vr) <yg;

o the class of <’ljg($4;§), Y —@(ﬂ;ﬁf)) is the same as the class of (X —x,Y —y)¢ in the class

group of B[] ®r, K.
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Note that it is not restrictive to ask ¢ > g: for £ < g, the class of £ - (P — c0) in Jac(7) is
easy to describe with Mumford coordinates since deg(¢ - P) < g.

Cantor’s polynomials dy, ey are shifted versions of uy, vy in order to obtain easier polynomial
expressions. More precisely:

5€<x4;§) = Yy,
65(”@?) =y,

for some v € K which is described in Cantor’s paper [28].

The coefficients of the polynomials @y, oy are elements in K = Frac(F,[z,y]/(y? — f(2)))
which can be expressed as polynomials in x and y. The next proposition bounds the degrees of
such polynomials, which is crucial for obtaining our complexity bounds:

Proposition 1.2.11. [6, Lem. 10] There exist polynomials do,...,dg—1,dy € Fy[T] of degree
bounded by gt® + Oy(£?) such that

There exists polynomials e, . ..,eq € Fy[T] of degree bounded by %gﬁ?’ + O4(€?) such that

el
e(X)=y)>_ eg(:c)X .
=0

Furthermore, all roots of ey are roots of dg.

Remark 1.2.12. Ezperiments show that these bounds are not optimal. Getting tighter bounds
would not have much impact on the results in this section. However, the problem of having
tighter bounds is related to questions arising when we consider non-hyperelliptic curves. Such
topics are mentioned in my research project, see Section|3.1].

Computing the /-torsion. Now that we know bounds on the degrees of the coefficients of
Cantor’s polynomials, we can use them to compute efficiently the ¢-torsion of Jac(.#”). Cantor’s
polynomials allow us to a have a description of £- (P — o) for a generic point P on . (where co
is the unique place at infinity of a hyperelliptic curve given by an imaginary Weierstrass model).
A generic element of Jac(7¢) is given by a set of g generic points {P,...,P;} on JZ. Such a
set of points belongs to the {-torsion of Jac() if the divisor } ;. , £(F; — 00) is principal. By
using Cantor’s polynomials, we get a description of £(P; — co) for each i. The sum is principal if
only if there exists a regular function on J#\ co whose zeros are the g2 points that are provided
by the Cantor’s polynomials. We can bound the degree of polynomials representing this function
and introduce new indeterminates for their coefficients. Under genericity assumptions, using this
observation we can build a polynomial systems whose zeros correspond to the coordinates of
the sets of points {Pi,..., P;} which describe ¢-torsion points. In order to obtain sufficiently
tight complexity bounds, we had to exploit structural properties of this polynomial system,
in particular its bi-homogeneity. To do so, we relied on the geometric resolution algorithmic
framework, see [60].
The genericity properties that we need are summed up in the following definition:

Definition 1.2.13 (¢-generic divisor). [6, Def. 11] The weight of a divisor class [D] is the
degree of its u-polynomial. Let [D] be a weight-g divisor class and write [D] = Y 9_,[P; — o]
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over an algebraic closure of Fy. Equivalently, P; = (xi,y;) € EQ are such that we have the
following equality of ideals in F [ @ F,:

g

(up|(X),Y = vpy(X)) = [[(X = 24, Y — )
=1

We say that [D] is (-generic if
o [D] has weight g;
o foreachie{l,...,g}, -[P; — oo| has weight g;

o for each i,j € {1,...,g}, i # j, the u-polynomials of £ - [P; — oo] and { - [P; — oo] are
coprime.

Our main point is that under the ¢-generic assumptions, the ¢-torsion of Jac(s#) can be
computed by building a polynomial system from the Cantor’s polynomials. We represent an
element of Jac(s#) as a list of g points on . This is well-defined for weight-¢g points in
the Jacobian for which the uniquely defined representation as a sum of g points involves only
distinct points, which is ensured in our definition of /-generic elements. Next, we encode the
multiplication by £ by using evaluating the /-Cantor’s polynomials at our g points. This provides
us with g points in the Jacobian, encoded via Mumford coordinates. Under the assumptions
that all these g points in the Jacobian have weight g, this provides us with ¢? points on JZ.
Under the ¢-generic assumptions that the u-polynomials of the f-multiples are coprime, these
g® points are distinct, and none of them is the opposite of another one. Therefore, testing
whether their sum vanishes in the Jacobian amounts to testing if there exists a function of the
hyperelliptic curve which has a pole of multiplicity ¢ at infinity and zeros at these g2 points.
Using projective coordinates, we can write such a function by using indeterminate coefficients,
since its degree is bounded by the condition on the number of zeros and poles.

We end up with a polynomial system whose indeterminates are the coordinates of the g
points on 7 and the unknown coefficients of the function which asserts the vanishing of the
sum of the /-multiples in the Jacobian.

A crucial fact is that the variables corresponding to the points and those corresponding to
the coefficients of the function provide us with a partition that gives a bi-homogeneous structure
to the system.

The last ingredient is to use Bertini’s theorem in order to transform the input system into a
system which is a regular sequence. Although this transformation loses some information and
creates extra solutions, this allows us to use complexity results on polynomial system solving by
using the geometric resolution algorithm [60]. Indeed, the complexity is bounded by a quantity
which is computed from multi-homogeneous Bézout bounds. Since the extra solutions can be
filtered out afterwards by checking if they correspond to points in the kernel of the multiplication-
by-¢ endomorphism, they do not have any impact on the correctness of the algorithm.

This allows us to compute ¢-generic divisors in the ¢-torsion of Jac(#"). Although we expect
that computing ¢-generic f-torsion divisors should be sufficient in most cases to compute the
{-torsion for sufficiently-many ¢ in order to apply Schoof’s method, we were unable to prove this.
Therefore, we had to build specific polynomial systems to encode the ¢-torsion divisors which
do not satisfy the f-generic properties.

The complexity for computing the ¢-torsion under these genericity assumptions is summed
up in the following statement:
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Proposition 1.2.14. [6, Prop. 12] For any € > 0, there is a constant C such that for all
primes £ > g coprime to q, there is a Monte-Carlo algorithm which computes an IFye-geometric
resolution of the subvariety of Jac(€)[€] of L-generic {-torsion elements of the Jacobian variety
of H, where e = O4(£). The time and space complezities of this algorithm are bounded by
Oy (¢99(log q)**%), and it returns the correct result with probability at least 5/6.

Computing the zeta function from the description of the /-torsion. Once we have a
convenient description of the /-torsion, computing the action of the Frobenius endomorphism is

quite easy. For instance, we can compute a basis (b1, ...,by,) of the (-torsion as a Z/{Z-vector
space of dimension 2g, and then compute the decompositions of (b1, ..., b3 g) with respect to this
basis.

Nongeneric cases. In order to prove our main complexity result, we need that sufficiently-
many /-torsion divisor classes satisfy the genericity assumptions in Definition Experi-
mental results seem to indicate that these assumptions are almost always satisfied and that this
is sufficient is practice so that the polynomial systems that we designed faithfully represent the
f-torsion. However, we were not able to prove that the nongeneric cases are few enough to have
no impact on our main complexity results.

Therefore, to prove our main theorem (Theorem , we had to model specific polynomial
systems for all nongeneric cases that can appear. This way, we cover all possible cases, and this
completes our proof of the main complexity result. Studying all the possible non-generic cases
leads to a tedious and technical analysis, which we do not detail here (see [6, Sec. 5] for technical
details).

1.2.3 Genus-3 hyperelliptic curves with explicit real multiplication

This section presents results that have been obtained with Simon Abelard and Pierrick Gaudry,
and they are part of the Ph.D. thesis of Simon Abelard. They have been published in the
proceedings of the Thirteenth Algorithm Number Theory Symposium 2018 [5].

Real multiplication for hyperelliptic curves has a long history, as this topic was already
studied by Georges Humbert at the end of the 19th century. Our main motivation comes from
cryptography, where rational points on Jacobian varieties of elliptic curves or genus-2 and genus-
3 hyperelliptic curves provide finite groups that have nice cryptographic properties, provided
that the order of the group is divisible by a sufficiently large prime. Point-counting algorithms
provide tools to compute such group orders. Over a finite field I, of large characteristic, Schoof’s
algorithm and its variants provide polynomial-time algorithms for fixed genus. However the
exponent w.r.t. log(q) is large, and this implies that practical computations are often challenging.

One way to leverage this issue is to pick curves which are structured in a way that helps
point-counting algorithms, and which hopefully does not hinder the cryptographic properties.
One way to achieve that is to consider curves with explicit real multiplication, namely curves for
which we know explicitly a non-scalar endomorphism which generates a totally real field over
Q. These curves are often obtained as reductions of known families of curves over Q which have
real multiplication, see e.g. []1].

This was used in [56] in order to construct large cryptographic genus-2 curves. Our goal
in this section is to show how to use these techniques for genus-3 hyperelliptic curves. The
algorithm that we present in this section allowed us to compute the zeta function of a genus-3
hyperelliptic curve with explicit real multiplication over the field Fy64_59. The previous record
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for hyperelliptic genus-3 point counting (without explicit real multiplication) was computed by
Andrew Sutherland over the field Fy61_; by using generic group methods [112].

Explicit real multiplication. In this work, our main goal is to develop techniques to compute
points in practice for genus-3 hyperelliptic curves. Since the complexity becomes quickly pro-
hibitive, we consider curves with explicit real multiplication, which are curves for which we know
a part of the endomorphism ring. The extra structure allows us to speed up the computations.

Let 7 be a genus-3 imaginary hyperelliptic curve, and let n € End(Jac(.#)) be an endo-
morphism whose minimal polynomial over Q has degree 3 and has only real roots. We say that
it has explicit real multiplication by Z[n] if we have explicit formulas for computing ([P — oo])
for a point (z,y) € #(F,).

By explicit formulas, we mean analog of Cantor’s polynomials for the multiplication by ¢:
for i € {0,1,2,3}, polynomials ngu) e F,[X], ni(v) € F,[X,Y] such that for the generic point

(x,y) of H# the Mumford coordinates of n([(x,y) — oo]) are
3 2 (v)
u i M \T,Y) i
(Zn§ (@)x, 3 B ) .
i=0 i—o0 M3 (,y)

Our main complexity result is:

Theorem 1.2.15. [5, Thm. 1] Let 5 be a genus-3 hyperelliptic curve over a finite field
F, (where q is odd) given by an imaginary Weierstrass model, and n € End(Jac(J¢)) be an
endomorphism given by rational functions such that Z[n] ® Q is a real cubic number field. Then
we present a probabilistic Las Vegas algorithm to compute the characteristic polynomial of the
Frobenius endomorphism on Jac() in expected time bounded by c(log q)%(loglog q)*, where k
is an absolute constant, and ¢ depends on the degrees of the polynomials describing n and on the
ring Z[n).

Remark 1.2.16. We abbreviate the complexity as 5n((log q)%), where the subscript n indicates
that the constant hidden in the O depends on the data associated to 7.

The main technique is to use the fact that n generates an order Z[n] in a totally real number
field of degree 3 in the endomorphism algebra of the Jacobian of 7. If ¢Z[n] decomposes as
a product of ideals in Z[n], then the ¢-torsion may be decomposed accordingly. We consider
split prime numbers ¢ where ¢ - Z[n] = pi1p2ps. Then Jac(2)[p;] is the set of points where
all endomorphisms in p; simultaneously vanish. This kernel contains a Z/¢Z-vector space of
dimension 2, instead of the usual ¢ (-torsion points. This is where we obtain a complexity
improvement.

Still, there is an obstacle: usually we want to compute the action of the Frobenius endo-
morphism 7 on the ¢-torsion, but 7 does not let the kernel subspaces Jac(7¢)[p;| invariant. In
order to leverage this issue, we study the action of 7+ 7" (where 7V is the dual of the Frobenius

endomorphism), instead of the action of 7 on these kernels. Indeed, it is known that 1) dof T+
belongs to the degree-3 real subfield of Q(7). Consequently, ) € Q[n] and therefore there exist
rational numbers a, b, ¢ such that 1 = a + by + en?. In fact, the common denominator of a, b, ¢
must divide the index of Z[n] in the maximal order of Q[n].

Moreover, there is a known formula relating the characteristic polynomial x, of ¢ regarded
as an element in the degree-3 real subfield of Q[r], and the characteristic polynomial of 7 in Q[r]:
Xx(T) = T3xy(T + q/T), see e.g. [68]. The characteristic polynomial ., is defined globally
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as usual (by noticing that all its specialization on the Tate modules are compatible) and it has
integer coefficients. If we are able to compute the rational numbers a, b, ¢ modulo ¢ (provided
¢ does not divide A), then we have access to x, modulo £. The last ingredient is that v acts
on the 2-dimensional Z/¢Z-vectors spaces in the kernel subspaces p; as the multiplication by a
scalar.

Our global strategy is then the following:

« We start by computing “small” elements a; = a; + b;n 4+ ¢;n? in each of the prime ideals
p; D (Z[n], where a;, b;,¢; € Z. By small, we mean that it has norm M\ for some small
cofactor .

e These elements correspond to endomorphisms «; whose Cantor’s polynomials can be com-
puted from the Cantor’s polynomials for 7.

e Using these Cantor’s polynomials, we compute their kernels K; def 5 ac(J)[a;] by proceed-
ing as in Section In the genus-3 case, the dimension of the Jacobian variety is small
so we do not need to use general-purpose solving algorithms; using resultants, we manage
to get more precise complexity bounds.

o The abelian group G; YN ac(A)[{] is then a 2-dimensional Z/¢Z vector space. The
endomorphism 7 acts as a scalar multiplication on this subspace, and the corresponding
eigenvalue \; can be computed from the 2-element representation of p;. On the other hand,
1 also acts on G; as a scalar multiplication by an unknown integer k;. Unfortunately, we
cannot find directly k; since we are not able to evaluate 1. Therefore, we use a trick which
uses the relationship between 1 and 7: 7 = 72 + 7Y = 72 4 ¢. Since the righthand side
on this equality involves only the Frobenius endomorphism and the multiplication-by-g
map, we can evaluate it. Consequently, we are able to evaluate m on G;, and therefore

we can pick some nonzero point D; € G; and compute k; as the only integer such that

e From )\; and k;, we obtain the following relation on the searched rational numbers a, b, c:
a+ b\ + c)\% = k; mod 4;.

o By using this approach for sufficiently many small ¢ which split in Q[n], and by using
bounds that we can obtain on a, b, ¢ from Weil’s conjectures, the CRT allows us to recover
the integers a, b, c. From these values, we get the characteristic polynomial of the Frobenius
endomorphism.

In order to compute the asymptotic complexity in a tighter way than in Section and
obtain Theorem [1.2.15] we use the fact that the low dimension of Jacobian variety allows us
to compute the kernel subspaces by using resultants instead of more general techniques such
as Grobner bases or geometric resolutions whose complexity analyses require extra regularity
assumptions which can be only be acquired at some cost.

An explicit computation. As a proof-of-concept for our method, we consider the curves

obtained via the reduction modulo a prime of the genus-3 hyperelliptic curve ¢ defined over

Q by the equation y? = 27 — 72° + 1423 — 72 + t, where t # +2. This curve has explicit real

multiplication by an endomorphism 7; which is such that Z[n;] C End(Jac(4¢)) is isomorphic

to Z[2 cos(2m/7)]. Notice that Z[2 cos(27/7)] ® Q is a totally real degree-3 extension of Q.
Cantor’s polynomials U, (z,y, X), Vy, (z,y, X) € Q(H)[X] for 7 are given by
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Ulz,y,X) = X2+ 11xX/2+ 2% —16/9,
V(xvva) =Y

This family of curves with explicit real multiplication was found in [I13].

For our computation, we instantiate this curve with ¢ = 42 and we reduce it modulo p =
264 —59. For kernel computations, we used the implementation of Grobner bases (instead of the
resultants that were used in the complexity analysis) in the Magma computer algebra software
v2.23-4. Also, we do not restrict our computations to split £. In particular, the primes 2 and 3
are inert, but the 2-torsion can be obtained for free and the 3-torsion can be computed without
making use of the real multiplication. Also, 7 ramifies completely in Z[2 cos(27/7)] ® Q and this
can be used to recover one linear relation between a, b, ¢ modulo 7. The first split prime is 13,
and we used the real multiplication to compute a, b, c modulo 13 by using the strategy described
in Section The computation for each kernel subspace lasted three days, and it required
41GB of RAM on a Xeon E7-4850v3 at 2.20GHz, with 1.5 TB RAM. Such a computation would
not have been possible without using the real multiplication, since the 13-torsion is too large to
be computed directly (it has order 13% ~ 222).

When sufficiently-many modular information on a, b, ¢ is known, the computation is finished
by using a multi-dimensional kangaroo-type low memory parallel collision search, see [57].

Once we find the coefficients a, b, ¢, we get the relation

¥ = 2551309006 4 243131981077 — 84726780272,

from which we can recover the characteristic polynomial of the Frobenius endomorphism, which
is:

Xa(T) =T6 — 01T + 0oT* — 0313 + qooT? — > T + ¢°,
o1 = 986268198, o9 = 35389772484832465583, o3 = 10956052862104236818770212244.

1.3 Isogenies of Drinfeld modules and effective class field theory
of hyperelliptic function fields

This section presents results that have been obtained with Antoine Leudiere, and they are part of
the Ph.D. thesis of Antoine Leudiere. This work has been published in the Journal of Symbolic
Computation [87].

1.3.1 Motivation

Drinfeld modules — initially called elliptic modules — were introduced by Vladimir Drinfeld
in [41]. One of the goal was to mimic the class field theory of imaginary quadratic number fields,
by constructing geometric objects which are related to abelian extensions of function fields. This
is related to the Langlands conjectures for function fields, and this line of work culminated when
Laurent Lafforgue developed the theory to the point of proving parts of Langlands’ conjectures
for function fields.

As Drinfeld modules share many similarities with elliptic curves, we may ask whether the
known algorithmic and cryptographic applications of elliptic curves may be translated in the
world of Drinfeld modules. A decade ago, computer algebraists have started the investigation
of Drinfeld modules from the point of view of modern computer algebra. One nice feature of
Drinfeld modules is that they provide efficient algorithms for factoring univariate polynomials
over finite fields [39].
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Another viewpoint — that we shall adopt in this section — is that (isomorphism classes)
of elliptic curves are related to the class field theory of imaginary quadratic number fields, via
the theory of complex multiplication. Similarly, isomorphism classes of rank-2 Drinfeld modules
are related to arithmetic properties of Jacobians of hyperelliptic curves, via a similar theory of
complex multiplication.

One of the fundamental algorithmic feature of the theory of complex multiplication is that
there is an action of a class group of a set of isomorphism classes, and this action can be
represented via isogenies, i.e. morphisms between geometric objects.

Our initial motivation was to design a Drinfeld module analog of the CRS cryptosystem
[311, 103], which relies on this group action on isomorphism classes of elliptic curves. However,
Wesolowski showed that isogenies between Drinfeld modules can be computed efficiently [121],
which hinders the cryptographic potential. Nevertheless, this group action is an important
feature of the class field theory of hyperelliptic function fields, and designing algorithms to
compute it is a nice tool to have in the quickly growing algorithmic toolbox for Drinfeld modules.

Similarly to elliptic curves, Drinfeld modules have both an analytic and an algebraic descrip-
tion. The algebraic construction relies on the noncommutative ring of Ore polynomials.

Definition 1.3.1 (Ore polynomials). Let F, < K be a field extension. The ring of Ore
polynomials K{7} is the K-linear subspace of K[X] generated by {X, X1, X7, .} equipped with
the usual addition and the composition as multiplication law. We use the shorthand notation
7Y xd . The ring K{r} is isomorphic (as a Fq-algebra) to the ring Endg, (K) of Fy-linear
endomorphisms of the affine scheme AY(K) endowed with its natural structure of Fy-vector space
K-scheme.

The category of F,-vector space K-schemes can be defined as follows: an object is a K-
scheme S equipped with a functor F' : (AffineSchemes)°® — Fy—vectorspaces from the category
of K-schemes to the category of Fg-vector spaces such that ¥ = Hom( ,S); A morphism
(S1, F1) — (S2, F») is the data (¢,1) where ¢ is a morphism of K-schemes ¢ : S; — So and
is a natural transformation from Fj to Fb.

Remark 1.3.2. Historically, authors often use the notation G(K) for AY(K) endowed with
the structure of Fq-vector space scheme. This notation refers only to the additive group scheme
structure. However, as mentioned in [99, Sec. 3.1], considering only the group scheme structure
instead of the Fy-vector space scheme structure loses a bit of structure since the endomorphism
ring of Gq(K) in the category of group schemes is slightly different compared to what we want:
if ¢ =p" with r > 1 then End(G,(K)) contains for instance the p-Frobenius, which is additive
but not Fy-linear.

Definition 1.3.3. [J6, Def. A.2] Let F' be a finite extension of Fq(X), oo be a place of F', and
let A C F be the ring of functions which are regular (i.e. which have nonnegative valuation) at
all places distinct from co. An A-field (K, ) is the data of a field extension Fy — K together
with a morphism v : A — K.

A Drinfeld module over the A-field (K,~) is a homomorphism of F,-algebras ¢ : A — K{r}
such that

e Do¢=r, where D : K{1} — K is the map that sends Zf:o a; 7" to ag;
o there exists a € A such that ¢(a) # v(a).

Classically, we write ¢, for ¢(a).
We now define the category of Drinfeld modules over a given A-field.
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Definition 1.3.4. [96, Def. A.}] Let ¢,¢' be Drinfeld modules over the A-field (K,~v). A
morphism (defined over K) ¢ — ¢ is an Ore polynomial v € K{7} such that v - ¢4 = ¢, - L for
all a € A. A nonzero morphism is called an isogeny.

Drinfeld modules have a rank, which is defined as follows

Definition 1.3.5. [96, Def. A.6] For any Drinfeld module ¢, there is an integer r € Zxq such
that deg,(¢a) = rdeg(a) for all a € A, where deg(a) = log,|A/(a)|. The integer r is called the
rank of ¢.

The rank of a Drinfeld module encode its rank as a A-module in the analytic description.
Therefore, the closest analogs to elliptic curves are Drinfeld modules of rank 2 with A = F,[X],
since they mimic elliptic curves which can be regarded analytically as rank-2 Z-modules in C.

1.3.2 Computing a group action from the class field theory of hyperelliptic
function fields

In this section, we describe the algorithms that we designed with Antoine Leudiére to compute
the action of the Jacobian of a hyperelliptic curve J# on the set of isomorphism classes of
Drinfeld modules which have complex multiplication by the function field of 7.

The Frobenius endomorphism and complex multiplication of finite Drinfeld mod-
ules. Similarly to elliptic curves, Drinfeld modules have a rich theory of complex multiplication.
Following [59], we call a Drinfeld module finite if K is a finite extension of F,. In that case, it is
usual to use the letter L instead of K to denote the field of definition for the Drinfeld modules.

Remark 1.3.6. In fact, for computational purposes, a convenient setting is to start with a
prime ideal p C Fy[X], to consider a finite extension L of Fy[X]/p and the F,[X]-field (L,~),
where vy : Fq[X] — L is the composition of the canonical projection Fy[X] — Fy[X]/p with the
inclusion Fy[X]/p — L.

An interesting property of finite Drinfeld modules is that they always have a nontrivial en-

domorphism: the Frobenius endomorphism p, def LRy, Similarly to elliptic curves defined over
finite fields, rank-2 finite Drinfeld modules with A = F,[X] are categorized as ordinary Drinfeld
modules or supersingular Drinfeld modules depending on the F,[X]-rank of their endomorphism
ring. In this section, we focus only on the ordinary case, i.e. when the endomorphism ring has
rank-2 as a F,[X]-module and is an order in a imaginary quadratic extension of F,(X).

A nice feature of the Frobenius endomorphism is that it has a “characteristic polynomial”
[96, Sec. 4.2], which behaves well in the ordinary case. If [ is a prime ideal in A, the Tate
[-module is the set of points z € F, for which there exists some i € Zxg s.t. ¢4(z) = 0 for all
a € ['. The Tate [-module is a free module of rank r over the completion of the local ring Aj.
Therefore any endomorphism has a characteristic polynomial over the Tate [-module, which has
degree r and coefficients in the completion of A;. By [96, Thm. 3.6.6] the coefficients of this
characteristic polynomial are all in A and their values do not depend on [. The following states
this property in the case of the Frobenius endomorphism:

Theorem 1.3.7. [96, Thm. 4.2.2] [96, Cor. 4.1.12] Let ¢ be an ordinary finite Drinfeld module
of rank r. Then the minimal polynomial & € A[Y] of 11, in the ring extension A — End(¢) is a
degree-r polynomial, which equals the characteristic polynomial of the Frobenius endomorphism
on the Tate l-modules.



1.3. Isogenies of Drinfeld modules and effective class field theory of hyperelliptic function fields17

Therefore, to a finite Drinfeld module ¢ of rank 2 defined over A = F,[X] is associated a
characteristic polynomial £ = Y2 + t(X)Y + n(X) € F,[X,Y]. Degree bounds on t and n are
known: these bounds are similar to the Weil bounds on the trace of the Frobenius endomorphism
for elliptic curves. In particular, these bounds imply that the place at infinity of F,(X) ramifies
in the field extension Frac(F,[X,Y]/¢) when [L : F,] is odd. Consequently, £ defines a imaginary
hyperelliptic curve 7, provided that there is no singularity in the affine plane.

In what follows, we shall assume that this & defines a hyperelliptic curve. We emphasize
that this happens with large probability, in particular when ¢ is large: there is a discriminant
associated to & which must be squarefree.

Next, we notice that under this assumption, F,[X, 7] = F,[X,Y]/¢ = F,[#] is precisely the
endomorphism ring of the Drinfeld module, and its ideals correspond to isogenies: to an ideal
I C Fy[X,Y]/¢ we associate the rged in L{7} of the elements {f(¢x,7r) : f € I}, which is an
isogeny to another Drinfeld module, which is uniquely defined up to isomorphism. Notice that
if I is principal, then the rged is actually an endomorphism. This action of ideals extends to a
simply transitive action — noted %7, — of the class group of F,[.7#] on the set of isomorphism
classes of finite Drinfeld modules isogenous to ¢.

The last ingredient that we need is the fact that rank-2 Drinfeld modules over F,[X] with
complex multiplication by F,[7] can be regarded as Drinfeld modules of rank 1 over the ring
Fq[72]. In the sequel of the section, we let Dro(Fy[X], L)¢ denote the set of rank-2 Drinfeld
modules over A with coefficients in L and whose characteristic polynomial of the L-Frobenius
endomorphism is £&. We also let Dry(F,[.7#], L) denote the set of rank-1 Drinfeld modules over
Fy[7€] with coefficients in L.

A group action over rank-1 Drinfeld modules is already described in the literature in the
case where L is a function field, and it appears that the case of finite Drinfeld modules can be
obtained by reduction modulo primes [66, Thm. 9.3].

Our main result is:

Theorem 1.3.8. [§7, Thm. 2.7] If Dry(F,[5), L) is nonempty, then the set of L-isomorphism

classes of Drinfeld modules in Dr1(IFq[€], L) is a principal homogeneous space for Cl(F,[7¢]) =
Pic?(#) under the %1, action.

The general framework of the proof of Theorem is to connect the result to the case
of Drinfeld modules over function fields [66, Thm. 9.3] via reduction theory [63, Sec. 4.10] and
lifting [9, Thm. 3.4].

1.3.3 Algorithms

In this section, we describe algorithms to compute and invert the group action. More precisely,
*1, lets the class group of F,[.7] act faithfully and transitively on the set of L-isomorphism
classes of rank-2 Drinfeld modules over L. We emphasize that we have natural data structures
to represent these objects: elements in the class group of F,[7] can be represented via Mum-
ford coordinates, i.e. pairs of polynomials (u,v), and L-isomorphism classes of rank-2 Drinfeld
modules can be encoded via their j-invariant. In fact the j-invariant (which belongs to L) clas-
sifies the L-isomorphism classes, not L-isomorphism classes. However, two Drinfeld modules are
L-isomorphic if and only if they are L-isomorphic and their Frobenius endomorphisms have the
same characteristic polynomial. Therefore, once the characteristic polynomial £ of the Frobenius
endomorphism is fixed, the j-invariant is a sufficient data to characterize a L-isomorphism class.
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Computation of the group action
One of our algorithmic contribution is to present an algorithm that computes efficiently the map

Cl(Fq[s7]) x (Dra(Fy[X], L)¢/L-isomorphisms) —  (Dro(F,[X], L)¢/L-isomorphisms)
((u,v),j) = (u,v) *7, ]

Algorithm 1 GROUPACTION
1: function GROUPACTION( A j-invariant j € L encoding an isomorphism class C of Drinfeld
modules in Dry (F,[5#], L), and Mumford coordinates (u,v) € F,[X]? for a divisor class [D]
in Pic’(H). )
2: U+ u(j7 i+ 74+ w) € L{r}
3: v v+ +w) € L{T}
4

¢+ rged(u, 7, — 0) > L= 0<k<deg, () ut® G 1 (o + 11 (w! — w))
5 A “ j,qdeg-r(/‘)
6 Return §7+1/A.
7 > Returns the j-invariant obtained by making [D] act on C by the x1, action.
8: end function

This algorithm is detailed in Algorithm [I| and its complexity is given in the following state-
ment:

Proposition 1.3.9. [87, Prop. 3.7] Algorithm requires O(d?) operations in L and O(d?)
applications of the Frobenius endomorphism.

Inverting the group action

The goal of this section is to explain how to invert the group action xz. Indeed, using the same
notation as in the previous section, for any ji,jo € L representing L-isomorphism classes of
rank-2 Drinfeld modules over L, there exists a unique (u,v) € CI(Fq[5#]) such that (u,v)*r j1 =
J2-

The computation of this (u,v) € CI(IF[7]) starts by computing two Drinfeld modules ¢1, ¢2
which have respective j-invariants ji, j2, and whose Frobenius endomorphism have characteristic
polynomial equal to £. This step can be done quite efficiently: there are explicit formulas for
Drinfeld modules with given j-invariant. Then finding a L-isomorphism to obtain the desired
characteric polynomial can be done by computing the roots of a univariate polynomial (L-
isomorphisms of Drinfeld modules correspond to elements in L).

Then we compute an isogeny ¢ of minimal 7-degree between ¢1 and ¢o via linear algebra, as
explained in Wesolowski’s paper [I12I]. There is a correspondance between isogenies between ¢;
and ¢y and ideals in F,[7#], as described in the following lemma:

Lemma 1.3.10. [87, Lemma 3.8] Let ¢ € Dro(Fy[X], L)¢ be an ordinary Drinfeld module. Then
there is a one-to-one correspondence between monic isogenies with domain ¢ and nonzero ideals
in Fy[H]. Moreover, let ¢1,pa,¢3 € Dro(Fy[X], L)e be Drinfeld modules and v : ¢1 — ¢2,
Lg : P2 — @3 be isogenies; the ideal associated to to - L1 in Fq[%] s the product of the ideals
associated to t1 and to.

Our method to invert the group action is to compute the ideal corresponding to the isogeny
t. Since Fy[7#] is a Dedekind ring, we can proceed by computing a factored form of the ideal.
There is a subtlety about what happens on the p-torsion, so we treat this part separately.
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We start by considering the case where the norm of the isogeny is prime (and does not
generate p), in Algorithm This serves as a building block for Algorithm |3] which works
for any norm. This algorithm returns a factored form of the algorithm corresponding to the
isogeny. Mumford coordinates for the classes of its of the factors can then be computed, and
finally combined using for instance Cantor’s algorithm [27].

Algorithm 2 PRIMEISOGENYTOPRIMEIDEAL
1. function PRIMEISOGENYTOPRIMEIDEAL( An ordinary Drinfeld module ¢ €

Dro(Fy[X],L)¢; A monic prime r € Fy[X] such that » ¢ p; An r-isogeny ¢ : ¢ —
between ¢, € Dro(Fy[X], L)e. )

y < remainder in the right-division of 77, by ¢

0 1

for 1 < n < deg(r) do

(1)« remainder in the right-division ¢7 - (™) by ¢

end for

Using linear algebra, find (vo,...,Vdeg(r)—1) € Fgeg(r) such that y — (voe® + -+ +
(deg(r)=1)) = ¢

Udeg(r)—1¢
8: Return vg + v X + - - + /Udeg(r)_leeg(r)—l'
9: > The polynomial v € Fy[X] returned is such that the left-ideal (¢, 1, — ¢) C L{T} is
generated by .
10: end function

We state now the complexity of the main algorithm to invert the group action.

Proposition 1.3.11. [87, Prop. 3.13]  Let m denote the degree of u. Using the Cantor-
Zassenhaus algorithm for polynomial factorization, Algorithm [3 is a probabilistic Las Vegas
algorithm requiring 6(dm“’ +m3 4+ mlog(q)) expected operations in L and O(dm +m?) expected
applications of the Frobenius endomorphism, where w is a feasible exponent for the complexity
of square matriz multiplication.

1.3.4 An explicit computation

We implemented Algorithm [1|in C++/NTL in order to check its efficiency on objects of cryp-
tographic size. We chose the following parameters: ¢ = 2,[L : Fy] = 521. With such
parameters, we built Drinfeld modules at random until the characteristic polynomial of the
Frobenius endomorphism defined a genus-260 hyperelliptic curve 5 over Fa. The order of
Pic’(/#) = CI(F,[#]) can be computed efficiently by using the Denef-Kedlaya-Vercauteren
algorithm [75], B6]. Using the implementation in the Magma Computer Algebra Software, we
computed this order in 53 hours on a Intel(R) Xeon(R) CPU E7-4850.

Our experiments for the computation of the group action were conducted on an Intel i5-
8365U@1.60GHz CPU, 8 cores, 16 GB RAM. We picked an irreducible degree-35 divisor on 2.
By using the 8 cores of the laptop, computing the group action with the class of such an element
on a j-invariant takes 24 ms and is therefore quite efficient. Our C++/NTL code is available at
https://gitlab.inria.fr/pspaenle/crs-drinfeld-521.
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Algorithm 3 ISOGENYTOIDEAL
1: function ISOGENYTOIDEAL( An ordinary Drinfeld module ¢ € Dry(Fy[X], L)s; A (non-
necessarily prime) monic polynomial v € F4[X], such that u ¢ p; A w-isogeny ¢ : ¢ — ¢
between ordinary Drinfeld modules in Dro(Fy[X], L)e. )

2: if u =1 then

3: Return F,[X,Y]/(€)

4: end if

5: r < a nonconstant monic prime factor of u

6: T rged(e, or)

7: if 7=1 then

8: Return ISOGENYTOIDEAL (¢, u/rV?r (W) ).

9: else if 7 = A\¢, for some A € L* then

10: Return (r(X)) - ISOGENYTOIDEAL(¢, u/7, ¢ - ¢, 1).

11: else

12: v < PRIMEISOGENYTOPRIMEIDEAL(¢, r,7)

13: 5 < the codomain of 7, computed from ¢ and z;

14: Return (u(X),Y — v(X)) - ISOGENYTOIDEAL(, u/7, ¢ - T 1).
15: end if

16: > This function returns a factorization of the ideal a C Fy[X,Y]/(§) associated to v in

Lemma [L.3. 10
17: end function

1.4 Computing Riemann-Roch spaces for nodal curves

This section is about results that have been obtained with Aude Le Gluher, and they are part
of the Ph.D. thesis of Aude Le Gluher. More details can be found in our paper [85] published
in the journal Mathematics of Computation or in the Ph.D. thesis of Aude Le Gluher [84].

1.4.1 Motivation

The celebrated Riemann-Roch theorem is one central tool for studying algebraic curves. This
theorem provides an upper bound on the dimension of the space of global sections of a sheaf
O (D) associated to a divisor D on a projective curve. In its modern form, this theorem can be
understood as a duality result which relates spaces which are linked via Poincaré duality.
Although Riemann-Roch spaces are classically defined for nonsingular curves, its classical
definition can be easily extended to singular curves, provided that the divisor avoids singularities:

Definition 1.4.1. Let € be a projective curve over a perfect field k, and D be a Weil divisor
whose support contains only nonsingular points. Then the Riemann-Roch space L(D) is defined

as the vector space

L(D) ¥ [0} U{f: f € k(@)s.t.div(f) > —D}.

We let £(D) denote the dimension of L(D).

An important fact is that line bundles on curves are all isomorphic to line bundles from
sheaves of the form &'(D), see [65, Ch. IV, Sec. 1, Exercise 1.9.(c)] and the Riemann-Roch space
L(D) corresponds to the space of global sections of &'(D).

If we write finite sums Dy = )", a;P; and D_ = ), b;Q);, where P;, Q; are closed nonsingular
points, and a;, b; are positive integers, nonzero elements in the Riemann-Roch space L(Dy —
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D_) are functions such that valp,(f) > —a;, meaning that poles are authorized up to some
multiplicity, and valg, (f) > b;, meaning that D_ imposes some zeros on the functions.

Theorem 1.4.2 (Riemann-Roch theorem). Let D be a divisor on a smooth projective algebraic
curve of genus g with canonical divisor K. Then (D) — (K — D) = deg(D) — g + 1.

We emphasize that smoothness is required in Theorem [[.4.2] In fact, a rule of thumb is
that Theorem (and related statements) can be adapted to singular curves provided that
we understand the structure of singularities sufficiently well. Understanding the singularities
usually means that we can compute a desingularization of the curve. However, a problem about
desingularization is that it often increases the dimension of the ambient space, which complicates
the data structures required to represent the geometric objects.

For computational purposes we like working with plane curves as they can be conveniently
manipulated via bivariate polynomials: curves are hypersurfaces in the plane, so they can be
encoded by principal ideals. Unfortunately, not every algebraic curve is birationally equivalent to
a smooth plane curve. However, if we allow nodes, which are the simplest types of singularities,
then every algebraic curve is birationally equivalent to a nodal plane projective curve (under
some restriction on the base field, which should be sufficiently large).

Let ¢ be an affine plane % given via a polynomial equation Q(X,Y) = 0, with @ € k[X,Y],
and let (a, ) € % be such that Q(a, B) = 0. Then write Q(X + a,Y + 8) = > .o Qi(X,Y),
where @; is a homogeneous polynomial of degree i. The multiplicity of the point («, ) is the
smallest ¢ such that @; # 0. A singularity (a, 8) is a node if its multiplicity is 2 and if Q2 is not
a square in k[X,Y].

Proposition 1.4.3. [8, Appendiz A] Every complex algebraic curve is birationally equivalent
to a projective nodal plane curve.

Theorem [1.4.3] is not true in general for finite fields. We shall assume without proof that
Theorem holds when C is replaced by a finite field of sufficiently large characteristic.

Next, we introduce the Riemann-Roch problem, which will focus on in this section:

Problem 1.4.4. Given a geometrically irreducible complete curve € defined over a perfect field
k and a divisor D on € with support outside the singular locus of the curve, compute a basis for
the vector space L(D) C k(€).

This problem has strong applications in coding theory and in arithmetic geometry. The
first modern occurence of an algorithm to compute Riemann-Roch spaces appear in a paper by
Goppa for the construction of algebraico-geometrical linear codes (abbreviated AG-codes) [61].
Such codes are generalization of Reed-Solomon codes. The main idea for the construction of
AG-codes is to consider a [Fy-linear coding map

L(D) - F"

where the map is an evaluation map at m rational points which are distinct from the support of
D. Reed-Solomon codes are special cases of this setting. The main interest of this construction
compared to Reed-Solomon codes is that m is not bounded above by ¢ for curves of large genus.
Moreover, it can be shown that this linear map has good decoding properties.

The second application domain of the computation of Riemann-Roch spaces lies in arithmetic
geometry and computer algebra, as this is a basic tool to compute the group law in the Picard
group (or the Jacobian variety) of a curve €. Indeed, once a rational point oo has been fixed
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on %, we can represent a class a € Pic?(%) as an effective divisor D of degree g such that
[D — goo] = a. If ay, an € Pic?(%) are two classes represented via two effective divisors Dy, Dy
of degree g, finding a representative for the class a3 + a2 amounts to finding a divisor Ds of
degree g such that [D1+ Dy —2goo] = [D3—goo]. Said otherwise, [D3] = [D1+ D2 —goo] and such
a divisor can be computed by finding an element in the Riemann-Roch space L(D1+ Dy — goo).

During the two decades 1990-2010, a lot of progress was made in the algorithmic framework
for computing Riemann-Roch spaces and for computing the group law on the Jacobian of curves,
see [69, 64 [67, 119, [77].

1.4.2 Revisiting the Brill-Noether’s method

In this work, we focused on the case of nodal curves: this allows us to work with a large family
of curves, while keeping the inconvenience caused by singularities to a minimum. In particular,
nodes are a special case of ordinary singularities, and Brill-Noether’s adjoint theory provides us
with tools to handle them.

For theoretical purposes, it is convenient to consider a smooth model ¢ of ¢ together with
a degree-1 morphism 4 — % which is 1-to-1 on nonsingular points on % and 2-to-1 on singular
points. Such a model always exists; we will need it mainly for proofs, and we do not need to
compute it explicitly.

This way we can talk about divisors on ‘g, and we say that a divisor on % is smooth if it
involves only points which do not project to nodes on €. By slight abuse of notation, we say
that D is a smooth divisor on % if it corresponds to a smooth divisor on %.

We define the nodal divisor E on € which is the formal sum of the points which project to
nodes. Therefore, E is an effective divisor of degree 2r.

Representation of the curve. Our curve in P? will be described by an absolutely irreducible
polynomial ¢ in k[X,Y] encoding the intersection of € with the affine chart {(z : y: 2) | z #
0} C P2. For simplicity, we assume that the curve is in projective Noether position with respect
to Y, i.e. degy(q) = deg(g). This can achieved via a generic linear change of variables.

Representation of smooth divisors. Effective smooth divisors correspond to finite algebraic
sets included in €. In order to avoid having problems at infinity, we assume that all the points
lie in the affine plane. This is a mild restriction as we can always compose with an automorphism
of the projective plane P? which brings all the points in a given affine chart.

Our representation of effective divisors is inspired by classical representations of 0-dimensional
algebraic sets which use a separating function and a parametrization of the algebraic set by the
roots of a univariate polynomial, see e.g. [60].

However, in our situation we must also encode multiplicities. A convenient way of doing so
is by using a technique which is related to Mumford coordinates for hyperelliptic curves: we use
a local expansion of the curve around the points with precision given by the multiplicity of the
points. In order to achieve this, we need that the divisors are smooth.

Summing all these ingredients together, we obtained the following data structure:

Definition 1.4.5 (Primitive Element Divisor Representation (PEDR)). A Primitive Element
Divisor Representation (PEDR) on an affine curve €° defined by a polynomial q € k[X,Y] is
the data of

e an element \ € k;
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o three univariate polynomials x,u,v € k[S];
such that
(Div-a) x(S) divides q(u(S),v(S));
(Div-b) Au(S)+v(S)=S;
(Div-c) ged( 3% (u(S), v(S)) = Agit(u(S), v(S)), x(9)) = 1;
(Div-d) x is monic;
(Div-e) deg(u) < deg(x) and deg(v) < deg(x).

A PEDR defines an effective smooth divisor in the following way: given A, x,u, v, let p1,..., py

denote the irreducible divisors of y. For i in [1,£], we consider the ideal p; def (pi(S), X —

u(S),Y —v(S)) C k[¢°] @ k[S] and the closed points p; e pi N k[€"]. Note that p; is a prime
ideal in k[%"] for all 4. For the multiplicity, we notice that (Div-c) implies that the local ring
and its completion are in fact discrete valuation rings. Let T, § be the classes of X,Y in the
residue field k = k[%¢"]/p;. By Cohen’s structure theorem [43, Thm. 7.7], there is an injective

morphism from £ to the completed local ring k[€Y],,, so T, ¥ can be regarded as elements of

_—

k[€°]y,. Then A(X — )+ (Y —7) is a uniformizing element. The multiplicity u; associated to
p; is the valuation of the function x(AX + Y') in this ring. This valuation corresponds to the
multiplicity of p; in the factorization of x.

Any divisor defined by a PEDR is smooth because of condition (Div-c). Also, it is defined
over k by construction. The representation by a PEDR of a smooth divisor is not unique since
there is a choice of the primitive element, which is encoded by A. A natural question is whether
any effective smooth divisor D on €° can be represented by a PEDR: the answer is yes if k is
sufficiently large, namely if |k| > (deg(g)ﬂ), see [85 Prop. 3.2].

Representation of the nodal divisor. To represent the nodal divisor, we regard it as an
algebraic set, without any considerations about multiplicities. Therefore we use a standard
primitive element representation, which is slightly different from the PEDR above: it is encoded
via A, x,u,v as in the PEDR, however Condition (Div-c) is dropped and (Div-d) is replaced
by slightly stronger condition to avoid any multiplicity.

Definition 1.4.6 (Primitive Element Representation (PER)). A Primitive Element Represen-
tation (PER) is the data of

e an element \ € k;
o three univariate polynomials x,u,v € k[S];
such that
(Div-a) x(S) divides q(u(S),v(S));
(Div-b) Au(S)+v(S)=S5;
(Div-d’) x is monic and squarefree;
(Div-e) deg(u) < deg(x) and deg(v) < deg(x).

A PER defines a 0-dimensional algebraic set in A?(k). As above, there is a condition between
the cardinality of k and that of the algebraic set to be able to represent it, see [85, Prop. 3.3].
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Assumptions on the input divisor. Our algorithm requires a few assumptions on the
input. First, we need that the support of the input divisor involves only nonsingular points
of the curve that lie in the affine chart Z ## 0. The second condition is more technical: it
involves that existence of a low-degree function related to the input divisor which does not have
zeros at singular points. We emphasize that this assuption can be removed without harming the
asymptotic complexity by increasing the degree of the polynomial used as a common denominator
for the Riemann-Roch space; this is proved in [3, Sec. 4.3]. However, removing this assumption
has a significant impact on the practical timings, since this increases the size of all objects
manipulated during the computations by a constant factor.

1.4.3 Algorithms and complexity

Algorithm 4 A bird’s eye view of the algorithm.
1: function RIEMANNROCHBASIS(A curve % together with its nodal divisor E, and a divisor
D = D4 — D_ on % such that D} and D_ are smooth effective divisors.)
2 > This function returns a basis of the Riemann-Roch space L(D).
3 h < INTERPOLATE(deg(%), D+, E)
4 Dy, <~ CoMPPRINCDIV(E, h, E)
5: Dyes < SUBTRACTDIVISORS(Dy, D)
6: Dpum < ADDDIVISORS(D_, Dies)
7
8
9

B < NUMERATORBASIS(deg(%), Dnum, deg(h), E)
: Return {f/h | f € B}
: end function

Algorithm [ gives a general view of the Brill-Noether’s framework for computing Riemann-
Roch spaces, decomposing the main algorithm into subroutines. The subroutine INTERPOLATE
takes as input an effective divisor D, and it returns a form h such that (h) > Dy + E. Geomet-
rically, it computes a nonzero element in I'(0y(—D4 — E) ® Oy(d)), in other words a degree-d
form on the curve with zeros at the points given in Dy and at the nodes, for some well-chosen
d. This computation is done via linear algebra. Then CoMPPRINCDIV computes from h a
convenient representation of the divisor div(h) — E. It essentially boils down to a resultant com-
putation, although some care is required to handle multiplicities. The routines ADDDIVISORS
and SUBTRACTDIVISORS use gcd and lem computations of univariate polynomials to compute
the arithmetic operations on divisors. Again, some care is required to handle multiplicities; in
particular, this step might require Hensel lifting. Then, NUMERATORBASIS takes as input the
effective divisor Dy,m and the degree of h, and it returns a basis of the vector space of all forms
f € k[%] of degree deg(h) such that (f) > Dnpym + E. Geometrically, we compute a basis of
I(O(—Dpum — E) ® O(deg(h))). Finally, we divide this basis by the common denominator h in
order to obtain a basis of the Riemann-Roch space.

One of the cornerstones of the correctness of Algorithm [4] is the Brill-Noether’s residue
theorem. This theorem is one of the foundations of the theory of adjoint curves, and it gives
a sufficient condition for a form to be a suitable denominator for all functions in the Riemann-
Roch space. In the case of nodal plane curves, an adjoint curve is a curve which goes through
all the nodes of ¢, and E is the adjoint divisor as defined in [54], Sec. 8.1].

Brill-Noether theory is in fact more vast than just nodal curves, and it covers ordinary
singularities in general. We shall see later that it can be further generalized via Gorenstein’s
theory of adjoints.
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We won’t go into the details of the proof of correctness of the algorithm (see [85] for details),
but we mention that it relies on Brill-Noether theorem:

Proposition 1.4.7. (Brill-Noether theorem for nodal curves)[54), Sec. 8.1] Let D,D’ be two
linearly equivalent effective divisors on €. Let h € k[€] be a form such that (h) = D+ E+ A
for some effective divisor A. Then there exists a form h' € k[€] of the same degree as h such
that (W)= D"+ E+ A.

The Brill-Noether is actually a very powerful tool, which roughly speaking explains how the
local analysis at singularity gives global information about a curve. The formalism of sheaves is
a convenient language to express this relationship between local and global properties.

In what follows, if D is a divisor on € (more precisely, on its smooth model ), we let /(D)
denote the sheaf of functions whose valuation at a point P is not less than the multiplicity of P
in —D. This sheaf (D) is a Og-module, and it is actually a line bundle, whose inverse for the
tensor product is &(—D). Its global sections I'(€/(D)) equals the Riemann-Roch space L(D).
For d € Z>, we shall also need the twisting sheaf &'(d) whose global sections are degree-d forms
on ¢, namely I'(0'(d)) = k[€]4.

The following corollary explains that adjoints measure how far from invertible divisors built
on singularities are. In particular, adjoints allow us to reduce the Riemann-Roch problem to the
problem of computing a basis of I'(€'(— D)@ 0 (d)) for some effective divisor D’ and some positive
integer d, as described by the next corollary, which is a direct consequence of Brill-Noether’s
theorem:

Corollary 1.4.8. Let d be a positive integer and D = Dy — D_ be a smooth divisor on €. For
any nonzero h € I'(0(—D4 — E) ® 0(d)),
1
I'o(D)) = ﬁf(ﬁ(D —div(h)) ® €0(d)).
Proof. 1t is a formalization of [85, Thm. 2.2] and of its proof in the language of sheaves. O

Note that I'(€(D)) is not equal to I'(0(D — div(h))) ® @. Theorem actually
describes a general strategy to compute Riemann-Roch spaces: we start by finding a common
denominator h of all elements in the Riemann-Roch spaces, then the problem can be reduced
to finding a basis of a space of sections associated to an effective divisor. This is the core of the
Brill-Noether’s approach. Algorithm [] implements this method. The following result gives the
asymptotic complexity of this algorithm:

Theorem 1.4.9. [85, Thm. 6.8] Algorithm [4] (RIEMANNROCHBASIS) requires at most
O(masx(deg(#)™, deg(D)*))
arithmetic operations in k.

We will not go into the details of all the subroutines; the main computational tool (which is
also the bottleneck of the complexity) is the following interpolation problem:

Problem 1.4.10. Given a nodal curve €, a positive integer d and an effective divisor D whose
support involves only nonsingular points, compute a basis of the space of forms f of degree d
such that div(f) > D+ E, i.e. compute a basis of I'(0(—D — E) ® 0(d)).
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In this work, we solve this problem by using linear algebra. More precisely, we use the fact
that I'(0(—D) ® 0(d)) is a sub k-vector space of I'(0(d)) when D is effective. When D has its
support in the affine plane A2, it can be represented via an ideal Ip in the affine coordinate ring
k[€]. The space of global sections I'(0(—D) ® €(d)) is precisely the kernel of the evaluation
map I['(€(d)) — k[€]/Ip, and it can be computed via linear algebra over k.

In follow-up works by Abelard, Berardini, Couvreur and Lecerf, they manage to use an extra
structure to decrease the complexity. More precisely, they consider a map 7 : € — P!, which
implies that ¢(—D) ® €(d) has a structure of a 7*(Op1)-locally free module of rank deg(%).
Under some assumption of the projection map, this makes the space of affine sections of &(—D)
a free k[X]-module of finite rank and its elements of degree at most d can be extended to a
basis of I'(0(—D) ® €/(d)). They use algorithms for computing shifted Popov forms to compute
such a basis of the k[X]-module of low-degree elements, which provide them with subquadratic
complexity.

Assumptions and how to remove them. Our work require some assumptions on the input.
The reason why we need those assumptions is that our goal is to provide practical implemen-
tation. In particular, we would like that the common denominator A that we compute for our
Riemann-Roch space has the smallest possible degree.

Equivalently, we try to choose the smallest possible degre d in Theorem such that the
space of of global sections in which we pick h is nonzero. Direct computations gives us an
explicit formula for this degree. However, this strategy may fail in the following exceptional
case. By construction, for every h in I'(0(—D4 — F) ® 0(d)), div(h) = Dy + E + A for some
effective divisor A. It may happen that for all h in I'(0(— Dy — E) ® €(d)), the support of the
corresponding effective divisor A involves singular points. If this situation happens, then our
algorithm fails.

In fact, the authors of [3] show that this assumption can be removed without harming the
asymptotic complexity, by choosing a larger value for the degree of h. Even though increasing
d does not harm the asymptotic complexity, this increases significantly the time of practical
computations.

A possible strategy then would be to make the algorithm iterative by detecting if this as-
sumption is not satisfied, and increasing the degree in this case. We did not implement this
strategy, but this might be a future development of our rrspace software.

In practice, the only examples that I know where the assumptions are not satisfied are those
built especially to make this assumption fail.

1.4.4 Implementation and experimental results

We have implemented Algorithm [4] in C++/NTL for k = Z/pZ. As mentioned in Section [1.4.1]
the group law on the Jacobian of a curve can be computed via the discovery of a nonzero function
in a Riemann-Roch space. We designed a specific implementation for this task, which can be
slightly optimized (for instance, we only need one function in the Riemann-Roch, not the full
basis). Our software rrspace is available at https://gitlab.inria.fr/pspaenle/rrspace
and it is distributed under the LGPL-2.14 license.

Experiments have been run on a Intel(R) Core(TM) i5-6500 CPU@3.20GHz with 16GB
RAM.

Figures and display some experimental results that have been obtained with our im-
plementation and which are compared with the state-of-art implementation of the computation
of Riemann-Roch spaces in the Magma computer algebra software.
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Figure 1.1: Comparison of the time required by rrspace and Magma V2.23-8 to compute a
basis of L(D) on a fixed smooth curve of degree 10 over Z/655217Z. On the left, D is the sum of
random irreducible effective divisors of degree 10. On the right, D is a multiple of an irreductible
divisor of degree 10. Both axes are in logarithmic scale.
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Figure 1.2: Comparison of the time required by rrspace and Magma V2.23-8 to compute a
basis of L(D) on a fixed curve of degree 10, where D is the sum of random irreducible effective
divisors of degree 10. On the left, the base field is Z/655217Z and the curve is nodal. On the
right, the base field is Z/(232 — 5)Z and the curve is smooth. Both axes are in logarithmic scale.
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In our experiments on nodal curves, our implementation was faster than Magma’s by a factor
between 6 and 200. We refer to [85] Sec. 8] for more details on our experiments.

1.4.5 Follow-up works

Our work on Riemann-Roch spaces was followed by a series of papers by other authors. These
papers generalized the families of curves that can be handled by the Brill-Noether’s approach,
or they improved the asymptotic complexity.

e Sub-quadratic time for Riemann-Roch spaces: case of smooth divisors over nodal plane
projective curves by Abelard, Couvreur and Lecerf [3]. This paper improves the complexity
by providing an algorithm that is less than quadratic ((w + 1)/2 to be precise) in the size
of the input in the case of curves defined over a fixed finite field F,. The cornerstone of
this improvement is to use specialized algorithms for free finitely-generated Fy[X]-modules
(shifted Popov forms);

o Efficient computation of Riemann-Roch spaces for plane curves with ordinary singularities
by Abelard, Couvreur and Lecerf [4]. This paper deals with a more general class of curves,
with the same subquadratic complexity as in the nodal case;

o Computing Riemann-Roch spaces via Puiseur expansions by Abelard, Berardini, Couvreur
and Lecerf [2]. The aim of this paper is to allow more complicated singularities. This
algorithm has exponent complexity w in terms of the input. They use rational Puiseux
series to compute general adjoint curves.

o A proof of the Brill-Noether method from scratch by Berardini, Couvreur and Lecerf [19].
The aim of this paper is to simplify proofs, and to provide a unified framework for de-
scribing the recent progress based on the Brill-Noether’s method, using only simple math-
ematical tools.
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Polynomial systems

2.1 Panorama

The study of polynomial systems is one of the foundations of modern applied computer algebra.
Perhaps one of the reasons for their ubiquity in applications is their expressiveness: many inverse
problems in science and engineering can be modeled as polynomial systems. This is the reason
why developing general-purpose algorithmic tools is so important. The success of Grébner basis
algorithms is probably related to the fact that they do not need assumptions on the input
to return results which provide useful information about the solutions of polynomial systems.
However, this flexibility and robustness does not come for free: the efficiency of general-purpose
algorithms is not easy to analyze, and worst-case complexity bounds are far too pessimistic
for most use cases. Therefore, it is important to investigate specific structures that appear in
polynomial systems arising in applications, for which we can try to design specific algorithms
and provide usable complexity analyses.

This is the point of view of this chapter, where we will focus on two types of structures.
The first structure comes from the monomial support of the polynomial systems. Our main
contribution here is to study if some compactifications of the ambient space may be more conve-
nient than the usual projective compactification, which regards affine varieties as dense subsets
of projective spaces. The main goal is to find new ways to organise the computations during
Groébner bases algorithms, to increase the efficiency when there are monomial structures. The
second structure that we study in this chapter is obtained when we consider polynomial systems
encoding critical points of maps. This arises typically in applications involving optimization
problems, which are quite common.

The main tools to investigate these structures come from algebraic geometry, since indicators
of the complexity are often related to numerical invariants which can be computed with tools
from intersection theory (dimensions, degrees, etc.).

As Grobner bases algorithms are versatile, general software implementations are important
for applications. In fact, there are already many implementations of Grébner bases algorithms
that have been proposed. We can cite for instance FGb by J.-C. Faugere, the implementation
within the Magma computer algebra software by A. Steel, the recent software msolve by J.
Berthomieu, C. Eder, V. Neiger, M. Safey El Din, or the OpenF4 software by V. Vitse. This list
is not exhaustive. I have written my own C++/NTL implementation of the F'4 algorithm in
the tinyGB software. The goal of this implementation is not to design a general software, but
rather to focus on improvements for special families of structured systems. In particular, during
the last years, I mainly focused on systems with monomial structures, and the endgoal of my
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research on this topic is to design fast and efficient software for such polynomial systems.

2.2 Sparse polynomial systems

2.2.1 Preliminaries

Designing efficient algorithms to solve sparse polynomial systems has been a long standing
computational problem. Perhaps one of the stepping stone on which this field of research arose
was the discovery of the Bernstein-Khovanskii-Kushnirenko theorem during the 70s. This result
showed that the number of toric solutions — i.e. affine solutions with no zero coordinate —
of sparse polynomial systems can be bounded via a value which is much sharper than the
classical Bézout bound: It is bounded by the mixed volume of the Newton polytopes of the
input polynomials.

The Newton polytope of a Laurent polynomial f € (C[Xlﬂ, ..., XF! is constructed by
considering the set A C Z™ of all exponent vectors of monomials which occur in f with nonzero
coefficient: The Newton polytope of f is the convex hull of A in R™. The mixed volume of n
convex and bounded bodies Py, ..., P, C R" is the real number which is obtained by considering
the following map:

gO - R}()
(tla-'~atn) — n'VOl(t1P1++tnPn)’

where Vol denotes the classical Euclidean volume.

It can be proved that this map is in fact a polynomial map, which is the evaluation of
a homogeneous polynomial of degree n in Clti,...,t,]. The coefficient of tity---t, in this
polynomial is the mized volume. Moreover, if the input polytopes are lattice polytopes (i.e.
convex hulls of points in Z™), then the mixed volume is an integer.

Theorem 2.2.1 (BKK theorem). [20, Thm. A] For generic choice of coefficients in C, the
number of solutions in the torus (C\ {0})™ of a system of n polynomial equations with fized
monomial supports equals the mired volume of the Newton polytopes of the polynomials.

This theorem raises a lot of questions. In particular, it suggests that the classical projec-
tive compactification of the affine space might not be particularly relevant in the case of sparse
systems, as intersection theory in the projective space cannot take into account the Newton
polytopes of the equations. Also, the mixed volume provides a measure of the “algebraic com-
plexity” of the geometric objets. Therefore, a computational goal could be to design algorithms
whose complexity is related to this measure.

Before moving on to the general case, we can first focus on multi-homogeneous and weighted
homogeneous polynomial systems, which are special cases featuring typical difficulties.

Multi-homogeneity. There are many ways to look at multi-homogeneity. For geometers,
multi-homogeneous objects are varieties in products of projective spaces. For algebraists, multi-
homogeneity arises from multi-graded rings. In applications, multi-homogeneity arises often
when there are several blocks of unknowns which represent coordinates of distinct natures.
We will adopt here the point of view of polynomial system solving. We consider a family of £
polynomial rings k:[X(gl), .. ,X,(lll)}, ce k[X(()é), .. ,XT(L?}. The tensor product of these polynomial
rings is isomorphic to a polynomial ring k[Xél), e ,X,(fl), e ,Xée), e ,X,(f;)]. Since each factor
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of the tensor product has a Z>o-grading, the tensor product inherits a Zéo—grading, where the
(di,...,dg)-slice is

KXY, x Wy @@ kX, X0,

I Ny

This Z‘;O—grading is a refinement of the usual Z>o-grading. The connection with multi-projective

geometry comes from the fact that if (x(()l), .. .,1:7(111), . .,x((f), .. .,m%)) € et i e zero
of multi-homogeneous polynomials, then for any (A(M),... , AX®) e (k\ {0})!, the polynomials
also vanish at ()\(1):5[()1), e )\(1):0211), e )\(e)azée), - )\(e)x%e)), therefore solutions of multihomo-

geneous polynomials correspond to points in the multi-projective space P™ x - -- x P™. A typical
difficulty is that multi-homogeneous systems vanish on some high-dimensional coordinate sub-
spaces: when all the variables in a block are set to zero, then all multihomogeneous polynomials
with degree at least 1 with respect to this block of variables vanish. In practice, this implies
that there are some unwanted high-dimensional parasitic solutions of polynomials systems which
create practical algorithmic issues.

Weighted homogeneity. Weighted homogeneous systems arise when the homogenity relation
involves some weights. A polynomial f € k[Xy,...,X,] is homogeneous with respect to the
weight vector (wo,...,wy) if f(Xy°,...,X¥) is homogeneous in the usual sense. The main
difficulty for weighted homogeneous systems comes from the fact that the natural ambient space
is the weighted projective space, which may have singularities. This implies that some degrees
correspond to non-Cartier divisor classes, which is the cause of some subtleties for predicting
the behavior of solving algorithms. Another difficulty is that the polynomial algebra is not
generated in degree 1, which is also the source of some inconveniences: for instance, generic
dense systems of some given degrees might not lead to regular sequences.

Methods for solving multi-homogeneous and weighted homogeneous systems have been stud-
ied for a long time. Resultant-based approaches have been designed to build matrices from which
some multi-homogenous systems can be solved via linear algebra [37]. Numerical homotopy algo-
rithms can also take profit from the multi-homogeneous structure, by using polyhedral methods
[70]. Polyhedral methods were also useful to design symbolic algorithms [71], [44].

Grobner bases are among the main tools to manipulate symbolically polynomial systems.
They were introduced by Buchberger in his PhD thesis [25]. Algorithms for computing Grébner
bases have been improved over the years, and the F'4/F5 algorithms [49] [50] are now the standard
framework for reducing the problem of computing Grébner bases to linear algebra and efficient
row echelon form computations. Grobner bases algorithms usually proceed degree-by-degree:
doing so, they implicitly compute things with respect to completion in a projective space.

The main challenge in order to adapt them to the multi-homogeneous and weighted settings
is to understand how the different gradings interact with the structure of the F4 algorithm.

In the multi-homogeneous case, I studied some variants of the F4/F5 frameworks during my
PhD thesis [110]. An analysis of the complexity of a variant of Grobner basis algorithms for
zero-dimensional systems was done in [I8], see also Matias Bender’s PhD thesis [I7]. In the
weighted setting, Thibaut Verron’s PhD thesis investigates algorithmic and complexity aspects
of weighted Grobner bases algorithms, see [47], 46, [117].

The geometric ambient spaces associated to multi-homogeneity and weighted homogeneity
are special cases of complete normal toric varieties constructed from polyhedral fans. In the
next sections, we try to start answering the difficulties that we encounter in the general context
of complete normal toric varieties built from fans.
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A first approach is to consider projective toric varieties, which correspond to polyhedral fans
which arise from normal fans of lattice polytopes. In this case, we start with such a polytope,
which provides a closed immersion of the toric variety in a projective space and a Z-gradation of
a subgroup of the Picard group of the toric variety (generated by the class of a hyperplane section
in the projective space). We show that this provides a framework in which we can try to profit
from the monomial structures while using standard techniques from Grébner bases algorithms.
The fact that there is a Z-grading generated in degree 1 enables the use of techniques based on
the Hilbert function and series to obtain numerical invariants associated to the complexity of
the computation.

Another difficulty which arises for instance for weighted projective spaces is that the ambient
space might be singular. This is more difficult to handle. In fact, things can get very bad. For
instance, there may be sequences of degrees where it is not clear whether generic systems are
regular. This problem was asked in [46], since regularity is usually the first step towards an
analysis of the complexity of the computations with Grébner bases.

2.2.2 Algorithms for sparse systems

In this section, the field of definition of the polynomial systems will be the field of complex
numbers. Although most results are probably true when C is replaced with another field of
characteristic 0 or p sufficiently large, we will need to invoke several results from toric geometry,
which are often stated for toric varieties over C.

2.2.3 Homogeneous coordinate rings for projective toric varieties

This section presents results obtained with Jean-Charles Faugere and Jules Svartz and published
in the proceedings of the ISSAC 2014 conference [52].

In this section, our goal is to exploit monomial structures of sparse systems while still using
the classical framework for Grobner bases computations. In order to achieve this, the main tool
that we use is a special homogenization process that regards sparse polynomials as homogeneous
elements in a Z>o-graded ring that is built from the Newton polytopes of the input polynomials.
This graded ring is a polytopal algebra, and it is a homogeneous coordinate ring for the complete
toric variety associated to the normal fan of a polytope.

Before defining the homogeneous ring in which we will perform the computations, we start
by defining semigroup algebras:

Definition 2.2.2. An affine semigroup S in Z" is a finitely-generated subsemigroup. The semi-
group algebra C[S] is the C-algebra of formal sums ) g asX® with as € C with a finite number
of nonzero coefficients, with coefficient-wide addition, and multiplication given by

(o) (B x| & o]

seS seS seS $1,52€8
S1+s2=s

Semigroup algebras play an important role in toric geometry: the building blocks of toric
varieties are affine toric varieties, which are precisely schemes of the form Spec(C[S]) for an
affine semigroup S.

Definition 2.2.3. Let P be a lattice polytope in R™, i.e. a convex hull of lattice points. The
polytopal algebra C[P] is the semigroup algebra associated to the semigroup

(R0 - (P x {1}))nZ"*!



2.2. Sparse polynomial systems 33

in the Euclidean lattice Z"t1.

Polytopal algebras are canonically Zsg-graded by the last coordinate of the exponents of
monomials: the degree of a monomial X (% is d. The polytope P is called normal if C[P] is a
homogeneous algebra, i.e. it is generated by degree 1 elements, see [32] Lem. 2.2.14].

Polytopal algebras play an important role in toric geometry: they are coordinate rings for
projective toric varieties, see [32, Thm. 7.1.13]. Once we have polytopal algebras, we have a
way to homogenize polynomials with respect to this polytopal algebra: for a given Laurent
polynomial f € C[X 13:1, ..., XF!, we consider the smallest integer i > 0 such that the Newton
polytope Newton(f) of f can be included in i x P as a lattice polytope. This inclusion gives a
way to consider f as a homogeneous element of degree ¢ in C[P]. This strategy is particularly
well-suited in the case where all the Newton polytopes of the input polynomials are actually
some multiples of P.

A nice feature of polytopal algebras is that they generalize classical polynomial algebras, and
the notion of admissible monomial orderings extends to this setting without any major difficulty.
Consequently, we can easily define a notion of sparse Gribner bases, which extends in a natural
way the classical notion of Grébner bases in polynomial algebras, see [52, Def. 3.1]. Then we
can use the classical F4 strategy for computing a Grébner basis: we consider a homogeneous
ideal I C CJ|P] generated by homogenization of sparse polynomials, and we compute echelon
bases of I; for increasing d by computing the row echelon forms of Macaulay matrices. At some
degree dp, the echelon basis of I, can be dehomogenized and it will provide a Grébner basis of
the ideal generated by the input polynomials.

Implementing this strategy can provide large speedups as it takes into account the monomial
structures of the input polynomials, see e.g. [52, Table 1]. In the 0-dimensional case, we also
provide a variant of the FGLM algorithm, in order to convert a Grébner basis in the polytopal
algebra into a more convenient Grobner basis for computing the solutions.

The next theoretical step to measure and predict the complexity of such computations is to
obtain bounds on dy. This is often a difficult step. In order to obtain such numerical information,
it is often useful to look at its Hilbert function and series:

Definition 2.2.4. Let R = ®;>0R; be a finitely-generated Zso-graded k-algebra. The function

HFR: Z)O — Z;O
d — dimk(Rd)

is called the Hilbert function of R.

Proposition 2.2.5. [/2, Thm. 1.11][453, Thm. 1.11] If R is homogeneous (i.e. Zxo-graded and
generated by elements of degree 1), then

o the generating series HSp(t) = >, HFR(i)t" — called the Hilbert series of R — is
rational and it has the form
Q(t)
(1=

where n is the Krull dimension of R and Q is a polynomial such that Q(1) # 0.
o there exists a polynomial HPr € Q[X]| — called the Hilbert polynomial of R — such that

HFR(i) = HPR(2) for all sufficiently large i. The degree of HP g is the Krull dimension of
R minus 1 (if the Krull dimension is 0, then HPr =0).
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Remark 2.2.6. The condition of being generated in degree 1 is mecessary, as shown by the

exzample k[ X2 which is generated in degree 2 and whose Hilbert series is the expansion at 0 of
1
1—2°

Classical objects for investigating properties of lattice polytopes are their Fhrhart polynomi-
als and series, see e.g. [91) Sec. 12]. These algebraic objects contain many numerical information
about the combinatorial structure of lattice polytopes. In fact, these objects coincide with the
Hilbert function and series of the associated polytopal algebra:

Definition 2.2.7. Let P C R" be a lattice polytope. The Hilbert function, polynomial and series
of the polytopal algebra C[P] are called the Ehrhart function, polynomial and series of P.

A typical numerical indicator of the “complexity” of a lattice polytope is the Castelnuovo-
Mumford regularity of the associated polytopal algebra, which can be read off from the nu-
merator of the rational function whose expansion around 0 is the Hilbert/Ehrhart series. In
particular, this analogy works particularly well for normal lattice polytopes [32, Def. 2.2.9]: such
polytopes satisfy the property that the semigroup of lattice points in the cone over the polytope
are generated by the lattice points in the input polytope. Equivalently, this means that the
polytopal algebra is generated by its degree-1 elements.

Proposition 2.2.8. [52, Prop. 2.7] Let P be a normal lattice polytope in R™. Then the degree
of the numerator of its Ehrhart series (seen as the expansion of a rational function) is n — ¢,
where € is the largest integer such that the interior of £ - P does not contain any lattice point.
This integer n — £ is the Castelnuovo-Mumford regularity of the polytopal algebra.

Now that we understand the graded structure of polytopal algebras built on normal lattice
polytope, we will study the graded structure of quotients of this ring by ideals generated by
regular sequences.

Definition 2.2.9. Let R = ®scsRs be an algebra graded by an affine semigroup S. An element
x € R is called homogeneous of degree s if x € R; for some s € S. A sequence x1,...,zp of
homogeneous elements is called regular if (x1,...,x¢) # R and for all i € [1,0 — 1], x;41 does
not divide 0 in R/(x1,...,x;).

Proposition 2.2.10. [/5, Proof of Thm. 1.1] Let R be a (non-necessarily generated in degree
1) finitely-generated Zo-graded algebra. Let x1,...,x; be a reqular sequence of homogeneous
elements. Then

tdeg ;)

:]&

HSR/(:m,...,:w)( HSR
z:l

The reciprocal statement only holds if R is homogeneous:

Proposition 2.2.11. Let R be a finitely-generated homogeneous C-algebra. Then x1,...,xp € R
s a reqular sequence of homogeneous elements if and only if

0
HS R/ (oy,...z0y (1) = HSR(t) - [J(1 — te8l™)).
=1

Proof. This is a consequence of [42, Thm. 1.11]. O
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Hilbert series are very interesting because they give the information on the size and rank of
the matrices that are built during the Grobner basis computations, under genericity assumptions
on the coefficients of the input system. This provides useful complexity information in order
to predict the cost of computing Grébner bases with such algorithms, in terms of numerical
combinatorial data associated to the polytope P.

In particular, a central numerical invariant for estimating the complexity is the Castelnuovo-
Mumford regularity of C[P]/I, where I is a homogeneous ideal in C[P] constructed from the
input polynomials. In particular, it can be shown that if I is generated by m < dim(C[P])
generic homogeneous polynomials of respective degrees di,...,d, = 1, then the Castenuovo-
Mumford regularity of C[P]/I equals reg(C[P]) +di + - - - + dp, — m. The Castelnuovo-Mumford
regularity has a relationship with the maximal degree occurring in the Grébner basis, although
this relationship is not always easy. In the classical setting, there is a special monomial ordering
— the grevler ordering — which has the nice property that under some conditions, the largest
degree in the Grobner basis equals the Castelnuovo-Mumford regularity [14]. This is an impor-
tant tool for the complexity analysis of Grébner bases algorithms. In polytopal algebras, there is
no grevlex ordering and the situation is more complicated, so it is not easy to estimate precisely
the cost of Grobner bases computations. Fortunately, in the overdetermined case, we still get
complexity results for sparse systems homogenized via these lattice polytopes:

Theorem 2.2.12. [52, Lem. 5.2 modified for overdetermined systems, and Thm. 5.3] Let P be
a normal lattice polytope in R™, and f1,..., f;n with m > n be a generic system of homogeneous
polynomials of respective degrees dy > ... = d, > 1 in the polytopal algebra C[P]. Then the
mazimal degree dmax occuring in a sparse Grébner basis of the ideal I C C[P] is bounded above
by 1eg(C[P]) + 1+ > 1 cicny1(di — 1). The complexity of computing this sparse Gribner basis is
bounded above by O(n HPp(dmax)“), where HPp is the Ehrhart polynomial of P, and w < 2.373
is a feasible exponent for matriz multiplication [122].

When m > n + 1, the bound on dmax is not tight, and we provide an analog to the classical
Froberg conjecture in the case of polytopal algebras:

Conjecture 2.2.13. [52, Conj. 6.3] Let P, dy,...,dm, fi,..., fm be asin Theorem|2.2.13. The
Hilbert series of the graded ring C[P]/{f1,..., fm) equals

HSp(t) J] (1—t%)| . (2.1)

1<i<m +

where the notation ], means truncating the series at its first nonpositive coefficient, and HSp
is the Ehrhart series of P. Moreover, the maximal degree occurring in a sparse Gribner basis
of (f1,.-., fm) equals the index of the first nonpositive coefficient in Eq. (2.1)).

The non-overdetermined case is more difficult. Initially, we presented complexity bounds
for 0-dimensional systems, but there was a flaw in the proof, which was detected by Matias
Bender, see https://members.loria.fr/PJSpaenlehauer/data/FauSpaSvald_erratum.txt.
Fortunately, by using a slightly different method, Bender and Telen managed to design a solving
algorithm for sparse systems whose complexity depends directly on the Castelnuovo-Mumford
regularity, see [16].


https://members.loria.fr/PJSpaenlehauer/data/FauSpaSva14_erratum.txt
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Figure 2.1: A complete polyhedral fan.

2.2.4 Dimensions and regular sequences in complete toric varieties from poly-
hedral fans

This section presents results obtained with Matias Bender and published in the Journal of
Algebra [15].

Motivation. As seen in Section polytopal algebras give a nice framework for computing
with polynomials with monomial structures. Such polytopal algebras are in fact coordinate rings
for projective toric varieties built from polyhedral fans. However, such coordinate rings lose a bit
of flexibility as they encode the embedding of a toric variety inside a projective space. A more
general algebraic object to compute with is the Cox ring of the toric variety. This is a polynomial
ring which has a finer graded structure than polytopal algebras: it is graded by the full divisor
class group of the toric variety. This allows more flexibility in the way sparse systems can be
homogenized. The aim of the work described in this section is to study what happens when
we consider such toric homogenizations, and to detect which homogenizations are well-suited
with monomial structures. In particular, we study in which situations these homogenizations
introduce unwanted high-dimensional components.

A nice feature of toric varieties built from polyhedral fans (see Fig. is that they can be
decomposed as a disjoint union of torus orbits isomorphic to (C*)?. To prove our main dimension
result on toric varieties, we look at what happens on each of these torus orbits since dimension
is a local property.

The main tool to understand the dimension of common zeros of sparse polynomials with

generic coefficients is the notion of essentiality:

Definition 2.2.14 (Essential family). A family of finite subsets Ay, ..., Ap C Z™ is essential if
dimp (AffineSpang (3.5 4i)) = |E| for every subset E C [1,k], where AffineSpang(>;cp Ai)
denotes the smallest affine subspace in R"™ containing ;. p A;.

The following proposition shows that the extremal-generic dimension of systems of Laurent
polynomials can be computed by looking at essentiality properties of their monomial support.
Extremal-genericity here means that we only require genericity assumptions on the coefficients
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corresponding to the vertices of the Newton polytopes of the Laurent polynomials. The precise
definition of extremal-genericity is given in [15, Def. 1.8].

Proposition 2.2.15 (Extremal-generic dimension over the torus). [15, Prop. 1.12] Let A =
(Ay,..., Ag) be a family of k nonempty finite subsets of Z™. Let f1,..., fr € (C[Xlﬂ, o, XY
be an extremal-generic system of polynomials with respective supports Ay, ..., Ar. Then one of
the two following propositions holds true:

o The family A is essential (Theorem (2.2.14) and dim({fi,..., fx)) =n—k;
o The family A is not essential and (fi,..., fr) = C[XTF', ..., X;F1.

We start by recalling usual notation for toric geometry. Unless stated otherwise, we use the
same notation as in [32].

In what follows, N is a Euclidean lattice, i.e. N is a free abelian group of finite rank equipped
with a symmetric positive-definite bilinear form on Ng := N ®z R defining a Euclidean norm.
We let M denote the dual lattice for the Euclidean norm, and we set Mr := M ®z R. The
notation C[M] denotes the Laurent polynomial ring with exponents in M and coefficients in
C. For m € M, we let x denote the associated character in C[M]. For an affine semigroup
S C M, we let C[S] denote the corresponding subalgebra of C[M].

The letter X denotes the n-dimensional normal toric variety associated to the lattices (N, M)
and to a complete rational fan ¥ over Ng. We let ¥(1) denote the rays of ¥ and S = Clz, :
p € X(1)] denote the Cox ring of X — called the total coordinate ring of X in [32, Ch. 5] —
with its natural gradation by the class group Cl(X) of X [32, Def. 4.0.13]. By slight abuse of
notation, we say that a divisor class a € Cl(X) is Cartier if it is the class of a Cartier divisor;
this corresponds to elements in the Picard group of X [32, Thm. 6.0.20]. Similarly, we say that
a divisor class is effective if it is the class of an effective divisor. Given a cone o € ¥, we denote
by o(1) the rays of 0. For a ray p C N, we let u, € N denote its primitive vector, i.e. the only
element in N satisfying Z>oup, = pN N. We let B = ([],¢,(1)@p : 0 cone of X) C S denote the
irrelevant ideal. Since X is complete, for each o € C1(X), the C-vector space S, of homogeneous
elements of degree «v in S is finite-dimensional [32, Prop. 4.3.8]. For simplicity, we call T-divisors
the divisors on X which are invariant under the action of the torus [32, Exercise 4.1.1]. The class
group Cl(X) is generated by the T-divisors {D, : p € (1)}, where D, is the divisor defined by
the closure of the T-orbit O(p) associated to p € ¥(1) [32, Thm. 3.2.6].

Given a finite-dimensional vector space V C C", we say that a property holds generically on
V' if it holds on a dense subset for the Zariski topology. In this section, V is often a subspace
of polynomial systems in Sy, X -+ X S,,, for degrees ai,...,a, € CI(X). When V is such a
finite-dimensional space of polynomials, we say that a property holds for a generic system (in
V) if it holds generically on V. Given a degree o € Cl(X), a monomial set A € S,, and a
homogeneous polynomial f € S,, we say that f has support A if all monomials with nonzero
coefficients belong to A.

In this section, all polytopes are supposed to be convex and bounded. We use the word
family to denote finite multisets.

Our main technical result is the following dimension formula:

Theorem 2.2.16. [15, Thm. 1.17] Let v, . .., a, € CI(X) be divisor classes and (Ay,...,A;) €
Say X -+ X Sq, be monomial subsets. For each cone o in X, let E, = {i € [1,r] | A7 # 0},
where A corresponds to the subset of monomials in A; which do not vanish identically on the
torus orbit O(o) (see [15, Notation 1.15] for a more precise definition). By abuse of notation,
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Figure 2.2: In this example, we start with two sparse polynomials f; = o + 0oX? 4+ o XY +
0X2Y +0XY24+0X?Y?2 fy = oY +0X2+0X2Y +0X*Y +0X3Y?2 +0XY?3 +0X2Y3, where the
symbols o represent generic coefficients in C. We consider the toric variety V' defined by the two-
dimensional fan whose rays are generated by the four arrows. The black polytopes on the left
and right correspond to divisor classes over V. The pink squares correspond to the monomials
in the Cox ring of V' after homogenization of f; (on the left) and fo (on the right) with respect
to these two divisor classes. The dimension of the subvariety of V' defined by the intersection of
the two hypersurfaces (under genericity assumptions on the coefficients) corresponding to these
two homogenized polynomials can be computed from the incidence properties between the pink
and the black polytopes.

we say that E, is essential if { A7 : i € E,} is essential. LetY a closed subscheme of X defined
by a homogeneous ideal {f1,..., fr) C S, where each f; € Sy, s (extremal-)generic of degree o
with support A;. Then the dimension of Y is

dim(Y)=  max (n—dim(o) — |E,|).

oeY
E, is essential

If none of the sets E, is essential, then Y is empty.

Remark 2.2.17. Our main result actually holds under slightly weaker genericity assumptions:
we only require “extremal-genericity”, i.e. under some genericity assumptions on the coefficients
corresponding to the vertices of the Newton polytopes of the polynomials in the system.

Figure [2.2] provides a picture of Theorem [2.2.16 on an example.

The general Theorem can also help us understand the behavior of (extremal-)generic
systems in polytopal algebras. A nice feature is that this setting includes polytopal algebra
over polytopes whose vertices are not lattice points. This is especially important for studying
weighted homogeneous systems. The following result provides a combinatorial criterion which
decides whether generic systems with prescribed support in a polytopal algebra are regular
sequences:

Theorem 2.2.18. [15, Thm. 3.3] Let dy,...,d, € Zxq be degrees, and A1, ..., A, be monomial
subsets in k[Play, ..., k[Pla, t.e. A; C (di-P)NM, and f1,..., fr be a generic system with support
Ai,...,Ap. LetY be the closed subscheme of Proj(C[P]) defined by the ideal {f1,..., fr). Then:

1. The subscheme Y is not empty.

2. The sequence fi,..., fr is reqular in C[P] if and only if for any F € Faces(P) U {P},
Hie[l,7] | Ain(d;- F) # 0} > dim(F) +r — n.

In fact, this theorem provides an interesting statement when it is specialized to classical
homogeneous systems, when the support of each polynomial is not the full set of monomials of
some degree d:
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Corollary 2.2.19. [15, Coro. 3.7] Letr < n, di,...,d, > 0 be positive integers and Ay, ..., A, C
C[Xo, ..., Xy] be subsets of monomials of respective degrees dy, . .., d,, i.e. A; C C[Xo,...,Xy]q,-
Then a generic homogeneous system fi,..., fr € C[Xy,...,X,] with respective monomial sup-
ports A1, ..., Ay is reqular if and only if for every subset I C [0,n],

Hiell,r]: ANC[X;:ieIl#0} > |I|-14+r—n.

Another interesting case occurs when we specialize Theorem [2.2.18| to polytopal algebras
where all polynomials involve all the monomials of some given degree:

Corollary 2.2.20. [15, Coro. 3.4] Letr < n, dy,...,d, € Z>q be positive integers, and fi,..., fr
be a system of generic homogeneous polynomials in C[P] of respective degrees di,...,d,. The
sequence f1,..., fr is reqular if and only if for every F € Faces(P) U {P},

Hie[l,r] | (di- F)NnM # 0} > dim(F) + r — n.

The specialization to weighted homogeneous systems provides a general criterion to identify
families of weighted degree at which regular sequences can be found. This answers an open
question which was asked in [46].

Theorem 2.2.21. [15, Thm. 3.8] Let (ao,...,a,) be positive weights, r < n and (dy,...,d,)
be positive integers. Then an extremal-generic sequence fi,..., fr € C[Xo,...,Xy] of weighted
homogeneous polynomials of respective weighted degrees dy, . ..,d, is reqular if and only if for
any subset J C [0,n], the inequality [{i € [1,7] : di € 3 ;c;a;Zz0}| = |J| +r —n—1 holds
true.

Complexity. Our criterions allows us to compute combinatorially the generic dimension of
the intersection of the closures of hypersurfaces in the torus. A natural question is what is the
theoretical complexity of computing these dimensions.

It appears that this corresponds to NP-hard problems. A first NP-hard reduction comes
from the fact that the problem of deciding if there exists a monomial of weighted degree d in
the weighted polynomial ring with weights (wy, ..., w,) is NP-hard, as it is an instance of a
knapsack problem. However, even if we have as input the monomial support, then it is still NP-
hard, because we proved that there is a reduction to the hitting set problem, which is known to
be NP-hard. We refer to [15, Sec. 4] for more details on these reductions.

2.2.5 Quadratic fewnomials

This section presents joint work with Jules Svartz et Jean-Charles Faugere, and it has been
published in the proceedings of the ISSAC 2016 conference [4§].

In this work, we study a much less structured setting for sparse systems: systems where the
set of monomials is sparse, but there is no clear structure coming from a polyhedron. More
formally, we are working in a semigroup algebra C[S], where S is an affine semigroup which has
no particular structure. In particular, we assume that it is far from normal, which destroys a
lot of the nice structure of toric varieties built from fans.

In this section, we study the following setting: we set M a subset of quadratic monomials
in C[X1,...,X,] of small cardinality, and we assume that it is chosen at random. The main
parameter that has a strong impact on the structure of the problem in this setting is the number
of square monomials in the support.
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As often in polynomial system solving, it is not even easy to define what we mean by “solving
polynomial systems”. Therefore, our first goal is to define formally the algorithmic problem that
we want to solve.

We fix a monomial subset M C C[X}, ..., X,,] which contains 1, and we consider its linear
span Spang(M) which is a linear space of finite dimension.

Problem 2.2.22 (Effective fewnomial Nullstellensatz). Given r € Zso and (f1,...,fr) €
Spanc(M)" such that (f1,..., fr) = C[X1,..., Xy], compute (h1,...,h,) € C[Xy,...,X,]" such
that Y ;| fi-hi = 1.

A nice property is that we can entirely work in the semigroup algebra C[M]:

Proposition 2.2.23. [/8, Prop. 2.1] With the same notation and assumptions as in Theo-
rem there exists (hy,...,hy) € C[M]" such that > ;_, fi - hi = 1.

In the case of systems having finitely-many solutions, we define the following algorithmic
problem, from which we can represent the solutions as roots of a univariate polynomial.

Problem 2.2.24 (Partial 0-dimensional fewnomial system solving). Given r € Z~g, a system of
polynomials (f1,..., fr) € Spanc(M)" which has finitely-many common zeros, and a monomial
p € M, compute a univariate polynomial P, € C[u] which vanishes at all the common zeros of
the system.

As often, we are interested in the situation when the coefficients of the polynomials are
generic. Although it might look as if restricting the search in C[M] seems to add more con-
straints, it also adds structure which will be convenient for computations. We focus on the
simplest non-linear case: we assume that M contains monomials of degree < 2. Up to homog-
enizing by a new variable Xy, we then get that the homogenized M is a subset of quadratic
monomials in C[Xy, ..., X,].

It appears that understanding the structure of this homogenized semigroup algebra is quite
complicated. One way to get a handle on numerical data associated to this semigroup would be
to compute the following series:

> _IME,

120

where M = {my ---m; | mq,...,m; € M}. Such a computation can be approached by consid-
ering a graph with n+1 vertices constructed from M: each monomial X;X; in the homogenized

support M provides an edge between vertices ¢ and j (loops are allowed).

Example 2.2.25. Let us consider M = {1,X? X3 X2 X3, X4, X1 X2, Xo X3, X3X4}. This
monomial set can be represented by the following graph. Loops correspond to squares in M.
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Type 1: Type 2: Type 3:
(XiX;) - (XpXe) = (XiX;) - (XiXy) = (X:X;) - (XiX;) = (X7) - (X3)
(XiXe) - (X; Xy) (X7) - (X, Xk) -

Figure 2.3: The three types of quadratic relations

Combinatorial information about M can be read off from the graph associated to M. In
particular, there are relations between elements in M. In particular, quadratic relations of the
form ppe = pspg correspond to special subgraphs in the graph associated to M.

Proposition 2.2.26. [/8, Prop. 3.2] Let M be a set of monomials of degree < 2, and let G be
the graph associated to it. The cardinality of M? is (\M2|+1) — AMG) + cliquey (G), where A(G) is
the number of subgraphs of G isomorphic to any of the three graphs in Fz'gure and cliquey(G)
is the number of 4-cliques in G.

Using this structure we can identify some cases where the system has generically no solutions
and where there are small certificates of inconsistency:

Theorem 2.2.27. [/8, Thm. 3.4] Let (fi,...,fr) € Spanc(M)" be a system with generic co-

efficients. Let G be the graph associated to M, and v(M) be the matching number of the sub-

graph of vertices in G with a loop. If r > |M| — %M)_l

hi,...,h, € Spanc(M)" such that Y ;_; fih; = 1.

, then there exist polynomials

Corollary 2.2.28. [/8, Coro. 3.5] With the notation and under the assumptions of Theo-
rem there is an algorithm which solves Problem within

0 (r\M\ ((‘M’2+ 1) _A(G) +clique4(G))w_1>

arithmetic operations, where w is a feasible exponent for matriz multiplication.

The main point of this corollary is that the complexity is polynomial in the size of the input,
which has m|M]| coefficients in C.

The next step in our analysis is to study what happens when the set of monomials is a
random variable. Our main result in this setting is:

Theorem 2.2.29. [/8, Thm. 4.4] Let k be a fized integer, an, b, € Z~q be such that a,+b, = n+
k41, and M be a subset of monomials of degree at most 2 in C[ X1, ..., X,] distributed uniformly
among those which contain 1, a, nonsquare monomials, and b, nonconstant square monomials.
If b, = Q(n1/2+5) for e > 0, then the probability that the assumptions of Theorem are
satisfied tends to 1 as n grows.

The proof Theorem [2.2.29| relies on the study of random graphs in the Erdés-Renyi model,
since the premises of Theorem [2.2.27] can be read off from a graph constructed from M.
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Finally, we finish by studying the cases of fewnomial systems with all the squares. In this
case, we can expect generic systems of n equations in n variables to have 2™ solutions. An
interesting fact is that when the number of nonsquares is fixed, we can represent these solutions
with a data structure which has polynomial size, and this representation can be computed in
polynomial time:

Proposition 2.2.30. [/8, Cor. 5.2] Let k be a fized positive integer, and M be a set of mono-
mials containing 1, all the square monomials X2-2, and k monsquare monomials of degree at most
2. Let (fi,...,fn) € Spanc(M) be a 0-dimensional system with support M. Then for any
nonconstant p € M, Problem [2.2.2/) with input (f1,..., fn) and p can be solved within O(n®)
arithmetic operations in C as n grows, w is a feasible exponent for matriz multiplication.

2.3 Real polynomial systems with many positive solutions

The work presented in this section is joint work with Frédéric Bihan and Francisco Santos and
it has been published in the SIAM Journal on Applied Algebra and Geometry [22].

In this paper, our main object of interest is the maximal number Z;; of non-degenerate
solutions in Rio of a polynomial system f; = --- = f; = 0 where f1,..., f; are multivariate
polynomials in R[Xlil, . ,Xjﬂ] which involve at most k distinct monomials. We focus on a
method of tropical flavor, by constructing families of systems for which the number of real roots
is reached asymptotically.

2.3.1 The number of positive solutions of fewnomials

Descartes’ rule of signs is a classical tool which bounds the number of solutions of a polynomial
systems in terms of the signs of the coefficients and the number of monomials.

Theorem 2.3.1 (Descartes’ rule of signs). The number of positive real roots of a Laurent poly-
nomial

FX) = Yieppey X" € R[X*]
ULy .oy Uy € Zyur < U < -0 < Upya

s bounded above by the number of changes of signs betweeen consecutive coefficients:
Hz:x € Rxo, f(x) =0} < |i:i €[l k+1],a;ai+1 <O
In particular, |{x : x € Rxo, f(x) =0} < k+ 1.

A natural question is whether this bound can always be reached for fewnomials, i.e. poly-
nomials with few monomials.

Question 2.3.2. Given integers u; < --- < ugio, does there exist real numbers ai,...,ax12 € R
such that |{x : x € Rxo, > a;z" = 0}| = k+ 17 If yes, how to construct such integers?

This question can be solved by using asymptotic methods:

Proposition 2.3.3. Fore > 0 sufficiently small, the polynomial f.(X) = Zie[[l ,H_Q]](—l)is“sz“i
has exactly k + 1 positive roots. All of them are non-degenerate, i.e. the derivative does not
vanish at the roots.
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Sketch of the proof. Fix j € [1,k + 1], and let us consider the map X ~— e~%+17% X. Then set

gE(X) def fa(g—UJ+1—ij) Lg%+
The convexity of the map x + x? implies that g.(X) = Zieﬂ17k+2ﬂ(—1)i6“iX”i, where a; =
aj+1 =0and a; > 0 for all i ¢ {j,j+1}. This implies that for sufficiently small €, g. has a non-
degenerate root close to 1. Therefore, f. has a non-degenerate root of magnitude ~ g% ~%i+1
for each j € [1,k + 1] as € tends to zero. Hence f. has at least k + 1 non-degenerate positive
roots. Descartes’ rule of sign concludes the proof: f. has at most k + 1 positive roots. O

The convexity of the function = +— z2 is one of the keys of the proof, and other convex
functions could be used. Viro’s method generalizes this approach to higher-dimensional situa-
tions [118]: the combinatorial patchworking method allows us to define parametrized polynomials
such that the real topology of the variety is asymptotically dictated by the combinatorial prop-
erties of a polyhedral construction.

The aim of our work is to consider the case of families of multivariate polynomials defining
0-dimensional sets. Our goal is to construct systems with few monomials but many positive
solutions. The systems that we want to construct have the following form:

Definition 2.3.4. Let d > 0,k > 0 be two integers. A real fewnomial system is the data of
two matrices A € Matggix+1(R), U € Matggyrt1(Z), which encodes the polynomial system

A M e RIXG LX) where

fi(A’U) (Xl’ B Xd) = Z Aivj H Xé]e,j

jell,d+k+1] te1,d]
Definition 2.3.5. A point © = (x1,...,xq) € Rio is called a non-degenerate positive root of
the fewnomial system (A,U) if fl(A’U)(w) == C(IA’U) () = 0 and if the Jacobian matriz of

fl(A,U) ,féA’U)

Yo has full rank at x.

We now state the main problem that we want to study:

Problem 2.3.6. Given k,d € Z>o, what is the mazimal number =4, of non-degenerate positive
roots over all real fewnomial systems of type (d, k)?

We emphasize that a natural question is whether Z;, is indeed finite. Indeed, as we do not
bound the degree of the equations, the number of complex solutions is not bounded. Surpris-
ingly, the number of solutions of real fewnomial systems is actually finite: a major theorem by
Khovanskii establishes the finiteness of Zg .

Theorem 2.3.7. [70]
Zan < 29202 (d + 1)k,

Since Khovanskii’s theorem, there has been progress on the problem of finding tight upper
bounds for Z; ;. The state-of-the-art before our work can be summarized as follows:

o max(([k/d] + D)%, ([d/k] + 1)¥) < Eap < (2 +3)20G)d* /4 21, 23];

)

. Sho < 7[5
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We also define a function ¢ : [0, 1] — [1, o] which encodes the asymptotic behavior of Z,, 4:

Proposition 2.3.8. [22, Sec. 2] For d,k > 0, the limit lim, Ei{;iﬁrkn) € [1,00]| exists. Its

value depends only on d/k and it is bounded below by (Eqz)"/ (@+F).

We define a function £ : QN]0, 1[— [oo] which sends d/(d+ k) to lim,,— E:L{i(’i’ykn) € [1, 0.
This function is log-concave [22, Prop. 2.5], which implies that it can be extended by log-
concavity to a function & : [0, 1] — [1,00]. This function is motivated by the fact that all lower
bounds that we know for ¢ are finite. Note that by log-concavity, {(«) is either finite for all
a € [0,1] or for none.

This raises several thought-provoking questions:

Question 2.3.9. o Is &(a) finite for some (equivalently for all) o €]0,1[7
o Does £(1 — ) =&(a) for all « € [0,1]2
o More generally, does Zq = Zq for all d,k > 07
Our main result is a new lower bound on &, which is obtained via a polyhedral construction:

Theorem 2.3.10. [22, Thm. D] For every o €]0, 1],

s<a>>( a2+(1—a>2+1—a>3< a2+<1—a>2+a>1?

Q l—«

2.3.2 A polyhedral construction

The objective of our work is to provide a combinatorial method to construct fewnomial systems
with many nondegenerate positive roots. Our construction mimics in the multivariate setting
the technique for univariate polynomials described in Theorem [2.3.3

In Theorem [2.3.3] the construction relies on the fact that up to scaling the variable, we can
transform the polynomial in a small perturbation of a binomial X™ — X" which has a root at 1.

The d-dimensional analog of the univariate binomials X™ — X" are systems of d polynomials
involving d+ 1-monomials and whose coefficients satisfy a condition similar to the change of sign
in the univariate case. This condition can be expressed by the fact that the d x (d + 1) matrix
recording the coefficients of this system must have a positive kernel vector:

Definition 2.3.11. A d x (d + 1) matriz with real entries is positively spanning if the origin
is in the interior of the convex hull of its column vectors. Equivalently, a matriz is positively
spanning if and only if it has a vector with positive entries in its kernel.

Real solutions of polynomial systems with d polynomials in d variables involving exactly
d + 1 monomials are handled by the following statement:

Proposition 2.3.12. [22, Prop. 3.8] Let A = {w1,...,wq11} C Z% be the set of vertices of a
d-simplex in RY. Fori € [1,d],j € [1,d + 1], fix real numbers C;; € R. Set
fi= Z Cy X", ie[l,d].
1<j<d+1

The system f1(X) = --- = fa(X) = 0 has at most one nondegenerate positive solution; it has
one if and only if the matriz (Cy;) is positively spanning.
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Next, our goal is to glue these building blocks to construct a system which can be reduced
to a small perturbation of basic systems of d polynomials supported on d + 1 monomials whose
coefficient matrix is positively spanning.

In order to do so, we use convexity as in Theorem [2.3.3] We shall start with a d-dimensional
regular simplicial complex (i.e. a simplicial complex which can be lifted via a convex function)
where vertices are lattice points. The coordinates of the vertices will provide us with the matrix
U. The regularity of the simplicial complex allows us (via a change of variables) to restrict
to each simplex and therefore to reduce to the case where k = 0, i.e. there is exactly d + 1
monomials.

We propose a variant of Viro’s method which constructs a 1-dimensional parametric system
such that for asymptotically small values of the parameter, each simplex will contribute to a
nondegenerate solution if and only if the restriction of the system to this simplex corresponds
to a positively spanning matrix.

We start with a finite set A = {w1,...,w,} C Z% which represents the monomial support
of our system. In order to ensure that we are not in a degenerate case, we ask that the convex
hull @ of A is full dimensional. Then we fix a reqular triangulation T' of Q) with vertices in A. A
triangulation is regular if there exists a lifting function v : Q — R which is convex and affine on
each simplex of I' but not affine on the union of two adjacent simplices. Next, we fix a coeflicient
matrix Cj; of dimension d x n.

From A, C and v, we build the following parametric polynomial system, using the variable
t as a positive real 1-dimensional parameter:

fir = Cit" ™) x™i i€ l,d].
=1

For each value of ¢ € Ry, this defines a system of d polynomials in d variables and real
coefficients. We are interested at what happens when ¢ tends to 0. Our main point is that the
number of nondegenerate solutions can be obtained asymptotically by looking at what happens
at each simplex. For this, we say that a simplex A in I' is positively decorated by C' if the
d x (d + 1) matrix of C' formed by the columns corresponding to the vertices of A is positively
spanning.

The following theorem describes precisely the asymptotic number of non-degenerate solutions
of such systems:

Theorem 2.3.13. [22, Thm. 3.4] There exists to € R>q such that for all t €]0,to], the number
of nondegenerate positive solutions of fi1+(X) =--- = fq+(X) = 0 is bounded from below by the
number of d-simplices in I' which are positively decorated by C'.

If we want to obtain good lower bounds on the function £, we now have to construct positively
decorated complexes with many facets but few vertices. In other words, we have reduced our
problem to a combinatorial problem about simplicial complexes. In particular, our problem has
links with a few other classical properties of simplicial complexes.

Balanced simplicial complexes are simplicial complexes whose 1-dimensional skeleton can
be colored with d + 1 colors. Another subfamily of simplicial complexes are bipartite simpli-
cial complexes, which are complexes for which the adjacency graph of the (d + 1)-dimensional
simplices is bipartite (two (d + 1)-dimensional simplices are adjacent if they share a common
d-dimensional face). Our objective is to construct positively decorable simplical complexes, i.e.
simplicial complexes together with a map which assigns a vector in R? to each simplex so that
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7 > 6 4

Figure 2.4: A two-dimensional simplicial complex whose adjacency graph is bipartite (left) and
which is positively decorable (right) but not balanced. The white triangle 134 is not part of the
complex.

=

Figure 2.5: A balanced simplicial complex.

the d+ 1 vectors corresponding to the vertices of a (d+ 1)-simplex provides us with a positively
spanning matrix.

Balanced, positively decorable, and bipartite simplicial complexes are related by the following
statement:

Theorem 2.3.14. [22, Thm. 5.5] Let " be a pure orientable complex. If T' is balanced, then it
is positively orientable. If I' is positively orientable, then it is bipartite. If I is a triangulation
of a simply connected manifold, then it is balanced if and only if it is bipartite.

The cyclic polytope is an important geometric object since it is the polytope which maximizes
the number of faces of each dimension for a given number of vertices. Therefore this is a good
candidate to build a balanced simplicial complex on its boundary. We managed to build a
simplicial complex with many positively decorated simplices. I will not detail the construction
here (details can be found at [22 Sec. 6]), but the interesting fact is that we can count the
number of positively decorated simplices as a number of matchings in a graph. Enumerating
them gives a formula involving Delannoy numbers, and asymptotic analysis leads to the proof
of our main result Theorem 2.3.10

Figure describes how our new lower bound improves on the best previously known lower
bounds on the number of nondegenerate solutions of fewnomial systems.
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Figure 2.6: The different lower bounds for log £(«), a € (0,1). The red line is the best previously
known lower bound. Our lower bound (blue curve) is above the previously known ones for
a € [0.2434,0.3659]. This range can be extended to « € [0.2,0.8] using log-concavity (dashed
lines).

2.4 Computations of critical points

This section describes the work on the computation of critical points with Grébner bases algo-
rithms which I have done since the end of my PhD thesis. The results have been published in
two articles: [ITI] in the STAM Journal on Optimization and a joint work with Mohab Safey El
Din [104] in the proceedings of the ISSAC 2016 conference.

Motivation. Critical points of regular maps are central objects in algebraic geometry, and
in particular they play a crucial role in the study of real solutions of polynomial equations. A
typical and representative example is learned in high-shool where the sign of b> — 4 a ¢ controls
the number of real solutions of the equation a X2 +bX 4+ ¢ = 0. If we let H C C* denote
the hypersurface of tuples (X, a, b, c) satisfying a X2 + b X + ¢ = 0, then the complex numbers
(a,b,c) € C3? satisfying b*> — 4ac = 0 are precisely the complex critical values of the projection
map
T H — C3
(X,a,b,¢) — (a,b,c)

The critical values are the images of the critical points (also called ramification points) of the
projection map: in our example, the critical points are the tuples (X, a,b,c) € C* which satisfy
simultaneously a X? + bX + ¢ = 0 and aix(a X2+ bX +c¢) = 0. Real critical values describe
the locus where complex conjugate points in the fiber 7=1(a, b, c) of a point (a,b,c) € C* may
coincide and give rise to two distinct real solutions, or vice versa. This is why the study of critical
points is especially important for investigating the topology of real algebraic varieties: roughly
speaking, the topology (for a real Euclidean metric) of the fiber of a regular map between real
algebraic variety is “locally constant” away from singularities and critical values.
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From a computational viewpoint, a nice property of critical points is that they can be
computed over the complex numbers, as computational tools for polynomial systems are often
designed for handling computations over algebraically closed fields. This observation is the
starting point for the notion of discriminant variety [83], which has been studied in the context
of computational real algebraic geometry.

In this section, we study what happens when the domain of the polynomial map is a smooth
affine variety. More precisely, let V' C A™ be a smooth variety, and we consider a polynomial
function ¢ on V. The critical locus Z of ¢ is the subvariety Z C V of points x € A™ where the
gradient of ¢ is normal to the tangent space Ty V.

If V is a complete intersection defined by r polynomials fi,..., f, € k[X1,...,X,] and ¢ is
encoded as a polynomial in the same polynomial ring, then the critical locus Z is formed by the
points x = (x1,...,2,) € A" such that

0 0
o) )
filx)=+--=f(x)=0 and rank 8 : P : ST
o e
87)?1(5() ax (%)
The matrix occurring in the inequality is the Jacobian matriz of (fi,..., fr,q). The ideal

in k[X1,...,X,] defining the critical locus is therefore generated by fi,..., fr and by the (r +
1) x (r + 1) minors of the Jacobian matrix. This raises some computational questions. For
instance, the minors of a polynomial matrix typically have a very high degree, and they may
be complicated to compute with. A classical way to handle this problem computationally is to
use Lagrange multipliers, i.e. to encode the rank condition in new variables representing kernel
vectors of the matrix.

In practice, this leads to the following polynomial system over k[ X1, ..., X, |®k[Y1,..., Y, 11]:

fl(Xla"'aXn) = :fT(le"'vXTL) :07
0 e}
SE(Xy, . X)) e SR X)

[Y1 o Yo : ' : —0.
Ofr of,
He(X, X)) o PE(XLLXD)
0 0\
T)%(X177Xn) ﬁ(Xl,,Xn)

Since these equations are homogeneous with respect to Y1,..., Y11, the ideal they generate

defines a variety in A™ x P" whose projection to A" is the critical locus. This formulation avoids
the problem of the high degrees of the minors. However, this algebraic modeling features another
problem: the system is bihomogeneous, and this is more difficult to handle computationally.
Even more problems arise when the variety V' is not a complete intersection, or if V' is not
smooth. A typical example is described in Section [2.5.2

To estimate the complexity of the computation of critical points by using Grébner bases,
two numerical invariants give meaningful information: the reqularity and the degree of the ideal.
The path to obtain complexity estimates often require to be able to estimate the values of these
numerical indicators of the complexity.

Sometimes, these indicators are not sufficient, and we require more numerical information
of the topology of the geometrical objects. The degrees of the cycles associated to the critical
locus of the projection of a projective variety to a linear space provide more information for
projective varieties: these numbers are called the polar degrees of the variety. These degrees can
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be related to the degrees of the Chern classes, and to the coefficients of the Hilbert polynomial
of the variety.

2.4.1 Varieties defined by generic polynomials
The work presented in this section has been published in [I11].

This work investigates the complexity of computing critical points with Grébner bases under
genericity assumptions on the coefficients of the input. As usual, we consider the computational
model where we count at unit cost arithmetic operations in the base field, and we neglect all
other operations.

The main result (see Theorembelow) states that computing critical points with Grébner
bases algorithms is “almost polynomial” in the size of the output, under genericity assumptions.

To measure the complexity of computing the Grobner basis of a 0-dimensional ideal I C
k[X1,...,Xy], it is often relevant to compare it to the degree dimy(k[X1,...,X,]/I) of the
ideal, as this measures the geometric complexity of the object. In particular, the number of
coefficients in a reduced Grobner basis of a zero-dimensional ideal I in k[X7, ..., X,] is bounded
below by dimg(k[X1,. .., X,]/I) and it cannot exceed ndimy(k[X1, ..., X,]|/1)%

The degree of generic critical points is known, see [93, Thm. 2.2]. If I is the ideal generated
by fi,..., fr (of respective degrees di,...,d,) and by the (r + 1)-minors of the Jacobian matrix

of (fi,..., fryq), under genericity assumptions the degree of I is
§ = dimg(k[X1, ..., Xu)/T) = | [] & > (do—1)0---(dp— 1), (2.1)
1<i<p ) ot tip=n—p

An interesting feature of this formula is that it is much simpler when all degrees are 2: this is
the problem of quadratic programming, which is well-known by practitioners to be much easier
than the general case. In this case, the degree specializes to 2P (g) We assume in the sequel
that max(dy, ...d,) > 2, since the problem degenerates if all polynomials are linear.

Theorem 2.4.1. [171, Thm. 1.1] Let do, ..., d), be positive integers. Set D = maxpqp(di) and

letq, fi,..., fp € QX1,...,X,] be polynomials of degrees dy,dy, . ..,d, with generic coefficients.

Let A (resp. G) be the arithmetic (resp. geometric) average of the multiset
{di,...,dp,D—1,...,D—1}.

n —p times

Then a lexicographical Grébner basis of the ideal vanishing on the critical points of the map q
restricted to the variety fi = --- = f, = 0 can be computed within §OUog A/10g G)  rithmetic
operations in Q.

Theorem states in particular that the complexity is polynomial in the degree for families
of tuples dy, . .., dp such that log A/log G is bounded. Note that to construct families of degrees
such that log A/log G is unbounded, we have to consider examples where the degrees are very
badly balanced.

Theorem has a few interesting consequences, which can be obtained directly by ex-
panding 0 using Equation and by doing classical asymptotic analysis.

Corollary 2.4.2. [i11, Coro. 1.2] The complexity bound in Theorem never exceeds the
best previously known bound DO [38, Sec. 10.3].
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Even though the bound in Theorem does not improve the previously known best bound
in the worst case, there are several subfamilies where it provides substantial improvements. Two
examples are given below.

Corollary 2.4.3. [111, Coro. 3.9] If dy = --- = dp = 2, then the complexity bound in Theo-

rem specializes to nO®),

Theorem [2.4.3] states that for quadratic programming of fixed codimension p, the complexity
is actually polynomial in n, whereas the previous best bounds were exponential.

Corollary 2.4.4. [111, Coro. 3.8] If max(dy,...,dp) > 3, then the complexity bound in Theo-

rem specializes to 60/ (n—p))

Theorem [2.4.4] together with Theorem [2.4.3] show that if codimension p of V is bounded,
then the complexity is polynomial in the number of critical points.

The Eagon-Northcott complex. As mentioned above, in order to obtain the complexity
estimate in Theorem we need to estimate the degree of regularity of the problem. In this
work, in order to obtain such an estimate, we used a tool from commutative algebra called the
Eagon-Northcott complex. Under some conditions, this algebraic object describes the structure
of ideals generated by the maximal minors of a matrix. This provides the information required
to understand the contribution of the maximal minors of the Jacobian matrix to the regularity.

If R is a graded ring, F' and G are free R-modules of respective ranks f and g with g < f, we
consider a morphism « : F' — G of graded R-modules. We can consider the associated morphism
Na: Na: NF — NIG. Note that AYG is a free module of rank 1, and it is therefore isomorphic
to R. We emphasize that this isomorphism is canonical once bases of F' and G have been fixed.
In this case, the image of Ada is the ideal in R generated by the maximal minors of the matrix
representing a with respect to the fixed bases.

The Eagon-Northcott complex associated to « is a sequence of maps

0— (Sym;_,G)* ® NF — (Symy_, 1 G)* @ N=IFE — (Symy_, o G)* ® N2F ..
— (Sym; G)* ® AIHLE — A9F 2% A9G.

We will not describe the details of the maps in this thesis, but we state a few important
properties:

e the successive composition of maps is zero;
« all objects are free R-modules of finite rank;
e if R, F',G are graded, then all maps are compatible with the grading.

For more details on the Eagon-Northcott complex, we refer to [43], Sec. A.2.6].

Moreover, if R = k[X11,...,Xyg], (e1,...,ey) (resp. (€],...,ey)) is a basis of F' (resp. G),
and « is the map defined on the bases by a(e;) = > ;<  wije;, then the Eagon-Northcott
complex is exact.

Roughly speaking, this means that provided that the entries of the matrix defining the map
« are “generic enough”, then the Eagon-Northcott complex is a free resolution of R/I, where I

is the ideal generated by the maximal minors of the matrix representing c.
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In our study of critical points, we apply this strategy to the Jacobian matrix of the input
system: the genericity assumptions on the coefficients of the input system (fi,..., f;) and the
function ¢ will be sufficient so that the Eagon-Northcott complex associated to the map

a: k[Xq,..., X" — E[X1,..., X, !

d of;
€i = e T 2 ici<r 906
is exact.
To conclude our analysis, we need to tensor the Eagon-Northcott complex with the Koszul
complex associated to (f1,...,fr), which yields a complex of free k[X7q,..., X,]-modules for

which the image of the last map is k[X1,..., X,]/(I + (f1,..., fr)). Finally we add the grading
into the picture, using the natural degree of the input polynomials. This provides us with exact
sequences of vector spaces, leading to Hilbert series, and ultimately this provides us with a value
for the degree of regularity.

This is summed up in the following theorem:

Theorem 2.4.5. [111, Coro. 3.2] For generic homogeneous polynomials (q, f1,..., fp) in the
ring k[X1,...,X,] of respective degrees (do,ds,...,d,), let us consider the ideal generated by
fi,- .., fp and by the mazimal minors of Jac(f1,..., fp,q). Then there exists and positive integer
d € Z~q such that I; = Ry; the degree of regularity is the smallest such integer, and it equals:

dog = (n—p—1) max{d; =1} —n—p+do+2 } , ds

1<i<p

Once we have access to the degree of regularity, it automatically translates into complexity
bounds for Grobner basis computations. There is still a last issue remaining: for applications,
we actually want complexity results for affine systems.

A way to handle this issue is to check that nothing bad happens at infinity. This is quite
technical, but it can be done methodically, leading to the following complexity estimate, which
uses the fact that the grevlex ordering behaves nicely with respect to homogeneization and
dehomogenization:

Theorem 2.4.6. [111, Thm. 3.4 and its proof] For generic non-homogeneous (q, f1,..., fp) in
k[X1,...,X,] of fized degrees (do,du,...,dy), let I be the ideal generated by fi,..., f, and by
the mazimal minors of Jac(f1,..., fp,q). Then a grevlex Grobner basis of I can be obtained by
computing the row echelon form of the Macaulay matriz in degree

(n—p—1)max{d; — 1} —n—p+do+2 Z d;.

Osisp 1<i<p
AN

As the complexity of computing a row echelon form is well-known, this allows us to prove
the complexity bounds in Theorem [2.4.1] Theorem [2.4.3]and Theorem [2.4.4] We emphasize that
the solving process usually requires two steps: the first one is the computation of a Grébner
basis with respect to the grevlex ordering which amounts to row echelon form computations,
the second one is the change of ordering via the FGLM algorithm whose complexity is at most
cubic in the degree of the ideal.

Using the Eagon-Northcott complex to compute numerical invariants of determinantal ideals
is a classical idea, which is for instance featured in [26]. Another approach is to use combinatorial
properties of the numerical invariants associated to determinantal ideals and varieties. For
instance, Grothendieck polynomials provide combinatorial methods to access these numerical
invariants, see e.g. [79, Thm. A] and [I11], Sec. 3.3].
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2.4.2 Smooth varieties

The results presented are joint work with Mohab Safey El Din and they are published in [104].

The aim of the work presented in this section is to be able to work with more general
families of polynomials than those satisfying the strong genericity assumptions in Section
Our complexity results will depend on some numerical indicators of the input polynomial system
which are more precise than the degree of the input. More precisely, we study the problem of
computing the critical points of a map f on a smooth algebraic variety V' (which is given as a
set of generators of a defining ideal). The main numerical indicators of the “complexity” of the
input are the polar degrees of V. The i-th polar degree §;(V') is the degree of critical locus of a
generic linear projection to C*+1.

The main result provide a formula for the degree of the critical locus for a generic polynomial
of degree d on a smooth projective variety V' in terms of d and the polar degrees of V.

Theorem 2.4.7. [10], Thm. 1] The degree of the critical locus of a generic polynomial g (with
deg(g) > 1) on a smooth equidimensional variety V (whose projective closure is smooth) of
dimension d is

> 611 (V)(deg(g) — 1)/

J€[0.d]

This degree is interesting in practice for two reasons: it encodes the size of the output
(i.e. the number of critical points). Moreover, there are algorithms whose complexity relies on
this value. In particular, we show how to use a geometric resolution algorithm [I1I] in order
to compute the critical points with a complexity which is essentially quadratic in the value in
Theorem under genericity assumptions on the function g [104, Thm. 16].

2.5 Structured low-rank approximation

Structured Low-Rank Approximation (abbreviated SLRA) is a general framework that can en-
code several computational problems. This problem can be stated informally as follows: given a
linear space of structured matrix £ C Mat, 4(R) and a matrix M € Mat, 4(R), we want to find
a nearby matrix M* such that M* belongs to F and M* has a low rank » < min(p, ¢). A typical
case of application appears when M is a perturbation of a low-rank structured matrix, so we
know that it is close to some low-rank solution M*. A typical difficulty is that the solution set
of structured low-rank approximation usually has positive dimension, so the problem does not
admit a unique solution.
To handle this problem of non-unicity, we can use two approaches:

e we may just want a nearby solution of given rank r, focussing on fast convergence.

e to restore unicity, we may search for “the” closest solution, which is unique in most cases.
This approach is particularly well-suited for symbolic and algebraic methods, because this
can be expressed algebraically.

It is important to note that in applications, the closest solution may not have any relevant
meaning. Often the problem comes from a perturbation of a given low-rank structured matrix,
and the closest solution of the corresponding is usually distinct from the matrix we started from.

Example 2.5.1 (Approximate univariate GCD). Let us consider the polynomials: f = X2 —2,
g=X?—(V2+V3)X+6 in R[X]. These two polynomials share a common GCD: GCD(f, g) =
X -2
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However, if we have access to these polynomials only with floating point coefficients, we see
that f ~1.00- X2 +0.00- X —2.00, g ~ 1.00- X? —3.14 - X + 2.45. Now it is much less obvious
that these two polynomials share a common GCD. One way to try to formalize this problem is
to build the Sylvester matrix.

[1.00 0.00 —2.00 O 0
0 1.00 0.00 -200 O
0 0 1.00  0.00 —2.00
L9 = 1100 314 245 o0 0
0 100 -3.14 245 0
0 0 1.00 —3.14 245 |

Bold zeros represent formal zeros here, whereas 0.00 are approximate.

The approximate

determinant of Syl(f, g) is 0.08, which seems to indicate the pair (f,g) is close to a pair (f*, g*)
Finding such a pair is equivalent to finding a

which actually has a nontrivial GCD in R[X].
Sylvester matriz

as a1 Qg 0 0

0 a2 a1 ao 0

» |0 0 a2 a1 ap
Syl(f g ) - b2 bl bO 0 0
0 b b b O

(0 0 by by bo|

which is close to Syl(f,g) and which is not full rank. The set of possible Sylvester matrices form
a linear space in Matg 6(R). Of course the closest such matriz need not correspond to the initial
ezact pair (X2 —2, X% — (vV2+ v/3)X + V6).

Let us formalize the problem of Structured Low-Rank Approximation:

Problem 2.5.2 (Structured Low-Rank Approximation (SLRA)). Let E be an linear (or affine)
subspace in Maty, 4(R), M € E be a matriz, and r < min{p, q} be a positive integer. Find a
matriz M* € E such that rank(M*) < r and |M — M*|| is “small”.

2.5.1 Numerical approach

The work presented in this section is joint work with Eric Schost and it has been published in
the journal Foundations of Computational Mathematics [107].

The main goal of this section is to design a Newton-like iterative numerical algorithm in
order to achieve quadratic convergence. We start by describing one of the main ingredients of
(unstructured) low-rank approximation over the reals: the Singular Value Decomposition, which
is featured in Eckart-Young theorem.

Definition 2.5.3. A Singular Value Decomposition (SVD) of a real matriz M € Mat, 4(R) is
given by three matrices U € Mat, ,(R), V' € Mat,4(R), ¥ € Mat, 4(R) such that U and V are
orthonormal matrices, M = U -3 - VT, X is diagonal and its diagonal entries are nonnegative

and sorted in non-increasing order. The diagonal entries of X are called the singular values of
M.

The space Mat,, 4(R) of real matrices has a canonical Euclidean scalar product, i.e. a canon-
ical positive definite bilinear form:

(_, ): Matp,(R) x Mat, 4(R)
(M,N)

— R
—  Trace(M - NT).
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The associated Euclidean norm || M]| def

Mat, 4(R).

Theorem 2.5.4 (Eckart-Young theorem). Let M € Mat,,(R) be a real matriz, (U,V,%) be
an SVD of M, and r > 0 be a positive integer. Let 3* be the matrix obtained by setting the
min(p, q) —r smallest singular values to zero in X, and set M* = U -3*-V. Then M* minimizes
the Frobenius distance to M among all matrices of rank at most r in Mat, 4(R).

(M, M) is often called the Frobenius norm on

The Eckart-Young theorem reduces the problem of Unstructured Low-Rank Approximation
(i.e. E = Mat,4(R) in Theorem to the computation of a SVD.

When we deal with Structured Low-Rank Approximation, the problem is that (except in a
few very special case), the Unstructured Low-Rank Approximation of a matrix M € E given by
the SVD need not belong to F. Nevertheless, by using Euclidean scalar product on matrices, we
can project back on E. Iterating this process leads to an algorithm called Cadzow’s algorithm
or lift-and-project and which is one of the main tools studied for Structured Low-Rank Approx-
imation. In particular, its convergence properties have been investigated. It converges linearly:
provided that the starting matrix is close enough to a valid solution, the sequence of matrices
(M;)i>0 constructed via this iterative approach converges to a matrix M* € E which has rank
at most r, and there exists 0 < 7 < 1 such that ||M;+1 — M™*|| < v||M; — M*|| for all sufficiently
large 1.

The goal of the algorithm that we propose is to reach quadratic convergence under similar
assumptions (in particular that the initial matrix for the iteration is sufficiently close to an
admissible solution), i.e. we propose an iterative process such that || M;, 1 —M*|| < | M;—M*|%.

We emphasize that quadratic convergence leads to an exponential speedup, because reaching
a matrix at distance less than ¢ > 0 from the limit matrix requires O((logye)™?!) iterations,
whereas this requires O(e~!) iterations with an algorithm having linear convergence.

Our main result is the following:

Theorem 2.5.5 (Sketch). [107, Thm. 4.1] We provide an algorithm — called NewtonSLRA—
which computes a map ¢ : E — E. Let D, C Mat,, ,(R) be the set of matrices of rank at most
r. For any matricr M € E sufficiently close to a point where E and D, intersect transversely,
the sequence (M;)icz, defined by My = M and M1 = o(M;) converges towards a matriz
M* € END,. The rate of convergence of this iterative process is quadratic. Computing @ involves
the computation of a SVD, and a number of arithmetic operations in R which is polynomial in

p,q,r, dim(E).

Some problems of convergence and conditioning can occur when the initial matrix is close
to a singular point of D, or to a point where £ and D, do not intersect transversely. Roughly
speaking, in order to converge, the closer we are to a singularity, the closer to an admissible
solution the initial point of the iteration should be.

A way to formalize this is via the limit operator ® which sends a matrix M to the limit of
the sequence (M;)icz.,-

Theorem 2.5.6 (Sketch). [107, Thm. 4.2] The limit operator ® is well-defined and continu-
ous around any matric M € E N D, at which the intersection is transverse. Moreover, ® is

differentiable at M and the derivative of ® is the projection to the tangent space of END, at
M.

This theorem mainly states that the limit operator is locally a projection on the tangent
space of the set of admissible low-rank matrices, provided that the initial point is close enough
to a valid solution.
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Figure 2.7: Cadzow’s algorithm (left) and NewtonSLRA (right)

Description of the algorithms

The iterative process is a variant of Newton’s method. Its main idea is illustrated in Figure
The graph on the left pictures Cadzow’s algorithm. The orthogonal projection on D, is obtained
via the SVD computation and Eckart-Young theorem. The core idea of NewtonSLRA is depicted
on the picture on the right: in fact, the SVD contains more information than what is exploited
in Cadzow’s algorithm; it also contains a description of the tangent space to D, via rows in U
and V which correspond to the nonzero singular values. Therefore, instead of projecting back
on E orthogonally, we use the tangent space to project in the spirit of Newton’s method. This
is the main change that allows us to obtain a quadratic convergence.

We give in Algorithm [5] and Algorithm [6] two descriptions of NewtonSLRA, which would
be fonctionally equivalent if computations where done exactly with real numbers. Since we
use floating-point numbers, these two variants have distinct behaviors, and the choice of which
variant should be used depends on the parameters. In particular, the first one is more efficient
when r is small compared to dim(E), whereas the second one performs better when r is large
and dim(FE) is small. The main difference lie in the dimensions of an intermediate matrix which
is constructed to compute the projection of E via the tangent space to D,.

In these algorithms, F may be an affine space, and we let EY denote the underlying vector
space.

Applications and experiments

We studied the behavior of our algorithms on typical cases of SLRA occuring in applications or in
other areas of computational mathematics. The algorithms have been implemented in a Maple
package freely available at the following url: https://members.loria.fr/PJSpaenlehauer/
data/software/NewtonSLRA notes.html

The first instance of SLRA that we looked at is the problem of the approximate univariate
ged: here our linear space of matrices is a space of Sylvester matrices. We compared our software
with state-of-the-art software dedicated to the approximate ged problem: GPGCD and uvGCD. We
observed that our implementation has a quicker convergence rate than GPGCD and uvGCD. This


https://members.loria.fr/PJSpaenlehauer/data/software/NewtonSLRA_notes.html
https://members.loria.fr/PJSpaenlehauer/data/software/NewtonSLRA_notes.html
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Algorithm 5 one iteration of NewtonSLRA/1 algorithm

1:
2
3
4:
5:
6
7
8
9

10:
11:
12:

13:
14:

procedure NewtonSLRA/1(M € E, (E1,..., E;) an orthonormal basis of E, r € Zx)

(U,S,V) «+ SVD(M)

S, < r X r top-left sub-matrix of S

U, < first r columns of U

V; < first r columns of V'

MU, -8, -Vl

UL, ..., Up—y < last p —r columns of U

Ul,...,0q—y < last ¢ — r columns of V'

forie{l,....p—r},je{l,...,q—r} do
Nii—1)(g-ry+j < Ui~ 05"

end for

A= ((Ni, Eg))ks € Matp—y)(g-r).a(R)

b« ((Nka M — M>)/€ € Mat(p—r)(q—'r’),l(R)

return M + Z?Zl (AJr . b) , Ei , where AT is the Moore-Penrose pseudo-inverse of A.

15: end procedure

Algorithm 6 one iteration of NewtonSLRA/2 algorithm

1:
2
3
4:
5:
6
7
8
9

10:
11:
12:

procedure NewtonSLRA/2(M € E, (EY,..., E, ;) an orthonormal basis of (E%L, r € Zxo)

(U,S,V) « SVD(M)
S, < r X r top-left sub-matrix of S
U, < first r columns of U
V; < first r columns of V'
M+ U, - S - VI
U1, ..., Up < columns of U
V1,...,Vq < columns of V/
(T4)1<e<(p+q—r)yr < list of all matrices of the form wu; - v}, where i <rorj<r
A" = (B, To))ke € Matpg_a (prg—r)r (R)
V «— (B}, M — M))i, € Matpg_q.1(R)
return M + Zé’; J;q_r)r (AT , Tr , where AT is the Moore-Penrose pseudo-inverse

of A’

13: end procedure
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is due to the quadratic convergence of the algorithm, which is observed in practice. GPGCD and
uvGCD have a linear rate of convergence, but they converge towards the optimal solution of the
problem, whereas NewtonSLRA converges only to a “good” solution. We refer to [107, Tables 1,
2, 3] for numerical data about these expriments.

The second particular case of SLRA that we have studied is the problem of matriz completion.
In this problem, the input is a matrix with some entries missing, and the goal is to fill these
missing entries such that the matrix has some given rank. This problem has many applications,
and it became particularly famous at the beginning of the 21th century due to its connections
with the Netflix prize about algorithms for predicting user ratings. Matrix completion is a
special case of SLRA where the affine space of matrices is the set of possible matrices when
some entries are fixed and the other ones are unknowns. We compared our software with results
obtained via convex optimization [I00]. Our results show that there is a range of parameters
where NewtonSLRA converges to a valid solution whereas methods from convex optimization
fail. We refer to [I07, Fig. 4] for numerical data about these expriments. However, a limitation
of NewtonSLRA is that it is mostly efficient on matrices of small size. For large matrices, we
compared NewtonSLRA with a Riemannian optimization method [116], and it appeared that
NewtonSLRA is not competitive for such parameters.

Finally, we investigate Hankel matrices. These matrices occur in many applications, as
they are for instance connected to tensors: Hankel matrices of rank r correspond to symmetric
(2 x 2 x -+ x 2)-tensors of rank r. We compare the experimental results obtained with our
implementation of NewtonSLRA with the Structured Total Least Norm (STLN) approach in [97].
Our experiments suggest that the convergence of NewtonSLRA is faster for larger amounts of
noise in the input. We also run experiments that suggest that NewtonSLRA behaves quite well
when there are outliers, i.e. when some entries of the matrix are much noisier than the rest of
the input. We refer to [I07, Tables 4 and 5] for numerical data about these expriments.

2.5.2 Algebraic and symbolic approach

The work presented in this section is joint work with Bernd Sturmfels and Giorgio Ottaviani
and it has been published in [95].

In this section, we focus on symbolic approaches to solve SLRA. A first question is how to
define the problem. Given some matrix known exactly (for instance via rational numbers), the
goal is to find a nearby matrix in £ ND,. One way to achieve this is to compute the minimizer
of the Frobenius distance to M on the smooth locus of END,. Under genericity assumptions on
the matrix M, this minimizer is well-defined and unique. This minimizer must be algebraic since
it is a critical point of the distance function to M, hence it is defined by polynomial equations.

We can already notice that if we are not interested in the closest solution but on some nearby
function, we may perturb the Euclidean distance function by adding weights.

For A = ()\i;) € Maty4(R>o), we let

M|y = | > NijMZ

1<igp
1<j<gq

denote the weighted Frobenius norm.

When A is the all-one matrix, then ||-|[ is the classical Frobenius norm.

Given a matrix with real entries, exact unstructured weighted low-rank approximation refers
to the problem of finding the closest matrices of bounded rank for this weighted Euclidean
distance.



58 Chapter 2. Polynomial systems

Problem 2.5.7 (Exact Weighted Low-Rank Approximation). Given a matriz with real entries
M € Mat, 4, a positive integer v € Z~q, a weight matrix A € Mat, 4, find the set of matrices
M* of rank < r which minimize | M — M*||A.

This problem can be extended to its structured version by adding a linear or affine constraint
on the solution space:

Problem 2.5.8 (Exact Weighted Structured Low-Rank Approximation). Given a matriz with
real entries M € Mat, 4, a positive integer r € Z~g, a weight matriz A € Mat, 4, and a linear or
affine subspace of matrices E C Mat, 4(R) find the set of matrices M* in E of rank < r which
minimize ||[M — M*||4.

We note that the set of minimizers is a semi-algebraic set, since minimizing the norm is
equivalent to minimizing its square, which is a polynomial function in the entries of M™*.

Moreover, under genericity assumptions on M, the minimizer is actually unique, and its
coordinates are algebraic: there are solutions of a multivariate polynomial system whose coef-
ficients are polynomial in the entries of M and A. In particular, if the entries of M and A are
algebraic numbers, then so are the entries of the minimizer M™ if it is unique.

This implies that the entries of M* can be represented and computed exactly. An important
numerical indicator of the difficulty of this computation is the algebraic degree of the problem.
This indicator controls— roughly speaking —the maximal possible degree of the extension (with
respect to the field where the coefficients of M, A belong) where the coordinates of M* live.

The degree of this problem has huge importance for symbolic methods such as Grébner bases,
because it is related to the size of the output of these algorithms. Symbolic-numeric methods
such as homotopy continuation are also governed by this degree since this controls the maximal
number of paths that must be followed in order to find the solution.

Critical points and polynomial systems

Global minimization problems cannot easily be retranscribed algebraically. An easier notion
which can be expressed algebraically is the notion of critical points of a map, which can be
described as a rank deficiency condition on a Jacobian matrix; Hence we can obtain a polynomial
system from the vanishing condition on some minors of a matrix.

Critical points of a map contain in particular local minimizers, and therefore also global
minimizers. In fact, under some genericity assumptions on M, we expect the number of complex
critical points to be finite, and their number corresponds to the algebraic degree that we are
looking for. This algebraic degree actually contains some information about the “algebraic
difficulty” of the problem, but this data is not easily accessible. Bounds on such degrees can
sometimes be obtained via tools from intersection theory and algebraic geometry. However,
there are also many cases where it is not clear how to estimate them. Therefore, estimating
these degrees often imply a large part of numerical and algebraic experiments. However, such
computations to compute this algebraic degree are often far from trivial, and this is where
efficient computer algebra is needed.

As a motivating example, we studied a conjecture that was stated by William Rey in [101]
and which claims that the number of local minimizers of a weighted (unstructured) low-rank
approximation problem is bounded above by min(p, ¢). The following example (which was found
via experiments with Grobner bases) disproves this conjecture.
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Example 2.5.9. [95, Example 2] Set r = 1, p = ¢ = 3, so we consider the problem of exact
weighted low-rank approrimation with the following data and weight matrices:

-59 11 59 9 6 1
M=1]11 59 =59 A=16 1 9
59 =59 11 1 96

The map X +— || M — X||a restricted to rank 1 matrices has 39 complex critical points, which
can be computed exactly using Grébner bases. These 39 points are grouped in 6 maximal ideals
over Q, of respective degrees 1,2,6,10,10,10. Among those 39 critical points, 19 are real, 7 are
local minimizers, and 3 of them are global minimizers. The three global minimizers are algebraic
numbers of degree 10.

Since 7> min(3,3), this example disproves Rey’s conjecture.

However, things are not that simple in general as we encounter several computational prob-
lems:

e computing minors of a Jacobian matrix creates possibly high-degree multivariate polyno-
mials, which might be difficult to handle;

e if the variety on which we are minimizing is singular, the singularizities will also make
the minors of Jacobian matrix vanish. Therefore, if the singular locus has positive dimen-
sion, then this process creates high-dimensional components where our polynomial system
vanishes, and which is a problem for computing the algebraic degree. A solution to this
problem would be to restrict the minimization problem to the smooth locus; this can be
achieved computationally via a process called saturation. However, this does not come
freely: it implies adding new variables and high-degree multivariate polynomials to an
already quite large system. In general this problem arises as soon as r > 1.

We also run computations on an applicative example from magnetic resonance imagery which
was given to us by Thomas Schultz [I08]. This case involves a noisy tensor of format 3 x 3 x 3 x 3.
The goal is to find the closest rank-2 tensor. This problem can be model by finding the closest
rank-2 matrix in a space of 6 x 6 catalecticant matrices, which is a subspace of the space of
Hankel matrices. See [95, Example 7] for more details.

Our main objective is to design methods and formulas to compute this algebraic degree, using
all the tools at our disposal. These tools involves computational tools from computer algebra,
but also theoretical techniques from intersection theory. The general machinery to compute the
degrees of critical points of Euclidean distance functions to varieties has been developed in [40)],
with the notion of Fuclidean Distance degree (abbreviated “ED degree”). The EDdegree of an
algebraic variety V is the number of complex critical points of the Euclidean distance function on
the smooth locus of V' to a generic point outside the variety. Our aim is to study what happens
specifically when V' is a linear section of the variety of low-rank matrices. A nice property of
the ED degree is that it can be computed via the polar degrees, assuming that some condition
is satisfied. The polar degrees are the same numerical objects as those used in Section [2.4.2}

Theorem 2.5.10. [f0, Thm. 5.4] If some transversality condition is satisfied, then the ED
degree of an algebraic variety is the sum of its polar degrees.

This theorem relates the ED degree of an algebraic variety to the numerical indicator of its
complexity. This can also be expressed in terms of the degrees of the Chern classes, see [40,
Thm. 5.8]. Note that Theorem can be regarded as a variant of Theorem [2.5.10
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A nice property of generic linear sections of algebraic varieties is that we have a relationship
between the polar classes: a generic linear section kills off the polar classes of highest dimensions.
Another nice feature of the weighted Euclidean distance is that if we consider generic weights,
then the transversality condition in Theorem is satisfied. Therefore, in order to compute
the degree of exact weighted structured low-rank approximation under genericity assumptions
on A, E and M, we only need to compute the polar degrees of the varieties of low-rank matrices.

For r = 1 and r = min(p,q) — 1, there is a closed formula for the polar degrees. For
intermediate r, computing these values is more complicated and requires some Schubert calculus,
see e.g. [95] Sec. 3.
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Research project

3.1 Point counting for general curves of large characteristic

In Section we proved a complexity result for computing the zeta functions of hyperelliptic
curves of large genus. A natural question is to ask whether this generalizes to all curves.

Problem 3.1.1. Given a genus-g curve (let us say: planar, nodal, projective) over Fy, does
there exist a Schoof-like algorithm to compute its zeta function with complezity O4(log(q)) for
some ¢ > 07 Here, the notation Oy4(-) means that the constant hidden in the O(-) may depend
on g.

This would provide in particular an algorithm of complexity Od(log(q)Cdz) for computing
the number of solutions in F2 of an equation of the form f(X,Y) = 0, where f € F¢[X,Y] is
a polynomial of degree < d with only nodal singularities. If this goal is reached, then this can
probably be extended to curves with non-degenerate singularities by using the techniques that
I plan to work on for this family of curves, see Section

The main advantage of hyperelliptic curves is that elements in its Jacobian variety are
easy to describe and to compute with, thanks to the Mumford coordinates and to Cantor’s
algorithm. For more general curves, the situation is more complicated: there is no easy and
convenient representation of divisors, and the arithmetic must be done via Riemann-Roch space
computations. Therefore, we cannot use Cantor’s polynomials as in [6] to compute the ¢-torsion.
However, the recent developments of algorithmic tools might be sufficient to be able to build
suitable polynomial systems encoding the /-torsion, provided that the singularities of the curve
are nice enough.

If this is too hard, there are some intermediate cases between hyperelliptic curves and general
plane curves, for instance superelliptic curves or C, curves. For such families, the arithmetic
in the Jacobian variety is easier to describe, and it may lead to interesting polynomial systems
for modelling the ¢-torsion.

As a side note, we can remark that the evolution of characteristic-p methods followed a
similar path: they were first designed for hyperelliptic curves in odd characteristic [75], then
they were generalized to the even characteristic [36], to superelliptic curves [55], to Cyp curves
[35], then finally to general curves [115].

Another extension of the Schoof-like point-counting methods for large characteristic and
large genus in Section might be the computation of the zeta functions of higher-dimensional
varieties defined over finite fields, although this would require much more technical machinery.

61
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Another direction would be to try to optimize the constant ¢ in the exponent of the com-
plexity in the hyperelliptic setting, see Theorem Indeed, it is a bit unsatisfactory that the
proven bounds on the degrees of the coefficients of Cantor’s polynomials are not tight. There
are clear conjectures about these degrees which are stated in [6, Remark at the end of Sec. 6],
and proving them would lead to improvements of the constant c.

In terms of practical computations, this project might interact with my plans of designing
software to compute Riemann-Roch spaces for curves with non-degenerate singularities, see

Section B.4

3.2 Isogenies of products of isogenous elliptic curves with com-
plex multiplication

This part of the research project is already started via the PhD thesis of Julien Soumier started
in October 2023 on this topic.

Isogenies of maximal abelian varieties

Isogenies of elliptic curves have received a lot of attention from cryptographers during the last
decade, since they feature hard mathematical problems which can be used to design crypto-
graphic primitives and which are resistant to quantum computers.

Until 2022, the flagship cryptosystem featuring isogenies of elliptic curves was SIDH [34],
a fast quantum-resistant key-exchange protocol. However, in 2022, a groundbreaking discovery
showed that it was possible to compute an isogeny between two elliptic curves from the knowledge
of their action on a sufficiently large subgroup of points [29, 90, 102]. The key ingredient in
these methods is to use isogenies of higher-dimensional abelian varieties.

A few papers later, there were clean complexity results and the isogeny toolbox got greatly
expanded with new tools. These tools have since been used to design new cryptosystems, and
this area of research is very active.

In the cryptographic world of isogenies, the family of elliptic curves which is mostly used are
supersingular elliptic curves defined over F,2. Moreover, for applications, it is often required
that these curves have a lot of rational points. In fact, for technical reasons they are often
mazximal, i.e. their number of F2-rational points equals (p + 1)2.

The toolbox for isogenies that was designed after the attacks on SIDH uses results by Kani
about isogeny diamonds, see e.g. [74]. These objects are constructed from products of abelian
varieties. If we start with maximal elliptic curves, all the abelian varieties constructed by using
Kani’s method are maximal. Maximal abelian varieties have strong structural properties, which
are probably not yet fully exploited in the cryptographic and algorithmic setting, see e.g. [72].
Current methods do not exploit that extra structure, since they rely mainly on the classical
machinery of theta functions for representing principally polarized abelian varieties.

We plan on investigating if structural properties of maximal varieties have an impact on
cryptographic properties.

Cryptographic applications

A consequence of the recent developments of the toolbox for isogenies is that researchers have
tried to find new hard isogeny problems on which cryptosystems may be built. A related line
of work is to try to patch broken systems. A typical example is the M-SIDH cryptosystem [53],
proposed by Fouotsa, Moriya and Petit. This cryptosystem relies on the following modification
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of the SIDH protocol: instead of publishing the action of a secret A-isogeny on the B-torsion,
the action is published only up to a scalar multiplication by a square root of unity in (Z/BZ)*.
Surprisingly, this modification seems sufficient to avoid the recent attacks which use higher-
dimensional isogeny computations. The hardness of this modified problem is still unclear, which
calls for more research in this direction.

3.3 Drinfeld modules

The algorithmic framework for Drinfeld modules has been considerably developed during the
last decades. Still, the range of applications of this toolbox is not completely clear. As Drinfeld
modules are analogs to elliptic curves, it is quite natural to look for applications in public-key
cryptography, since this is a typical application domain for elliptic curves (and more generally
for algorithmic arithmetic geometry). However, all tries to build cryptosystems on Drinfeld
modules have failed so far. This is due to the fact that the analogs of the hard problems for
elliptic curves that are used as a foundation for cryptography are often computationally easy
in the world of Drinfeld modules. For instance, computing isogenies between Drinfeld modules
or endomorphism rings can be done in polynomial time, whereas no such fast algorithm in the
world of abelian varieties is known.

Still, this is probably not the end of the story. There are many techniques in the science of
communication that need less requirements than the most usual cryptographic building blocks
such as encryption, signatures, etc. I plan to continue investigating whether there may be
applications of Drinfeld modules for the construction of cryptographic protocols.

Applications of Drinfeld modules in cryptography and science of communication can also take
indirect paths. For instance, works by Niederreiter and Xing in the 90s [94] showed how Drinfeld
modules can be used to construct algebraic curves with many rational points; such objects are
especially important in coding theory, for the construction of good algebraico-geometric codes.
It would be interesting to revisit those methods by using the algorithmic tools that have been
recently developed.

A third way Drinfeld modules can be used in cryptography could be by revisiting algorithms
in which the Frobenius endomorphism plays a central role. For instance, a typical algorithm
in this setting is the quasi-polynomial algorithm for computing discrete logarithm in the multi-
plicative group of a finite field of small characteristic [12]. It is an algorithm which is known to
be difficult to analyze in a formal way (see e.g. [78]), and perhaps it can be reinterpreted with
Drinfeld modules.

On top of applications to the science of communication, Drinfeld modules have applications
for computing with univariate polynomials and algebraic curves, in the same way abelian vari-
eties can be used for studying integers and number fields. A typical computational application of
Drinfeld modules is the factorization of univariate polynomials [39]. I am planning to investigate
if there are more such applications of Drinfeld modules in computer algebra.

3.4 Plane curves with non-degenerate singularities

In this section, I describe research directions which are continuations of the results on the com-
putational aspects of Riemann-Roch spaces in Section[I.4] The general context is computational
birational geometry for algebraic curves.

The main observation that leads to the research directions in this section is the schism in
the complexity of computing Riemann-Roch spaces in terms of the structure of the singularities
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of the input plane curve. The general motto is that when we understand the structure of the
singularities, then we can compute efficiently objects related to the birational geometry of the
curve. Riemann-Roch spaces are typical objects where the computational difficulty is strongly
related to the way we understand and deal with the singularities. The other classical object
that falls in this category is the computation of integral bases, whose formal definition is given
below.

Definition 3.4.1. Let A < B be an extension of Noetherian domains. The integral closure A
of A in B is the set {b € B | 3f € A[X] monic s.t. f(b) =0}. There are natural addition and
multiplicative laws on A, and hence A is a domain. If A is principal and B = A[Y]/g(y) for a
monic polynomial g € A[Y], then A is a free A-module of rank deg(g).

A typical instanciation occurs when A is either a polynomial ring A = k[X] or when A is
the ring of integers A = Z. In this section, we focus on the former case: A = k[X].

Problem 3.4.2. (Computation of integral bases) Given a monic polynomial f € k[X][Y],
compute a k[X]-basis of the integral closure of k[X,Y]/(f) with respect to the field extension
k(X) < Frac(k[X,Y]/(f))-

This problem has a long and rich history. Perhaps one of its first appearance from the
viewpoint of modern computer algebra is in the Ph.D. thesis of Trager [114], in the context
of algorithms for integrating algebraic functions. The problem of computing integral bases
also plays an important role in the arithmetic algorithms for computing Riemann-Roch spaces
designed in Hess’ Ph.D. thesis [67]. Several improvements on this problem were obtained during
the last decade, see e.g. [I] and references therein.

The problem of computing integral bases is strongly linked with the computational analysis
of singularities (in fact the problem is trivial for non-singular curves), and we might even see it
as a computational way of desingularizing curves.

Local analysis and Newton polygon

Plane curves are standard objects in computer algebra. They arise as soon as we consider pairs
of field elements (z,y) € k? which satisfy an algebraic relation given by a bivariate polynomial
Q@ € k[X,Y]. When we study such objects, some obstructions in the analysis arise from the
singularities of the curve, which can be thought of as points where the some information about
the curve is locally compressed. Studying what happens at the singularities is a key ingredient
of algorithms that give information about the curve.

The formal way of describing a singularity of an affine plane curve described by a ring R of
Krull dimension 1 is a maximal ideal m C k[X, Y] such that the local ring Ry, is not a discrete
valuation ring. Said otherwise, the vector space m/m? has dimension more than 1. One way to
obtain a computational handle on singularities is to consider two functions «, § which generate
m as an R—moduleﬂ By C/olgl’s structure theorem [43] Thm. 7.7], there is an isomorphism

between the completion k[X,Y |, and the power series ring x[[S,T]], where the isomorphism
sends « to S and S to T'. This isomorphism is not unique, however the Newton polygon of the
image of the polynomial ¢ defining the curve is uniquely defined since all isomorphisms give the
same Newton polygon.

As a side note, we can notice that if the ideal m encodes a rational closed point with affine
coordinates (a,b), then « = X —a, f =Y — b generates the local ring at m.

Zmore generally we can consider a pair (o, B) which forms a regular system of parameters of the local ring.
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The Newton polygon encodes a lot of information about the singularities. The notion of non-
degenerate singularity can be read off from the Newton polygon: it correspond to cases where
the restriction to the faces of the polygon provide separable univariate Laurent polynomials.
This is formalized in the following definition:

Definition 3.4.3. Let o, be generators of m C k[X,Y]. There exists an isomorphism ¢

between the completion k[X,Y|m and the power series ring k[[S,T]] sending o to S and § to T.
This isomorphism is unique up to composition by the Galois group Gal(k/k).

The Newton polygon of an element f € k[X,Y|m w.r.t. (o, ) is the Newton polygon of its
image in the power series ring, namely it is the lower convexr hull of the exponent vectors of the
monomials occurring in ¢(f) with nonzero coefficient. For each rational number ¢ = a/b € Q
(with a,b positive coprime integers), define the slope polynomial S;{ € k[T*'] as a Laurent
polynomial corresponding to the coefficients of the monomials in ¢(f) whose exponent vectors
minimize the linear functional (u,v) — au + bv. The polynomial S](cq) € w[T*Y is uniquely
defined up to the natural action of Gal(k/k) and multiplication by Laurent monomials.

The singularity is called non-degenerate (w.r.t. «,f3) if Sj(cq) is separable for all g € Q.

It can be noticed that SJ(CQ) =1 for all but finitely-many g¢: SJ(CQ) # 1 if and only if there is a

1-dimensional face of the Newton polytope with slope —g~!. Ordinary singularities are a special
case of non-degenerate singularities: they correspond to the case where the only non trivial slope
polynomial is S](cl) and it is separable. Therefore, non-degenerate are more general than ordinary
singularities, but we still get a lot of information on the structure of the singularity from its
Newton polygon. For instance, there is a old theorem due to Baker which quantifies the negative

contribution to the genus of a non-degenerate singularity from its Newton polygon [10].

Gorenstein’s theory of adjoints

The classical way to deal with ordinary singularities relies on the notion of adjoint curves. This
method goes back to Brill and Noether, and is for instance described in Severi’s monograph [109].
Brill and Noether’s adjoint theory has a generalization due to Gorenstein [62]. The core idea of
this generalization is to notice that the problem of computing in the presence of a singularity
comes from the gap between the localized coordinate ring and its normalization. This normaliza-
tion is to intersection of all discrete valuation rings centered at the singularity. A computational
tool to have access of this normalization is the conductor between these two rings.
Gorenstein’s conductor at the singularity is defined as follows:

Cn = {f € k[C()]m : f . k[C@]m C /{?[Co]m}

Therefore €, is an ideal in the localized coordinate ring k[Cp|m and knowing it gives a lot of
information about the singularity. For ordinary singularities, there is a combinatorial description
of this conductor, and we can hope that such nice combinatorial formulas could also be found
for non-degenerate singularities.

Explicit computations of integral bases and Riemann-Roch spaces

There are several algorithms for the computation of integral bases in function fields. These
algorithms work by computing local bases at each singularity, using the most general tools
available (e.g. Puiseux series) to perform the local computations. I believe that in the case of
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non-degenerate singularities, these computations can probably be made more efficient in theory
and in practice, by using Gorenstein’s theory of ajoints.

It is worth noticing that most of the singularities that we encounter in applications are non-
degenerate, so such algorithmic improvements might have concrete impacts on applications.

I believe that Gorenstein’s theory of adjoints could be made explicit for curves for which
we know a system of parameters that make each singularity non-degenerate. Hopefully, this
will extend the class of curves for which we have efficient algorithms for the computation of
Riemann-Roch spaces and integral bases. For Riemann-Roch spaces, for instance, algorithms
with subquadratic complexities are for now restricted to curves with ordinary singularities [4],
and we may hope to extend them to curves with non-degenerate singularities.

Hopefully this can also be made very efficient in practice and lead to practical software.
An important computational tool in this setting are fast algorithms for polynomial matrices.
This is a crucial tool for achieving subquadratic complexities for the computation of Riemann-
Roch spaces. The final objective of this work line would be to provide the computer algebra
community with fast software computing integral bases and Riemann-Roch bases. In particular,
such a software might build upon software for fast methods for polynomial matrices which is
currently developed by Vincent Neiger and Eric Schost, who are two leading experts in this
domain, see https://github.com/vneiger/pml.

3.5 Grobner basis engineering and technology

In this section, I present some selected topics for Grobner bases and polynomial systems, which
are related to some difficulties that I encountered in the study of polynomial systems coming
from applications. I believe that these directions could lead to the development of interesting
practical computational tools.

Practical implementation of Grobner bases for applications

Early termination. In some applications, most of the time required by Groébner bases com-
putations is actually spent reducing high-degree S-polynomials to zero. In other words, at some
point, the computation is finished but the algorithm cannot prove that the output is correct
since we do not have any proof that all these S-polynomials will reduce to zero. Such a phe-
nomenon appeared for instance during the computation of the 7-torsion of genus-3 hyperelliptic
curves with explicit real multiplication in [5]. It would be very interesting to have some ways
to stop the computation and admit heuristically that the result is correct. Of course, in this
situation we must be prepared and we should know what happens in the case where the result
is actually incomplete. In many applicative situations (for instance in cryptography), often the
computation of the Grobner basis is only a step in a longer computation, and the final result
can be checked a posteriori. A related idea is to investigate how to extract useful information
from partial Grobner bases.

Partial FGLM. The FGLM algorithm [5I] is a computational technique to transform a 0-
dimensional Grobner basis for a monomial ordering into a Grébner basis for another monomial
ordering. It is a crucial step in the classical solving process for solving 0-dimensional systems
with Grobner bases. 1 plan to investigate if some variants of the FGLM algorithm can be
designed when the input is not a full Grébner basis but only a partial one, and how using such
a process introduce parasitic solutions which can be filtered a posteriori.
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Bestiary of polynomial systems. In order to test the robustness of Grébner bases algo-
rithms (and other methods), it is useful to have access to a large database of polynomial systems
which exhibit some structures and some specificities. Such databases already exist, for instance
the database designed by Dario Andrea Bini and Bernard Mourrainﬂ I believe that it would
also be interesting to populate such databases with examples coming from arithmetic geometry
and from cryptography. I would like to build my own database of examples, to complement the
databases already existing with new families of structured polynomial systems.

TinyGB. During the last years, I have written a C++/NTL implementation of the F4 algo-
rithm to compute Grébner bases. The main aim of this implementation is to serve as a vehicle
to test new algorithmic ideas for Grobner bases computations. The algorithmic tools described
in the previous paragraph may be implemented within this software, which is freely available at
the URL https://gitlab.inria.fr/pspaenle/tinygb.

Grobner bases and global sections of line bundles

This section presents a few theoretical views on Grobner bases, which may be useful for extending
Grobner bases computations to practical situations where the classical degree-driven algorithms
do not work well. The way classical Grébner bases are usually presented often focuses strongly on
the notion of monomial ordering, and on the fact that the initial monomial ideal is a degeneration
that preserves a lot of the structure of the input ideal. While this is indeed an important topic
for Grobner bases, it often hides the fact that this property is not always needed for polynomial
system solving. Behind this remark lies the fact that a lot of good properties of monomial
orderings in the affine and projective setting do not extend well in other settings — for instance,
when we want to perform computations in the Cox ring of a complete toric variety. There are
other general symbolic methods for polynomial system solving which do not require the notion of
monomial ordering: for instance, resultants focus mainly on linear algebra, and less on monomial
orderings, and their objective is to compute determinants of well-suited linear maps.

I believe that it is quite interesting to understand how these linear maps for polynomial
system solving — which arise in almost all methods for solving polynomial systems — can be
interpreted geometrically. In fact, these linear spaces can be thought of spaces of functions
which arise as global sections of coherent sheaves on complete varieties.

Given a coherent sheaf F on a (normal, integral, Noetherian) Spec(k)-scheme X and for each
class a € Cl(X), a useful information to compute is an explicit description of all line bundles
O(D) on X for Weil divisors D and bases of the corresponding linear spaces of global sections
of the sheaves O(D) @ F.

In the (weighted) projective case, when F is an ideal sheaf (which defines a closed subscheme)
this data is actually produced by a Grobner basis, which is a consequence of the following
proposition:

Proposition 3.5.1. Let I C k[X] be an ideal. A finite subset of {g1,...,9-} C I is a Grobner
basis with respect to a monomial ordering < if and only if for any d € Z~q, there exists d' € Z~g
such that the set Y i1 gi - k[X]<q—deg(g) (with the convention that k[X]<m = {0} for m < 0)
contains an echelonized k-basis (with respect to <) of > i_; fi - k[X]<a—deg(f:)-

In the case of a complete toric variety X built from a polyhedral fan (see Section [2.2.4]), the
analog of degrees in the classical setting are divisor classes, and for any torus-invariant divisor D

Shttps://www-sop.inria.fr/saga/POL/
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on X, we can build a coherent sheaf O(D) whose global sections I'(O(D)) are finite-dimensional
vector spaces generated by monomials. This is the analog of the linear spaces of homogeneous
polynomials of some given degree in the classical case, and therefore Grobner bases should deal
with the problem of finding a convenient description of these linear spaces. More precisely, if 7
is an ideal sheaf on X defining a closed subscheme, we want to compute a data structure which
provide us with a way to compute with the vector spaces I'(O(D))/T'(Z ® O(D)). Although
there are infinitely-many divisor classes on X, echelonized bases for a finite subset of them is
sufficient to describe all of them: this is the analog of the finiteness of Grébner bases in the
classical case.

Finding which finite subsets provide sufficient information is related to the classical notion
of regularity, and from a theoretical perspective this is probably driven by local cohomology.
For 0-dimensional subschemes, the situation is simpler as we may not need the full information:
usually it is sufficient to compute the characteristic polynomial of a multiplication map by a
function f, as the eigenvalues contain the information of the values of f at the points of the
closed subscheme.

Let us now see how this translates algorithmically. Most classical Grébner basis algorithms
proceed by considering increasing degrees d € Z=¢, and by computing an echelonized basis of
polynomials of degree at most d. In a more general setting of a complete variety X, we do not
have anymore a canonical ordering on the divisor classes. A general algorithm for Grébner bases
would proceed as follows:

o We start by having as input a description of a complete variety X, a description of an
ideal sheaf 7 on X, and a description of the class group of X.

o Then we would compute echelonized bases for I'(Z® O(D)) for a finite family of divisors D
with distinct classes, potentially reusing previous computations: if D+ Dy = Ds, then the
image of the echelonized basis of I'(Z ® O(Dy)) via the map I'(Z ® O(D;)) @ I'(O(D3)) —
['(Z®O(Ds3)) could provide a partial computation of an echelonized basis for I'(Z®O(Ds)).

This pattern would probably be particularly suited in situations where X is related to a
multiplicative structure and the global sections of O(D) are generated by monomials, which is
the case for instance over toric varieties built from complete polyhedral fans.

Grobner bases over toric varieties built from complete polyhedral fans

Seeing polynomials as global sections of sheaves might seem theoretical, but this language is
very convenient for generalizations on other complete varieties than projective spaces. My main
focus in this area in the future is to continue the investigation of Grobner basis algorithms for
sparse systems from the point of view of toric compactifications. Our first step in this direction
was to understand how dimension and intersection behaves for sparse systems over these toric
compactifications, and we got a complete criterion in [15], see Section m

A nice feature of toric varieties built from complete polyhedral fans is that we have a combi-
natorial description of the divisors and the associated sheaves. The next step is to understand
how the classical Grobner basis approach can be adapted to this case.

At the end, the main objective would be to integrate this work in the software tinyGB,
in order to provide a Grobner bases software based on efficient linear algebra which uses toric
compactifications in order to speed-up computations for systems with monomial structures.
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