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Chapter 1

Introduction

1.1 Outline of the document

This manuscript deals with the work on model order reduction (MOR) methods that I carried out at Sorbonne
University and at Inria Bordeaux since my arrival in October 2018; the manuscript is divided into three chapters.

The first chapter focuses on linear-subspace model reduction of parametric systems. The chapter reviews
some key elements of MOR techniques for parametric partial differential equations (PDEs) including hyper-
reduction, greedy sampling, and a posteriori error estimation; it discusses the least-square Petrov-Galerkin
formulation developed in [TT19], my postdoctoral work on the stabilization of Galerkin ROMs for turbulent
flows [TT7], the treatment of parameterized geometries [TT17], the application of MOR techniques to struc-
tural mechanics problems with internal variables [TT8] and their integration with an industrial finite element
(FE) code (code aster) that is broadly used in nonlinear mechanics [TT2]. The work of this chapter is in
collaboration with E. Agouzal, J.P. Argaud, M. Bergmann, G. Ferté, L. Fick, A. Iollo, Y. Maday, A.T. Patera,
G. Sambataro and L. Zhang.

The second chapter deals with the development and the analysis of registration methods for model reduction.
In their full generality, registration techniques aim to identify a deformation map that minimizes a suitable
merit function; in the MOR framework, registration methods are designed to identify and then track coherent
structures of compact support, such as shocks or shear layers, to facilitate the task of approximating the solution
to a parametric PDE. In this chapter, I first review the problem of registration in bounded geometries; then, I
discuss the application of registration methods to projection-based MOR and finally I review the application to
non-intrusive MOR. I first proposed a general registration procedure for bounded domains in [TT13]; I further
developed the methodology of [TT13] in a series of works with several coauthors [TT6, TT14, TT18, TT19].
The presentation of the second chapter is based on the recent works [TT15], [TT4] and [TT5]. The work on
registration is in collaboration with N. Barral, S. Cucchiara, A. Ferrero, A. Iollo, H. Telib, I. Tifouti, and L.
Zhang.

The third chapter deals with the development of component-based (CB) MOR techniques for large-scale
systems: CB MOR techniques rely on the introduction of a library of components for which a local reduced-
order approximation and a local reduced-order model (ROM) are built during an offline stage; given a new
configuration, components from the library are instantiated to form the global system and then the global
solution is estimated by gluing together the local ROMs. The deployment of an effective CB-ROM relies
on two distinct building blocks: first, a data compression strategy for the construction of local reduced-order
approximations for each archetype component; second, a rapid and reliable domain decomposition (DD) strategy
for online global predictions. I first present a general data compression procedure that combines randomized
localized training based on oversampling with adaptive enrichment based on global reduced-order solves [TT11];
then, I present an optimization-based overlapping DD strategy first proposed in [TT9] for a nonlinear mechanics
problem based on a neo-Hookean constitutive law. The work of this chapter is in collaboration with A. Iollo,
G. Sambataro, and K. Smetana.

1.2 Publication list

I list below my full list of publications. I distinguish between (i) journal publications from works completed
before the PhD defense, (ii) journal publications from works completed after the PhD defense, (iii) papers that
are currently under review, and (iv) conference proceedings.
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Publications from works completed during the PhD or before

1. T. Taddei, S. Perotto, A. Quarteroni, Reduced basis techniques for nonlinear conservation laws. ESAIM:
Mathematical Modelling and Numerical Analysis (M2AN), 2015.

2. T. Taddei, A. Quarteroni, S. Salsa, An Offline-Online Riemann solver for one-dimensional systems of
conservation laws. Vietnam Journal of Mathematics, 2016.

3. T. Taddei, J.D. Penn, A.T. Patera, Validation by Monte Carlo sampling of experimental observation
functionals. International Journal for Numerical Methods in Engineering, 2017.

4. T. Taddei, An adaptive parametrized-background data-weak approach to variational data assimilation.
ESAIM: Mathematical Modelling and Numerical Analysis, 2017.

5. T. Taddei, J. D. Penn, M. Yano, A. T. Patera, Simulation-Based Classification; a model-order-reduction
approach for Structural Health Monitoring. Archives of Computational Methods in Engineering (S.I.:
Machine Learning in Computational Mechanics), 2018.

6. T. Taddei, A. T. Patera, A localization strategy for data assimilation; application to state estimation and
parameter estimation. SIAM Journal on Scientific Computing (SISC), 2018.

Publications from works completed after the PhD

7. P. Gallinari, Y. Maday, M. Sangnier, O. Schwander, T. Taddei, Reduced basis’ acquisition by a learning
process for rapid on-line approximation of solution to PDE’s: Laminar Flow Past a Backstep. Archives
of Computational Methods in Engineering (S.I.: Machine Learning in Computational Mechanics), 2018.

8. L. Fick, Y. Maday, A. T. Patera, T. Taddei, A stabilized POD model for turbulent flows over a range
of Reynolds numbers: optimal parameter sampling and constrained projection. Journal of Computational
Physics, 2018.

9. Y. Maday, T. Taddei, Adaptive PBDW approach to state estimation: noisy observations; user-defined
update spaces. SIAM Journal on Scientific Computing (SISC), 2019.

10. T. Taddei, An offline/online procedure for dual norm calculations of parameterized functionals: empirical
quadrature and empirical test spaces. Advances in Computational Mathematics (ACOM), 2019.

11. T. Taddei, A registration method for model order reduction: data compression and geometry reduction.
SIAM Journal on Scientific Computing (SISC), 2020.

12. T. Taddei, L. Zhang, Space-time registration-based model reduction of parameterized one-dimensional
hyperbolic PDEs. ESAIM: Mathematical Modelling and Numerical Analysis, 2021.

13. T. Taddei, L. Zhang, A discretize-then-map approach for the treatment of parameterized geometries in
model order reduction. Computer Methods in Applied Mechanics and Engineering (CMAME), 2021.

14. T. Taddei, L. Zhang, Registration-based model reduction in complex two-dimensional geometries. Journal
of Scientific Computing (JSC), 2021.

15. A. Ferrero, T. Taddei, L. Zhang, Registration-based model reduction of parameterized two-dimensional
conservation laws. Journal of Computational Physics (JCP), 2021.

16. A. Iollo, G. Sambataro, T. Taddei, A projection-based model reduction method for nonlinear mechanics with
internal variables: application to thermo-hydro-mechanical systems. International Journal for Numerical
Methods in Engineering (IJNME), 2022.

17. A. Iollo, T. Taddei, Mapping of coherent structures in parameterized flows by learning optimal transporta-
tion with Gaussian models. Journal of Computational Physics (JCP), 2022.

18. A. Iollo, G. Sambataro, T. Taddei, A one-shot overlapping Schwartz method for component-based model
reduction: application to nonlinear elasticity. Computer Methods in Applied Mechanics and Engineering
(CMAME), 2023.

19. K. Smetana, T. Taddei, Localized model reduction for nonlinear elliptic partial differential equations:
localized training, partition of unity, and adaptive enrichment. SIAM Journal on Scientific Computing
(SISC), 2023.
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20. E. Agouzal, J.P. Argaud, M. Bergmann, G. Ferté, T. Taddei, A projection-based reduced-order model for
parametric quasi-static nonlinear mechanics using an open-source industrial code. International Journal
for Numerical Methods in Engineering (IJNME), 2024.

21. N. Barral, T. Taddei, I. Tifouti, Registration-based model reduction of parameterized PDEs with spatio-
parameter adaptivity. Journal of Computational Physics (JCP), 2024.

22. E. Agouzal, T. Taddei, Accelerated construction of projection-based reduced-order models via incremental
approaches. Advanced Modeling and Simulation in Engineering Sciences (AMSES), 2024.

23. T. Taddei, X. Xu, L. Zhang. A non-overlapping optimization-based domain decomposition approach to
component-based model reduction of incompressible flows. Journal of Computational Physics (JCP), ac-
cepted.

Submitted papers

24. T. Taddei, An optimization-based registration approach to geometry reduction. 2022.

25. T. Taddei, Compositional maps for registration in complex geometries. 2023.

26. S. Cucchiara, A. Iollo, T. Taddei, H. Telib, Model order reduction by convex displacement interpolation.
2023.

27. E. Agouzal, J.P. Argaud, M. Bergmann, G. Ferté, S.Michel-Ponnelle, T. Taddei, Projection-based model
order reduction for prestressed concrete with an application to the standard section of a nuclear contain-
ment building. 2023.

Conference proceedings

28. Y. C. Taumhas, D. Labeurthre, F. Madiot, O. Mula, T. Taddei, Impact of physical model error on state
estimation for neutronics applications. ESAIM: Proceedings and Surveys (CEMRACS 2021), 2023.

29. D. Q. Bui, P. Mollo, F. Nobile, T. Taddei, A component-based data assimilation strategy with applications
to vascular flows. ESAIM: Proceedings and Surveys (CEMRACS 2021), 2023.

30. A. Iollo, G. Sambataro, T. Taddei, An optimization-based model order reduction approach for coupled
problems: application to thermo-hydro-mechanical systems. Proceedings of the conference COUPLED
2023, submitted.

1.3 Advising activities

Since my arrival in Bordeaux, I have had the opportunity to advise the work of several PhD students and
post-doctoral fellows.

PhD students:

1. Giulia Sambataro, University of Bordeaux – Inria, defended on December 13th, 2022.
Title: Component-based model order reduction strategies for THM equations.
Co-adviser: Angelo Iollo;

2. Eki Agouzal, University of Bordeaux – Inria (industrial PhD thesis, with EDF), started in April 2021.
Title: Estimation of the mechanical behavior of containment by data assimilation.
Co-adviser: Michel Bergmann;

3. Ishak Tifouti, University of Bordeaux – Inria, started in October 2022.
Title: Registration-based model reduction with mesh adaptation.
Co-adviser: Nicolas Barral.

4. Jon Labatut, University of Bordeaux – Inria and Onera, started in October 2022.
Title: Identification and adaptive mapping of coherent structures in parameterized compressible flows.
Application to model order reduction.
Co-adviser: Angelo Iollo.

5. Abdessamad Moussadak, University of Bordeaux – Inria (industrial PhD thesis, with EDF) started in
December 2023.
Title: Model reduction for river and coastal hydraulics.
Co-adviser: Astrid Decoune.
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Postdoctoral fellows:

1. Lei Zhang, Inria, October 2019 – September 2021.
Title of the project: Nonlinear reduction strategies for hyperbolic problems.

2. Birgul Koc, Inria-IFPEN June 2022 – November 2023.
Title of the project: Nonlinear reduction strategies for porous media problems
Co-adviser: Angelo Iollo.
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Chapter 2

Linear-subspace model reduction of
parametric systems

Numerical modeling and simulation is of paramount importance to predict the response, improve the design,
and monitor the structural health of physical and biological systems. Mathematical models are often in the form
of partial differential equations (PDEs) and depend on several parameters (e.g., geometric features, operating
conditions, material properties): accurate predictions hence require extensive explorations of the parameter
domain, which might be prohibitively expensive for standard (e.g., finite element) methods. Model order
reduction (MOR) aims to reduce the marginal cost associated with the solution to parameterized systems;
model reduction is motivated bymany-query (optimization, parameter sweeps) and real-time (interactive design,
monitoring) applications, which naturally arise in the field of continuum mechanics.

This chapter summarizes my contributions to linear-subspace (or linear) projection-based model order reduc-
tion (PMOR) of parametric PDEs. The distinctive features of linear PMOR are twofold: first, the approximation
of the state field through a linear or affine expansion of parameter-independent empirical modes with parameter-
dependent coefficients that are determined by solving a suitable physics-informed reduced-order model (ROM);
second, an offline-online computational decomposition to reduce the marginal cost to solve the ROM for new
parameter values. In section 2.1, I briefly review the key elements of PMOR techniques, I introduce relevant
notation that is used in the remainder of the manuscript, I illustrate some key challenges of PMOR methods,
and I present the hyper-reduced least-square Petrov-Galerkin (LSPG) formulation that is employed in the re-
mainder of the manuscript for the approximation of nonlinear conservation laws. In section 2.2, I present my
works on Galerkin ROMs for nonlinear problems in structural mechanics [TT2, TT8] ; in section 2.3, I discuss
my postdoctoral work on the stabilization of Galerkin ROMs for turbulent flows [TT7]; in section 2.4, I review
the work on the treatment of parametric geometries in PMOR [TT17]. Section 2.5 offers some insights on
ongoing efforts on the subject.

2.1 Projection-based model reduction of parametric PDEs

The past two decades have witnessed dramatic advances in the development of PMOR techniques for linear
and nonlinear PDEs based on linear or affine approximations. Below, I summarize the key elements of MOR
techniques based on the offline/online computational paradigm, with emphasis on steady-state problems. In
particular, I review least-square Petrov-Galerkin [20] (or minimum residual [64]) formulations for non-symmetric
problems. In this regard, I developed in collaboration with Lei Zhang a new hyper-reduced LSPG formulation
[TT4, TT6, TT19] for parametric conservation laws of the form

∇ · Fµ(uµ,∇uµ) = Sµ(uµ) in Ω, (2.1)

where Ω ⊂ Rd is a d-dimensional Lipschitz domain. This formulation is employed in Chapter 3 in combination
with registration techniques for the approximation of first-order conservation laws featuring shock-dominated
flows.

2.1.1 Preliminary definitions

I denote by µ = [µ1, . . . , µP ] the vector of P parameters in the parameter region P; then, I introduce the
solution field uµ : Ω → RD, uµ ∈ X , such that

Rµ(uµ, v) = 0 ∀ v ∈ Y, (2.2)
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where D > 0 denotes the number of state variables,
(
X , ∥ · ∥ =

√
(·, ·)

)
and

(
Y, |||·||| =

√
((·, ·))

)
are suitable

Hilbert spaces in Ω, and Rµ : X × Y → R is a linear or nonlinear variational form that depends on µ ∈ P.
Problem (2.2) might correspond to a space-only variational formulation of a steady PDE or to a space-time
formulation of an unsteady PDE: in this manuscript, (2.2) refers to the variational formulation of the steady
conservation law (2.1). I denote by M := {uµ : µ ∈ P} the solution manifold, which collects the solutions to
the problem of interest for all parameters in P.

In view of the numerical discretization, I introduce the high-fidelity (HF) mesh Thf =
({
xhfi
}Nv

i=1
, T
)
where{

xhfi
}Nv

i=1
⊂ Ω are the nodes of the mesh and T is the connectivity matrix that links the nodes of the mesh to

the elements — that is, Tk,i ∈ {1, . . . , Nv} contains the index of the i-th node of the k-th element of the mesh.

I denote by D̂ = {x̃ ∈ [0, 1]d :
∑d

i=1(x̃)i < 1} the reference element and by D1, . . . , DNe the elements of the mesh.
I denote by Xhf and Yhf the (continuous or discontinuous) trial and test finite element (FE) spaces associated
with the mesh Thf and I define Nhf = dim(Xhf) = dim(Yhf): Xhf and Yhf might differ due to the choice of the
inner product and due to the treatment of Dirichlet boundary conditions.

I consider a FE isoparametric discretization of the geometry. I define the Lagrangian basis {ℓi}
nlp

i=1 of the
polynomial space Pp(D̂) associated with the nodes {x̃i}

nlp

i=1; then, I introduce the mappings {Ψfe
k }k such that

Ψfe
k (x̃) =

nlp∑
i=1

xhfTk,i
ℓi(x̃). (2.3)

Note that Ψfe
k is completely characterized by the nodes in the k-th element Xhfk := {xhfTk,i

}nlp

i=1, k = 1, . . . , Ne. I

introduce the bases {ϕhfi }Nhf
i=1 and {νhfi }Nhf

i=1 of Xhf and Yhf , respectively. Given u ∈ Xhf (resp., v ∈ Yhf), I denote
by u ∈ RNhf (resp., v ∈ RNhf ) the corresponding FE vector

u =

Nhf∑
i=1

(u)iϕ
hf
i , v =

Nhf∑
i=1

(v)iν
hf
i . (2.4)

In view of geometrical parametrizations, given the family of parameterized domains {Ωµ : µ ∈ P} and
the reference domain Ω, I introduce the parametric mapping Φ : Ω × P → Rd such that Φµ := Φ(·;µ)
is a bijection from Ω to the physical domain Ωµ for any µ ∈ P. I further define the “mapped” mesh

Φµ (Thf) :=
({

Φµ(x
hf
i )
}Nv

i=1
, T
)
, which shares with Thf the same topology. For nodal continuous or discon-

tinuous formulations, the vector u contains the evaluation of the FE field u in the nodes of the mesh: we hence
find that, if (Φµ (Thf) ,u) is an approximation of the field u, the pair (Thf ,u) approximates u ◦ Φµ.

Then, I introduce the HF estimate uhfµ of the solution field as the solution to the problem:

find uhfµ ∈ Xhf s.t. Rhf
µ (uhfµ , v) = 0 ∀ v ∈ Yhf , (2.5)

where Rhf
µ : Xhf ×Yhf → R is the HF residual associated with the PDE model (2.2) and the HF discretization.

In view of the discussion, I also write the algebraic counterpart of (2.5):

find uhf
µ ∈ RNhf s.t. Rhf

µ

(
uhf
µ

)
= 0, where

(
Rhf

µ

(
uhf
µ

))
i
= Rhf

µ (uhfµ , ν
hf
i ), i = 1, . . . , Nhf ; (2.6)

furthermore, I explicitly write the residual as

Rhf
µ (w, v) =

Ne∑
k=1

rhf,ek,µ (Ekw,Ekv) +

Nf∑
j=1

rhf,fj,µ (Ef
jw,E

f
jv) (2.7)

where Ne is the total number of elements of the mesh, Nf is the total number of facets, Ekw is the restriction of
the FE field w to the k-th element of the mesh, while Ef

jw is the restriction of w to the j-th facet of the mesh

and possibly to the neighboring elements. I also define the Jacobian of Rhf
µ at w ∈ Xhf , J

hf
µ [w] : Xhf ×Yhf → R,

such that

Jhfµ [w](u, v) := lim
ϵ→0

1

ϵ

(
Rhf

µ (w + ϵu, v)−Rhf
µ (w, v)

)
. (2.8)

I introduce the symmetric positive definite (SPD) matrices X,Y ∈ RNhf×Nhf associated with the inner
products of X ,Y, that is

(u, v) = v⊤Xu, ((w, z)) = z⊤Yw, (2.9)

for all u, v ∈ Xhf and w, z ∈ Yhf ; the choice of X,Y is closely related to the particular PDE of interest and is
briefly discussed below. Given the functional F : Yhf → R, I define the vector F ∈ RNhf such that (F)i = F (νhfi )
for i = 1, . . . , Nhf . I denote by Y ′

hf the dual space of Yhf , and I introduce the dual norm

∥F∥Y′
hf

:= sup
v∈Yhf

F (v)

|||v|||
=

√
F⊤Y−1F. (2.10)
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I introduce the Riesz operator RYhf
: Y ′

hf → Yhf such that f = RYhf
(F ) satisfies

((f, v)) = F (v) ∀ v ∈ Yhf ; (2.11)

note that f = Y−1F, for any F ∈ Y ′
hf . Given the linear subspace Z ⊂ Xhf , I further define the projection

operator ΠZ : Xhf → Z such that
ΠZu = arg min

w∈Z
∥w − u∥. (2.12)

Linear (or affine) MOR approaches seek approximations of the form ûµ = Zα̂µ where α̂µ ∈ Rn is a vector
of parameter-dependent generalized coordinates and Z : Rn → Xhf is either a linear or an affine operator,

Zα =

n∑
i=1

(α)iζi (linear ansatz), Zα = ū+

n∑
i=1

(α)iζi (affine ansatz), ∀α ∈ Rn, (2.13)

with ū, ζ1, . . . , ζn ∈ Xhf . In the remainder, Z is dubbed the reduced-order basis (ROB) of the MOR procedure.
A reduced-order model provides an explicit or implicit definition of the generalized coordinates (or latent

variables) α̂µ ∈ Rn such that ûµ = Zα̂µ is an estimate of the state for the parameter µ ∈ P. PMOR techniques
rely on the projection of the state equations onto a suitable test space to obtain a rapid and reliable ROM for the
generalized coordinates α̂µ. Specifically, PMOR methods rely either on Galerkin projection or (least-square)
Petrov-Galerkin projection.

2.1.2 Offline-online decomposition

PMOR techniques rely on an offline/online decomposition to reduce marginal costs. During the offline or learning
phase, the solution to the HF model (2.5) is estimated for several parameter values to generate the ROB Z
and the ROM (2.14) (or (2.20)) for the generalized coordinates. During the online or prediction phase, given a
new value of the parameter, the ROM is solved to rapidly estimate the solution field and relevant quantities of
interest. A PMOR technique for (2.5) comprises three building blocks: (i) a data compression strategy for the
construction of the ROB Z in (2.13) for the HF solution manifold Mhf :=

{
uhfµ : µ ∈ P

}
; (ii) a ROM for the

rapid and reliable prediction of the solution uhfµ for any value of the parameter; and (iii) an a posteriori error
estimator for certification. Algorithm 1 summarizes the key steps of the offline/online computational procedure
for (2.5): I refer to [13, 44, 78, 82] for a thorough discussion on the various elements of the approach.

Algorithm 1 Offline/online computational paradigm for (2.5)

Offline stage. expensive, performed once.

1: Sampling: compute uhfµ1 , . . . , uhfµntrain ∈ Mhf using the HF solver.

2: Data compression: compute the operator Z : Rn → Xhf .

3: ROM construction: define the ROM for the solution coefficients. → ROMn : µ ∈ P 7→ α̂µ

Online stage. inexpensive, performed for any new µ ∈ P.

1: ROM evaluation: given µ ∈ P, compute α̂µ = ROMn(µ) and ûµ := Zα̂µ.

2: Error estimation: estimate the error ∥uhfµ − ûµ∥.

Research in PMOR focuses on the development and analysis of each building block of Algorithm 1 for para-
metric (elliptic, parabolic, hyperbolic) PDEs. The weak-greedy algorithm [94] and its extension to unsteady
PDE [39] are prominent techniques for adaptive sampling of the parameter domain; proper orthogonal decom-
position (POD, [88, 95]) is broadly used to build the low-dimensional ROB using a set of snapshots; a posteriori
error estimators are typically based on the Y ′ norm of the discrete residual and might be corrected by a suitable
stability factor to determine a rigorous upper bound for the error [50, 98]. In the next section, I comment on
Galerkin and Petrov-Galerkin schemes for the definition of the ROM.

2.1.3 Galerkin and Petrov-Galerkin reduced order models

I denote by Z ⊂ Xhf the reduced space spanned by ζ1, . . . , ζn ∈ Xhf in (2.13), Z = span{ζi}ni=1. Galerkin ROMs
are obtained by projecting the state equations onto the same ROB used for approximation:

find ûµ = Zα̂µ s.t. R̂µ(Zα̂µ, v) = 0 ∀ v ∈ Z. (2.14)

Note that Galerkin ROMs involve the surrogate residual R̂ as opposed to the HF residual Rhf : the problem of
determining an accurate and rapidly computable surrogate of the HF residual is referred to as hyper-reduction
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[84] and is key for the efficiency of MOR procedures. Galerkin projection is provably optimal for coercive
problems but might be unstable for linear inf-sup stable and nonlinear problems: the inadequacy of Galerkin
ROMs to deal with important classes of PDEs has motivated the development of least-square Petrov-Galerkin
(or minimum residual) ROMs.

Maday et al. [64] (see also [77, section 5.3.1]) proposed to minimize the weighted residual:

α̂µ ∈ arg min
α∈Rn

sup
v∈Y

Rhf
µ (Zα, v)

|||v|||
. (2.15)

If the problem of interest is linear and parametrically-affine, that is

Rhf
µ (u, v) =

Qa∑
q=1

(Θa
µ)qAq(u, v)−

Qf∑
q=1

(Θf
µ)qFq(v),

where A1, . . . ,AQa
are suitable parameter-independent bilinear forms and F1, . . . , FQf

are parameter-independent
linear forms, it is possible to show (see, e.g., [78, Chapter 3.7.1]) that1

sup
v∈Y

Rhf
µ (Zα, v)

|||v|||
=
√
Θr

µ(α)⊤ΣΘr
µ(α), where Θr

µ(α) = vec
(
−Θf

µ,Θ
a
µ(α)1, . . . ,Θ

a
µ(α)n

)
, (2.16)

and Σ ∈ Rnr×nr is a parameter-independent symmetric positive semi-definite matrix, with nr = Qan + Qf .
Provided that the vector-valued functions Θa

µ : P → RQa and Θf
µ : P → RQf can be evaluated efficiently, we

can exploit (2.16) to efficiently solve the minimum residual formulation (2.15) for parametrically-affine linear
systems. Yano [98] extended the formulation to parametrically-affine problems with quadratic nonlinearities.
However, the extension to general nonlinear non-affine problems requires the development of specialized hyper-
reduction techniques.

Carlberg et al. [20] proposed an alternative hyper-reduced minimum residual formulation for general steady
and unsteady nonlinear problems; the point of departure is the discrete system of equations (2.6). The authors
of [20] rely on gappy proper orthogonal decomposition (gappy POD, [31]) to devise an efficient PROM for
arbitrary nonlinear problems; since then, the method in [20] has been successfully applied to a broad range
of steady and unsteady large-scale nonlinear CFD problems (see, e.g., [15, 96]). If we denote by {ek}Nhf

k=1 the
canonical basis in RNhf , Carlberg proposed a low-rank approximation of the residual of the form

Rhf
µ (ū+ Zα) ≈ Zr

(
P⊤

s Zr

)†
P⊤

s R
hf
µ (ū+ Zα) , (2.17)

where Zr ∈ RNhf×nr is a reduced-order basis for the residual and Ps = [ei1 , . . . , eim ] with i1, . . . , im ∈
{1, . . . , Nhf} and m ≥ nr is a sampling matrix; note that the approximation in (2.17) requires the evalua-
tion of m≪ Nhf entries of the HF residual and is thus amenable for real-time computations. In conclusion, the
formulation of [20] can be stated as

find α̂µ ∈ arg min
α∈Rn

∥∥∥Y−1/2Zr

(
P⊤

s Zr

)†
P⊤

s R
hf
µ (ū+ Zα)

∥∥∥
2
, (2.18)

which can be efficiently solved using the Gauss-Newton method. Even if the formulation (2.18) can cope with
arbitrary choices of the test norm matrix Y, the authors of [20] consider diagonal test norms for which the
computation of Y−1/2 is trivial.

In [TT19], together with Zhang, I considered a different least-square Petrov-Galerkin formulation based on
the introduction of a so-called empirical test space — a closely-related technique has been recently presented
in [29]. The point of departure is the variational statement (2.15). First, the high-dimensional test space Y is
replaced by the low-dimensional space Ym = span{ψi}mi=1 ⊂ Y with m ≥ n,

α̂µ ∈ arg min
α∈Rn

sup
v∈Ym

Rhf
µ (Zα, v)

|||v|||
. (2.19)

Provided that {ψi}i is an orthonormal basis of Ym, we find that

sup
v∈Ym

Rhf
µ (Zα, v)

|||v|||
= ∥R̂hf

µ (α)∥2 where
(
R̂hf

µ (α)
)
i
= Rhf

µ (Zα, ψi) i = 1, . . . ,m;

therefore, (2.19) reads as a nonlinear least-square problem with m equations and n unknowns, which can
be solved using standard optimization (Gauss-Newton, Levenberg-Marquardt) tools. Clearly, (2.19) is still

1I provide below the explicit formula for linear approximations; an analogous formula can be obtained for affine approximations;
we omit the details.
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expensive to solve due to the need to compute the HF integrals over the whole computational domain. Dedicated
hyper-reduction strategies should thus be implemented to replace the HF residual in (2.19) with an inexpensive
surrogate to ultimately obtain

α̂µ ∈ arg min
α∈Rn

∥R̂µ(α)∥2 where
(
R̂µ(α)

)
i
= R̂µ(Zα, ψi) i = 1, . . . ,m. (2.20)

2.1.4 Deployment of (2.20)

The practical construction of the LSPG ROM (2.20) requires (i) the definition of the trial ROB, (ii) the definition
of the empirical test space Ym , (iii) the choice of the test norm |||·||| =

√
((·, ·)), (iv) the construction of the

residual surrogate through hyper-reduction.

• Construction of the trial ROB. We resort to the weak-greedy algorithm (cf. [94]) to build the ROM and
the trial ROB Z; the weak-greedy method relies on the repeated maximization of an error indicator to
adaptively sample the parameter domain. In our implementation, we consider the Y ′ norm of the discrete
residual to drive the greedy search.

• Construction of the test space. For linear problems, given the reduced space Z = span{ζi}ni=1, it is possible
to show (cf. [TT19, Appendix C], see also [25]) that the stability of the LSPG formulation is guaranteed
if and only if the test space Ym approximates the manifold {RYhf

Jµ[uµ] (ζi, ·) : i = 1, . . . , n, µ ∈ P}
where RYhf

is introduced in (2.11) and Jµ denotes the Jacobian (cf. (2.8)). Therefore, in [TT19] (see also
[TT17]), I proposed to construct the test space Ym using proper orthogonal decomposition (POD) based
on the method of snapshots [88]:

Ym = POD ({RYhf
Jµ[uµ](ζi, ·) : i = 1, . . . , n, µ ∈ Ptrain}, ((·, ·)), m) , (2.21)

where notation POD ({Dtrain, ((·, ·)), m) refers to the construction of the m-dimensional POD space asso-
ciated with the dataset of snapshots Dtrain and the inner product ((·, ·)). Notice that the test space Ym

(and then the LSPG formulation) strongly depends on the choice of the inner product.

• Definition of the test norm. The LSPG ROM critically depends on the choice of the inner product
((·, ·)), which enters in the POD for the construction of the test space Ym (2.21). For the Reynolds-
averaged incompressible Navier-Stokes equations (cf. section 2.4) with Spalart-Allmaras turbulence model
considered in [TT17], we rely on the H1 norm for velocity and turbulent viscosity and the L2 norm for
pressure — we add properly-chosen scaling factors to account for different units and different magnitudes
(cf. [TT17, Eq. (47)]). For the compressible Euler equations, we consider a discrete H1 norm: since
we rely on the discontinuous Galerkin (DG) FE method for HF computations, we choose the form ((·, ·))
that corresponds to the symmetrized DG discretization of a reaction-diffusion operator with Neumann
boundary conditions with BR2 diffusive flux (cf. [12]). A thorough analysis of the impact on performance
of the choice of the inner product is the subject of ongoing research.

• Hyper-reduction. As discussed in [33], we might distinguish between approximate-then-project (e.g., [11,
21]) and reduced quadrature (e.g., [4, 32, 101]) approaches for hyper-reduction. Reduced quadrature
approaches frame the problem of finding a low-dimensional yet accurate quadrature rule to estimate the
integrals in Rhf associated with the elements of the test basis as a sparse representation problem and
then resort to optimization methods to find an approximate solution to the latter. Reduced quadrature
approaches inherit relevant stability and conservation properties [32, 99] from the underlying numerical
scheme and allow us to leverage the fast and vectorized routines implemented in many FE/finite volume
codes.

We consider reduced quadrature rules based on sampling of mesh elements and facets; following [32], we
rely on the non-negative least-square method to find the sparse quadrature rule. Exploiting notation
introduced in (2.7), we consider the weighted residual:

Req
µ (u, v) =

Ne∑
k=1

ρeq,ek rhf,ek,µ (Ekw,Ekv) +

Nf∑
j=1

ρeq,fk rhf,fj,µ (Ef
jw,E

f
jv) ∀ q, v ∈ Xhf , (2.22)

that depends on the sparse weights ρeq,e ∈ RNe and ρeq,f ∈ RNf . I refer to [TT4] for a detailed description
of the hyper-reduction procedure considered in the numerical experiments, and to [33] for a thorough
review of hyper-reduction methods for nonlinear PDEs.
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2.2 Hyper-reduced Galerkin ROMs for nonlinear problems in struc-
tural mechanics

The PhD project of Giulia Sambataro focused on the development of PMOR techniques for coupled problems
in nonlinear mechanics with internal variables; the thesis was funded by ANDRA (French national radioactive
waste management agency). The ongoing industrial PhD project of Eki Agouzal, which is funded by Electricité
de France (EDF), aims to extend the work of Sambataro to three-dimensional problems and to integrate the
Galerkin procedure in the open-source software code aster [28].

2.2.1 Methodology

Given the parameter µ ∈ P, the Hilbert spaces X and W defined over the domain Ω, and the time interval
I := (0, tf ], we seek (uµ, γµ) ∈ C(I;X )× C(I;W) such that{

Rµ(uµ(t), ∂tuµ(t), ∂ttuµ(t), γµ(t), v) = 0 ∀ v ∈ X , t ∈ I,

∂tγµ(x, t) = Fµ(∇uµ(x, t), γµ(x, t)) x ∈ Ω, t ∈ I
(2.23)

with suitable initial and boundary conditions. Here, uµ is the set of state variables, while γµ is the vector of
internal variables; Rµ denotes the variational form associated with the balance equations, which read as evolu-
tionary PDEs and depend on the state and the internal variables; finally, (2.23)2 is a system of parameterized
ordinary differential equations that are associated with the material constitutive laws.

Problem (2.23) is discretized using a one-stage implicit time integrator and the continuous finite element

(FE) method. We introduce the time grid {tk}Nt

k=1 and the FE space Xhf ⊂ X ; we denote by Ωqd = {xqdi }Nqd

i=1

the set of quadrature points. Given the state estimate u
(k−1)
µ ∈ Xhf and the estimate γ

(k−1)
µ of the internal

variables in the quadrature points Ωqd for t = tk−1, we seek (u
(k)
µ , γ

(k)
µ ) such that

Rhf
µ (u(k)µ , u(k−1)

µ , γ(k)µ , v;µ) = 0 ∀ v ∈ Xhf ,

γ(k)µ (x) = Fhf
µ

(
∇u(k)µ (x), γ(k−1)

µ (x)
)

x ∈ Ωqd

(2.24)

for k = 1, 2, . . . , Nt, where Rhf and Fhf are suitable operators associated with the discretization of R and F,

respectively. Problem (2.24) is solved using an iterative (Newton) solver at each step to find u
(k)
µ and then γ

(k)
µ .

In [TT8], we developed an hyper-reduced Galerkin ROM for (2.24), with application to thermo-hydro-
mechanical (THM) systems. The distinctive features of our formulation are twofold: first, an elementwise
empirical quadrature procedure for hyper-reduction; second, a POD-Greedy strategy for effective sampling of
the parameter space. We introduce the reduced space Z = span{ζi}ni=1 ⊂ Xhf and, recalling (2.7), the weighted
residual

R̂µ(w, z, γ, v) =
∑

k∈Ieq,e

ρeq,ek rhf,ek,µ (Ekw,Ekz, Ekγ,Ekv) +
∑

j∈∈Ieq,f

ρeq,fj rhf,fj,µ (Ef
jw,E

f
jz, E

f
jγ,E

f
jv), (2.25)

where Ieq,e ⊂ {1, . . . , Ne} and Ieq,f ⊂ {1, . . . , Nf} are suitable sets of indices that identify the reduced mesh,
which corresponds to a subset of elements and facets of the HF mesh Thf , used for PMOR computations, and
ρeq,e ∈ RNe , ρeq,f ∈ RNf are suitable sets of non-negative weights; we also introduce the set of quadrature nodes
Ωeq

qd ⊂ Ωqd associated with the sampled elements and facets. Finally, we introduce the Galerkin ROM: find

û
(k)
µ ∈ Z and γ̂

(k)
µ : Ωeq

qd → RDint such that
R̂µ(u

(k)
µ , u(k−1)

µ , γ(k)µ , v;µ) = 0 ∀ v ∈ Z,

γ(k)µ (x) = Fhf
µ

(
∇u(k)µ (x), γ(k−1)

µ (x)
)

x ∈ Ωeq
qd

(2.26)

for k = 1, 2, . . . , Nt. Note that the Galerkin ROM does not involve the definition of a reduced space for the
internal variables, which are computed exclusively in the sampled quadrature points Ωeq

qd.

Some comments are in order.

• Concerning hyper-reduction, in [TT8], we exploited the analysis in [101] to determine the sparse repre-
sentation problem and then, following [32], we solved a non-negative least-square problem to find the
quadrature rule.
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• The POD-Greedy method was first proposed in [39] and combines a greedy search to effectively explore
the parameter domain with POD to compress the solution trajectory for each selected parameter value.
For temporal compression, in [TT8] we compared the hierarchical POD (cf. [38, section 3.5]) with the
hierarchical approximate POD (HAPOD) method analyzed in [45]: both approaches are designed to avoid
the storage of the solution trajectory for all selected parameter values. Furthermore, we relied on a
time-averaged error indicator — that exploits the previous works in [TT7, TT12] — to drive the greedy
search.

In [TT2], we extended the method of [TT8] to three-dimensional problems and we integrated the PMOR
procedure in the open-source software code aster. The work in [TT2] represents one of the very first applications
of PMOR in code aster. In [TT2], we focused on problems of the form

Rhf
µ (σ(k)

µ , v;µ) = 0 ∀ v ∈ Xhf ,

σ(k)
µ (x) = Fhf

µ

(
∇u(k)µ (x), σ(k−1)

µ (x)
)

x ∈ Ωqd,
(2.27)

where uµ is the displacement field and σµ is the stress tensor; for problems of the form (2.27), we developed a
specialized residual indicator based on Gappy-POD [31].

2.2.2 Numerical results

In [TT8] we considered a two-dimensional THM problem, which models the long-term (≈ O(100) years) behavior
of the geological site surrounding radioactive waste which is placed inside repositories (dubbed alveoli) located
deep underground; the model was chosen based on discussions with the researchers Antoine Pasteau and Marc
Leconte from ANDRA. I refer to [TT8] and to the PhD thesis [86, Chapter 3] for a thorough presentation of the
physical model; the model comprises four state variables (solid displacement, water pressure and temperature)
and four internal variables. In the numerical experiments, we considered the sensitivity with respect to four
parameters associated with the constitutive laws (cf. [TT8, section 4.5]): we considered variations of ±15%
with respect to the nominal value.

Figure 2.1 summarizes the key results of [TT8]. Figure 2.1(a) shows the geometry considered in the nu-
merical simulations: the red bars at the bottom of the domain indicate the alveoli, which are modelled as
boundary conditions for the temperature (energy) equation; the three horizontal regions (USC, UT, UA) indi-
cate three different regions of the geological medium, which are characterized by different material properties.
Figure 2.1(b) shows the behavior of the temperature difference between final and initial configuration for the
nominal value of the parameters; Figure 2.1(c) shows the out-of-sample discrete L2(I;X ) relative prediction
error as a function of the number n of retained modes, for three iterations of the POD-Greedy algorithm with
HAPOD temporal compression based on the time-averaged error indicator (“POD-Greedy”) and on the true
error (“strong-Greedy”). We observe that the proposed error indicator is as effective as the true error to drive
the greedy strategy.
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Figure 2.1: model reduction of THM systems. (a) system configuration. (b) temperature difference between
final and initial configuration. (c) out-of-sample discrete L2(I;X ) relative prediction error for three iterations
of the POD-Greedy algorithm with HAPOD temporal compression.

In [TT2], we studied the performance of the hyper-reduced Galerkin ROM for a three-dimensional plate
with a circular hole subject to a tension force; we assumed that the total deformation is the sum of a plastic
part and an elastic part, and we relied on the Von Mises criterion for isotropic hardening to model the plastic
deformation. We studied variations with respect to two parameters associated with the constitutive law: the
Poisson’s ratio ν and the strain hardening coefficient apui associated with the strain hardening curve.

Figure 2.2 summarizes the key results of [TT2]. Figure 2.2(a) shows a section of the computational domain;
Figure 2.2(b) shows the parameter domain and indicates the parameters of the training set used for the greedy
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algorithm; Figures 2.2(c)-(d) show the behavior of the residual indicator ∆n,µ which is used to drive the greedy
search and the relative discrete L2(I;X ) prediction error between the HF solution and the reduced solution.
We observe that for this model problem the convergence is extremely fast. We obtain speedups of the order 20
with n = O(20) modes (cf. [TT2]) with respect to the HF industrial code.
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Figure 2.2: model reduction of nonlinear three-dimensional elastoplasticity. (a) system configuration. (b)
training set Ptrain used in the POD-Greedy algorithm. (c)-(d) behavior of the residual-based error indicator
∆n,µ and of the relative L2(I;X ) state estimation error Eµ for the first two iterations of the greedy procedure.

2.3 Stabilized Galerkin ROMs for turbulent flows

During my postdoc at Sorbonne University, I developed a Galerkin ROM for parameterized incompressible
turbulent flows [TT7]. The key features of the approach are threefold: (i) a constrained Galerkin formulation
with box constraints for the computation of the reduced-order solution, (ii) a time-averaged a posteriori indicator
for the error in the prediction of the mean flow, and (iii) a POD-Greedy strategy for the construction of
the reduced space informed by the above-mentioned a posteriori indicator. The work in [TT7] provided the
foundations for a 2018 NEUP (Nuclear Energy University program) project on MOR of turbulent thermal flows
(PI: Prof. Paul Fischer), which enabled the extension to three-dimensional problems [51, 93]. In this manuscript,
I present the constrained formulation; I refer to [TT7] for a detailed presentation of the other features of the
approach.

2.3.1 Model problem

I consider the unsteady incompressible Navier-Stokes equations for high-Reynolds number flows with no-slip
boundary conditions: 

∂tu+ (u · ∇)u− 1
Re∆u+∇p = f inΩ× R+,

∇ · u = 0 inΩ× R+,

u = g on ∂Ω× R+,

u = u0 onΩ× {0},

(2.28)
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where Ω ⊂ Rd, and f, g, u0 are suitable fields, and Re > 0 is the Reynolds number. In [TT7], we consider the
lid-driven cavity flow with Ω = (−1, 1)2, f = 0, g = [(1 − x21)

2, 0] on Γtop = {x ∈ ∂Ω : x2 = 1} and g = 0
on ∂Ω \ Γtop. For sufficiently large values of the Reynolds number, the solution to (2.28) exhibits a chaotic
behavior (cf. [17]); the goal of numerical simulations is hence to predict relevant time-averaged quantities of
interest such as the long-time averaged velocity field and the turbulent kinetic energy (TKE).

We resort to a QM − QM−2 spectral element ([74]) discretization in space, and to an explicit three-step
Adams-Bashforth (AB3)/ implicit two-step Adams-Moulton (AM2) discretization in time. HF simulations are
performed using the open-source software nek5000 ([34]). We set M = 8, we consider a 16 by 16 structured
quadrilateral mesh and we consider an equispaced time grid {tjg = j∆t}Jj=0, with

2 ∆t = 2 · 10−3. We estimate
the long-time averaged velocity field as

⟨u⟩g =
∆t

T − T0

J∑
j=J0+1

u(tjg), (2.29)

where T0 = tJ0
g = 500, T = tJg = 1000. Consequently, we estimate the instantaneous turbulent kinetic energy as

TKE(tjg) :=
1

2

∫
Ω

∥u(tjg)− ⟨u⟩g∥22 dx. (2.30)

In order to generate (and, later, assess) the ROM, we collect data at the sampling times {tks = T0+∆tsk}Kk=1

with ∆ts = 1. Note that, due to memory constraints, {tks }Kk=1 ⊂ {tjg}Jj=J0
, and K ≪ J . We do not collect

data in the transient region: this is motivated by the fact that we are here ultimately interested in the long-
time dynamics. In the remainder of this section, I use the subscript “s” to indicate the sampling times, and
the subscript “g” to indicate the time discretization. Furthermore, the symbol ⟨·⟩s indicates time averages
performed based on the sampling times, and the symbol ⟨·⟩g denotes time averages performed based on the time
grid {tjg}Jj=J0

. In particular, I define the truth estimate of the mean TKE as

⟨TKE⟩s =
1

2K

K∑
k=1

∥u(tks )− ⟨u⟩g∥2L2(Ω). (2.31)

2.3.2 Methodology

We consider a velocity-only ROM. We denote by ū the discrete solution to the Stokes equations with boundary
datum g (cf. (2.28)); then, we consider the affine ansatz

û(t) = Zα̂(t) = ū+

n∑
i=1

(α̂(t))i ζi, (2.32)

where {ζi}ni=1 are obtained by applying POD to the lifted snapshots {u(tks ) − ū}Kk=1 based on the H1 inner
product. Note that the ansatz (2.32) satisfies the continuity equation and the boundary conditions for any
α ∈ Rn.

If we employ a semi-implicit time discretization, we obtain the discrete Galerkin ROM (to shorten notation,
we set ûj = û(tjg)):

1

∆t

∫
Ω

(ûj+1 − ûj) · v dx+

∫
Ω

1

Re
∇ûj+1 : ∇v + (ûj · ∇)ûj+1 · v dx = 0 ∀ v ∈ Z = span{ζi}ni=1, (2.33)

for j = 1, 2, . . . , J − 1. The Galerkin ROM (2.33) can be written in the following algebraic form

A(α̂j)α̂j+1 = F(α̂j), ∀ j = 1, 2, . . . , J − 1, (2.34)

for proper choices of the matrix-valued function A : Rn → Rn×n and F : Rn → Rn.
The constrained formulation stems from the observation that in Galerkin ROMs the HF data are only used

to build the POD basis; instead, we propose to further use the snapshot set to infer bounds for the generalized
coordinates. Towards this end, we define

mu
i = min

k
(u(tks )− ū, ζi)H1 , Mu

i = max
k

(u(tks )− ū, ζi)H1 , i = 1, . . . , n (2.35a)

and then we introduce the bounds for the generalized coordinates

αLB
i := mu

i − ϵ (Mu
i −mu

i ) , αUB
i := mu

i + ϵ (Mu
i −mu

i ) , i = 1, . . . , n; (2.35b)

2The time step is required to ensure stability of the run and maintain CFL ∼ 0.5− 0.6.

15



where ϵ > 0 takes into account the fact that the sample minima and the sample maxima associated with the
snapshots {u(tks )}Kk=1 are upper and lower bounds for the true minima and true maxima, respectively.

In conclusion, we obtain the formulation

α̂j+1 := arg min
α∈Rn

∥A(α̂j)α− F(α̂j)∥22, s.t. αLB
i ≤ αi ≤ αUB

i , i = 1, . . . , n, (2.36)

which reads as a quadratic programming problem and can be solved efficiently using interior point methods.
We observe that α̂j+1 coincides with the solution to the Galerkin ROM (2.34) if the latter satisfies the box
constraints of (2.36). It can be shown that there exists ∆t⋆ > 0 and C > 0 such that for all ∆t < ∆t⋆, we have

∥α̂j+1 − α̂j∥2 ≤ C∆t (cf. [TT7, Appendix D]): this implies that the sequence {α̂j}j interpolates a C-Lipschitz
function α̂∞ : (0, T ) → Rn.

2.3.3 Numerical results

Figure 2.3 shows the performance of the POD-Galerkin ROM for Re = 15000. Figure 2.3 (a) shows the relative
L2 and H1 errors in mean flow prediction for several values of the ROB size n; Figure 2.3 (b) compares the
prediction of the mean TKE with the truth estimate (2.31); finally, Figures 2.3 (c)-(d)-(e) show the temporal
behavior of the TKE for the ROM and for the HF model. I observe that the Galerkin ROM is extremely
inaccurate for small values of n: I observe both false steady-state solutions and significant overestimations of
the TKE. Interestingly, the behavior of the ROM observed here is qualitatively similar to the one observed for
highly-truncated spectral approximations to turbulent flows [24].

(a) (b)

(c) n = 20 (d) n = 40 (e) n = 60

Figure 2.3: model reduction of turbulent flows. Performance of POD-Galerkin ROM for Re = 15000. (a)

relative L2 and H1 errors in mean flow prediction with n. (b) TKE prediction ⟨T̂KE⟩s vs. truth estimate (2.31)
for multiple values of n. (c)-(d)-(e) TKE temporal prediction for three values of n.

Figure 2.4 replicates the results of Figure 2.3 for the constrained Galerkin ROM for Re = 15000, for ϵ = 0.01
(cf. (2.35)). The constrained formulation leads to a substantial improvement in performance compared to the
standard POD-Galerkin method (cf. Figures 2.3(b) and 2.3(c)): for n ≳ 40 the relative error in the mean is less
than 2%, while the predicted mean TKE is bounded from above by ⟨TKE⟩s for all values of n. Furthermore,
the TKE of the constrained Galerkin formulation is larger than the one predicted by the Galerkin ROM for
certain values of n, and is smaller for other values of n: this empirically proves that the approach does not
necessarily add dissipation to the Galerkin ROM. This is in contrast with POD closure models, which effectively
add dissipation to the reduced system. Finally, I observe a distinctly non-monotonic behavior around n = 18,
which corresponds to a change in the temporal dynamics of the reduced system from chaotic (n = 18) to quasi-
periodic (n = 20): since for n ≈ 20 the flow is still extremely under-resolved, the constrained ROM does not
provide a stable (with respect to n) representation of the dynamics.

Figure 2.5 illustrates the sensitivity with respect to the choice of the hyper-parameter ϵ in (2.35). In more
detail, Figure 2.5 shows (a) the behavior of the relative error in mean flow prediction, (b) the TKE prediction
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(a) (b)

(c) n = 20 (d) n = 40 (e) n = 60

Figure 2.4: model reduction of turbulent flows. Performance of constrained POD-Galerkin ROM for Re = 15000.

(a) relative L2 and H1 errors in mean flow prediction with n. (b) TKE prediction ⟨T̂KE⟩s vs. truth estimate
(2.31) for multiple values of n. (c)-(d)-(e) TKE temporal prediction for three values of n.

and (c) the fraction of pure Galerkin solves

#Gal :=
1

J − J0

J∑
j=J0+1

1

(
αj

gal ∈ [αLB,αUB]
)
,

where αj
gal corresponds to the Galerkin solution at time tjg, for two values of n. Figure 2.5(a) shows that

results are insensitive to the choice of ϵ for ϵ ≲ 0.1. I further observe that for all values of ϵ considered
#Gal(n = 40) ≳ 0.85 and #Gal(n = 60) ≳ 0.90: our constrained formulation hence corrects the original
formulation only for 10 − 15% time steps. For this reason, I envision that efficient implementations of the
constrained ROM might be nearly as inexpensive as the Galerkin ROM3. I further observe that #Gal increases
as n increases: this can be explained by observing that the POD-Galerkin ROM becomes more and more
accurate as n increases, and thus requires less corrections.

2.4 Treatment of parameterized geometries

The offline-online framework of Algorithm 1 relies on the assumption that the problem of interest is defined
over a parameter-independent configuration Ω. Handling of geometric parameters requires the introduction
of a reference domain Ω and a parametric mapping Φµ : Ω → Ωµ to recast the problem over a parameter-
independent configuration. In [TT17], together with Lei Zhang, I developed and analyzed a general strategy
to handle parameterized geometries in PMOR: the work provided the foundations for the integration of the
registration techniques reviewed in Chapter 3 in the offline-online framework of Algorithm 1.

2.4.1 Methodology

We might distinguish between two approaches to deal with parameterized geometries: the Map-then-Discretize
(MtD, [7, 55, 81, 82]) approach and the Discretize-then-Map (DtM, [26, 96] and [TT17]) approach. To clarify
the differences between the two approaches, I consider the continuous FE discretization of the Laplace equation
with homogeneous boundary conditions: { −∆uµ = fµ in Ωµ,

uµ = 0 on ∂Ωµ.
(2.37)

3For n = 60, our implementation of the constrained formulation was found six times more expensive than the Galerkin ROM
(cf. [TT7, Appendix H]).
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(a) n = 40 (b) n = 40 (c) n = 40

(d) n = 60 (e) n = 60 (f) n = 60

Figure 2.5: model reduction of turbulent flows. Sensitivity with respect to ϵ of constrained POD-Galerkin ROM
for Re = 15000 and two values of n. (a) - (d): behavior of the relative L2 and H1 errors. (b) - (e): TKE

prediction ⟨T̂KE⟩s vs. truth estimate (2.31). (c) - (f): fraction of pure Galerkin solves.

The point of departure of the MtD approach is the weak formulation of the mapped problem (2.37): find
ũµ = uµ ◦ Φµ ∈ H1

0 (Ω) such that∫
Ω

(
Kµ∇ũµ · ∇v − f̃µv

)
dx = 0 ∀ v ∈ H1

0 (Ω), (2.38)

where Kµ = det(∇Φµ)∇Φ−1
µ ∇Φ−⊤

µ and f̃µ = det(∇Φµ) fµ ◦ Φµ. Then, the FE discretization of (2.38) is

introduced: given the FE space Xhf ⊂ H1
0 (Ω), find ũ

hf
µ ∈ Xhf such that

Rmtd
µ (ũhfµ , v) =

Ne∑
k=1

∫
Dk

(
Kµ∇ũhfµ · ∇v − f̃µv

)
dx︸ ︷︷ ︸

=:rmtd
µ (Ekũhf

µ ,Ekv;Xhfk )

= 0 ∀ v ∈ Xhf . (2.39)

Note that the local operator rmtd
µ associated with the k-th element of the mesh depends on the local solution

field and on the local mesh nodes Xhfk . PMOR techniques are then applied to the discretized mapped problem
(2.39).

In the DtM approach, given the mesh Thf of Ω, we introduce the deformed mesh Φµ(Thf) with elements (see
(2.3))

Dk,µ =

{
Ψfe

k,µ(x̃) =

nlp∑
i=1

Φµ(x
hf
Tk,i

)ℓi(x̃) : x̃ ∈ D̂

}
, k = 1, . . . , Ne,

and the corresponding FE space Xhf,µ; then, we introduce the FE discretization: find uhfµ ∈ Xhf,µ such that

Rdtm
µ (uhfµ , v) =

Ne∑
k=1

∫
Dk,µ

(
∇uhfµ · ∇v − fµv

)
dx =

Ne∑
k=1

rdtmµ (Eku
hf
µ , Ekv; Φµ(X

hf
k )) = 0 ∀ v ∈ Xhf,µ. (2.40)

Finally, we apply PMOR to (2.40).
In [TT17], together with Zhang, I present an extended comparison of the two approaches.

• MtD and DtM are equivalent if Ψfe
k,µ = Φµ ◦Ψfe

k for k = 1, . . . , Ne. A sufficient condition is that the maps

{Φµ ◦Ψfe
k }k are all polynomials of degree at most p.

• MtD relies on the assumption that the mapping Φµ is bijective from Ω to Ωµ; on the other hand, DtM
requires that Φµ is such that the deformed mesh Φµ(Thf) is a proper mesh of Ωµ, that is the local FE maps
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{Ψfe
k,µ}k are all bijective. In [TT17], we refer to the latter condition as discrete bijectivity to emphasize the

fact that the property depends on the particular mesh that is used in the HF discretization. Bijectivity
and discrete bijectivity are two independent properties of the mapping Φ in the sense that the former is
neither sufficient nor necessary for the latter.

• In the MtD approach, the FE discretization is applied to the mapped problem (2.38); therefore, the
convergence rate depends on the smoothness of uµ◦Φµ. For high-order discretizations, it is hence necessary
to consider smooth maps. On the other hand, in the DtM approach, the FE model (2.40) is a discretization
of (2.37) in the deformed domain: therefore, convergence rates do not explicitly depend on the smoothness
of the map.

• Since in the MtD framework PMOR is applied to the mapped problem (2.38), any hyper-reduction tech-
nique for parametric problems in fixed domains can be employed. In particular, in (2.39), we can resort to
the empirical interpolation method (EIM, [11]) to determine parametrically-affine approximations of the
parametric fields Kµ, f̃µ. On the other hand, in the DtM framework, hyper-reduction should be applied
to the discrete formulation: this implies that techniques based on the definition of a reduced integration
domain (mesh sampling) are much more readily applicable than techniques based on the approximation
of the differential operator such as EIM4.

• MtD requires the evaluation of the derivatives of the mapping Φµ, which might not be available. On
the other hand, the DtM approach — if combined with mesh-sampling techniques — simply requires the
evaluation of the mapping Φµ to deform the nodes of the reduced mesh; furthermore, DtM enables the
use of standard FE local integration routines and is thus considerably easier to implement.

Figure 2.6(a) illustrates the different convergence rates of the MtD and DtM approaches obtained for the
Laplace problem

−∂xxu = sin(πx) x ∈ Ω = (0, 1), u(0) = u(1) = 0, (2.41a)

when the mapping

Φ(x) =


1

2
x x ≤ x0,

1

2

(
x0 +

2− x0
1− x0

(x− x0)

)
x ≥ x0;

x0 =
1√
2
, (2.41b)

is applied. Clearly, Φ is a Lipschitz map from Ω in itself. I denote by Thf an uniform FE grid of Ω with Ne

elements. Piecewise-smooth maps are broadly used in PMOR to model geometric deformations (see, e.g., [82]
and the example of the next section). In Figure 2.6(a), I show the behavior of the L2 error associated with three
FE discretizations: a P3 isoparametric FE discretization of the problem associated with Φ(Thf) (P3 DtM); a P1
(for the mapping) P3 (for the state) subparametric FE discretization of the problem associated with Φ(Thf)
(P1-P3 DtM ); a P3 FE discretization of the mapped problem associated with Thf (P3 MtD). The MtD approach
fails to recover the optimal convergence rate (r = 4) due to quadrature error and due to the fact that the MtD
approach approximates the mapped field u ◦ Φ, which is considerably less smooth than u. The isoparametric
discretization suffers due to stability issues: even if Φ is bijective, the local map of the deformed mesh that
contains x0 is not necessarily bijective and thus the deformed mesh might have inverted elements. On the other
hand, the subparametric DtM approach recovers the optimal convergence rate as expected from standard FE
theory (e.g., [79, Proposition 3.4.1]).

For FE P1 discretizations of one-dimensional domains, Φ(Thf) is guaranteed to not have inverted elements;
however, the same result does not hold in higher dimensions. Consider the element depicted in Figure 2.6(b),
the dashed line denotes the boundary of the domain: we can construct a mapping Φ that maps the point A
in the point B in the picture. The deformed element thus reduces to a straight line— which implies that the
corresponding elemental mapping of the deformed mesh is not bijective. Note that for the MtD approach well-
posedness depends on the fact that Kµ in (2.38) is positive definite: the latter is independent of the underlying
mesh and thus follows from the bijectivity of Φ. Unlike MtD, the DtM approach might hence fail for smooth
but large deformations, particularly in the presence of anisotropic elements.

2.4.2 Numerical results

I review the results in [TT17] for a two-dimensional flow past a parameterized Ahmed body [1, 57], at moderate
Reynolds number; a complete description of the model problem is provided in [TT17, Appendix A].

4I envision that continuous-based hyper-reduction techniques could also be applied in the DtM framework; however, their
implementation is far more involved and, to the best of my knowledge, it has never been considered in the MOR literature.
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Figure 2.6: optimal convergence and discrete bijectivity. (a) performance of three FE discretizations for a
Laplace problem. Isoparametric P3 DtM ; subparametric P1-P3 DtM , P3 MtD . (b) failure
of the discretize-then-map approach for large deformations. The bijection Φ maps the point A in B; under this
deformation, the select element (in gray) of the mesh reduces to a straight line; the deformed mesh is hence
singular.

• We consider the incompressible Reynolds-averaged Navier-Stokes (RANS) equations with Spalart-Allmaras
closure model (see [90, 2]). The geometry of the body is prescribed in Figure 2.7(a). The problem is pa-
rameterized with respect to the slant angle µ: we consider angles between 5o and 50o degrees, P = [5, 50].
Reynolds number is defined as the ratio between horizontal inflow velocity times the height Hc of the body
divided by kinematic viscosity; we consider Re = 3 · 103. Figure 2.8 shows the behavior of the horizontal
velocity for µ = 25o and the behavior of the horizontal velocity profile for x1 = 1.1 and x2 ∈ [0, 0.4] for
three choices of the angle µ.

• To determine the geometric mapping, we partition the domain Ωµ into the seven regions {Ωi,µ}7i=1 depicted
in Figure 2.7(b); then, we define parameterized Gordon-Hall maps in each of the seven regions. Note that
Φ is the identity in the regions 1, 2, 6, 7. I refer to [TT17, section 3.4] for the explicit expression of the
mapping. Note that the mapping is a Lipschitz function with discontinuous derivatives.

• We discretize the problem using a streamline-upwind Petrov–Galerkin (SUPG) FE method, [91, 92] with
pressure-stabilized Petrov-Galerkin (PSPG) term to eliminate spurious modes in the pressure solution
when considering the same polynomial order for pressure and velocity; furthermore, we consider the least-
squares incompressibility constraint (LSIC) stabilization term to improve accuracy and conditioning of the
discrete problem, [35, 36, 16]. To compute the HF solution, we resort to a pseudo-transient continuation
[53] procedure to solve the discrete nonlinear problem. Figure 2.7(b) shows the computational mesh used
in the numerical experiments (Ne = 26602): note that the mesh is not conforming with the coarse-grained
partition that is used to define the geometric mapping.

The ROM relies on an affine ansatz for the state variables and on the LSPG formulation (2.20) to compute
the generalized coordinates. We consider a single-field approximation to simultaneously approximate velocity,
pressure and turbulent viscosity; we consider the affine ansatz (2.13) with ū given by the flow for µ = 25o; the
ROB Z is obtained using a POD of a dataset of ntrain = 40 snapshots in P; the nonlinear least-square problem
is solved using the Gauss-Newton method without line search with initial condition for the ROM chosen using
nearest-neighbor regression; the test space Ym is chosen using POD of a dataset of Riesz represents associated
with the Fréchet derivative of the discrete residual (cf. section 2.1) with m = dim(Ym) = 2n; hyper-reduction
is performed using the mesh sampling and weighting (elementwise empirical quadrature) procedure of section
2.1. We assess performance based on ntest = 10 randomly-selected out-of-sample parameters.

Figure 2.9(a) compares the average out-of-sample relative projection error with the average out-of-sample
relative error Eavg for various choices of the size n of the reduced-order basis Z and for three different tolerances
toleq for the empirical quadrature hyper-reduction procedure. I observe that the ROM guarantees near-optimal
performance with respect to the projection error, for sufficiently tight tolerances. Figure 2.9(b) shows the
percentage of sampled elements with respect to n for various tolerances: for all test cases considered, the
number of sampled elements is less than 2% of the size Ne of the complete mesh. Speedups of the hyper-
reduced ROM compared to the ROM with HF quadrature scale with the percentage of sampled elements and
thus range from O(50) to O(300) for n = 1, . . . , 10 and toleq = 10−10.
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Figure 2.7: Ahmed’s body. (a) description of the body geometry. (b) coarse-grained partition associated with
Φ. (c) computational mesh. L = 1.044, R = 0.1, hb = 0.05, Hc = 0.288, δ = 0.222.
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Figure 2.8: Ahmed’s body. (a) behavior of the horizontal velocity for µ = 25o. (b) behavior of the horizontal
velocity profile for x1 = 1.1 and various x2 for three choices of µ.

2.5 Research perspectives

Despite the many contributions to the field in the last two decades, the development of effective linear PMOR
techniques for highly-nonlinear PDEs requires to address several fundamental challenges.

• Extension to more complex engineering problems. In the recent preprint [TT1], Agouzal extended the
methodology developed in [TT2] to the simulation of the ageing of prestressed concrete structures. The
problem involves the coupling of a three-dimensional mechanical model for the concrete with a one-
dimensional model for the steel prestressing cables. The response of the three-dimensional material is
modeled by a thermo-hydro-visco-elastic rheological model; the prestressing cables behave according to
a one-dimensional linear thermo-elastic model. The numerical results further illustrate the ability of
Galerkin ROMs — in combination with industrial-grade FE solvers — to estimate the parametric response
of complex engineering systems.
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Figure 2.9: Ahmed’s body problem. Performance with respect to n and the EQ tolerance toleq (m = 2n).
(a) average out-of-sample error Eavg: projection , LSPG ROM with HF quadrature , toleq = 10−6

, toleq = 10−10 , toleq = 10−14 (b) percentage of sampled elements for three choices of toleq
(see (a)).

• Incremental approaches. For nonlinear and possibly unsteady problems, vanilla implementation of greedy
strategies for ROM generation is expensive due to the need to construct the ROM and identify the new
sampling parameter at each greedy iteration. In [TT3], together with Agouzal, I developed an incremental
multi-fidelity approach to accelerate the construction of the ROM. Our approach exploits hierarchical
approximate proper orthogonal decomposition to speed up the construction of the empirical test space
for least-square Petrov-Galerkin formulations, a progressive construction of the empirical quadrature rule
based on a warm start of the non-negative least-square algorithm, and a two-fidelity sampling strategy to
reduce the number of expensive greedy iterations.

• Choice of the test norm for LSPG formulations. As discussed in section 2.1, the choice of the test norm
plays a major role in the performance of LSPG ROMs. I collaborate with Charbel Farhat, Angelo Iollo,
and Haysam Telib to investigate the impact of the choice of the norms in LSPG ROMs.

• Application of PMOR to hydraulic flows. In the industrial PhD project of Abdessamad Moussadak at EDF,
in collaboration with Astrid Decoune, we plan to develop a projection-based ROM for the shallow water
equations in the open-source software TELEMACMASCARET (cf. [42]), for hydraulics applications. The
project involves the treatment of wet-dry fronts that pose fundamental issues to the stability of ROMs;
furthermore, we should also devise a ROM that copes with the underlying structure of the HF code, which
is based on a two-step procedure for temporal discretization.

• Stochastic closures for model reduction of turbulent flows. As discussed in section 2.3, approximation of
parametric turbulent flows is challenging due to the slow decay of the Kolmogorov n-width and due to the
chaotic nature of the system dynamics. In the recently-funded ANR project RedLUM, following [80], I will
investigate stochastic closure models of PROMs for incompressible turbulent flows: the distinctive feature
of this approach is to approximate the deterministic chaotic dynamics through a system of stochastic
ordinary differential equations for the dominant (high-energy) POD modes; the prediction of the solution
is then obtained through a PROM ensemble forecast. The project is in collaboration with Valentin
Resseguier, Dominique Heitz at Inrae Rennes, and with Giovanni Stabile at Sant’Anna School of Advanced
Studies, and is scheduled to start in October 2024.
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Chapter 3

Registration methods for model order
reduction

Despite the many contributions to the field, MOR of advection-dominated PDEs remains a formidable task
that requires major improvements of state-of-the-art procedures. First, linear-subspace MOR methods are
fundamentally ill-suited to deal with parameter-dependent sharp gradients that naturally arise in the solutions
to advection-dominated problems. Furthermore, traditional MOR methods rely on a single HF discretization
to represent all the elements of the solution manifold: if parametric variations strongly affect the location of
sharp-gradient regions, we are forced to refine the mesh over a vast portion of the computational domain, which
leads to an HF discretization of intractable size. Effective MOR procedures for conservation laws should thus
embed an effective parametric mesh adaptation (MA) strategy to track moving structures.

The provable inadequacy of linear or affine MOR approaches (cf. (2.13)) has motivated the development
of several nonlinear approximation methods [3, 8, 56, 75]; a promising class of nonlinear approximations relies
on coordinate transformations to track the location of coherent structures of the solution field and ultimately
simplify the task of model reduction. The problem of finding the parametric mapping is referred to as registration
problem.

Registration in MOR is tightly linked to the problem of non-rigid registration in image processing [46, 62];
in particular, point set registration (PSR, [63, 65, 71]) is the process of computing a spatial transformation
that optimally aligns pairs of point sets. Registration is also linked to the implicit shock tracking method by
Persson and Zahr [102] and related techniques for high-order approximations of compressible flows. Nevertheless,
registration for MOR applications has several specificities that require innovative methodological solutions and
motivate further research: first, in order to allow the correct enforcement of boundary conditions, the mapping
should exactly preserve the boundary of the domain for all parameter values; second, the quality of the deformed
mesh µ 7→ Φµ (Thf) should be controlled; third, registration should rely on a moderate number of possibly low-
fidelity snapshots to reduce the offline costs.

This chapter summarizes my contributions to nonlinear MOR based on coordinate transformations. In
section 3.1, I introduce Lagrangian approximations for parametric systems: I discuss the link with r-adaptation
and I introduce rigorous metrics to assess performance. In section 3.2, I review the problem of parametric
registration in bounded domains: the presentation is mainly based on the recent preprint [TT15] and it builds
upon the previous works [TT13, TT18, TT19, TT14]. In section 3.3, I present an integrated strategy, which
I proposed in [TT4] together with Barral and Tifouti, to adaptively build the mesh, the parametric mapping,
and the ROM: the approach in [TT4] extends the techniques discussed in [TT6, TT13, TT19]; in particular,
it incorporates parametric mesh adaptation (MA) in the offline stage. In section 3.4, I present a non-intrusive
nonlinear MOR technique dubbed convex displacement interpolation that I proposed in [TT10] with Iollo and
further developed in [TT5] in collaboration with Cucchiara, Iollo and Telib.

3.1 Lagrangian approximations for parametric systems

In this chapter, I consider the nonlinear ansatz

ûµ = ũµ ◦ Φ−1
µ , where ũµ = Zα̂µ, Φµ = N (âµ) . (3.1)

As in (2.13), Z : Rn → Xhf is a linear (or affine) operator, and α̂ : P → Rn is a vector-valued function of
generalized coordinates; on the other hand, N : Rm → Lip(Ω;Rd) is a suitable, possibly nonlinear, operator that
is informed by the domain Ω and â : P → Rm is a vector-valued function of generalized coordinates for the
mapping. The entries of α̂µ are dubbed solution (generalized) coordinates, while the entries of âµ are dubbed
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mapping (generalized) coordinates. In the FE framework, or equivalently in the finite volume context, the
ansatz (3.1) corresponds to considering approximations of the form

µ ∈ P 7→ (Φµ(Thf), ûµ = Zα̂µ) , (3.2)

for a given FE mesh Thf and for a given matrix Z ∈ RNhf×n. The method is hence linear with respect to
the solution coordinates and highly nonlinear with respect to the mapping coordinates. Note also that the
mesh used to approximate the infinite-dimensional PDE varies with the parameter through the mapping Φ:
well-crafted mesh morphings µ 7→ Φµ(Thf) have hence the potential to enhance the accuracy of the underlying
HF discretization (mesh r-adaptation).

Lagrangian approximations are designed to approximate parametric fields with localized features that vary
smoothly with the parameters; in this scenario, it is possible to find a smooth parametric mapping Φ that freezes
the location of the coherent structures in the reference configuration and ultimately simplifies the tasks of model
reduction and mesh adaptation. Given the solution manifold M, we can rigorously measure the performance of
Lagrangian approximations through the vehicle of a nonlinear Kolmogorov width: the nonlinear width enables
to identify the class of problems that are well-suited for Lagrangian methods.

Following [TT13], I define the Banach space X over Ω such that M ⊂ X and u ◦ Φ ∈ X for any u ∈ X for
all Lipschitz isomorphisms Φ in Ω. Then, given the operator N : Rm → Lip(Ω;Rd), I define the set of admissible
maps

A(N, ϵ) = {a ∈ Rm : N(a) is an isomorphism, det(∇N(a)) > ϵ} ; (3.3a)

then, I introduce the n−m Kolmogorov width

dn,m,ϵ (M, ∥ · ∥X ) = inf
N:Rm→Lip(Ω;Rd)
Z⊂X ,dim(Z)=n

sup
w∈M

(
inf

a∈A(N,ϵ),ζ∈Z
∥w − ζ ◦ N(a)−1∥X

)
. (3.3b)

By construction, dn,m,ϵ (M, ∥ · ∥X ) is monotonically decreasing in n and m; furthermore, for m = 0 (3.3b)
reduces to the standard Kolmogorov n-width,

dn (M, ∥ · ∥X ) = inf
Z⊂X ,dim(Z)=n

sup
w∈M

(
inf
ζ∈Z

∥w − ζ∥X
)
.

Lagrangian methods are hence well-suited for problems for which

dn,m,ϵ (M, ∥ · ∥X ) ≪ dn (M, ∥ · ∥X ) for m = O(n).

To provide a concrete example, consider the parametric field

uµ(x1, x2) =

{
0 if x2 < fµ(x1)
1 if x2 ≥ fµ(x1)

where fµ ∈ Lip([0, 1]) satisfies fµ([0, 1]) ⊂
[
δ, 1− δ

]
,

defined in Ω = (0, 1)2. Then, for any ϵ < 2δ, it is possible to show that (cf. [TT13])

dn,m,ϵ

(
M, ∥ · ∥L1(Ω)

)
≲

dn (Mf , ∥ · ∥Lip)√
n

, dn
(
M, ∥ · ∥L1(Ω)

)
∼ 1√

n
, (3.4)

where Mf = {fµ : µ ∈ P}. Estimate (3.4) suggests that the introduction of the morphing does not affect the
convergence rate with respect to the size n of the reduced space in the mapped configuration; furthermore, the
estimate shows that Lagrangian approximations depend on the premise that the solution’s discontinuities can
be expressed as a low-rank deformation of a template discontinuity set.

3.2 Parametric registration in bounded domains

To properly contextualize my work on registration methods, I briefly review the problem of PSR. Given the
point clouds X = {xi}Ni=1, Y = {yj}Mj=1 ⊂ Rd, the problem of PSR consists in finding a map Φ : Rd → Rd that
(approximately) minimizes the Hausdorff distance

distH (Y,Φ(X)) := max {dist (Y,Φ(X)) , dist (Φ(X), Y )} , with dist (U, V ) = max
u∈U

(
min
v∈V

∥u− v∥2
)

(3.5)

in a suitable approximation set (or model class); the output of the algorithm is the deformed set of points
Φ(X) = {Φ(xi)}Ni=1. A broad range of PSR methods relies on a probabilistic interpretation of the problem: these
methods rely on the assumption that {xi}Ni=1 and {yj}Mj=1 are independent identically distributed (iid) samples
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from a given probability distribution with unknown parameters, and exploit tools from optimal transportation
theory [40, 76].

The problem of aligning datasets of point clouds has obvious connections with the problem of aligning
coherent structures of the solution to given PDEs; however, the latter problem poses several fundamental
challenges that need to be addressed.

• Feature selection. Given the solution field uµ : Ω → RD, we should identify a suitable function of
uµ that can be used for registration. Following taxonomy introduced in [TT15], we might distinguish
between distributed sensors, which associate uµ to a scalar continuous field sµ, and point-set sensors,

which associate uµ to a point cloud Xµ = {xi,µ}
Nµ

i=1 ⊂ Ω. The choice of the sensor requires a deep
understanding of the underlying physical model and of the features we wish to track.

• Bijectivity constraint. In MOR, we seek mappings that are bijective from Ω in itself; furthermore, in
PMOR the mapping should be bijective with respect to the computational mesh (cf. Chapter 2.4). The
enforcement of the bijectivity constraint poses major challenges and requires a careful choice of the model
class.

• Parametric registration. In MOR, we are primarily interested in determining a parameter-dependent low-
rank isomorphism Φ : Ω × P → Ω. This involves the solution to multiple registration problems and the
development of specialized data compression techniques to identify low-rank structures while preserving
the structure of the map.

In [TT13], I proposed an optimization-based approach to the problem of registration in bounded domains.
Given the domain Ω ⊂ Rd, I denote by B the space of Lipschitz bijections from Ω in itself and by D = D(Ω) the
space of diffeomorphisms from Ω in itself. Given the mapping Φ, I denote by J(Φ) the Jacobian determinant,
and I denote by id : Rd → Rd the identity map in Rd, id(x) = x for all x ∈ Rd. If we fix the value of µ ∈ P,
our goal is to minimize a target function ftgµ over all possible diffeomorphisms of Ω,

min
Φ∈D

ftgµ (Φ). (3.6)

Problem (3.6) is computationally intractable due to the fact that D is an highly non-convex subset of C1(Ω;Rd):
research on registration hence focuses on the development of computational strategies to devise tractable coun-
terparts of the statement (3.6).

3.2.1 Optimization-based registration

To devise a tractable registration procedure, I introduce an operator N : RM → Lip(Ω;Rd) and a penalty
function fpen : RM → R+ such that

BN = {N(a) : fpen(a) ≤ C} ⊂ B, for some C > 0;

N(a = 0) = id, fpen(a = 0) < C;

N, fpen are Lipschitz continuous.

(3.7)

Equations (3.7)1 and (3.7)2 imply that the set BN is not empty; furthermore, exploiting (3.7)3 we find that the
interior of BN is not empty — that is, bijectivity of the mapping N(a) is preserved for small perturbations of the

mapping coefficients a. I further observe that, given the full rank matrixW ∈ RM×m, the pair (Ñ, f̃pen) such that

Ñ(·) = N(W·) and f̃pen(·) = fpen(W·) satisfies (3.7): this implies that the application of linear dimensionality
reduction methods such as POD preserves the structure of the map.

Exploiting the definitions of N and fpen, I introduce the tractable surrogate of (3.6):

min
a∈RM

ftgµ (N(a)) subject to fpen(a) ≤ C,

which reads as a nonlinear non-convex constrained optimization statement. I also introduce the corresponding
unconstrained formulation:

min
a∈RM

fobjµ (a) := ftgµ (N(a)) + ξ fpen(a). (3.8)

Provided that ξ is sufficiently large, solutions a⋆ to (3.8) also satisfy the condition fpen(a⋆) ≤ C. Note that
(3.8) reads as a nonlinear non-convex unconstrained optimization problem that can be tackled using standard
gradient-descent optimization algorithms. In the next sections, I discuss the choice of the operator N and its
approximation properties in the space of diffeomorphisms of Ω, the choice of the penalty term fpen, the choice
of the target function ftg, and the extension to the parametric setting.
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The previous discussion highlights the two major questions in registration methods: (i) how to construct
(N, fpen) that satisfy (3.7) for a given domain Ω; (ii) how to establish a rigorous relation between the solutions
to (3.6) and to (3.8) in the limit M → ∞. Note that the second question concerns the ability of approximating
arbitrary elements of D using operators N that satisfy (3.7). I notice that even if we focus on the approximation
of diffeomorphisms we allow ourselves to consider approximations in a less regular space: this choice is justified
by the particular discretization method (the finite element (FE) method) employed in this work to represent
the operator N and, more fundamentally, by the strategy proposed here to define N.

3.2.2 Choice of the operator N

In order to find N and fpen that satisfy (3.7) for an arbitrary domain Ω, I introduce the sets

A := {a ∈ RM : N(a) ∈ B}, Ajac := {a ∈ RM : inf
x∈Ω

J(N(a)) > 0}. (3.9)

Then, I require that the condition infx∈Ω J(Φ) > 0 implies bijectivity in Ω for any mapping Φ spanned by N,
that is

Ajac ⊂ A. (3.10)

Note that the pointwise condition J(N(a))(x) > 0 for all x ∈ Ω cannot be directly translated into a penalty term
for (3.8): to simplify the presentation, I address the construction of the penalty term in the next section. It is
possible to construct maps Φ that are bijective in Ω for which infx∈Ω J(Φ) = 0 (cf. [83, Theorem 1.1]); however,
bijections Φ which satisfy infx∈Ω J(Φ) = 0 are of little practical interest for scientific computing applications
and in particular for (projection-based) MOR.

Affine maps in polytopal domains

I first consider the case of polytopal domains. The domain Ωp ⊂ R2 is said a polytope if the boundary of
Ωp, ∂Ωp, consists of a finite number of flat sides (faces); I denote by n(x) the outward normal to Ωp at

x ∈ ∂Ωp; I further denote by V = {xvi }
Nv
i=1 the points of ∂Ωp where two consecutive edges meet (vertices). The

polytope Ωp is said to be regular if if there exist N + 1 bounded polytopes Ωint,1, . . . ,Ωint,N ,Ωext such that (i)

Ωp = Ωext \
⋃N

i=1 Ωint,i, (ii) Ωint,1, . . . ,Ωint,N are pairwise disjoint polytopes that are compactly embedded in
Ωext and (iii) Ωext,Ωint,1, . . . ,Ωint,N are isomorphic to the unit ball (cf. [TT15, Definition 2.1]). Proposition
3.2.1 summarizes key results for two-dimensional polytopal domains.

Proposition 3.2.1. (cf. [TT15]) Let Ωp be a regular bounded polytope. Define the space Up = {φ ∈
C1(Ωp;R2) : φ · n|∂Ωp

= 0}. Then, the following hold.

1. Let Up be an M -dimensional space spanned by {φi}Mi=1 ⊂ Up and set Wp := id + Up. Then, the affine

operator Np : RM → Wp such that Np(a) = id+
∑M

i=1(a)iφi satisfies (i) Ajac ⊂ A, (ii) Np ∈ Lip(RM ;Wp),
and (iii) Np(0) = id.

2. Let Φ : Ωp × P → Ωp be a continuous function of the parameter µ ∈ P and let Φµ be a diffeomorphism
for all µ ∈ P. Assume that Φµ′ = id for some µ′ ∈ P. Then, Φµ = id+ φµ with φµ ∈ Up for all µ ∈ P.

The first statement of Proposition 3.2.1 provides a constructive way of building approximation spaces for
registration in polytopes; the second statement shows that the image of Np Wp = Np(RM ) is dense (in the
limit M → ∞) in a representative subset of diffeomorphisms in Ω. In the setting of MOR, we are interested in
parametric maps that are smooth deformations of the identity map: since registration is applied with respect
to an element of the solution manifold M = {uµ : µ ∈ P}, we can indeed assume that there exists µ ∈ P such
that Φµ = id.

In [TT15], I also discuss the extension of the analysis to Lipschitz maps. The proof of the first statement
of Proposition 3.2.1 exploits the Hadamard’s global inverse function theorem (cf. [54, Theorem 6.2.8]); it hence
relies on the assumption that Φ is of class C1. Numerical investigations suggest that a similar result — possibly
with further conditions — might hold for piecewise-smooth maps such as FE fields. On the other hand, the
second statement of Proposition 3.2.1 does not hold for general Lipschitz mappings (cf. [TT15, section 2.4]).

Compositional maps in arbitrary domains

Affine maps are fundamentally ill-suited to deal with domains with curved boundaries (cf. [TT18, Lemma
2.1] and [TT15, Lemma 3.1]); this motivates the development of nonlinear ansatzs for registration in curved
domains. In [TT15], I proposed to resort to compositional maps of the form

N(a) = Ψ ◦ Np(a) ◦Ψ−1, (3.11)
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where Ψ : Ωp → Ω is a bijection from the polytope Ωp to Ω and Np(a) : Ωp → Ωp is affine in a, that

is Np(a) = id +
∑M

i=1(a)iφi for suitably chosen functions {φi}i whose normal components vanish on ∂Ωp,
φi · n|∂Ωp

= 0 for i = 1, . . . ,M . I also discussed the multi-layer generalization of (3.11)

N (a = [a1, . . . ,aℓ]) = N1 (a1) ◦ . . . ◦ Nℓ (aℓ) , (3.12)

where Ni (ai) = Ψi ◦ Np,i(ai) ◦ Ψ−1
i with Ψi : Ωp,i → Ω is a Lipschitz bijection and Ωp,i is a suitable polytope,

for i = 1, . . . , ℓ.

The problem of finding the polytope Ωp and the mapping Ψ can be recast as the problem of building a
high-order curved mesh Trg of the domain Ω. I refer to [TT15, section 4] for the construction of Ωp and the
mapping Ψ; Figure 3.1(a) shows the curved mesh Trg of the domain Ω considered in the numerical examples of
[TT15] and Figure 3.1(b) shows the corresponding linear mesh; the polytope Ωp is the union of the elements of
the linear mesh Tp.

If we denote by V ⊂ ∂Ωp the vertices of Ωp and by W = Ψ(V ) ⊂ ∂Ω the corresponding mapped vertices,
it is possible to show that maps (3.11) satisfy N(a)|W = id for all a ∈ RM ; therefore, the model class (3.11) is
not dense in the space of diffeomorphisms in Ω. On the other hand, the multi-layer generalization (3.12) can
be used to approximate arbitrary diffeomorphisms in Ω, under the hypothesis of small deformations (cf. [TT15,
Lemma 3.3]). In more detail, the analysis shows that multi-layer maps provide much more approximation
power, even for moderate numbers of layers ℓ. However, multi-layer maps are considerably more challenging
to implement and might also be significantly more expensive to evaluate: the solution to (3.8) requires indeed
many evaluations of the mapping N(a) and its gradient, which involve the evaluation of the bijections {Ψi}ℓi=1

and their inverses. For this reason, so far I exclusively focused on the implementation of registration strategies
based on the more elementary ansatz (3.11).

(a) (b)

Figure 3.1: inviscid flow past an array of LS89 turbine blades. (a) curved mesh Trg for registration. (b) coarse-
grained linear mesh Tp.

3.2.3 Choice of the penalty function

I denote by Up a vector-valued FE space of order κ > 1 defined in the linear mesh Tp of the polytope Ωp, whose
elements have vanishing normal component on ∂Ωp. I denote by {φi}Mi=1 a basis of Up. I introduce the HF mesh
Thf of Ω used for full-order calculations — which is independent of the mesh Trg used to define the mapping

space (cf. Figure 3.1). I denote by {Dhfk }Ne

k=1 and {Ψhf
k }Ne

k=1 the elements and the elemental mappings of Thf (cf.
(2.3)); I use notation {Ψhf

Φ,k}
Ne

k=1 to refer to the elemental mappings of the deformed mesh. I further introduce

the elements {Dk,p}
Ne,p

k=1 and the facets {Fj,p}
Nf,p

j=1 of the linear mesh Tp of Ωp. In view of the discussion, I denote
by H(Φ) the Hessian of the function Φ and I denote by ∥ · ∥F the Frobenius norm.

Given the polytope Ωp, the constants ϵ > 0 and Cexp such that Cexp ≪ ϵ, I introduce the function

f(1)pen(Φ) =
1

|Ωp|

∫
Ωp

exp

(
ϵ− J(Φ)

Cexp

)
dx + ∥∇J(Φ)∥L∞(Ωp). (3.13)

By tedious but straightforward calculations, it is possible to verify that there exist constants C,Cexp such that

the condition f
(1)
pen(Φ) ≤ C implies that J(Φ) ≥ ϵ/2 for all x ∈ Ωp (cf. [TT13, section 2.2]). Recalling Jacobi’s

formula, we find that ∥∇J(Φ)∥2 ≤ C∥∇Φ∥F∥H(Φ)∥F, for some constant C that is independent of ∇Φ; therefore,
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we can replace ∥∇J(Φ)∥L∞(Ωp) with ∥H(Φ)∥L∞(Ωp) (3.13). Finally, exploiting the fact that the operator Np is
finite-dimensional, we replace the L∞ norm with the L2 norm in (3.13) to obtain

f(2)pen(Φ) =
1

|Ωp|

∫
Ωp

exp

(
ϵ− J(Φ)

Cexp

)
dx + ∥H(Φ)∥2L2(Ωp)

. (3.14)

The penalty term (3.14) can be extended to the ansatz (3.11) for registration in general domains: since Ψ and
Ψ−1 do not depend on the mapping coefficients a, it suffices to ensure that Np(a) is bijective in the polytope
Ωp. We conclude that the penalty (3.14) and the operator N in (3.11) satisfy the desiderata (3.7).

Even if the penalty f
(2)
pen satisfies (3.7), it is not tailored to the discrete representation of the FE fields

{φi}Mi=1 that are not H2-conforming; furthermore, the penalty does not ensure that the deformed mesh Φ(Thf)
is well-behaved. For this reason, in [TT15] I proposed the following penalty term:

fpen(a) = fjac(Np(a)) + fmsh(N(a)) +P (Np(a)) . (3.15a)

Here, the function fjac is designed to ensure that the selected map is non-singular,

fjac(Φp) =
1

|Ωp|

∫
Ωp

exp

(
ϵ− J(Φp)

Cexp

)
dx, with ϵ ∈ (0, 1), Cexp ≪ ϵ; (3.15b)

the function fmsh controls the quality of the deformed mesh

fmsh(Φ) =
1

|Ω|

Npb
e∑

k=1

|Dpbk |
∫
D̂

exp

(
qmsh
k (Φ)

qmsh
k (id)

− κmsh

)
dx, with κmsh > 1, (3.15c)

where

qmsh
k (Φ) :=

1

d2

(
∥∇Ψhf

Φ,k∥2F
(det(∇Ψhf

Φ,k))
2/d
+

)2

, d = 2, 3. (3.15d)

Finally, the penalty P is a FE counterpart of the H2 seminorm

P (φ) =

Ne,p∑
k=1

∫
Dk,p

(H(φ) : H(φ)) dx

+
∑

j∈Iint

∫
Fj,p

(
βjJ∇φK · J∇φK +

1

βj
{H(φ)} : {H(φ)}

)
dx;

(3.15e)

where J·K and {·} are the standard jump and average terms, Iint ⊂ {1, . . . , Nf,p} are the indices of internal facets
of the mesh Tp, βj = 10κ2|Fj,p|−1;

Some comments are in order. The penalty (3.15e) satisfies P (Φ) = 0 for any linear map Φ(x) = b +Ax;
in particular, P (id) = 0; the jump and average terms are justified by the fact that we rely on a H2-non-
conforming discretization; the particular choice of the inner product is inspired by the analysis in [70, section
4] for the biharmonic equation. The ratio qmsh

k measures the degree of anisotropy of the mesh and it can thus
be interpreted as a measure of the quality of the deformed mesh — the indicator qmsh

k was used in [103] in
the framework of DG methods. The decision to activate the penalty terms fjac and/or fmsh depends on the
particular way we treat parameterized geometries — map-then-discretize or discretize-then-map (cf. Chapter
2.4).

3.2.4 Target function

The target ftgµ measures the degree of similarity between the available estimate of the solution field uµ to the
problem of interest and a suitable template solution or template reduced space; ftgµ relies on the introduction
of a sensor sµ := sµ(uµ) which should highlight the coherent structures we wish to track. Below, I distinguish
between point-set sensors and distributed sensors.

Target function based on point-set sensors

Point-set sensors are based on the introduction of a scalar testing function that selects the points of the mesh

{x⋆µ,j}
N⋆

µ

j=1 where the solution uµ satisfies a suitable user-defined criterion (cf. [TT10]), for any µ ∈ P. Given

the template point cloud {x̄⋆j}N
⋆

j=1 — which can be prescribed a priori or be chosen based on one specific value
of the parameters — and the parameter value µ ∈ P, we first rely on a standard point-set registration (PSR)

28



procedure (e.g., [71]) that takes as inputs the point clouds {x̄⋆j}N
⋆

j=1 and {x⋆µ,j}
N⋆

µ

j=1, to determine the deformed

points {x̂⋆j,µ}N
⋆

j=1 that approximates {x⋆µ,j}
N⋆

µ

j=1 in the sense of (3.5); then, we solve the optimization problem
(3.8) with

ftgµ (Φ) =
1

N
⋆

N
⋆∑

i=1

∥Φ(x̄⋆i )− x̂⋆i,µ∥22. (3.16)

As discussed in [TT10] and also [TT14], we can interpret the solution to (3.8) with objective (3.15) -(3.16) as an
approximate projection of the mapping returned by the PSR procedure — since the latter is neither guaranteed
to map the boundary of the domain Ω in itself nor to be globally bijective — onto the space of admissible
bijections in Ω.

Target function based on distributed sensors

A distributed sensor is a function of the solution field uµ that highlights the features of uµ that we wish to
track. Given the reduced n-dimensional space Zn embedded in a Hilbert space X defined over Ω, in model
reduction the parametric mapping Φ should minimize the target

ftg,optµ (Φ) := min
ζ∈Zn

∫
Ω

∥uµ ◦ Φ− ζ∥22 dx, (3.17)

over all values of µ in P: ftg,optµ (Φ) is the projection error in the mapped configuration. Note that ftg,optµ depends
on the choice of the reduced space Zn whose selection is inherently coupled with the problem of finding Φ: I
postpone the procedure for the construction of the reduced space to the next section.

The explicit use of the solution uµ in the optimization statement (3.8) is computationally unfeasible and
prone to instabilities: first, the solution uµ is typically defined over an unstructured grid for which function

evaluation at the deformed quadrature points {Φ(xqdq )}Nqd

q=1 is extremely expensive; second, we might exploit
prior knowledge about the problem of interest to identify a scalar function of uµ that better isolates the features
we wish to track (e.g., shocks) using registration, from the features we expect to be able to approximate through
a linear expansion of (mapped) snapshots.

Exploiting the form of Φ, and the change-of-variable x = Ψ(ξ), we find∫
Ω

∥uµ ◦ Φ− ζ∥22 dx =

∫
Ωp

∥uµ ◦Ψ ◦ Φp − ζ ◦Ψ−1∥22 J(Ψ)dξ.

If we replace uµ ◦ Ψ with a scalar sensor sµ defined over the domain Ωp and the reduced space Zn for the
solution with a space (dubbed template space) Sn ⊂ L2(Ωp) for the sensor, we obtain

ftgµ (Φ) := min
ν∈Sn

∫
Ωp

∣∣sµ ◦ Φp − ν
∣∣2J(Ψ) dx, (3.18)

which is the target function employed in the numerical experiments.
From the definition (3.18), I deduce that computation of ftgµ (Φ) requires to evaluate sµ in the deformed

quadrature points {Φp(x
qd,p
q )}q of the mesh Tp at each iteration of the optimization algorithm for (3.8). Since

the solution is discontinuous, I consider a P1 discretization of the sensor sµ over a linear mesh Tp,s of Ωp, which
is generated independently of Tp. Following [61], I rely on KD-trees to speed up mesh interpolation (cf. Matlab
function KDTreeSearcher): since Tp is a linear mesh with a modest number of elements, the evaluation of the
sensor sµ in the deformed quadrature points is still affordable. Notice that the same fast mesh interpolation
routine should also be used to evaluate the FE mapping Ψ in (3.15c).

3.2.5 Parametric problem

The target function (3.18) depends on the template space Sn ⊂ L2(Ωp). In [TT19], together with Zhang, I
proposed an iterative procedure that, given a set of sensor snapshots {sµ : µ ∈ Ptrain} with Ptrain = {µk}ntrain

k=1 ,
performs registration over the entire training set and then exploits the results to update the template space
Sn in a greedy fashion. The procedure also returns the mapping Φ for all parameters in the training set
{Φµ : µ ∈ Ptrain}. In the remainder, I assume that {φi}Mi=1 is a ∥ · ∥-orthonormal basis of the displacement
space Up (cf. (3.11)), where the norm ∥ · ∥ is induced by the inner product

(w, v) =

Ne∑
k=1

∫
Dk,p

(H(w) : H(v) + w · v) dx

+
∑

j∈Iint

∫
Fj,p

(
βjJ∇wK · J∇vK + 1

βj
{H(w)} : {H(v)}

)
dx.

(3.19)
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Algorithm 2 summarizes the computational procedure.

Algorithm 2 Registration algorithm

Inputs: {sµ : µ ∈ Ptrain} snapshot set, Sn0 = span{sµ⋆,(i)}n0
i=1 initial template space; Thf mesh for HF computations.

Outputs: Sn template space, W ∈ RM×m mapping space, {a⋆
µk}k ⊂ Rm optimal mapping coefficients.

1: Initialization: Sn=n0
= Sn0

, Ξ⋆ = {µ⋆,(i)}n0
i=1, W = 1M .

2: for n = n0, . . . , nmax − 1 do
3:

[
a⋆µ, f

⋆
µ

]
= registration

(
sµ, Sn, W, Thf , Ψ,a0µ

)
for all µ ∈ Ptrain.

see Remark 3.2.1 for definition of a0µ

4: [W, {aprojµ }µ∈Ptrain ] = POD
(
{a⋆µ}µ∈Ptrain , tolpod, (·, ·)2

)
.

5: if maxµ∈Ptrain f
⋆
µ < tol then

6: break

7: else
8: Ξ⋆ = Ξ⋆ ∪ {µ⋆,(n+1)} with µ⋆,(n+1) = argmaxµ∈Ptrain

f⋆µ.

9: Sn+1 = span{sµ⋆,(i) ◦ Np(aprojµ⋆,(i))}n+1
i=1 .

10: end if
11: end for

Given the operator N, I define the orthogonal matrix W ∈ RM×m and the low-rank map N̂(a) := N(Wa); by
construction, we have ∥a∥2 = ∥

∑
i(Wa)φi∥ for any a ∈ Rm. Then, I introduce notation:[

a⋆µ, f
⋆
µ

]
= registration

(
sµ, Sn, W, Tpb, Ψ, a0µ

)
to refer to the function that takes as inputs (i) the target sensor sµ : Ωp → R, (ii) the template space Sn, (iii)
the orthogonal matrix W, (iv) the mesh Tpb, (v) the geometric mapping Ψ : Ωp → Ω and (vi) the initial guess
a0µ ∈ Rm for the optimizer, and returns (I) the mapping coefficients a⋆µ that minimize the (reduced) objective

a 7→ fobjµ (Wa⋆µ), and (II) the value of the target function f⋆µ = ftgµ (Wa). Note that the objective fobjµ : RM → R+

of (3.8) depends on the mesh Thf through the term fmsh in (3.15c). I also introduce the function

[Wnew, {aprojµ }µ∈Ptrain
] = POD

(
{Wolda

⋆
µ}µ∈Ptrain

, tolpod, (·, ·)2
)
,

which implements POD based on the method of snapshots with Euclidean inner product (·, ·)2: the tolerance
tolpod > 0 drives the selection of the number of modes m based on the energy criterion

m := min

m′ :
m′∑
j=1

λj ≥ (1− tolpod)

ntrain∑
i=1

λi

 , (3.20)

where λ1 ≥ . . . ≥ λntrain ≥ 0 are the eigenvalues of the Gramian matrix C ∈ Rntrain×ntrain such that (C)k,k′ =
a⋆µk · a⋆

µk′ . The function POD returns also the mapping coefficients associated with the projected displacements

aprojµ = W⊤
newWolda

⋆
µ; the latter are used to initialize the iterative method for the optimization problem for the

subsequent iterations.

Remark 3.2.1. Further implementation details. Since the optimization problem is highly non-convex, the
choice of the initial condition is extremely important to avoid convergence to unsatisfactory local minima. For
n = n0+1, n0+2, . . . , nmax− 1, I simply use a0µ = aprojµ (cf. Line 4). On the other hand, for the first iteration,

I first reorder the parameters in Ptrain so that µ(1) = argminµ∈Ptrain
∥µ− µ⋆,(1)∥2 and

µ(k) = arg min
µ∈Ptrain\{µ(i)}k−1

i=1

(
min

µ′∈{µ(i)}k−1
i=1

∥µ− µ′∥2

)
, k = 2, . . . , ntrain;

then, I choose the initial condition as follows:

a0µ(1) = 0, a0µ(k) = a⋆
µ(nek) with nek = arg min

j=1,...,k−1
∥µ(j) − µ(k)∥2,

for k = 2, . . . , ntrain. In a previous implementation of the procedure, I also included box constraints in the
optimization statement (cf. [TT13, section 3.1.2]) to control the sensitivity of the mapping coefficients to
parameter variations;

∥a⋆µ(k) − a0µ(k)∥∞ ≤ C∞∥µ(k) − µ(nek)∥2, with C∞ = 10; (3.21)
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however, in the numerical experiments of the present work, I found that the solution to the unconstrained problem
satisfied the constraints (3.21) for all the experiments considered. I further observe that Algorithm 2 depends
on several hyper-parameters. In our tests, I set Sn0=1 = span{sµ̄}, where µ̄ is the centroid of P; furthermore,
I set nmax = 6, tolpod = 5 · 10−3 and tol = 10−4.

Remark 3.2.2. Generalization. Given the dataset {(µk,a⋆µk)}ntrain

k=1 as provided by Algorithm 2, we resort

to a multi-target regression algorithm to learn a regressor µ 7→ âµ for the mapping coefficients, and ultimately
define the parametric mapping

Φ : Ω× P → Ω, Φµ := N (Wâµ) . (3.22)

We here resort to radial basis function (RBF, [97]) approximation: other regression algorithms could also be
considered. Similarly to [TT13, TT19], to avoid overfitting, we verify the statistical significance of the RBF
estimators. We randomly split the dataset {(µk,a⋆µk)}ntrain

k=1 into the learning and test sets {(µk,a⋆µk)}k∈Dlearn

and {(µj ,a⋆µj )}j∈Dtest with Dlearn ∩Dtest = ∅ and Dlearn ∪Dtest = {1, . . . , ntrain} (we here consider a 80%-20%

learning/test split); we compute the RBF approximation â : P → Rm based on the learning set and we compute
the out-of-sample R-squared coefficient for each component:

R2i = 1−

∑
j∈Dtest

(
a⋆µj − âµj

)2
i∑

j∈Dtest

(
a⋆µj − ā

)2
i

, ā =
1

|Dlearn|
∑

k∈Dlearn

a⋆µk , i = 1, . . . ,m. (3.23)

Then, we retain exclusively modes for which R2i is above the threshold Rmin = 0.70.

Remark 3.2.3. Parametric registration based on point-set sensors. The greedy procedure in Algorithm
2 is motivated by the need to construct the template space Sn. If we rely on point-set sensors, we do not have
to perform multiple iterations. However, we empirically found that performing two iterations of the for loop in
Algorithm 2 does not hinder computational efficiency — since the cost is dominated by the high-dimensional
registration problems solved during the first iteration — and has a beneficial effect on generalization outside the
training set.

3.2.6 Numerical results

I review the results presented in [TT15] for a parametric inviscid flow past an array of LS89 turbine blades.

Model problem

I consider the computational domain depicted in Figure 3.4(a); I prescribe total temperature, total pressure and
flow direction at the inflow, static pressure at the outflow, non-penetration condition on the blade and periodic
boundary conditions on the lower and upper boundaries. I study the sensitivity of the solution with respect
to two parameters: the free-stream Mach number Ma∞ and the height of the channel H, µ = [H,Ma∞] in the
parameter domain P = [0.95, 1.05] × [0.9, 0.95]. I refer to [TT4] for a detailed presentation of the employed
nondimensionalization, HF discontinuous Galerkin formulation and pseudo-transient continuation strategy.

Figure 3.2 shows the distribution of the Mach field for µmin = [0.95, 0.9] and µmax = [1.05, 0.95]; Figure
3.3(a) shows the behavior of the Mach number on the upper side of the blade for four parameter values, while
Figure 3.3(b) shows the behavior of the entropy profile E = log(p) − γ log(ρ) where p is the pressure field,
γ = 1.4 is the ratio of specific heats, and ρ is the density field. The solution develops a normal shock on the
upper side of the blade for sufficiently large values of Ma∞ and H; furthermore, the entropy E exhibits several
peaks that correspond to the blade wakes. The solution develops two shocks at the trailing edge, which are
highly undesirable for turbomachinery applications: I expect that at the trailing edge viscous effects might not
be negligible; for this reason, a more thorough investigation should rely on a model that accounts for viscous
effects. Note that the shock location and the entropy peaks are sensitive to the value of the parameter: this
justifies the application of registration procedures.
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(a) (b)

(c) (d)

Figure 3.2: inviscid flow past an array of LS89 turbine blades. (a)-(b) Mach field for µ = [0.95, 0.9] and
µ = [1.05, 0.95]. (c)-(d) behavior in the proximity of the trailing edge.

Definition of the mapping ansatz

I consider a piecewise-smooth mapping associated with the partition in Figure 3.4(b) to deal with geometry
variations . I set Href = 1 and I define the curve x1 7→ fbtm(x1) that describes the lower boundary Γbtm of the

domain Ω = Ω(H = 1); then, I define H̃ > 0 such that x1 7→ fbtm(x1) + H̃ and x1 7→ fbtm(x1) +H − H̃ do not
intersect the blade for any H ∈ [0.95, 1.05]; finally, I define the geometric mapping

Ψgeo
H (x = [x1, x2]) =

[
x1
ψgeo
H (x)

]
, (3.24a)

where

ψgeo
H (x) =

 o1(x1) + C(H) (x2 − o1(x1)) x2 < o1(x1),
o2(x1) + C(H) (x2 − o2(x1)) x2 > o2(x1),
x2 otherwise,

(3.24b)

with o1(x1) = fbtm(x1) + H̃, o2(x1) = fbtm(x1) + Href − H̃ and C(H) = H−Href

2H̃
+ 1. Then, I consider

computational maps (3.11) from the domain Ω = Ω(H = Href) to Ωµ = Ω(H) such that

N(x,a, µ) = Ψgeo
H ◦Ψ ◦ Np(a) ◦Ψ−1(x), (3.25)

for a proper choice of the mapping Ψ and the polytope Ωp. Note that Ñ(a) = Ψ ◦ Np(a) ◦ Ψ−1 defines a map
from Ω in itself.

The polytope Ωp and the mapping Ψ : Ωp → Ω should be designed to ensure the periodicity constraint

N(x+ [0, Href ],a, µ) = N(x,a, µ) + [0, H], ∀x ∈ Γbtm. (3.26)

The geometric mapping Ψgeo satisfies the periodicity constraint; it is thus sufficient to enforce that Ñ(x +
[0, Href ],a, µ) = Ñ(x,a, µ) + [0, Href ] for all x ∈ Γbtm. Towards this end, (i) I define the polytope Ωp with
vertices V such that V ∩ Γbtm,p = V ∩ Γtop,p + [0, Href ], where Γbtm,p,Γtop,p denote the lower and upper
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boundaries of the polytope; (ii) I define the linear mesh Tp in Figure 3.4(c) with matching nodes on the
periodic boundaries1; (iii) I define the mapping Ψ by solving a suitable optimization problem in the affine

space W̃p =
{
id+ φ ∈ [Xhf,p]

2 : φ · n
∣∣
∂Ωp∩∂Ω

= 0, φ|Γbtm,p
= φ|Γtop,p

}
and I set the displacement space Up ={

φ ∈ [Xhf,p]
2 : φ · n

∣∣
∂Ωp

= 0, φ|Γbtm,p
= φ|Γtop,p

}
, where Xhf,p is the FE space associated with the linear mesh

Tp (cf. Figure 3.1(b)). The resulting curved mesh is provided in Figure 3.4(d); in the experiments, I consider

polynomials of degree ten, which implies M = 1359. Note that, since W̃p and Up are spaces of piecewise
polynomials, it suffices to enforce the periodicity constraint at mesh nodes.

(a) (b)

Figure 3.3: inviscid flow past an array of LS89 turbine blades. (a) Mach profile over the upper side of the
blade for four values of the parameter in P. (b) entropy profile on the bottom boundary for four values of the
parameter in P. The parameter s denotes the normalized curvilinear coordinate, s ∈ [0, 1].

(a) (b)

Figure 3.4: inviscid flow past an array of LS89 turbine blades. (a) computational mesh Tpb for DG calculations;
red dots denote the nodes on the upper blade side; blue squares denote the nodes on the lower boundary. (b)
partition associated with the geometric map (3.24).

Definition of the sensor

I consider a target function ftg that combines a point-set sensor and a distributed sensor

ftgµ =
1

4

4∑
i=1

∥N(x̄i,a, µ)− x̂i,µ∥22 + min
ν∈Sn

∫
Ωp

∣∣sµ ◦ Np(a)− ν
∣∣2J(Ψ) dx, (3.27)

where the distributed sensor sµ is obtained from the Mach field, the template space Sn is built adaptively using
Algorithm 2, and the salient points {x̂i,µ}i correspond to the first three peaks of the entropy profile on the lower
boundary (cf. Figure 3.3(b)) and the shock location on the upper boundary (cf. Figure 3.3(a)).

1The same condition is enforced in the HF mesh.
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I identify the entropy peaks by computing the local maxima of the entropy profile on Γbtm,µ. I detect the
shock location on the upper blade side using the following procedure: first, I compute the mean values {Maj}j
and {dMaj}j of the Mach number and its tangential derivative on each facet {Fj}j of the select boundary;

second, I find the index j⋆ such that Maj⋆ > 1 > Maj⋆+1 and dMaj⋆ < − 10−2

|Fj⋆ |
and I return the estimate xrawshk,µ

equal to the midpoint of the selected facet.

Given the raw estimates {xrawi,µ : i = 1, . . . , 4, µ ∈ Ptrain} of the point sensors, I apply radial basis function
(RBF) regression to find smoother estimates that facilitate the generalization step (cf. Remark 3.2.2); in order
to ensure that the points are on the boundary, I apply RBF to the curvilinear coordinates of the points. As
shown in Figure 3.3(a), the solution does not exhibit any shock for several parameter values; I do not consider
these points to train the RBF surrogate, and I rely on the surrogate itself to find a fictitious estimate of x̂shk,µ
for all µ ∈ P.

Performance of the registration procedure

I apply Algorithm 2 based on a regular 11 × 6 grid of parameters Ptrain. Figure 3.5 compares the location of
the sensors {x̃i,µ = (Ψgeo

H )
−1

(x̂i,µ) : i = 1, . . . , 4, µ ∈ Ptrain} and their mapped counterparts {x̃′i,µ = Φ−1
µ (x̂i,µ) :

i = 1, . . . , 4, µ ∈ Ptrain}; similarly, Figure 3.6 reproduces the results in Figure 3.3 for the mapped solution field.
I observe that the peaks of the mapped entropy field on Γbtm and the shock on the upper side of the blade are
nearly insensitive to the parameter value. For all in-sample and out-of-sample configurations considered, the
quality of the deformed mesh — which is measured by (3.15d) — is comparable with the one of the original
mesh.

Model reduction

I rely on POD+regression to estimate the solution field. POD solution coefficients are estimated using the same
RBF regression method that is employed for the mapping coefficients (cf. Remark 3.2.2). To assess performance,
I consider a dataset of ntest = 20 randomly-selected parameters Ptest and I compute the L2 maximum relative
errors

Emax = max
µ∈Ptest

∥ûµ − uhfµ ∥L2(Ωµ)

∥uhfµ ∥L2(Ωµ)
, Ebnd

max = max
µ∈Ptest

∥ûµ − uhfµ ∥L2(Γbld)

∥uhfµ ∥L2(Γbld)
, (3.28)

where Γbld denotes the boundary of the blade. Figure 3.7 shows the results for the “linear” ROM and the
“registered” ROM — both approaches involve the application of a geometric mapping; the difference is that for
the linear ROM the mapping is chosen a priori and corresponds to Ψgeo (3.24), while for the registered ROM the
mapping is chosen through the registration procedure discussed above. Both linear and registered ROMs reach
a plateau for n ≈ 10 due to the limited amount of datapoints. I observe that registration improves performance
by a factor 2.04 for the global error and a factor 8.04 for the error on the blade, for the same amount of HF
data.

(a) (b)

Figure 3.5: inviscid flow past an array of LS89 turbine blades. (a) sensor points used in the registration
procedure for ntrain = 66 configurations. (b) mapped sensor points.
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(a) (b)

Figure 3.6: inviscid flow past an array of LS89 turbine blades. (a) mapped Mach profile over the upper side of
the blade for four values of the parameter in P. (b) mapped entropy profile on the bottom boundary for four
values of the parameter in P. Unmapped profiles are shown in Figure 3.3.
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Figure 3.7: inviscid flow past an array of LS89 turbine blades; model reduction. Behavior of the out-of-sample
errors (3.28) for the linear ROM and the registered ROM for ntrain = 66 and several values of n.

3.3 Application to projection-based model reduction

In order to devise effective ROMs for advection-dominated parametric problems, we should integrate the reg-
istration procedure of section 3.2 into the MOR offline-online framework outlined in Algorithm 1. In [TT4],
I recently proposed, in collaboration with Barral and Tifouti, a general procedure to adaptively build the HF
mesh, the parametric mapping, and the ROM. The Journal article [TT4] is the first scientific output of the Inria
Exploratory Action “Adaptive meshes for model order reduction” (AM2OR); the project, which is led by Dr.
Barral and me, aims to combine mesh adaptation (MA) and projection-based MOR for parametric problems.

3.3.1 Methodology

The Lagrangian approximation (3.1) is constructed using the procedure described in Algorithm 3. Given an

initial mesh T (0)
hf of Ω and the training set Ptrain = {µk}ntrain

k=1 ⊂ P, the method returns an HF mesh Thf , a
low-rank mapping Φ, a ROB Z and a ROM for the generalized coordinates α̂ (cf. (3.1)) based on an iterative
procedure that comprises four distinct steps.

1. Snapshot generation: (Thf ,Φ,Ptrain) →
{
uhfµ : µ ∈ Ptrain

}
. We generate snapshots of the solution field for

all values of the parameter µ in Ptrain based on the parametric mesh µ 7→ Φµ(Thf).

2. Mesh adaptation:
{
uhfµ ◦ Φµ : µ ∈ Ptrain

}
→ Thf . We exploit the available set of snapshots to generate an

accurate yet parsimonious mesh for the elements of the mapped manifold M̃.

3. Registration:
({
uhfµ : µ ∈ Ptrain

}
, Thf

)
→ Φ. We exploit the available set of snapshots to find a paramet-

ric mapping Φ that tracks coherent, parameter-dependent structures of the solution field. The method
should ensure that the deformed mesh Φµ(Thf) is a proper mesh of Ω for all µ ∈ P.
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4. Linear-subspace model reduction: (Thf , Φ, Ptrain) → (Z,ROM). We apply linear-subspace MOR to deter-
mine the low-rank expansion µ 7→ ũµ, that is we build the ROB Z and the ROM for µ 7→ α̂µ.

Algorithm 3 : adaptive training procedure.

1: Initialization: define the mesh T (0)
hf = T (1)

hf , the mapping Φ(0) = id (identity map), and the training set
Ptrain = {µk}ntrain

k=1 ⊂ P.

2: for k = 1, . . . , Nit do

3: Snapshot generation
(
T (k−1)
hf ,Φ(k−1),Ptrain

)
→
{
u
hf,(k)
µ : µ ∈ Ptrain

}
.

4: if k > 1 then
5: Mesh adaptation

{
u
hf,(k)
µ ◦ Φ(k−1)

µ : µ ∈ Ptrain

}
→ T (k)

hf .

6: end if
7: Registration

({
u
hf,(k)
µ : µ ∈ Ptrain

}
, T (k)

hf

)
→ Φ(k).

8: Linear-subspace model reduction
(
T (k)
hf , Φ(k), Ptrain

)
→
(
Z(k),ROM(k)

)
.

9: end for

In [TT4], we rely on a previous implementation of the parametric registration procedure discussed in section
3.2, and on LSPG projection and empirical quadrature to devise the ROM (cf. Chapter 2); finally, we rely on
metric-based mesh adaptation [59, 60]. Metric-based MA aims to generate a unit mesh [59] with respect to a
suitable metric field associated with the solution. For one-dimensional problems, we consider the standard de
Boor’s algorithm (see, e.g., [47, Chapter 2]); for two-dimensional problems, we consider two different strategies:
a standard isotropic mark-then-refine MA strategy driven by the total enthalpy error, and an Hessian-based
approach based on the Mach number and on metric intersection [9, 10] to devise a common metric for the entire
snapshot set. For two-dimensional problems we rely on the open-source mesh adaptation toolkit mmg2d ([5, 27])
to generate adapted meshes from a (possibly anisotropic) metric M.

3.3.2 Acceleration

Each iteration of Algorithm 3 generates a large amount of data about the parametric problem, which can be
used to speed up offline computations. In [TT4], we identified computational bottlenecks of the training phase
and we discussed actionable strategies to reduce the computational burden. The acceleration strategy was
further developed and extended in [TT3].

• The construction of the snapshot set for registration (cf. Line 3, Algorithm 3) based on the HF model is
prohibitively expensive. Instead, we propose to rely on the ROM built at the previous iteration; for the
first iteration, we first execute the weak-greedy algorithm [94] and then we use the ROM to generate the
dataset of simulations.

• The GNM for (2.20) is sensitive to the choice of the initial condition. In our implementation, we initialize
GNM based on nearest-neighbor regression which is clearly highly inaccurate for modest values of n. To
face this issue, we propose to rely on a large dataset of initial conditions defined as follows:{

α̂0
µ : µ ∈ Ptrain

}
where α̂0

µ = arg min
α∈Rn

∥Zα− ûoldµ ◦ Φ−1
µ ∥. (3.29)

Note that the fields {ûoldµ : µ ∈ Ptrain} are generated for registration (cf. Line 3, Algorithm 3); nevertheless,

cost of (3.29) is significant due to the need to compute the composition of ûoldµ with Φ−1
µ — which requires

mesh interpolation. In practice, we estimate the L2 norm ∥·∥ in (3.29) using 103 randomly-sampled points
in Ω to reduce offline costs.

• The pseudo-transient continuation (PTC) strategy employed to solve the HF problem might require many
iterations to reach convergence. To reduce the computational burden, we initialize the PTC solver with
the reduced-order solution ûµ from the previous iteration, as opposed to the free-stream solution. Thanks
to this choice, we can consider a much larger initial CFL number2 without experiencing any stability issue.

• The registration procedure discussed in section 3.2 relies on multiple solutions to a nonlinear non-convex
optimization problem of size m = O(103) that is sensitive to the initial condition. In our experience, the
initialization strategy reviewed in section 3.2 (cf. Remark 3.2.1) leads to accurate performance; however, it

2In the numerical experiments, we set CFL0 = 100 instead of CFL0 = 1; see [100, section II.B].
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requires a sufficiently dense discretization of P and is not parallelizable. To address this issue, we propose
to store the mapping coefficients {âµ : µ ∈ Ptrain} obtained during the first iteration of the registration
method and then use them as initial conditions for the registration algorithm in the subsequent outer-loop
iteration: note that for this choice of the initialization the solution to the problems (3.8) in Algorithm 2
can be trivially parallelized; in addition, we can potentially cope with much coarser discretizations of P.

• The weak-greedy algorithm requires multiple constructions of the ROM and might hence be expensive; in
addition, it cannot be efficiently parallelized. To address this issue, we initialize the greedy method with
the parameters {µ⋆,i}n0

i=1 obtained by applying the strong-greedy algorithm (see, e.g., [78, section 7.3]) to
the snapshot set generated for registration (cf. Line 3, Algorithm 3). Since the snapshot set is generated
using the ROM, the strong-greedy algorithm can be applied to the generalized coordinates.

3.3.3 Numerical results

In [TT4], we considered the application of Algorithm 3 to a quasi-1D nozzle problem and a two-dimensional
transonic inviscid flow past a bump. We assess performance based on ntest = 20 out-of-sample parameters

Ptest = {µj
test}

ntest
j=1 with µ1

test, . . . , µ
ntest
test

iid∼ Uniform(P); for each µ ∈ Ptest, we report the HF L2 error Ehf
µ , the

sub-optimality index ηhfµ and the total enthalpy error E∞
µ such that

Ehf
µ =

∥uhfµ − ûhfµ ∥L2(Ωµ)

∥qhfµ ∥L2(Ωµ)
, (3.30)

ηhfµ =
∥uhfµ − ûhfµ ∥L2(Ωµ)

minζ∈Z ∥uhfµ − ζ ◦ Φ−1
µ ∥L2(Ωµ)

, (3.31)

E∞
µ =

∥Htrue
tot,µ − Ĥtot,µ∥L2(Ωµ)

∥H∞
tot,µ∥L2(Ωµ)

, (3.32)

where Htot denotes the total enthalpy, which is constant over all the domain. The relative error Ehf
µ measures

the accuracy of the reduced-order estimate with respect to the HF model employed for training — it is hence
a measure of the overall ability of the MOR procedure to approximate the truth model of the PDE. The
suboptimality index ηhfµ measures the extent to which the LSPG projection scheme is suboptimal compared
to the best-fit error: it hence allows to directly evaluate the effectiveness of the ROM, which encompasses the
choice of the test space, initialization, and hyper-reduction. Finally, the total enthalpy error (3.32) measures the
accuracy of the state estimate with respect to the exact solution to the PDE, in terms of enthalpy preservation.
Simulations are performed in Matlab 2022a [66] based on an in-house code, and executed over a commodity
Linux workstation (RAM 32 GB, Intel i7 CPU 3.20 GHz x 12).

Figure 3.8 illustrates the performance of the ROM over the test set for Nit = 3 iterations of Algorithm 3
without acceleration, for the nozzle flow test case. We initialize the algorithm using an uniform HF grid with
Ne = 60 triangles and quadratic (p = 2) polynomials; then, we increase the size of the mesh by a factor 1.5
at each iteration: this implies that the generated HF meshes have Ne = 60, Ne = 90 and Ne = 135 elements
at iterations one, two and three, respectively. I refer to [TT4] for a detailed description of the test. Figure
3.8 shows the performance of the ROM. Figure 3.8(a) shows the relative error over the test set, which mildly
depends on the size of the mesh. Figure 3.8(b) shows the suboptimality index: interestingly, we observe that
the performance of the projection scheme deteriorates as we increase the size of the mesh: we plan to investigate
this behavior in a subsequent work; nevertheless, we observe that ηhfµ ≲ 10 for all numerical experiments. Figure
3.8(c) shows the total enthalpy error: as expected, the error decreases as we increase the size of the mesh. Figure
3.8(d) shows the wall-clock online cost: thanks to hyper-reduction, results do not depend on the size of the
underlying mesh but they clearly depend on the size n of the ROB.

Figure 3.9 replicates the results in Figure 3.8 for the transonic bump problem; we here study the performance
of the standard (without acceleration) approach based on isotropic mesh adaptation based on a mark-then-refine
paradigm driven by the total enthalpy error. The ROM achieves accurate performance over the test set with
respect to the HF estimate for all three iterations: results are hence in good agreement with the selected
tolerance (tol = 10−3) of the weak-greedy algorithm. The suboptimality index ranges from one to three for all
experiments: this indicates that our projection scheme is extremely effective for this model problem. The total
enthalpy error decreases as we increase the size of the mesh, while the computational cost is nearly the same
for all iterations.
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(a) (b)

(c) (d)

Figure 3.8: nozzle flow. Performance of the ROM for three iterations of the adaptive (basic) procedure.

(a) (b)

(c) (d)

Figure 3.9: transonic bump. Performance of the ROM for three iterations of the adaptive (basic) procedure.

In Figure 3.10, we investigate the effect of registration on solution manifold compressibility and mesh adap-
tation for the nozzle flow test case. Towards this end, we consider the adaptive reduced-order and HF models
associated with the third iteration of Algorithm 3, with a HF model defined over a Cartesian “static” mesh with
the same number of elements, Ne = 135. First, in Figure 3.10(a), we compare the behavior of the normalized
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POD eigenvalues associated with the snapshot set in physical (“unreg”) and reference (“reg”) configurations.
We observe that registration significantly improves the convergence of the POD eigenvalues that can be regarded
as a “proxy” of the linear complexity of the corresponding solution manifold. Figure 3.10(b) shows the behavior
of the error in total enthalpy for the final registered ROM and the static HF model based on an uniform mesh:
we clearly notice that the HF model — which has the same number of degrees of freedom as the HF model
used to generate the ROM — is significantly less accurate than the adapted ROM. Finally, Figure 3.10(c) shows
the behavior of the mesh density h : Ω → R+ such that h|Dk = |Dk| for the sequence of meshes generated
during Algorithm 3: we observe that registration allows us to refine the mesh over a very narrow portion of the
computational domain and hence enables significant computational savings.

(a) (b) (c)

Figure 3.10: nozzle flow. Effect of registration on compressibility and mesh adaptation. (a) POD eigenvalues
in reference and physical configurations. (b) total enthalpy error for registered ROM and unregistered HFM on
regular mesh with Ne = 135 elements. (c) mesh density h : Ω → R+, h|Dk = |Dk| for the sequence of considered
meshes.

For the transonic bump problem, we execute three iterations of Algorithm 3 with metric-based anisotropic
mesh adaptation based on the Hessian of the Mach number. As discussed in detail in [TT4], we initially set
the parameter N that controls the number of nodes equal to 750 and we increase it at each iteration by a
factor 1.5: we obtain meshes with Ne = 3448, Ne = 4440, Ne = 6389 for the first, second and third iteration
of Algorithm 3, respectively. Figure 3.11 shows the sequence of meshes generated by Algorithm 3. We observe
that the meshes are nearly isotropic in the proximity of the shock while they exhibit elongated elements in the
downstream region (the minimum radius ratio is roughly 0.05). We notice that the adapted mesh for a single
field is significantly more anisotropic in the proximity of the shock, but it becomes less and less anisotropic as
we combine metrics associated with different parameters. This is likely due to the fact that the shock is not
sharply tracked in the reference configuration.

(a) it = 1 (b) it = 2 (c) it = 3

Figure 3.11: transonic bump. Visualization of the reference mesh in the proximity of the bump, for three
iterations of the adaptive algorithm (accelerated) with anisotropic mesh adaptation (Ne = 3448, Ne = 4440,
Ne = 6389).

Table 3.1 provides an overview of the performance of the adaptive procedure for the transonic bump test
case, with and without acceleration and for both isotropic and anisotropic mesh adaptation. I observe that the
three approaches lead to ROMs of comparable accuracy; however, the acceleration strategy is able to reduce
the offline costs by a factor 1/3.
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L2 error (avg) enthalpy error (avg)
1 2 3 1 2 3

Basic (Isotropic MA) 0.53 · 10−3 0.44 · 10−3 0.48 · 10−3 0.58 · 10−3 0.35 · 10−3 0.23 · 10−3

Accelerated (Isotropic MA) 0.29 · 10−3 0.31 · 10−3 0.49 · 10−3 0.59 · 10−3 0.37 · 10−3 0.23 · 10−3

Accelerated (Anisotropic MA) 0.29 · 10−3 0.36 · 10−3 0.50 · 10−3 0.59 · 10−3 0.36 · 10−3 0.26 · 10−3

ROB size online cost (avg) offline cost
1 2 3 1 2 3

Basic (Isotropic MA) 14 17 19 0.20 0.28 0.36 03:24:13
Accelerated (Isotropic MA) 18 17 21 0.25 0.25 0.36 02:11:47
Accelerated (Anisotropic MA) 18 17 16 0.26 0.26 0.24 01:58:48

Table 3.1: comparison of the performance of the basic accelerated adaptive procedures with isotropic and
anisotropic mesh adaptation.

3.4 Application to non-intrusive model reduction

In [TT10], Iollo and I developed a non-intrusive nonlinear MOR technique dubbed convex displacement in-
terpolation (CDI) that relies on coordinate transformation to devise accurate state predictions for parametric
fields with compactly-supported features. Similarly to Lagrangian approaches, CDI relies on the assumption
that the location of coherent features of the solution field depends smoothly on the parameter; however, un-
like in (3.1), it does not rely on the definition of a reference configuration where the location of the coherent
features is (approximately) freezed. The approach of [TT10] was proposed for databases of two snapshots and
one-dimensional parameter domains; in [TT5] we extended with Cucchiara and Telib the approach to deal with
multiple snapshots and higher-dimensional parameter domains.

3.4.1 Methodology

CDI exploits the standard offline/online decomposition to predict the state map µ ∈ P 7→ uµ ∈ M; Algorithm 4
summarizes the general procedure and highlights the key steps of the methodology. Given the solution manifold
M, we introduce the training set Ptrain = {µk}ntrain

k=1 ⊂ P and the dataset of solutions Dtrain = {uµ : µ ∈ Ptrain}.
During the offline stage, for each element of Dtrain, we determine a set of points Xraw

µ = {xrawi,µ }Nµ

i=1 ⊂ Ω that
describe local features of the solution field that we wish to track: note that the sets {Xraw

µ : µ ∈ Ptrain} do
not necessarily have the same number of elements and are not matched with each other. Then, we define the
reference points Xref := {xrefi }Ni=1 and the new sensors Xµ := {xi,µ = xrefi + vi,µ}Ni=1 such that the set Xµ

approximates (cf. (3.5)) Xraw
µ for all µ ∈ Ptrain — here {vi,µ}Ni=1 denote a set of properly-chosen displacements

of the reference points. During the online stage, given the new parameter value µ /∈ Ptrain, first, we apply
a regression method to predict the new sensor locations X̂µ = {x̂i,µ = xrefi + v̂i,µ}Ni=1; second, we identify a
set of κ nearest neighbors Pµ

nn = {νi}κi=1 ⊂ Ptrain; third, we define the mappings {Φν : ν ∈ Pµ
nn} such that

each mapping Φν is bijective in Ω and Φν(x̂i,µ) ≈ x̂i,ν for i = 1, . . . , N and ν ∈ Pµ
nn; fourth, we return the

(generalized) CDI as

ûµ =
∑

ν∈Pµ
nn

ων
µũν , where ũν = uν ◦ Φν , (3.33)

for a proper choice of the weights {ων
µ : ν ∈ Pµ

nn}. Figure 3.12 illustrates the computational procedure for a
simple one-dimensional problem.
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Algorithm 4 : offline/online decomposition.

Offline stage performed once

1: Generate the dataset Dtrain = {uµ : µ ∈ Ptrain}.

2: Identify the point clouds {Xraw
µ : µ ∈ Ptrain}.

3: Define the template set Xref and the sorted point clouds {Xµ : µ ∈ Ptrain}.

Online stage performed for any µ ∈ P
1: Estimate the new points X̂µ = {x̂i,µ}Ni=1.

2: Select the neighboring parameters Pµ
nn = {νi}κi=1 ⊂ Ptrain.

3: Compute the mappings Φν based on X̂µ and X̂ν for all ν ∈ Pµ
nn.

4: Compute the weights {ων
µ : ν ∈ Pµ

nn} and return the estimate (3.33).

xµ1

uµ1

xµ2

uµ2

x̂µ

(a)

x̂µ

ũµ1

ũµ2

(b)

Figure 3.12: schematic of the CDI procedure. (a) dataset of snapshots {uµ1 , uµ2} and corresponding sensors
(shock location), x̂µ denotes the predicted shock location for the parameter µ. (b) mapped snapshots {ũµ1 , ũµ2}
in (3.33).

The CDI procedure outlined in Algorithm 4 generalizes the method in [TT10]: in more detail, if we consider

Ptrain = Pµ
nn = {µ0, µ1}, ωµ0

µ = 1− ∥µ−µi∥2

∥µ1−µ0∥2
, ωµ1

µ = ∥µ−µi∥2

∥µ1−µ0∥2
, and a proper choice of the mappings Φµ0 ,Φµ1 , the

estimate (3.33) reduces to the original CDI approach. I observe that, similarly to Lagrangian approximations,
CDI relies on geometric mappings to track local features of the solution field and ultimately improve state
predictions; on the other hand, CDI does not rely on the definition of a reference domain and the estimate is
inherently Eulerian. I note that the definition of the template Xref is instrumental to the construction of the
sorted point clouds {Xµ : µ ∈ Ptrain}, which enable the application of standard regression algorithms during

the online stage for the prediction of X̂µ. I also observe that during the online stage each mapping Φν is

computed based on the point clouds X̂µ and X̂ν (in lieu of Xν): thanks to this choice, we prove that CDI is an
interpolation method.

Technical details. Algorithm 4 relies on several elementary building blocks that need to be specified.

• Sensor (or feature) selection: we rely on the definition of a problem-dependent scalar testing function T
to identify salient points of the solution field. For transonic and supersonic compressible flows, we relied
on the Ducros sensor [69, 72] to detect shocks; for two-dimensional incompressible flows we considered
the zero-isoline of the stream function to detect recirculation zones. The choice of the sensor is highly
problem-dependent and requires a deep understanding of the underlying physical phenomenon of interest.

• Regression: in all our numerical experiments we consider radial basis function (RBF, [97]) approximation,
with holdout validation to select the hyper-parameters (kernel width, and penalty coefficient). As in
non-intrusive MOR methods (e.g., [37]), we first apply POD to determine a low-rank representation of
the sorted point clouds and then we apply RBF to the POD coefficients.

• Choice of the nearest neighbors: we rely on the Euclidean distance in parameter to identify the neighbors
of a given parameter.

• Construction of the mappings: we rely on the registration method outlined in section 3.2 to determine
the mappings; in the numerical experiments of [TT5], we also consider an elasticity-based registration
method.
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• Choice of the weights: we determine the weights {ων
µ : ν ∈ Pµ

nn} using the inverse distance weighting
(IDW, [87]) method based on Euclidean distance in parameter.

Properties of convex displacement interpolation. The CDI (3.33) with the choice of the weights based
on IDW has four noteworthy properties that are of interest for interpolation of fluid mechanics fields; I refer to
[TT5] for the proofs.

1. Interpolation. Let µ ∈ Ptrain. Then, ûµ = uµ.

2. Maximum principle. Let b ∈ RD; then, supx∈Ω

∣∣b · ûµ(x)∣∣ ≤ supx∈Ω,ν∈P
∣∣b · uν(x)∣∣ for all µ ∈ P.

3. Minimum principle. Let b ∈ RD; then, infx∈Ω b · ûµ(x) ≥ infx∈Ω,ν∈P b · uν(x) for all µ ∈ P.

4. Frame indifference. Given the parametric field µ 7→ uµ, consider the rototranslation p(µ) = Rµ + b for
some rotation matrix R and vector b ∈ RP , and the parametric field p 7→ vp = uµ(p). Then, ûp(µ) = ûµ
for all µ ∈ P.

The maximum and minimum principles can be used to ensure that the CDI prediction is physically mean-
ingful for out-of-sample parameters. To provide a concrete reference, if we apply CDI to the solution to the
Euler or Navier-Stokes equations in primitive variables, we can guarantee that density and pressure are strictly
positive and do not exceed the maximum value attained in the training set. Similarly, since the mappings {Φν}ν
in (3.33) are bijective in Ω, if the far-field conditions are parameter-independent and constant on ∂Ω, we can
exploit the same argument to prove that CDI is consistent with the far-field conditions.

3.4.2 Data augmentation

In this manuscript, I review the application of CDI to data augmentation for a transonic flow past a Gaussian
bump; in [TT5], we also apply the method to nonlinear interpolation. I denote by Ptrain = {µi}ntrain

i=1 ⊂ P
the training set of parameters for which HF simulations are available and by Ptrain,cdi = {νi}ntrain,cdi

i=1 ⊂ P an
additional set of parameters. We first define the Lagrangian space Z0 = span{uhfµi}ntrain

i=1 and the projection

operator ΠZ0
: [L2(Ω)]4 → Z0; then, we define the POD space

Zn = Z0 ⊕Zlf , Zlf = POD (Dtrain,lf , n− ntrain, (·, ·)) , (3.34)

where ⊕ indicates the direct sum of orthogonal spaces, Dtrain,lf = {ûµ − ΠZ0
ûµ : µ ∈ Ptrain,cdi} and Zlf is

the POD space of size n− ntrain associated with the snapshots Dtrain,lf and the inner product (·, ·). Note that
the space Zn contains the HF training set: potential inaccuracies of the CDI estimates do not pollute the
performance of the reduced space for µ ∈ Ptrain.

Figure 3.13 illustrates the performance for ntrain = 9, ntrain,cdi = 20. We consider a tensorized 3 × 3 grid
for Ptrain and we generate Ptrain,cdi using latin hyper-cube sampling [67]. We consider a POD space in (3.34)
of dimension n = 29; we assess performance based on a dataset of ntest = 20 out-of-sample parameters. Figure
3.13(a) shows boxplots of the relative L2(Ω) error for LSPG ROM, CDI and LSPG ROM based on n = 9 modes
(i.e., without data augmentation) (LSPG-0). I observe that CDI is not as accurate as LSPG-0; however, it can
be used to augment the dataset of simulations and ultimately contribute to reduce the prediction error. Figure
3.13(b) shows the projection error over the test set for the POD space built using (3.34) (“mixed training”),
the POD space based on ntrain + ntrain,cdi HF simulations (“HF training”) and the POD space based ntrain
HF simulations (“HF training (ntrain = 9)”): I observe that the mixed training strategy based on CDI is not
as accurate as HF training, particularly for large values of n; however, it enables significant reduction of the
projection error without resorting to new simulations.
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(a) (b)

Figure 3.13: data augmentation ntrain = 9, ntrain,cdi = 20. Behavior of LSPG ROM with CDI-based data
augmentation. (a) boxplots of relative L2 error for LSPG ROM, CDI and projection error (n = 29). (b)
projection error.

Figure 3.14 replicates the results of Figure 3.13 for ntrain = 4, ntrain,cdi = 25. Interestingly, CDI is more
accurate than LSPG-0: this can be explained by observing that, unlike the LSPG ROM, CDI provides estimates
that do not belong to the span of the dataset of HF simulations; for small values of ntrain, CDI can hence
compensate the fact that it does not exploit the knowledge of the PDE model for prediction.

(a) (b)

Figure 3.14: data augmentation ntrain = 4, ntrain,cdi = 25. Behavior of LSPG ROM with CDI-based data
augmentation. (a) boxplots of relative L2 error for LSPG ROM, CDI and projection error (n = 29). (b)
projection error.

Table 3.2 provides an overview of the computational costs; here, we consider a mesh with Ne = 12748. The
HF solver is roughly 14 times slower than CDI and 625 times slower than the LSPG ROM; the construction of
the LSPG ROM, which comprises the construction of the trial and test spaces and hyper-reduction, is roughly
as expensive as a single full-order solve. I remark that 99% of the total cost of CDI is associated with mesh
interpolation: we hence envision that more sophisticated implementations of this step (see, e.g., [61]) might lead
to a significant reduction of the overall CDI cost.

cost [s]

HF solver (avg) 481.21

ROM generation (data compression+hyperreduction) 431.24

Convex displacement interpolation (avg) 33.49

LSPG ROM (n = 29, avg) 0.77

Table 3.2: data augmentation. Wall-clock costs of HF and MOR procedures (ntrain = 9, ntrain,cdi = 20).
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3.5 Research perspectives

The development and the analysis of registration methods for parametric PDEs and their integration in the
MOR framework represent a main axis of my research at Inria that I plan to further pursue in the near future.

• In the PhD project of Ishak Tifouti, in collaboration with Nicolas Barral, we are currently working on
the development of clustering techniques in the framework of Algorithm 3, to deal with shock topology
changes that cannot be captured by a single geometry deformation.

• In the PhD project of Jon Labatut, in collaboration with Angelo Iollo, Denis Sipp, and Jean-Baptiste
Chapelier, we plan to develop an alternative class of registration methods that rely on a variant of the
ansatz (3.12).

• In the framework of the Inria Exploratory Action AM2OR, together with Nicolas Barral, I also plan
to extend the adaptive methodology of Algorithm 3 to a broader class of PDE problems in nonlinear
mechanics and CFD; towards this end, we shall extend the registration method of section 3.2 to three-
dimensional geometries, and to two-dimensional and three-dimensional unsteady PDEs. This project will
also benefit from the collaboration with Alberto Remigi (Safran Tech).
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Chapter 4

Component-based model reduction for
nonlinear systems of equations

MOR methods rely on the solution to the full-order model for several values of the parameters during the
offline stage, and on the assumption that the solution field is defined over a parameter-independent domain Ω.
For large-scale problems, full-order solutions might not be computable in reasonable time frame; furthermore,
in many computational mechanics applications, parametric variations induce topology changes that prevent
the definition of a common HF discretization that is valid for all parameters. This limitation justifies the
development of component-based (CB) MOR approaches [49]: CB MOR methods combine the monolithic
PMOR strategies discussed in Chapter 2 with component mode synthesis (CMS) and substructing techniques
[23, 48] first appeared in the structural dynamics literature.

CB-MOR techniques rely on the introduction of a library of archetype components for which a local reduced-
order approximation and a local ROM are built during an offline stage; given a new configuration, we first
instantiate components from the library to form the global system and then we estimate the global solution
by gluing together the local ROMs. The deployment of an effective CB-ROM for a given problem class hence
relies on two distinct building blocks: first, a data compression strategy for the construction of local reduced-
order approximations for each archetype component; second, a rapid and reliable domain decomposition (DD)
strategy for online global predictions. The training of the local reduced-order approximations and local ROMs
should not rely on expensive global solves (localized training); the domain decomposition strategy should enable
the effective coupling between local ROMs and should be equipped with efficient hyper-reduction strategies [85]
to speed up computations.

This chapter reviews my contributions to CB-MOR of nonlinear PDEs. First, in section 4.1, I present the
key elements of CB MOR techniques; then, in section 4.2 I present the work with Smetana on localized training
and adaptive enrichment methods [TT11]; in section 4.3, I discuss the joint work with Iollo and Sambataro on
the one-shot overlapping Schwartz (OS2) method for CB-MOR of nonlinear PDEs [TT9]. Section 4.4 draws
some conclusions and discusses future research directions.

4.1 Basic elements of component-based model reduction

Consider the example of Figure 4.1(a), which depicts the computational domain associated with the THM
problem of [86] and suppose that (one of) the parameter of interest is the number of intervals (in red) Qa,
where we prescribe the incoming thermal flux; in the remainder of the bottom boundary, we prescribe Dirichlet
conditions. Since the primary goal of simulations is to assess the behavior of the geological medium for different
numbers of alveoli (cf. Chapter 2), it is indeed of paramount importance to simulate different configurations
for various designs of the array of alveoli. Clearly, changing the number of alveoli induces a topology change1 in
the system: it is hence impossible to consider the same approximation space for all parametric configurations of
interest; therefore, standard monolithic MOR techniques are fundamentally ill-suited to deal with this problem.
CB-MOR methods involve the definition of a library of so-called archetype components and their instantiation
to define the global system.

Each archetype component • is characterized by (i) a reference domain Ωa
• and a reference port Γa

• ⊂ ∂Ωa
•

where the solution is unknown, (ii) a port-to-solution map that returns the field u in Ωa
• for any datum on Γa

•,
(iii) a parametric mapping Φa

• : Ωa
• → Rd that deforms the reference domain Ωa

• into the instantiated component,
and (iv) a set of parameters µ• in the parameter region Pa

• that include both geometric parameters, which are

1A formal definition of topology change is involved and is not provided in this manuscript: in this work, I informally say that
parameter variations induce a topology change if it is not possible to define a reference configuration Ω and a smooth parametric
mapping Φ such that Ωµ = Φµ(Ω) and Γdir,µ = Φµ(Γdir) for all µ ∈ P.
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associated with the mapping, and model parameters, which are associated with the port-to-solution map. I
denote by L the library of archetype components; I denote by X a

• the HF space associated with the domain Ωa
•

and by Ua
• the trace of the elements of X a

• on the port Γa
•. Then, the instantiated system is uniquely described

by the set of Ndd labels {Li}Ndd
i=1 ⊂ L and the set of parameters µ = (µL1 , . . . , µLNdd

) ∈ P :=
⊗Ndd

i=1 Pa
Li
. Given

i = 1, . . . , Ndd, I denote by Φi := Φa
µLi

the geometric mapping, by {ωi = Φi(Ω
a
Li
)}Ndd

i=1 the partition of the global

domain Ω, by Xi := {v ◦ Φ−1
i : v ∈ X a

Li
} the instantiated HF space and by Ui := {v ◦ Φ−1

i : v ∈ Ua
Li
} the

instantiated port space.

Exploiting the previous definitions, I can formalize the two tasks of CB-MOR, localized training and domain
decomposition. Localized training aims to speed up the evaluation of the instantiated port-to-solution maps
Fi : Ui → Xi for i = 1, . . . , Ndd, or equivalently of the corresponding archetype maps Fa

• : Ua
• ×Pa

• → X a
• for all

• ∈ L. Note that the problem of localized training can be decoupled into two subproblems: (i) the problem of

port reduction [30], which consists in determining a low-dimensional approximation Ûa
• of the port space Ua

• , and

(ii) the problem of determining an effective surrogate of the restricted map Fa
• : Ûa

• × Pa
• → X a

• . Since Ûa
• and

Pa
• are low-dimensional, the latter problem fits into the framework of monolithic MOR. Domain decomposition

addresses the coupling of the local ROMs to determine the port solution up =
(
up1 , . . . , u

p
Ndd

)
∈ Ûa

• =
⊗Ndd

i=1 Ûa
Li

for a given parameter µ ∈ P. After having estimated the port solution up, we can resort to the local port-to-
solution maps to obtain the full estimate.

Some comments are in order. As discussed in section 4.3, the introduction of the port space enables static
condensation of the internal degrees of freedom and is convenient for computations. Nevertheless, several DD
approaches (e.g., [52, 68]) do not explicitly rely on the introduction of a port space; for these approaches,
localized training directly tackles the construction of a ROB for the full solution in X a

• . The local models
{Fa

• : • ∈ L} might not be consistent with each other: to provide a concrete reference, we might be interested
in combining linear and nonlinear elasticity models in different regions of the global domain to model local
phenomena such as fracture or contact [6]. It is indeed of prominent importance to devise DD methods that can
cope with different and possibly inconsistent local models. Finally, hyper-reduction of CB-ROMs involves both
the hyper-reduction of the local ROMs, which can exploit the standard techniques developed for monolithic
ROMs, and hyper-reduction of the coupling equation; similarly, rigorous a posteriori error estimators should
include inter-component and intra-component errors [73, 89].

For the problem depicted in Figure 4.1(a), we consider two archetype components (cf. Figure 4.1(b)):
the former is dubbed “internal” (• = int), it is associated with a single alveolus, the parameters include the
horizontal size, which allow us to vary the distance between consecutive alveoli, the intensity of the source term,
and the Young’s modulus of the elastic medium; the latter is dubbed “external” (• = ext), it is associated
with the far-field region, the parameters include a shape parameter and the Young’s modulus. The ports Γa

int

and Γa
ext correspond to the portions of the boundary that belongs to the interior of the domain. I observe

that the partition is overlapping; in [TT9] and [TT11] we consider overlapping partitions: the analysis of non-
overlapping DD methods and the combination of different models is the subject of ongoing research (see [TT16]).
A thorough review of the recent contributions to CB-MOR is beyond the scope of this manuscript and can be
found in [TT9, TT11].

Ω

Γr,1 Γr,Qa

(a)

ωNdd

x
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0
ω1

Ω
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ωQa

Ωa
int

Γa
r

Γa
int

Γa,dir
int

Ωa
extΓa

ext

(b)

Figure 4.1: (a) domain Ω and boundaries Γr,1, . . . ,Γr,Qa that can vary in number and position. (b) domain
partition and archetype components.
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4.2 Training of archetype components via localized random sam-
pling and adaptive enrichment

Together with Smetana, I developed a randomized localized training strategy based on oversampling and adap-
tive enrichment to devise local approximation spaces for nonlinear elliptic PDEs [TT11]. We considered a
nonlinear diffusion problem of the form

−∇ · (κµ(uµ)∇uµ) = fµ in Ω; uµ = 0 on ∂Ω, (4.1)

where the diffusion coefficient κµ is a nonlinear function of the state uµ and of two parameters that are constant
in each element of the grid of Figure 4.2(a); the source term is active only in one element of the grid. The
parameters of the problem are the number of grid elements, the values of the two parameters associated with
the diffusion coefficient in each element of the grid, and the index of the element of the grid where the source
term is active. Figures 4.2(b) and (c) show two snapshots of the solution for a 10 × 10 grid and two choices
of the parameters. In order to approximate the problem using CB-MOR, we consider an overlapping partition
based on three archetype components (cf. Figure 4.2(a)); furthermore, we rely on the partition-of-unity method
(PUM, [68]) for DD.

Ω̂int

Ω̂ed

Ω̂co

⇒

co

ed
int

Ω

(a) (b) (c)

Figure 4.2: nonlinear diffusion. (a) description of the system based on three archetype components. (b)-(c)
solution fields for Ndd = 100 and two choices of the parameters.

4.2.1 Methodology

In order to avoid global solves to generate the ROBs for the three archetype components, we introduce the
oversampling domains of Figure 4.3. The dashed boundaries correspond to the region where we impose Dirichlet
conditions; note that the edge (resp., internal, corner) component includes six (resp., nine, four) elements of
the grid. Then, we collect snapshots of the local solution manifolds by repeatedly solving the PDE in the
oversampling domain for random choices of the boundary condition g on the boundary Γ•

in; finally, we apply
POD to determine a low-dimensional approximation space. Oversampling methods have been first proposed
in the multiscale/generalized finite element literature [41], and then extensively considered in CB-MOR (e.g.,
[19]). For nonlinear problems, we show that the effectiveness of oversampling heavily relies on the choice of the
sampling distribution. In our work, we propose a randomized sampling strategy that controls (in a probabilistic
sense) the smoothness of the boundary datum through the vehicle of a user-defined parameter α.

Γin
int

Ω̂intΩ̂ed

Γin
ed

Ω̂co

Γin
co

(a)

Figure 4.3: oversampling domains for each component; Γin
• denotes the subset of the boundary where we

prescribe random boundary conditions. The dashed boundaries correspond to the region where we impose
Dirichlet conditions.

The need for enrichment strategies stems from the observation that the choice of the distribution for over-
sampling is extremely challenging and might lead to suboptimal results. On the other hand, it is typically much
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easier to identify a proper sampling strategy to generate global configurations. For the problem of [TT11],
we generate random configurations based on grids of variable size and we randomly choose the location of the
source term. We propose an enrichment strategy based on a mark-then-refine paradigm: first, we generate a
CB-ROM through oversampling; second, we estimate the solution to ntrain global systems using the CB-ROM;
third, we estimate the local error in each element of the partition using a residual-based error indicator and we
mark the instantiated elements where the error is the largest; fourth, we solve the PDE using the HF solver
in each marked subdomain and we update the ROBs. I observe that adaptive enrichment strategies driven by
error indicators have been proposed for linear steady problems in [73] and further studied in the multiscale FE
context [18, 22]; the major difference between the approaches in [18, 73] and our approach in [TT11] is that
we perform enrichment at training stage at the component level as opposed to during the online stage on the
deployed structure. I refer to [TT11, Algorithm 6.1] for a detailed presentation of the method, and to [TT11,
Proposition 6.6] for the convergence analysis for linear coercive problems.

4.2.2 Numerical results

I review the numerical results in [TT11] for a nonlinear diffusion problem. We discretize the problem using a Q3
spectral element method based on a structured grid with 961 degrees of freedom in each element of the grid (cf.
Figure 4.2(a)). We generate ntrain = 200 random samples using oversampling based on the random distribution
discussed in [TT11, Algorithm 5.2] (“smooth sampling”). To assess the performance, we also introduce the
“Gaussian” random field

g•(x; c) :=
∑
i∈I•dir

f(ci, ūmax)ϕ
fe,•
i (x), ci

iid∼ N
(
ūmax

2
,
ū2max

4

)
,

f(c, u) = max{min{c, u}, 0},
(4.2)

where ūmax ∈ (0, 1) is a threshold parameter2, {I•dir}• denote the set of indices of the mesh on the patch

input boundaries and {ϕfe,•i }• are the Lagrangian bases associated with the HF discretization of the component
•. Furthermore, we compute ntest = 30 global solutions for Ndd = 100 components (10 × 10 grid); then,
we define the test datasets {D•}•∈{co,ed,int} by extracting the solution in each element of the partition —
card(D•) = 1920 (resp., 120, 960) for the internal (resp., corner, edge) component. Finally, we introduce the
localized error indicators

E•
avg,rel(Z•) =

1

card(D•)

∑
w∈D•

∥w −ΠZ•w∥•
∥w∥•

, • ∈ L, (4.3)

which are used to assess performance.
Figure 4.4 shows the behavior of the relative errors (4.3) for the three components, for smooth sampling for

three choices of the parameter α, and for Gaussian sampling (4.2). Larger values of α correspond to smoother
boundary conditions. To provide a reference, we also show performance of the POD spaces based on the datasets
{D•

test}•∈{co,ed,int} (“bench”) generated using 30 additional global simulations with Ndd = 100 components. I
observe that smooth sampling outperforms Gaussian sampling for the boundary components: we believe that
this is due to the presence of strong Dirichlet conditions on ∂Ω̂•

ovr \ Γ̂•
in. I further observe that results weakly

depend on the choice of α.
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Figure 4.4: nonlinear problem. Local approximation errors (4.3) for three choices of α, and for Gaussian
sampling (4.2). Comparison with POD spaces based on the datasets {D•

test}•∈{co,ed,int} generated using 30
additional global simulations with Ndd = 100 components (“bench”).

2Since the solution represents water saturation, we should ensure that uµ ∈ [0, 1] a.e.; in practice, I set ūmax = 0.5 in all our
numerical simulations of this manuscript; I refer to [TT11] for further numerical investigations.
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Figure 4.5 investigates the performance of the adaptive enrichment procedure. We apply [TT11, Algorithm
6.1] with a residual-based error indicator to the nonlinear diffusion problem (4.1); I refer to [TT11] for the
details. We assess performance based on ntest = 20 out-of-sample randomly-chosen configurations. Figure
4.5(a) and (b) show boxplots of the relative H1 error after each iteration of the training algorithm — iteration
0 corresponds to the performance of the CB-ROM without global enrichment. Iteration 0 corresponds to a
reduced space of size n = 20; iterations it = 1, 2, 3 correspond to reduced spaces of size n = 20+10 · it. I observe
that the enrichment iterations significantly improve performance of the CB-ROM and reduce the impact of the
initial sampling distribution.

(a) (b)

Figure 4.5: nonlinear problem; adaptive enrichment. (a)-(b) boxplots of the relative H1 error on the test set
for smooth and Gaussian sampling of localized BCs.

Figure 4.6 shows the maximum relative in-sample and out-of-sample H1 error for the same sampling strate-
gies considered in Figure 4.5. To facilitate the interpretation, we also provide the fitted exponential curve
Ê = exp(αn+ β) obtained by discarding the first datapoint. For this model problem, numerical results suggest
nearly-exponential in-sample convergence of the adaptive enrichment strategy.
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Figure 4.6: nonlinear problem; adaptive enrichment. Behavior of the maximum relative error on training (in-
sample) and test (out-of-sample) sets for smooth (α = 1) and Gaussian sampling.

4.3 Domain decomposition methods for MOR

Together with Iollo and Sambataro, I developed a DD strategy for overlapping partitions, for nonlinear elliptic
and parabolic PDEs. Our approach is derived from the standard overlapping Schwartz (OS) method and
reads as a constrained optimization statement that penalizes the jump at the components’ interfaces subject
to the approximate satisfaction of the PDE in each local subdomain. Furthermore, the approach relies on the
decomposition of the local states into a port component associated with the solution on interior boundaries
and a bubble component that vanishes at ports. Below, I review the basic idea of the approach in a simplified
setting; I refer to [TT9] and to the PhD thesis [86] for a thorough presentation.
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4.3.1 Methodology

I introduce the formulation in the simplified case of two instantiated components Ω1,Ω2 (cf. Figure 4.7) — to
simplify notation, I do not distinguish between archetype and instantiated components. I denote by Xi ⊂ H1(Ωi)
a suitable Hilbert space in Ωi; I further define the bubble space Xi,0 = {v ∈ Xi : v|Γi

= 0} and the port space
Ui = {v ∈ Xi : v|Γi

= 0}, for i = 1, 2. Then, I introduce the additive or multiplicative OS iterations as
find u

(k)
1 ∈ X1 : R1(u

(k)
1 , v) = 0 ∀ v ∈ X1,0, u

(k)
1 |Γ1

= u
(k−1)
2 ;

find u
(k)
2 ∈ X2 : R2(u

(k)
2 , v) = 0 ∀ v ∈ X2,0, u

(k)
2 |Γ2

=

{
u
(k)
1 ,

u
(k−1)
1 ,

(4.4)

for k = 1, 2, . . .. Here, u
(k)
i denotes the state estimate at the k-th iteration in the i-th subdomain, while R1,R2

are the variational forms associated with the PDE of interest in Ω1,Ω2. Multiplicative Schwarz iterations

correspond to setting u
(k)
2 |Γ2

= u
(k)
1 in (4.4)2, while additive Schwarz iterations correspond to setting u

(k)
2 |Γ2

=

u
(k−1)
1 . Convergence of the OS iterations to a limit state (u⋆1, u

⋆
2) implies that ∥u⋆1 − u⋆2∥L2(Γ1∪Γ2) = 0. We thus

propose to consider the formulation

min
u1∈X1,u2∈X2

∥u1 − u2∥L2(Γ1∪Γ2) s.t. Ri(ui, vi) = 0 ∀ vi ∈ Xi,0, i = 1, 2. (4.5)

Clearly, the pair (u⋆1, u
⋆
2) is a solution to (4.5); in [TT9, section 4], we show that, provided that the overlapping

size δ is strictly positive, the solution to (4.5) is unique and depends continuously on data for linear coercive
problems. Note that, for linear problems, the solution to (4.5) can be computed directly without the need for
an iterative scheme: we thus refer to our approach as to one-shot (OS) overlapping Schwarz (OS) method and
we use the abbreviation OS2.

Γ2 Γ1

Ω1 Ω2 Ω

Figure 4.7: configuration considered for illustration and for the analysis of the linear coercive problem.

In order to recast (4.5) into an unconstrained problem, we denote by up1 , u
p
2 the port solutions, that is the

restrictions of u1 and u2 to the corresponding ports; then, we introduce the extension operators Ei : Ui → Xi and
the local port-to-bubble solution maps Fi,0 : Ui → Xi,0 such that, given w ∈ Ui, we have Ri(Fi,0(w) + Eiw, vi) =
0 ∀ vi ∈ Xi,0, for i = 1, 2 — note that the bubble field is uniquely determined by the corresponding port
solution. Then, we obtain the unconstrained OS2 statement:

min
up
1∈U1,u

p
2∈U2

f(up1 , u
p
2) := ∥F1,0(u

p
1) + E1u

p
1 − F2,0(u

p
2)− E2u

p
2∥2L2(Γ1∪Γ2)

. (4.6)

The present derivation can be viewed as a static condensation of bubble degrees of freedom and is similar in
scope to the approach in [49]. Following taxonomy from the optimization literature, we might view our approach
as black-box — as opposed to all-at-once [43, section 1.1].

Practical implementation of a CB-MOR approach based on (4.5)-(4.6) requires to address three major tasks:

1. (data compression) the minimization statement (4.6) is infinite-dimensional: we should thus drastically
reduce the dimensionality of the port spaces U1,U2;

2. (reduction of local problems) the local problems associated with the evaluation of the port-to-bubble maps
are also infinite-dimensional: we should thus resort to standard (monolithic) MOR techniques to devise
low-rank approximations of the bubble fields;

3. (hyper-reduction of the objective function) evaluation of the objective function in (4.6) requires integration
over the whole curve Γ1 ∪ Γ2: we should thus devise a low-dimensional quadrature rule that requires
evaluation of the local fields in a moderate number of quadrature points.

In [TT9], we propose specialized MOR strategies to address these three tasks: we resort to proper orthogonal
decomposition (POD, [95]) based on the method of snapshots [88] to build low-dimensional port spaces; we rely

50



on Galerkin ROMs (cf. Chapter 2) with hyper-reduction based on empirical quadrature/mesh sampling and
weighting [32, 101]; finally, we consider two distinct approaches to speed up the computation of the objective
function: the former is based on empirical quadrature, while the latter relies on the empirical interpolation
method (EIM, [11]) .

Exploiting the static condensation of the bubble degrees of freedom, we can interpret the OS2 ROM as a
minimum residual formulation of the port (or interface) problem associated with the underlying PDE. In [TT9],
we discuss this interpretation for linear coercive problems. I remark that, similarly to [58], our analysis exploits
a variational interpretation of the Schwarz method.

In order to investigate the structure of (4.6), I introduce the bubble and port reduced spaces Zi ⊂ Xi,0 and
Wi ⊂ Ei (Ui) ⊂ Xi and the ROBs Zi = [ζi,1, . . . , ζi,n] : Rn → Zi and Wi = [ψi,1, . . . , ψi,m] : Rm → Wi. Then, I
define the discrete local (Galerkin) residuals:

R̂i : Rn × Rm → Rn s.t.
(
R̂i(α,β)

)
j
= Ri (Ziα+Wiβ, ζi,j) , j = 1, . . . , n, i = 1, 2, (4.7)

and the port-to-bubble maps

Fi : Rm → Rn s.t. R̂i(Fi(β),β) = 0 j = 1, . . . , n, i = 1, 2. (4.8)

Finally, it is easy to verify that there exists two matrices P,Q such that (4.6) can be rewritten as

min
β=[β1,β2]∈R2m

g(β) =
∥∥PF(β) +Qβ

∥∥2
2
, where F(β) =

[
F1(β1)
F2(β2)

]
, (4.9)

which reads as a nonlinear least-square problem of size 2m. I observe that the evaluation of the port-to-bubble
maps (4.8) involves the solution to a system of n nonlinear equations with n unknowns; on the other hand, the
gradient of F is block-diagonal and

∇Fi(βi) = −
(
∂αR̂i

)−1

∂βR̂i

∣∣
(α,β)=(Fi(β),β)

, i = 1, 2;

the evaluation of ∇Fi hence involves the solution to m linear systems of size n.
We can consider three classes of methods to solve (4.9): (i) gradient-free methods; (ii) gradient-descent/quasi

Newton methods; (iii) the Gauss-Newton method (GNM) or the Levemberg-Marquandt algorithm (LMA). The
first class of methods includes additive and multiplicative OS methods. The second class of methods relies on
the gradient of the objective g in (4.9): it is possible to show that the evaluation of ∇g does not require the
full assembly of ∇F and involves the solution to only two (one for each subdomain) linear systems of size n.
The third class of methods requires the full assembly of ∇F: it is hence computationally feasible only if the
number of modes is small (port reduction). Nevertheless, GNM and LMA exploit the underlying structure of
the problem: as a result, they are expected to be more robust and converge in fewer iterations, as shown in the
numerical experiments.

4.3.2 Numerical results

Model problem. I review the numerical investigations performed in [TT8] for a two-dimensional (plane stress)
nonlinear (neo-Hookean) elasticity problem; the PhD thesis [86] includes further numerical investigations for
a nonlinear unsteady THM problem. The problem at hand shares the same geometric configuration with the
problem studied in [TT8] for radioactive management applications. We consider the constitutive law for the
first Piola Kirchhoff stress tensor

P (F (u)) = λ2
(
F (u)− F (u)−⊤) + λ1 log (det(F (u))) F (u)

−⊤. (4.10a)

Here, F (u) = 1 + ∇u is the deformation gradient associated with the displacement u, λ1, λ2 are the Lamé
constants given by

λ1 =
Eν

1− ν2
, λ2 =

E

2(1 + ν)
, (4.10b)

where E is the Young’s modulus, and ν is the Poisson’s ratio. We consider the domain Ω = (0, 1)2 depicted in
Figure 4.8; we set ν = 0.3 and we consider E = Ek in ωk for k = 1, 2, 3. We prescribe normal homogeneous
Dirichlet conditions on the left and right boundaries; homogeneous Dirichlet conditions on the bottom boundary
Γbtm and the Neumann conditions:

P (F (u))n
∣∣
Γtop

= gtop :=

[
0
−4x1(1− x1)

]
, P (F (u))n

∣∣
Γr,q

= gr := −s
[

0
1

]
, q = 1, . . . , Qa (4.10c)

with s > 0.
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The system of equations below summarizes the problem: we seek the solution u : Ω → R2 to the system

−∇ · P (F (u)) = 0 in Ω

u · n = 0 on {0, 1} × (0, 1)

P (F (u))n = gr on Γr

P (F (u))n = gtop on Γtop

u = 0 on Γbtm = (0, 1)× {0} \ Γr

(4.11)

where Γr =
⋃Qa

q=1 Γr,q. Our goal is to estimate the solution to (4.11) for any choice of the Young’s moduli
(E1, E2, E3) associated with the regions ω1, ω2, ω3 in [25, 30] × [10, 20] × [10, 20], any value of s ∈ [0.4, 1] in
(4.10c), and any Qa ∈ {2, . . . , 7}. Note that variations of Qa induce topological changes that prevent the
application of standard monolithic techniques.

ω1

Γtop

Γbtm

ω2

ω3 Ω

Γr,1 Γr,Qa

Figure 4.8: global system. Γtop and Γr,1, . . . ,Γr,Qa are associated with the stress conditions; the regions {Γr,q}q
are of equal size ℓr > 0, and the distance between consecutive regions is constant and equal to ⌈ > ℓr.

Results. Below, I denote by m the dimension of the reduced port space and by n the dimension of the
reduced bubble space; in the tests I set m = n and I consider the same value of m (and n) for all instantiated
components; performance is assessed based on ntest = 20 out-of-sample simulations. In Figure 4.9, I investigate
the performance of the optimization method: I consider the quasi-Newton method, the Gauss-Newton method
and the multiplicative OS method (cf. [TT9, Algorithm 4]). Figure 4.9(a) shows the behavior of the objective
function (cf. (4.6)) for several values of the port size m; Figure 4.9(b) shows the number of iterations required
to meet the convergence criterion. I observe that the three methods lead to the same value of the objective
function: this is expected since they all aim to minimize the same target. I further observe that GNM converges
with much fewer iterations.

2 4 6 8

10−11

10−10

10−9

10−8

m

av
g
o
b
j
fu
n
ct
io
n

Gauss-Newton
Quasi-Newton

OS

(a)

2 4 6 8
100

101

102

m

m
ax

n
b
r
it
er
s

(b)

Figure 4.9: comparison between Gauss-Newton, quasi-Newton, OS (n = m). (a) behavior of the objective
function. (b) number of iterations.

In Figure 4.10, I investigate the sensitivity of two (OS and GNM) optimization algorithms with respect to
the size of the overlap. In more detail, I study the behavior of the objective function, the number of iterations,
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and the computational cost for three choices of the overlapping size δ (cf. Figure 4.10(a)). As for the previous
test, I observe that the value of the objective function is essentially the same for both OS and GNM; on the other
hand, the number of iterations that are required by OS is much larger; furthermore, the number of iterations of
OS increases significantly as we decrease the size of the overlap, while for GNM the iteration count is unchanged.
I conclude that GNM is significantly more robust than OS with respect to the overlapping size. Finally, I notice
that GNM is nearly 20 times faster than OS for δ = 1/6ℓr and m = 16.
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Figure 4.10: sensitivity with respect to the overlapping size δ for OS and GNM, for several values of m.
(a) geometric configuration. (b) average objective function. (c) maximum number of iterations. (d) average
computational cost.

4.4 Research perspectives

CB-MOR is an active area of research at the intersection between numerical analysis, computational mechanics
and scientific computing. I plan to further work on this subject in the near future, with focus on steady and
unsteady PDEs.

• I collaborate with Lei Zhang (Tongji University) to devise one-shot approches for non-overlapping par-
titions, and multi-physics problems that might involve fluid-structure interaction (FSI) and might rely
on independent HF solvers for different components of the problem. The recent work [TT16] addresses
the development of an optimization-based DD framework for stationary incompressible flows with local
LSPG reduced-order models (cf. Chapter 2), and extends the localized training and adaptive enrichment
method proposed in [TT11] to the incompressible Navier-Stokes equations.

• I collaborate with Kathrin Smetana to analyze performance of randomized methods for nonlinear PDEs.
The ultimate goal is to identify accurate sampling strategies to explore the parameter domain and then
train local ROMs for coupled systems.
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Chapter 5

Conclusions

Model order reduction of parametric PDEs is a well-established field in scientific computing that has experienced
significant developments in the past two decades, for a broad range of problems in computational mechanics.
Despite the numerous examples of applications of MOR to large-scale industrial applications (e.g., [6, 14, 96]),
the practical deployment of projection-based MOR techniques remains limited. My research at Inria aims to
overcome the limitations of state-of-the-art MOR methods and ultimately enable their application to real-world
problems.

So far, my research on MOR has focused on three axes that concern three grand challenges of MOR methods.

• Linear-subspace model reduction of parametric systems. I developed hyper-reduced projection-based
ROMs for nonlinear PDEs with internal variables and geometric parameters, and I addressed the in-
tegration of the methodology with the industrial FE code code aster; I further developed constrained
formulations for unsteady PDEs to ensure long-term stability of Galerkin ROMs for turbulent flows; finally,
I devised weighted least-square Petrov-Galerkin formulations for steady-state conservation laws.

• Nonlinear model reduction based on coordinate transformations. I proposed a new optimization-based
framework to the problem of registration in bounded domains. Registration aims to identify and then
track coherent structures of compact support through the vehicle of a smooth, parametric bijection from
the domain Ω in itself. I developed and analyzed a parametric registration technique for arbitrary two-
dimensional domains; furthermore, I proposed an actionable methodology to couple the method with
linear-subspace PROMs and mesh adaptation. I further proposed a nonlinear interpolation strategy —
dubbed convex displacement interpolation — that exploits registration techniques to define parameter-
dependent modal expansions.

• Component-based model reduction of nonlinear PDEs. I proposed a new data compression strategy that
combines localized training based on oversampling and randomized prescription of boundary conditions
with adaptive enrichment .for nonlinear steady-state problems. I further proposed an optimization-based
domain decomposition method that relies on the decomposition of the local states into a port component
— associated with the solution on interior boundaries — and a bubble component that vanishes at ports
to formulate the coupled reduced system as a nonlinear least-squares problem that can be solved using
the Gauss-Newton method.

I believe that the results presented in this manuscript show the promise of the proposed methods and also
motivate further investigations: to provide concrete examples, I am particularly interested in the development
of effective variational space-time formulations, the extension of registration techniques to three-dimensional
problems, and the development of component-based MOR methods based on locally-trained inter-operable
parametric components for unsteady PDEs.

In the future, I plan to keep working on MOR of parameterized systems with particular emphasis on two
subjects: application of MOR to inverse problems (parameter calibration, design & optimization), and structure
preservation.

• MOR for inverse problems. The development of effective MOR techniques for inverse problems is par-
ticularly challenging due to the absence of a clear separation between offline and online stage, which
forces the on-the-fly constructions and updates of the PROM. Towards this end, we should develop sharp
goal-oriented a posteriori error estimators. Furthermore, we should also devise multi-fidelity optimization
strategies that are able to combine information from models of different accuracy.

• Structure preservation. Several independent studies have shown the importance of preserving structural
properties of the PDE system in the reduction process. Typical structural properties include pointwise
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properties (e.g., positivity of density and pressure in compressible flows, non-negativity of water height in
hydraulics) and dynamic properties (e.g., energy/entropy conservation): the former are typically ensured
using variable transformations, while the latter require a careful choice of the projection scheme, time
discretization, and hyper-reduction.
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Hydro-Mécaniques. PhD thesis, Université de Bordeaux, 2022.
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