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Abstract

As robots and autonomous vehicles are being deployed in multiple new challenging
applications, they have to navigate in various complex and unstructured real-world envi-
ronments (e.g. urban traffic, human-shared spaces). In order to model the environment
of a robot for its local planning, object-based representations are the most commonly
used because they are computationally lighter and easier to manipulate in closed-forms.
Though such representations often fail to model unstructured or uncertain scenes, espe-
cially since the surroundings of a robot generally remain largely uncertain because of
sensor limitations and partial scene observability. Under these constraints, probabilistic
Dynamic Occupancy Grids seem to be a promising model to represent the environment of
a robot throughout its navigation software, regardless the complexity and uncertainty of
the scene. Yet, while research in grid-based perception has achieved significant progress
in the recent years, the use of Dynamic Occupancy Grids in local planning remains cir-
cumstantial. For these reasons, this thesis investigates a method to profit from Dynamic
Occupancy Grids in local collision avoidance.

Our first contribution is a grid-based collision avoidance framework along with a
new Predictive Collision Detector that we propose as an interface between state-of-art
grid-based perception and sampling-based planners. Unlike most other approaches, ours
operates only on elementary spatial occupancy such that it captures the richness and
versatility of modern occupancy grid perception.

Our second contribution is a human and interaction aware collision avoidance solu-
tion. It required an extension of the previous Predictive Collision Detector in order to
consider class-specific agent prediction models. A pedestrian-specific prediction model
has also been introduced, it was inspired by a state-of-art human-vehicle interaction
model.

Our third contribution is a new Augmented Reality test framework that operates at
sensor level, on LiDAR data. Unlike most other Augmented Reality frameworks that
operate at object level, our new approach enabled the experimental validation in Aug-
mented Reality of the proposed collision avoidance solution, as a continuous pipeline
from sensor data to the control of the real-world vehicle.

Across this whole work, a particular care has been taken to operate only on sensor
data and elementary spatial occupancy, without using the concept of objects, in order
to capture the richness and versatility of modern occupancy grid perception. A massive
parallelization of the computations since design of the algorithms allowed a frugal im-
plementation that met the real time constraints even on embedded devices. The proposed
methods have been deployed on 3 different robots, including a robotic car, and tested in
real-world experiments. With this contribution, we hope to facilitate the use of Dynamic
Occupancy Grids for collision avoidance and to enhance the connectivity of the state-of-
art of perception and navigation.

Keywords: Dynamic Occupancy Grids, collision avoidance, local planning, Augmented
Reality, Robotics, autonomous vehicles, GPGPU
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Résumé

Comme robots et véhicules autonomes sont désormais déployés dans de nouvelles
applications ambitieuses et exigeantes, ils doivent naviguer dans des environnements
réels, complexes et non structurés (e.g. trafic urbain, espaces partagés avec des humains).
Pour modéliser l’environnement d’un robot pour sa planification locale, ce sont les repré-
sentations par objets qui sont beaucoup plus communément utilisées car elles amènent
des calculs moins lourds et sont plus simples à manipuler en expressions mathématiques
explicites. Mais ces modèles échouent souvent à représenter les scènes non structurées
ou incertaines, d’autant que les alentours d’un robot restent généralement très incer-
tains à cause des limites de capteurs et de l’observabilité partielle de la scène. Dans ces
conditions, les grilles d’occupation probabilistes et dynamiques semblent fournir une re-
présentation prometteuse pour modéliser l’environnement d’un robot dans l’ensemble
de ses logiciels de navigation, de la perception jusqu’à la planification, indépendemment
de la complexité et de l’incertitude de la scène. Mais, alors que la recherche en per-
ception basée sur grilles d’occupation a accompli des progrès significatifs au cours des
dernières années, l’usage des grilles d’occupation en planification locale reste marginal.
Pour ces raisons, la présente thèse recherche comment valoriser les grilles d’occupation
dynamiques au sein d’une méthode d’évitement de collisions local.

Notre première contribution est un système d’évitement de collisions basé sur grilles
d’occupation. Il s’accompagne d’un nouveau Détecteur de Collisions Prédictif que nous
proposons comme une interface entre les solutions de perception basées sur grilles et les
solutions de planification par échantillonnage. A la différence de la plupart des autres
approches, la nôtre opère uniquement sur l’occupation spatiale élémentaire afin d’appré-
hender la richesse et la polyvalence de la perception des grilles d’occupation modernes.

Notre seconde contribution est une solution d’évitement de collisions sensible aux
humains et aux interactions. Ceci a nécessité d’élargir le Détecteur de Collisions Prédictif
avec plusieurs modèles de prédiction, chacun étant dédié à une classe d’agents. Ainsi,
un modèle de prédiction spécifique aux piétons a été ajouté. Il a été inspiré d’un modèle
d’interaction humain-véhicule de l’état de l’art.

Notre troisième contribution est un environnement logiciel de Réalité Augmentée
qui agit au niveau des capteurs, sur les données LiDAR. A la différence de la majorité
des autres systèmes de Réalité Augmentée qui opèrent au niveau de représentations par
objets, notre approche a permis la validation expérimentale en Réalité Augmentée de la
solution d’évitement de collisions proposée, dans son entièreté et sa continuité depuis
les données des capteurs jusqu’au contrôle du véhicule en monde réel.

Tout au long de ce travail, un soin particulier a été apporté à la seule prise en compte
des données des capteurs et de l’occupation spatiale élémentaire, sans jamais utiliser le
concept d’objets, ceci pour appréhender la richesse et la polyvalence des grilles d’oc-
cupation modernes. Une parallélisation massive des calculs dès la conception des algo-
rithmes a permis une implémentation frugale qui a satisfait les contraintes de temps réel
même sur des appareils embarqués. Les méthodes proposées ont été déployées sur 3 ro-
bots différents dont une voiture robotisée et testées dans des expérimentations en monde
réel. Avec cette contribution, nous espérons faciliter l’usage des grilles d’occupation dy-
namiques pour l’évitement de collisions et ainsi améliorer la connectivité de l’état de
l’art de la perception et de la navigation.

Mots-Clés : grilles d’occupation dynamiques, évitement de collisions, planification lo-
cale, réalité augmentée, robotique, véhicules autonomes, GPGPU
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Glossary and acronyms

ADAS Advanced Driver Assistance Systems. 15, 92, 93, 115, 131

ADS Automated Driving Systems. 15, 16, 18, 19, 22, 24, 28, 29, 31, 32, 37, 50, 55, 61,
63, 64, 66, 92, 93, 96, 115, 117, 131

agent In the path planning process, actors of the scene and moving obstacles that coexist
with the ego-vehicle and risk to collide with it are referred to as agents. 38, 44, 58,
66, 67, 69, 71–73, 81, 89, 90, 95, 117, 118

AR Augmented Reality, within this thesis, it refers to Augmented Reality on sensor data
that is used as a test method that challenges the navigation software of a robot by
adding virtual elements to its sensing of the environment. 17–19, 32, 33, 57, 79, 89,
91, 93, 95–98, 100, 103–105, 107, 111–113, 115–118, 120–122

CMCDOT Conditionnal Monte-Carlo Dense Occupancy Tracker, it is a generic spatial
occupancy tracker which infers dynamics of the scene through an hybrid representa-
tion of the environment, consisting of static occupancy, dynamic occupancy, empty
spaces and unknown areas. It produces a Dynamic Bayesian Occupancy Grid. It has
been proposed in [RNL15]. This software together with the Ground Elevation and
Occupancy Grid Estimator [RPNL17] forms the perception suite that has been used
all along the present thesis. 16, 23, 25–27, 29, 32, 34, 38, 46, 48, 58–60, 64, 69, 71,
72, 78, 89, 106, 107, 120, 121, 132, 134, 135

Collision Detection Collision Detection is the process of interpreting grid-based per-
ceived obstacles into collision risks in a configuration space. 16, 24, 38

configuration A configuration is the description of a state of a robot, including the po-
sition of its joints. For planar mobile robots, a configuration is given by the two-
dimensional position and the heading. A time stamp might also be included in the
configuration. 24, 39, 41, 45, 46, 108

CUDA NVIDIA Compute Unified Device Architecture [L08]. 34, 48, 78, 104

Dynamic Occupancy Grid please refer to section 2.3.1 for an extensive definition. 16,
18, 19, 21, 23–27, 35–39, 41, 42, 46, 61, 63, 72, 89, 106, 115, 117, 118, 122

ETSI European Telecommunications Standards Institute. 22, 23, 33

FRP Freezing Robot Problem, a common issue of robotic navigation in crowded environ-
ments that has been identified in [TK10]. It occurs when the environment surpasses
a certain level of complexity such that the planner decides that all forward paths are
unsafe then the robot is ’frozen’. 63, 65, 67–69, 72, 83, 84, 89
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GEOG Ground Elevation and Occupancy Grid Estimator, it is a method for ground la-
beling in 3D point clouds that filters local ground elevation with a Spatio-Temporal
Conditional Random Field. It is combined with a LiDAR inverse sensor model to esti-
mate an instantaneous Bayesian Occupancy Grid. It has been proposed in [RPNL17].
This software together with the Conditionnal Monte-Carlo Dense Occupancy Tracker
[RNL15] forms the perception suite that has been used all along the present thesis.
25, 32, 34, 106, 120

GMM Gaussian Mixture Model. 74, 75

GP-GPU Global Purpose computing on Graphics Processing Unit, more details are pro-
vided in section 2.4. 17, 19, 21, 34–36, 38, 41, 44, 47, 48, 61, 74, 78, 91, 100–102,
104, 115

HiL Hardware-in-the-Loop, it refers to a simulation environment where a software under
test can be executed as it would be on the actual device and on the same computing
hardware. This is a step more towards real-world than software-in-the-loop. It forces
to respect the memory and computing capability constraints with a real-time execu-
tion. 48, 49, 53, 54, 58, 94, 95, 131, 134, 135

instance segmentation Instance segmentation is the process of distinguishing objects of
the same class. 23

MPC Model Predictive Control. 17, 24, 38, 46–48, 60, 69, 78, 109

ODD Operational Design Domain. 15, 32, 40, 64, 82

path A path is a sequence of configurations, without time stamps. 49

PCD Predictive Collision Detector, it is a software module which is proposed in the
present thesis. Please refer to section 3 for more details. 17–19, 37, 38, 41, 42,
47, 48, 52–55, 58–61, 63–67, 69, 71–74, 77–89, 91, 92, 96, 97, 107–111, 113–118,
120–122

perception Perception is the process of representing a robot’s sensory information in a
task-oriented model of the world (from [SK16]). 15, 16, 21, 95

planning Planning is the process of searching a sequence of commands to drive a robot
on a collision-free trajectory towards a goal. It can be subdivided in global planning
(also known as path planning), the long-term planning with little consideration of
dynamic elements, and local planning (also known as motion planning and collision
avoidance), the short-term planning that considers dynamic elements on the way to a
local goal. The present thesis focuses on the task of local planning. 15, 16, 21

representability The representability of a simulation or of an augmented reality system
is defined as the capacity of the system to reproduce the conditions of real-world tests.
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If the system is representable, the tests that are conducted in the virtual or augmented
environment generate the same outcome than real-world equivalent tests. 92, 94, 103,
105, 109, 111

RSS Responsibility-Sensitive Safety, a mathematical model for safety assurance in driv-
ing applications that has been proposed in [SSSS17]. 19, 50–53, 55, 56, 61, 85, 86

semantic segmentation Semantic segmentation is the process of identifying the nature
of an object (human, vehicle, building, ...). 23, 25

SFM Social Force Model, it is an empirical model for motion of humans in crowds which
is inspired from Newton’s laws of motion. It has been proposed in [MHG+09] from
experimental data and commonly used since then. 63, 68, 72, 74–76, 87, 89

SiL Software-in-the-Loop, it refers to a simulation environment where a software under
test can be executed as it would be on the actual device. This implies specifically to
respect real-time constraints and same inputs and outputs as in the real-world experi-
ment. 79, 80, 82, 83, 89, 94, 95, 118, 120, 121, 131, 134

SPACISS Simulation of Pedestrians and an Autonomous Car in Shared Spaces, it is a
simulator that is inspired from observation of actual human behaviors and tailored to
model interactions between a car and numerous pedestrians. It has been proposed
in [P21]. It considers avoidance and social interactions among pedestrians as well
as reactions of pedestrians to the car resulting either from the decision of a single
person either as a group behavior. Moreover randomized initialization and decisions
generate a large manifold of behaviors to challenge the collision avoidance. Simulated
behaviors vary from cooperative (pedestrians yield or avoid the car) to selfish (they
follow their path and do not mind the vehicle). 49, 51, 79, 82, 85, 87, 105

trajectory A trajectory is a sequence of time-stamped configurations. 24, 41, 45, 46

TTC Time To Collision, it is defined as the mathematical expectancy of the date of first
collision on a given trajectory. 19, 41, 46–48, 108–111

V2X Vehicle-to-everything communication i.e. communication between a vehicle and
any entity that may affect it or may be affected by it. 23, 96

ViL Vehicle-in-the-Loop, it refers to a simulation environment that is used for automo-
tive testing. In this approach, the software under test is executed as it would be on the
actual device and on the same computing hardware and on-board of the actual vehicle.
While the test happens entirely in the virtual environment, the actual vehicle may be
standing on a test bench or driving on an empty road. 95, 97, 98, 100, 111, 112, 115
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Chapter 1. Introduction

1.1 Problem statement

In the previous decade, Automated Driving Systems (ADS) went through a significant de-
velopment. Fully automated driving is becoming a reality with autonomous shuttles and robot
taxis [L23]. Regulatory instances have authorized some experimentations of ADS [W22].
Advanced Driver Assistance Systems (ADAS) are also increasing safety and making drive
easier in cars of the general public [NHT23]. With the astonishing results that have been
achieved by both industrial and academic actors, one might think that ADS are ready for an
everyday use for people’s transportation. Yet, in spite of the millions of miles that were driven
by autonomous vehicles, autonomous driving remains an open research field with numerous
unsolved issues.

Perception is one of the most important open research topics [YLCT20]. Commercially
released Automated Driving Systems (ADS) have shown that they suffer from perception
issues, either faulty detections causing undesired braking [H22, R22, B22] either missing
detections resulting in fatalities[A21]. Another critical open research topic is the drive in
complex environments. ADS have only been released on structured roads and highways, the
organization and well defined traffic rules of these Operational Design Domain (ODD) make
them simple environments where to navigate. Several crashes of automated vehicles proved
that it is more difficult to navigate when this structure gets confused, for example in traffic
jams resulting from a pre-exisiting car crash and when vehicles have to yield before a first
responder vehicle [PR22]. Urban environments and especially shared spaces, are way more
challenging [W23, C20, L23, M23] because they present less structured environments where
vehicles might interact with many actors of a wide diversity (pedestrians, cyclists, animals,
other vehicles, ...). This is again a problem of perception and also a problem of navigation in
interaction with other actors.

Recent major progresses in perception, in sensor fusion, in semantic and instance segmen-
tation, in perception under uncertainty, prepare the way for new developments of Automated
Driving Systems (ADS) and solve the above-mentioned issues. However these new percep-
tion techniques require to be used with appropriate motion planning systems that can benefit
from such rich inputs. The formats of the data that perception systems use to represent the
surroundings of the vehicle have evolved. Therefore planning systems must evolve in con-
cordance. Despite significant progresses in planning for vehicles, research works very rarely
consider realistic inputs from state-of-art perception systems. Therefore it appears that the
study of jointly designed state-of-art perception and planning systems is needed to benefit
from advances in perception and finally have ADS safer and deployed in new Operational
Design Domain (ODD).

While joint design of perception and planning is an ideal for navigation of a vehicle in
complex environments and management of sensor faults, this itself is a challenge. First, the
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perception system and the planning system must share a common format to represent the
environment of the vehicle. On the one hand, state-of-art perception systems tend to complex
formats, rich, dense, stochastic and semantic, such as bird-eye-view images of the vehicle’s
surroundings. On the other hand, planning systems tend to use much simpler formats such as
finite lists of objects. This is mandatory to apply several planning techniques, such as closed-
forms approaches. Second, making use of richer information in the planning system is likely
to increase its computational complexity but the navigation system must still satisfy the hard
real-time constraints of ADS and the frugality requirements of embedded hardware. Finally,
when using a tight coupling of perception and planning through a complex data format, it
is highly difficult to validate these systems independently. Indeed there is often no available
metrics on this format to evaluate the perception outputs such that the perception performance
can not be evaluated independently. Similarly there is generally no simulation model to
generate the planning inputs that would be used to evaluate the planning performance in a
simulated environment. Therefore perception and planning have to be validated as a whole.

Within this context, the present thesis considers one particular state-of-art perception for-
mat, the Bayesian Dynamic Occupancy Grids which is the output of the Conditionnal Monte-
Carlo Dense Occupancy Tracker [RNL15] (CMCDOT) perception software [RNL15]. This
perception system has shown superior performances in modeling uncertainties and complex
scenes. It appears then as a great candidate to solve the current issues of ADS that have been
mentioned above. Despite many significant research works on this perception format and
other similar formats, very few attention has been focused on its use for planning. There-
fore, in order to make ADS benefit from such a promising perception system, the present
thesis intends to propose a collision avoidance system that has been tailored for Bayesian
Dynamic Occupancy Grids. Also a new validation framework has been designed to evaluate
the performance of the proposed avoidance framework as a coupled perception and planning
system. With this contribution, this thesis aims to facilitate the use of the CMCDOT and
similar perception systems in ADS. Ultimately, the author hopes that this thesis will enhance
the connectivity of the states of the art of perception and planning.

1.2 Proposed approach

It has been noticed in section 1.1 that current Automated Driving Systems (ADS) suffer
from perception issues and difficulties to operate in complex crowded environments. While
promising research works in perception have been conducted, they are rarely applied to nav-
igation because they make use of new formats to represent the environment that are not rec-
ognized in planning approaches.

The present thesis proposes to enhance the usability of one particular perception format,
the Dynamic Occupancy Grid, in local planning applications such that its inherent properties
could contribute to solve the problems of current ADS. In order to do so, a new Dynamic
Occupancy Grid based collision avoidance framework is proposed. It relies on a Collision
Detection that would interpret this perception format into configuration space. This new Col-
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lision Detector combines a prediction module that interprets motion particles with the gen-
eral collision detection on the probabilistic occupancy grid. The whole algorithm is designed
for efficient parallelization in Global Purpose computing on Graphics Processing Unit (GP-
GPU). This contribution is then named Predictive Collision Detector (PCD). In the present
thesis, it enables to apply sampling-based Model Predictive Control (MPC) with a Bayesian
Dynamic Occupancy Grid based perception. This PCD is proposed as a general interface
between sampling-based planners and Dynamic Occupancy Grid based perception solutions.
This collision avoidance framework is deployed and evaluated on several vehicles including
a prototype of autonomous car. Various examples illustrate that this proposed system benefits
from the probabilistic and dense of the environment that Dynamic Occupancy Grids provide.

This first collision avoidance framework does not consider neither the semantic classifi-
cation of agents neither interactions with them. An extension of this framework considers
a semantic grid as an additional input. It enables to continuously adapt the prediction us-
ing a classification probability and class-specific prediction models. This new framework is
demonstrated with a class-specific prediction model for pedestrians. This prediction model,
inspired by the literature of human motion prediction, is behavioral and interaction-aware.
This more accurate prediction significantly improves the previous collision avoidance system
and enables navigation in crowded environments. This improved collision avoidance system
is capable of cooperative navigation with humans. Its results qualitatively compares with
the state of the art of human-aware navigation but it appears to be more versatile and scal-
able. It has also been deployed on a prototype of autonomous car under realistic perception
conditions. It also illustrates the resilience of the overall system when facing highly dense
crowds.

In automotive applications, testing and validation commonly rely on the ability to aug-
ment a vehicle’s perception at run time with virtual objects. This method of Augmented Re-
ality (AR) ensures repeatability of the tests, enables to safely test collision scenarios, allows
dynamic reconfiguration of scenarios and reduce the overall engineering effort for testing.
However these techniques cannot be used as such with Dynamic Occupancy Grid based col-
lision avoidance because the augmentation of a Dynamic Occupancy Grid with virtual objects
is undefined. Instead of augmenting the perception itself with virtual elements, the present
work proposes to augment the sensor data. So the concept of AR at sensor level is introduced.
It has the advantage of being agnostic of the internal perception format and more realistic be-
cause it challenges jointly the processes of perception and planning. This sensor-level AR is
proposed on LiDAR data. The LiDAR data augmentation can be achieved in real-time thanks
to the proposed augmentation algorithm that exploit massive parallelization in GP-GPU. The
augmentation is realistic in the sense that it preserves the structure of the actual LiDAR data
and models reciprocal occlusions between real and virtual elements. The method is deployed
on a prototype of autonomous car. It is then used to test and validate the propose Dynamic
Occupancy Grid based collision avoidance.
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1.3 Contributions

The thesis is structured with 3 main contributions that are listed in the next paragraphs.
They have been reused in different research projects and they included software that has been
deployed on several experimental platforms within transfer projects. These applications are
described in section 6.2.3.

The first main contribution of the present thesis is a Dynamic Occupancy Grid based
collision avoidance framework together with its core software module which is referred to as
Predictive Collision Detector (PCD). This framework achieves a versatile collision avoidance
from a probabilistic perception input. The PCD could be generalized as a standard interface
between Dynamic Occupancy Grids and sampling-based planners. This development has
been realized within the project IRT NANOELEC – SVA and deployed on 3 vehicles, an
autonomous car prototype and 2 lighter robots, within the projects IRT NANOELEC – SVA,
IRT Nanoelec – Light Vehicle Demonstrator and R&D Booster MoovIT. This work has also
been used to produce experimental data for the project PRISSMA. The description of this
contribution has been published in [GRSL23].

The second main contribution of this thesis is the extension of the PCD to human-aware
navigation thanks to an additional semantic classification input and behavioral interaction-
aware prediction models. Enriched with pedestrian prediction model, this new version of
the PCD has significantly increased the performance of navigation in crowded environments
without reducing safety. This development has been realized within the project IRT NANO-
ELEC – SVA and deployed on 2 vehicles, an autonomous car prototype and a lighter robot,
within the projects IRT NANOELEC – SVA and R&D Booster MoovIT. This extension of
the PCD has been proposed and published in [GSL23b].

The third main contribution of this thesis is an Augmented Reality (AR) testing and vali-
dation framework for advanced automotive software together with the real-time LiDAR data
augmentation module. This achieves real-time and realistic augmentation of LiDAR sensor
data with virtual elements in order to challenge advanced automotive software. This devel-
opment has been realized and deployed on an autonomous car prototype within the project
IRT NANOELEC – SVA. This work has also been used to produce experimental data for the
project PRISSMA that investigates new validation approaches for Automated Driving Sys-
tems (ADS). This new approach for testing and validation has been presented and published
in [GHRL22].

1.4 Manuscript outline

The chapter 2 Technical context introduces notions that are not contributions of the present
thesis but that are necessary for its understanding. This chapter proposes first an analysis of
the interconnections of common perception and planning methods through the chosen en-
vironment representation format to illustrate that Dynamic Occupancy Grid are rarely used
for local planning. The Dynamic Occupancy Grid has been chosen as input of the collision
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avoidance framework that proposed in this thesis. This format is described along with its po-
tential benefits and constraints for local planning. The main disadvantage of this perception
format is to be particularly heavy in memory and computationally expensive to process. So
the concept of massive parallel computing and its application on GPU, Global Purpose com-
puting on Graphics Processing Unit (GP-GPU), is presented with constraints that it yields on
the design of the algorithmic contributions of this thesis.

The chapter 3 Proposed collision avoidance framework introduces the proposed collision
avoidance framework. It is first reminds that the motivation of this work comes from the
current issues of Automated Driving Systems (ADS) and from the lack of Dynamic Occu-
pancy Grid based planning solutions. Then it explains the intention to propose an interface
between Dynamic Occupancy Grid based perception and sampling-based planners. A state of
the art of occupancy grid based collision avoidance is presented and the proposed approach
is compared with it. The proposed collision avoidance solution is detailed with an overview
of its framework and its major contributed components that constitute the proposed Predic-
tive Collision Detector (PCD), a particle-based occupancy prediction, the stochastic collision
detection and the computation of an expected Time To Collision (TTC). The deployment of
this collision avoidance is presented on different applications and experimental results on 3
different vehicles are displayed. Multiple qualitative results and analysis of the avoidance
behavior are presented. The Responsibility-Sensitive Safety [SSSS17] (RSS) definition of
safety distances is introduced and it is used in a quantitative evaluation of the safety of the
proposed system in simulation.

The chapter 4 Application of the proposed method to human-aware collision avoidance
describes the extension of the proposed collision avoidance framework to human-aware nav-
igation. After reminding the current limitations of autonomous vehicles in shared spaces,
this chapters presents the proposed additions to the collision avoidance framework. As this
extension of the PCD targets navigation in human populated environments, a state of the art
of human-aware navigation is presented. The proposed approach is introduced along with
its originality within the state of the art. Then is presented the methodology of this addi-
tion to the PCD, how it handles a continuous classification probability and how a state-of-art
human-motion model has been integrated in the probabilistic prediction. After an explana-
tion of the implementation details, qualitative and quantitative results are presented. These
results include a quantitative comparison with the previous collision avoidance framework
and experiments on an autonomous car.

The chapter 5 Proposed Augmented Reality test framework presents the Augmented Real-
ity (AR) validation framework to evaluate the performance of the collision avoidance systems
of chapters 3 and 4. It is first explained why this new tool is needed to validate automotive
software such as the proposed collision avoidance. The related state of the art is presented and
the originality of the proposed approach, that provides real-time Augmented Reality at sensor
level instead of object-based representations, is pointed out. The structure of the framework
is described with its modules and the LiDAR data augmentation function which is at the
core of this system. Then, implementation details, qualitative experimental results and an

19



experimental quantitative validation are provided.
Chapter 6 Conclusion and future works concludes the present thesis. It first synthesizes

the overall work that is presented all along the document. Then the contributions of the
present thesis are listed in terms of published papers, in terms of reuse in transfer and research
projects and in terms of broader scientific diffusion. Finally several possible future works are
proposed to continue with the contributions of the present thesis.
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Chapter 2. Technical context

2.1 Chapter outline

This chapters introduces concepts that are not contributions of the present thesis but that
are necessary for its understanding. The section 2.2 Environment models in perception and
collision avoidance proposes an analysis of the interconnections of common perception and
planning methods through the chosen environment representation format and it is observed
that Dynamic Occupancy Grid are rarely used for local planning. Then section 2.3 Dynamic
Occupancy Grids for collision avoidance defines the notion of Dynamic Occupancy Grid and
presents its potential benefits and constraints for local planning. This will be widely reused
further in this thesis since Dynamic Occupancy Grid is the input of the collision avoidance
framework that is proposed in this thesis. Afterwards section 2.4 Massive parallel com-
putations to process Dynamic Occupancy Grids describes the concept of massive parallel
computing and its application on GPU, Global Purpose computing on Graphics Processing
Unit (GP-GPU). It is presented as a convenient tool to process Dynamic Occupancy Grids
but constrains the operations. This technique is considered for the software contributions of
this thesis and its constraints are incorporated in the design of the algorithms.

2.2 Environment models in perception and collision avoidance

One the one hand, [SK16] defines perception as a task-oriented representation of the en-
vironment of a robot. On the other hand, the performance of a planning system is bound
to its available perception. Then, it appears that there is an intrinsic dependence between
perception and planning that lies in the format which is used to describe the perceived en-
vironment. Optimally, perception and planning share the same format. If they do not, a
translation is needed from the format in perception to the format in planning. This translation
should be lossless such that all perceived information can be valued in planning. However
recent evolutions of the perception techniques [PCD+23] have led to new ways to represent
the environment for which there is no lossless interpretation in planning. This causes subop-
timal performance of the whole navigation system that is a possible cause of issues that were
presented in section 1.1. In order to identify in which cases this occurs and what can be done
to improve the situation, the next paragraphs go through the usual formats that roboticists use
to model the environment of a robot and their common use in perception and planning. This
has been established with the help of [SK16], [YLCT20] and [GPMN16]. [SK16] categorizes
common environment representations in robotics in 4 base categories : raw sensor data, fea-
tures, grids and graphs. In a graphical display, fig.1 presents these world modeling formats
with the perception and planning techniques they are commonly used with. In this figure,
grid-based perception appears actively researched in perception but rarely used in local plan-
ning. In the meanwhile, configuration space graphs are commonly used in effective planning
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approaches while they are not directly observable. Considering this, the present thesis inves-
tigates the interpretation of recent grid-based representations into configuration space graphs.
It would enable to combine the benefits of grid-based perception and graph-based planners.
The presented list of world modeling formats formats, perception and planning techniques
and its graphical illustration intend to provide an overview but they are not meant to be ex-
haustive. Also each of the 4 main formats can be subdivided in several modeling approaches
that differ in their nature and in their purpose.

world
models

perception
techniques

avoidance
techniques

Sensor-based
formats

Objects
and other
features

Occupancy
grids

Configuration
space graphs

Range scans
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fields
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Potential
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Closed-form
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AI-based
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Dijkstra
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RRT

Collision
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Figure 1 – Non-exhaustive graphical representation of common associations between perception,
world modeling and collision avoidance techniques.

2.2.1 Raw sensor data

Some planning methods have been developed to directly process sensor data without us-
ing additional perception software. This is less common than other approaches but has been
often used with cameras (visual servoing) or range scans. Potential Fields [K86] applied with
LiDAR scans is a popular example. However the direct use of sensor data is only possible for
simple navigation tasks and lacks of explainability.

2.2.2 Feature-based models

In robotics, The most common way to describe the world around a robot is to describe it
with a finite list of features that it contains. These features might be actual entities (objects,
actors, obstacles) or abstract features (landmarks, waypoints, curves, particles, probability
distributions, ...). Considering Automated Driving Systems (ADS), features are generally the
other actors and obstacles, with their shape information as a bounding box, speed and seman-
tic information. Curves are also used to describe the road structure. Regarding the application
to ADS, in [ETS19], the European Telecommunications Standards Institute (ETSI) defines
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object-based standards for shared perception in Vehicle-to-everything communication (V2X).
This standard defines a perceived object by its relative position to the ego-vehicle, its speed,
its acceleration, its bounding box and its classification. One global confidence is associated
to the whole observation then confidences are provided for the position estimation. With this
standard, ETSI enables a very limited expression of uncertainty. These representations can
be obtained by semantic segmentation and instance segmentation either in learning-based
approaches or with clustering and tracking on sensor data or occupancy grids. In terms of
perception, these approach have several drawbacks. First, they do not provide a dense rep-
resentation of the world i.e. there is no information about places where there are no objects.
In the ETSI standards, this can be partly compensated by providing a simplified free space
expression with uniform confidence on simple geometric shapes but this does not suffice to
express realistic sensing uncertainties. Second, object-based models fail to represent uncer-
tainties in the existence or segmentation of objects. Finally, the complexity of this represen-
tation depends on the scene. In terms of planning, feature-based models are very convenient
to manipulate with a low computational cost. Such finite list of object are easy to integrate in
closed-forms or optimization problems. They are also often used in learning-based planning
approaches [A20].

2.2.3 Grid-based models

Grid-based representations of a robot’s environment are also gaining attention of the re-
search community. They consist of a two-dimensional discretization of the scene, generally
in bird-eye-view. They might be allo-centric (in a fixed frame) or ego-centric (in the robot’s
frame). While maps are the most natural source of grid-based representations, such represen-
tations can also be generated with several learning-based approaches and various occupancy
filtering methods. Unlike feature-based approaches, grid-based representations provide dense
information and a convenient support for uncertainty. Yet they fail to accurately model objects
and distances below their resolution and beyond their boundaries while resolution and size
must remain bounded to preserve reasonable computational complexity. These grids are also
difficult to manipulate with most planning approaches. Currently grid-based representations
are mostly for global planning, for example with the A* planner [HNR68] and associated
approaches. Some learning based approaches also process grid-based representations, they
are convenient for this because they can be processed as images.

Several research works in perception propose innovative grid-based formats. The Hybrid-
State Bayesian Occupancy Filter [NRL14] and the Conditionnal Monte-Carlo Dense Occu-
pancy Tracker [RNL15] (CMCDOT) [RNL15] propose the concept of Bayesian Dynamic Oc-
cupancy Grid that models occupancy and motion under uncertainty according to the Bayesian
probability theory with a grid representation for static occupancy and list of particles to model
moving elements. The notion of Evidence Grid [MCT+17] is a similar concept under the
Dempster-Shafer Evidence theory. The Lambda-Fields approach [LRK+21] proposes an-
other solution which does not depend on the tessellation size. [EWL19] incorporates se-
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mantic information into Dynamic Occupancy Grid. While the above-mentioned approaches
rely on explicit inverse sensor models and probabilistic occupancy filtering, there are also
model-free approaches relying on deep learning to compute occupancy grids. [SBGD22]
presents such a method to generate a Dynamic Occupancy Grid together with the semantic
grid. [DZSGE+23] proposes a semantic grid-based perception. Despite the significant re-
sults of these works, there are little research on Dynamic Occupancy Grids in a planning
perspective [F09].

2.2.4 Graph-based models

Unlike the above-mentioned approaches, graph-based formats enable the representation
of the structure of world. For ADS, they have been used in decision making problems to rep-
resent interactions between agents. Graphs are also used to represent the topological structure
of the scene. They can be extracted from maps or grids and interpreted in global planning
and routing problems. All graph-based approaches offer high-level abstraction of the problem
they have been designed for but they are generally not directly available to any sensor.

A specific but widely used type of graph is the graph in the configuration space. Config-
urations denotes the possible states of a robot, in space and possibly in time. While graphs in
the State space model the topology of the world, configuration space graphs model the topol-
ogy of the world according to the robot’s motion model. For this reason, they are extremely
convenient for planning. If the time dimension is also considered, configuration space graphs
enable to model feasible trajectories of a robot, this is a very popular approach in local plan-
ning which is shared by all sampling-based planners. For example, Sampling-based Model
Predictive Control (MPC) [DCJC08] generates a configuration graph by sampling commands.
The Model Predictive Path Integral [WDG+16] investigates randomly the configuration space
around a trajectory in order to optimize it. The RRT [LK99] approach relies on the construc-
tion of rapidly exploring random trees in the configuration space. Also the concept of State
Lattices [PK05] uses tailored motion primitives in the exploration of a configuration space
graph to ensure its connectivity. Despite the success of these approaches and their everyday
use in the Robotics planning community, configuration space graphs are not observable and
there is no standardized manner to generate them from perception.

From the overview that has been given in this section, it appears that there is active and
promising research on grid-based perception while there is little consideration of grid-based
local planning in research. In the meanwhile, there are widely used and actively researched
local planners that rely on configuration space graphs while such graphs are not directly
observable. Therefore interpreting novel grid-based perception formats into configuration
space graphs would enable to get the best out of both approaches and would be beneficial
for both the perception and the planning research communities. This is the motivation of the
present thesis. This process of translation from a grid representation to a configuration space
graph is referred to as Collision Detection.
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2.3 Dynamic Occupancy Grids for collision avoidance

2.3.1 Concept of Dynamic Occupancy Grid

The present thesis uses a perception system that relies on the Ground Elevation and Oc-
cupancy Grid Estimator [RPNL17] (GEOG) [RPNL17] and the CMCDOT [RNL15]. Given
LiDAR point clouds and the odometry of the vehicle, this software suite computes a Dynamic
Occupancy Grid to represent the environment of the vehicle. This Dynamic Occupancy Grid
is then the input perception format for the collision avoidance systems that are studied in this
thesis.

In the CMCDOT framework [RNL15], a Dynamic Occupancy Grid is a ego-centric 2D
bird-eye-view representation of the likelihood of space around the vehicle to be occupied by
obstacles, and their estimated speed. It uses a hybrid model, a grid to represent the distribu-
tion of occupancy probability and particles to represent the distribution of motion probability.
Each cell in the grid provides, P(D|O), the probability of it to be occupied by a dynamic ele-
ment given that this cell is occupied, P(O|Z), the probability of it to be occupied by a obstacle
given that this cell has been observed and, P(Z), the probability of having observed this cell.
Each particle comes with p, the probability of occupancy that it conveys and (Vx,Vy) its speed
along the planar axes. The dimensions of the grid and the number of particles are fixed pa-
rameters that are assumed to be large enough for the desired navigation task.

Fig.2 presents an example of Dynamic Occupancy Grid. This example has been computed
on board of an experimental automated car, from LiDAR data that have been processed by
the CMCDOT perception suite [RPNL17, RNL15]. An on-board camera in the front of the
vehicle has recorded the scene. The Dynamic Occupancy Grid itself consists of the perceived
occupancy and velocity that are displayed in 2 grids for a better understanding. Several
elements have been circled on the camera view and on the occupancy grid to help the reader
to understand the correspondence. In this urban scene, perceived static objects and road users
can clearly be identified in the grids. It also reveals the blind spots, in red. Variations of
uncertainty also appear with unclear perception of further elements as well as with inference
in currently masked areas. This type of grid is the main perception format for the collision
avoidance framework that is proposed in the present thesis. This same display will be reused
all along the document.

There exist other types of Dynamic Occupancy Grids [N17, SBGD22, LRK+21] that rely
on different theories of probabilities and different approaches but generate grids that contain
similar information. Even if some of these approaches provide a velocity grid instead of list of
motion particles, this velocity grid can be regarded as a sparse array whose non-zero elements
constitute a list of motion particles. Hence we assume that the collision avoidance framework
that is proposed in the present thesis and that relies on the CMCDOT for perception could
theoretically be applied with these perception solutions that also rely on Dynamic Occupancy
Grids.

Relying on a semantic segmentation such as [EWL19] or [DZSGE+23], semantic clas-
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Figure 2 – Exemple of a Dynamic Occupancy Grid as provided by the CMCDOT perception suite
[RPNL17, RNL15]. This image has been provided by [RDGML22].
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sification filtering has been introduced in the CMCDOT by [RDGML22]. This enables the
construction of a filtered semantic grid which serves as input of for the work of the present
thesis. This semantic grid has the same dimensions that the Dynamic Occupancy Grid and
provides for each cell, P(Ck),k ∈ J0,nK, the probability of particles lying in this cell to belong
to an object of class k among n classes. C0 corresponds to the class of unidentified object.
Fig.3 presents an example of semantic grid. In the example, the semantic grid is an additional
output of the CMCDOT perception suite [RPNL17, RNL15, RDGML22]. Other approaches
such as [SBGD22] integrate the task of semantic classification in the process of estimation of
the Dynamic Occupancy Grid. In the present thesis, the semantic grid is used along with the
Dynamic Occupancy Grid within the proposed collision avoidance framework.

Simulated environment

Occupancy grid
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� unknown
� dynamic
� static

� free
� unknown
� dynamic
� static

Semantic Grid

� free
� unknown
� unclassified
� pedestrian
� car

� free
� unknown
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Figure 3 – Exemple of a Dynamic Occupancy Grid and semantic grid as provided by CMCDOT
perception suite [RPNL17, RNL15, RDGML22]. The motion estimation is not displayed in this illus-
tration.

2.3.2 Benefits of Dynamic Occupancy Grids for collision avoidance

Dynamic Occupancy Grids are difficult to manipulate for local planning purposes. First
the absence of instantiated objects makes it impossible to use as such with closed forms and
several optimization techniques. Then the computational cost to process the large data of this
object is an insuperable obstacle for many approaches. Finally, the hybrid representation with
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grid and particles is uncommon and prevents the use of classical planning approaches. But
the Dynamic Occupancy Grid is a very promising input for new planning approaches. The
paragraphs below list the advantages of this environment model for local planning.

Fully probabilistic Unlike object-based representation, Dynamic Occupancy Grids are
able to model any probability distribution of the state of the environment. So this format is a
versatile tool that can represent accurately any uncertainty in the perception. It can model the
uncertainty of the existence of an obstacle, the uncertainty of its shape, of its position, of its
classification, of its motion and speed. So Dynamic Occupancy Grids can represent not only
a highly confident detailed perception of a scene but also a very vague detection in poor sens-
ing conditions. Such poor sensing conditions are common in Robotics and ADS, either for
distant objects, in bad weather, when encountering partial occlusions or with cheap sensors.
While object-based approaches are at some point bound to the binary existence or absence
of an object, Dynamic Occupancy Grids offer the possibility to model a diffuse likelihood of
existence of something unclassified.

� free
� unknown
� occupancy

� free
� unknown
� occupancy

Figure 4 – Example of an instantaneous occupancy grid from ultrasonic range sensors on board
of an industrial logistics robot. The distribution of occupancy probabilities accurately reflects the
uncertainties that are inherent to the sensing modality.

If this could be used for planning, it would help navigation systems of autonomous vehi-
cles to make appropriate collision risk estimations when sensing is limited. It could prevent
some fatalities such as those that have been mentioned in section 1.1. Fig.4 and fig.5 illustrate
situations where this probabilistic representation of obstacles enhances a robot’s perception.
In fig.4, an industrial logistics robot evolves in an indoor environment. The displayed instan-
taneous occupancy grid results from the combined perception of 8 ultrasonic range sensors.
As these sensors provide only one range measurement over a large angular sector, their de-
tections are modeled by diffuse occupancy on the grid. This grid also reveals blind spots and
overlapping observations. The distribution of occupancy probabilities in the grid successfully
captures the uncertainties that are inherent to this sensing modality, it would be impossible
with object-based models. Fig.5 depicts a similar scene with the same robot and sensors.
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Figure 5 – Example of a filtered occupancy grid from ultrasonic range sensors on board of an in-
dustrial logistics robot. Thanks to its distribution of occupancy probabilities, the grid conveys the
uncertainties in the inference that result from the spatial-temporal filter.

This time the filtered occupancy grid is displayed. It shows that the spatio-temporal filter-
ing (provided by CMCDOT) associates high confidences to current observations and diffuse
lower confidence to persistent past observations. This could enable a planning system to take
advantage of memories of previous observations while knowing that it is an uncertain infor-
mation that might not be valid anymore. Again, such a representation of inferred information
could not be achieved with different environment models.

Dense information Unlike other perception representations, occupancy grids offer a unique
dense representation of space. While object-based approaches only provide knowledge on
the areas where objects lie, grid-based approaches provides the likelihood of occupancy and
observability everywhere within the boundaries of the grid. This enables to distinguish the
space that has been observed to be free from blind spots and areas with limited observations.
Using this for local planning could enhance the robustness of ADS. Fig.6 and fig.7 present
examples of the usage of dense occupancy and observability information on occupancy grids.
Fig.6 displays a filtered occupancy grid that has been perceived by a car in a simulated ur-
ban environment. The grid clearly distinguishes the blind spots (behind building on the right
and before leading vehicle) from the space that is observed to be free. This spatially dense
classification of space is then available for planning. Fig.7 presents a real world example of a
filtered occupancy grid that has been enriched with prior knowledge from a map. The fusion
assumes that the information from the map is not as reliable as current observations. This is
visible in the occupancy grid through light red colors, it represents some uncertainty in the
free space that comes from the map but has not been observed. Fused in this single occu-
pancy grid, both local perception and prior map knowledge have served a path planner in the
computation of the green path that drives the car across this environment. The information
density serves here to differentiate the reliability of knowledge from different sources.
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Figure 6 – Example of a filtered occupancy grid from a car in a simulated urban environment. It
explicitly displays blind spots and free space.
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Figure 7 – Real world example a filtered occupancy grid resulting from the fusion of observations
from a car and previous knowledge from the map. From this occupancy grid that associate different
confidences to each of these 2 sources of knowledge, a path planner has computed the green path to
drive the car to another parking spot.

Sensor fusion framework Dynamic Occupancy Grids are agnostic from the sensor. The
perception software that produce these grids relies on either on end-to-end approaches either
on inverse sensor models that capture the specificity of the sensing device but the resulting
grid is abstracted from it. While this is beneficial for the modularity and interoperability of
the navigation stack, this also enables sensor fusion at grid level. The grid-based fusion is
particularly rich because it takes advantage of dense information in free space that has been
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mentioned in the previous paragraph i.e. the observation of a sensor will complete the grid in
areas which have remained unobserved by other sensors.

Figure 8 – The perception process that has been deployed on the project IRT Nanoelec – Light Ve-
hicle Demonstrator. It takes advantage of probabilistic occupancy grids to accurately fuse and filter
observations from multiple sensors of different modalities.

The fused perception of several sensors with different points of view is highly profitable
for navigation since it reduces blind spots and ensures robustness. Even better, the fused
perception of sensors of different modalities makes the system more robust and, at the same
time, enables more detections under a wider range of operating conditions. Therefore the use
of such perception frameworks for ADS could solve issues of sensing failures and perception
robustness that have been mentioned in section 1.1. Fig.8 and fig.9 exemplify grid fusion
with different sensors of 2 different modalities. Fig.8 illustrates the the perception process
that has been deployed on the project IRT Nanoelec – Light Vehicle Demonstrator. The vehi-
cle is equipped with 1 LiDAR and 5 ultrasonic range sensors. In this exemple in simulation,
none of the sensor perceives the whole scene on its own. However the fusion of their de-
tections enables the generation of a Dynamic Occupancy Grid that represents accurately the
entire scene. As it is visible on the fused instantaneous grid, the confidence in free space
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Figure 9 – Real world example of fused perception with the urban light vehicle prototype. The Dy-
namic Occupancy Grid gathers observations from different sensors and sensing modalities to accu-
rately represent the scene.

observations depends on the sensing modalities and eventual overlapping observations. This
is an accurate modeling of the specificities of each sensor and their combined perception,
this information can then be filtered and used for planning. Fig. 9 provides another example
of fused perception with the same vehicle but this time in a a real world scene. The pre-
sented Dynamic Occupancy Grid gathers observations from the different sensors and sensing
modalities to accurately represent the scene for further use in planning.

Scalability As Dynamic Occupancy Grids rely on a fixed-sized grid and a fixed amount of
particles, this format is agnostic of the complexity of the scene. If one obstacle is a distri-
bution of probabilities of occupancy over cells of a grids and particles, same are a hundred
obstacles. Also as the distribution on cells and particles is not related to actual objects, this
format does not require neither instance neither semantic segmentation of objects that can be
extremely difficult in crowded environments.

Fig.10 presents the example of a dense crowd with unstructured motion that surrounds a
car. This scene has been generated in Augmented Reality (AR) on sensor data and recorded
on board of the actual experimental automated car. Thanks to the LiDAR sensors, using the
perception suite of GEOG and CMCDOT, the Dynamic Occupancy Grid provides a satisfac-
tory overview of the scene in spite of its high complexity. The density of this crowd would
make instance segmentation extremely challenging that is why the grid’s indirect represen-
tation of objects is very profitable in this example. In this way, Dynamic Occupancy Grids
offer a unique scalability and robustness to complexity that could enable navigation of au-
tonomous vehicles in crowded environments such as city centers and shared spaces. As it
has been mentioned in section 1.1, these Operational Design Domains (ODDs) are still out
of reach of current ADS.

So the Dynamic Occupancy Grid appears to be a promising perception format. The nu-
merous examples that have been presented in this section reveal its relevancy in various envi-
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Figure 10 – AR generated example of a dense crowd with unstructured motion surrounds the exper-
imental automated car. In spite of the high complexity of this environment, the Dynamic Occupancy
Grid provides a very satisfactory overview of scene.

ronments, different applications and on several vehicles. This demonstrates the versatility of
this tool. It has also been shown that, if they were used for collision avoidance, Dynamic Oc-
cupancy Grids have the potential to leverage the current limitations of nowadays autonomous
vehicles. Yet these grids are rarely used for local planning. It seems that the main barrier
to this are the technical difficulties of processing this heavy data format and interpreting its
indirect representation of obstacles.

2.4 Massive parallel computations to process Dynamic Occupancy Grids

On the one hand, feature-based perception models have the advantage to produce very
concise representations of the scene. In terms of data, a perceived object, for example a
vehicle in a urban scene within the ETSI standards [ETS19], can be represented with about
30 numbers, the observation confidence, its identification number, its time stamp, its relative
position and confidence, its bounding box, its speed, its acceleration and its semantic class.
In any case, it is only a few integers and floating-point numbers to represent an object. This
is less than 100 bytes for an object. Even in the case of dense traffic in urban intersection,
with in a worst case 100 objects, this could be 10kB a little amount of data to process.

On the other hand, modeling the same urban intersection with a Dynamic Occupancy
Grid would require a grid that covers at least about 40m ahead of the ego vehicle, about
15m behind it and possibly 20m on each side. An accurate estimation of the positions and
sizes of the other vehicle would require to use a 10cm resolution. Then such a grid would
contain 220000 cells, each providing occupancy, observability and classification information.
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Moreover it requires an equivalent data size for particles to represent motion in this scene.
So this Dynamic Occupancy Grid would represent about 3MB, this is orders of magnitude
larger than the size of the feature-based representation.

Processing this amount of data with classical computing approaches would be very com-
putationally demanding. Such computations would not be feasible under real-time and em-
bedded hardware constraints such as in automotive applications. However occupancy grids
have the advantage of a fixed-size, spatially dense and regular structure. All cells contains the
same data and they are independent from each other apart of the vicinity relationship. The
list of particles which is used to represent motion has the same properties. With such prop-
erties, computations on Dynamic Occupancy Grids can be very efficiently parallelized. So
massive parallel computing can be used on Dynamic Occupancy Grids and it has the potential
to leverage the computational cost of their applications to navigation.

Massive parallel computing is a current trend in algorithmic design that considers the
distribution of computations in numerous concurrent operations while traditional approaches
mostly consider sequential operations. When executed on dedicated hardware, massive paral-
lel computing can provide dramatic acceleration of computations and it enables computations
that could not be reasonable otherwise. Initially designed for video processing, Graphics
Processing Units are very common hardware that can execute massive parallel computing for
other purposes than graphics processing.

Fig.11 depicts the distributions of resources (transistors) on a CPU chip versus a GPU
chip. It reveals that in the GPU architecture more resources are allocated for data processing
cores. But, as caching and flow control are minimal in the GPU architecture, synchronization
and sharing memory between processes is more demanding than on CPU. This is the reason
why Global Purpose computing on Graphics Processing Unit (GP-GPU) achieves highly effi-
cient computations, as long as they can be parallelized and do not require significant memory
transfers.

GP-GPU has been popularized by NVIDIA Compute Unified Device Architecture [L08]
(CUDA). It is commonly used for deep learning applications but conceals a high potential for
other applications. As mentioned in the previous paragraph, Dynamic Occupancy Grids are
suitable for massive parallel computations. Software such as the GEOG[RPNL17] and the
CMCDOT[RNL15] have demonstrated that processing Dynamic Occupancy Grids in GP-
GPU is actually extremely efficient and can even be frugal. While these 2 software could
not be executed in real-time with classical programming approaches, their GP-GPU imple-
mentation achieved more than satisfactory real-time performance even on light embeddable
hardware such as the NVIDIA Jetson TX2. Some operations on occupancy grids have been
accelerated by about 1000 times when porting them to GP-GPU. Therefore GP-GPU is a ma-
jor tool when dealing with Dynamic Occupancy Grids and it can actually enable their broader
use. That is why all the occupancy grid based applications that are proposed in the present
thesis (in chapters 3 and 4) rely on extensive use of GP-GPU. It is also a powerful tool with
other heavy data formats. Another contribution of this thesis relies on GP-GPU to process
LiDAR point clouds, it is described in chapter 5.
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Figure 11 – Originally from [NVI23], this illustration depicts the distributions of resources (transis-
tors) on a CPU chip versus a GPU chip. With more resources that are allocated for data processing
cores, the GPU architecture is meant for highly efficient computations but it is limited regarding syn-
chronization and memory sharing.

While GP-GPU opens new opportunities for occupancy grid based planning, it also im-
poses specific constraints. First, it requires to proceed with large groups of simple identical
operations that can be executed concurrently with as little synchronization as possible. Also
it requires to rely on fixed-size and fixed-structure indexed memory. Finally, memory trans-
fers between CPU and GPU are slow and should be avoided. These constraints are not only
affecting implementation but also the algorithmic design. So, in this thesis, all the proposed
algorithms have been tailored for optimal massive parallelization. All processes rely on large
number of parallelizable elementary operations. All memory structures are grids or lists of
simple structures of data. In the proposed collision avoidance framework, sensors’ drivers,
perception and local planning are all executed on GPU. Only the control output is sent to the
CPU such that memory transfers are minimal. This particular care during the algorithmic
design enabled the deployment of all the software contributions of this thesis on experimen-
tal platforms, under the demanding real-time constraints on the autonomous car prototype in
project IRT NANOELEC – SVA and on frugal embedded hardware on the robots of projects
IRT Nanoelec – Light Vehicle Demonstrator and R&D Booster MoovIT.

2.5 Chapter conclusion

In this chapter, it has been observed in this chapter that grid-based representations and
particularly Dynamic Occupancy Grids are actively researched for their capability to model
the perception of the environment of a robot. However there is little consideration of grid-
based local planning in research. In the meanwhile, there are widely used and actively re-
searched local planners that rely on configuration space graphs while such graphs are not
directly observable. It has been concluded that interpreting novel grid-based perception for-
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mats into configuration space graphs would enable to get the best out of both approaches.
The potential benefits of Dynamic Occupancy Grids for collision avoidance have been listed.
These expected benefits have motivated the development of the Dynamic Occupancy Grid
based collision avoidance that is proposed in this thesis. Finally GP-GPU has been identified
has a tool to leverage the computational cost of processing occupancy grids and enable their
broader use in planning.
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Chapter 3. Proposed collision avoidance framework

3.1 Chapter outline

This chapter introduces a new collision avoidance system that is proposed within this the-
sis. Section 3.2 Need for a new Collision Dectector to interpret Dynamic Occupancy Grids
explains that the proposed avoidance solution intends to combine the promising approaches
of perception with Dynamic Occupancy Grids and sampling-based planning in order to over-
come the current limitations of Automated Driving Systems (ADS). Section 3.3 Review of
existing Dynamic Occupancy Grid based collision avoidance solutions and originality of the
proposed approach details the proposed approach and clarifies its originality with respect to
the related works, it consists of a stochastic particle-based representation of obstacles, which
differs from more common object-based representations. The Predictive Collision Detec-
tor (PCD), the core module of the avoidance framework that combines particle-based occu-
pancy prediction and stochastic grid-based collision detection is described in the section 3.4
Methodology of the proposed Predictive Collision Detector (PCD). Then the deployment of
the proposed collision avoidance system on 3 different platforms is presented along with ex-
perimental results in section 3.5 Deployment and experimental results of PCD based collision
avoidance.

The contributions that are presented in this chapter are :
— a new Predictive Collision Detector (PCD) and its GP-GPU implementation
— a collision avoidance solution using this detector
— simulated and experimental results of the method
These contributions have been published in :

Thomas Genevois, Lukas Rummelhard, Anne Spalanzani, and Christian Laugier. From prob-
abilistic occupancy grids to versatile collision avoidance using predictive collision detection.
In IEEE International Conference on Intelligent Transportation Systems (ITSC), 2023

3.2 Need for a new Collision Dectector to interpret Dynamic Occupancy
Grids

It has been noticed in section 1.1 that current limitations of Automated Driving Systems
(ADS) could be leveraged by state of the art perception techniques. As it has been observed
in section 2.3, such an approach, Dynamic Occupancy Grid based perception conceals high
potential for automated drive. However, as seen in section 2.2, grid-based models are rarely
used in planning, especially in local planning. In the meanwhile, sampling-based planning
is a flourishing approach in local planning that relies on investigating the connectivity of the
configuration space. The limit of such planners is that the configuration space is not directly
observable.

Therefore, in order to get the best out of both approaches, this thesis proposes a software
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module, a Collision Detection that interprets Dynamic Occupancy Grids into a configuration
space representation. As this module processes not only probabilities of static occupancy
but also of predicted motion, it is referred to as Predictive Collision Detector (PCD). The
originality of this collision detector is that it is tailored for Dynamic Occupancy Grids. Also
the PCD is designed for optimized computations on Global Purpose computing on Graphics
Processing Unit (GP-GPU) such that it satisfies real-time constraints even on frugal hardware.

The PCD is designed and deployed with the Conditionnal Monte-Carlo Dense Occu-
pancy Tracker [RNL15] (CMCDOT) perception suite [RPNL17, RNL15] and a sampling-
based Model Predictive Control (MPC) planner [DCJC08]. The resulting collision avoidance
framework captures the rich description of obstacles that modern occupancy grid perception
provides. As a result, it achieves versatile collision avoidance, under uncertainty and even in
complex scenarios.

3.3 Review of existing Dynamic Occupancy Grid based collision avoid-
ance solutions and originality of the proposed approach

3.3.1 Related works on Dynamic Occupancy Grid based collision avoidance

Several recent research works already use Dynamic Occupancy Grids to achieve colli-
sion avoidance. [LCB20] used Dynamic Occupancy Grids with artificial potential fields and
velocity synthesis to navigate a robot in an environment with static obstacles and humans.
[MCT+17] makes use of Evidential Grids and clothoid sampling of trajectories to achieve
collision avoidance in urban road scenarios. [LK19] and [SCLC20] are both using Predictive
Occupancy Maps for collision avoidance in structured road environments. The former sam-
ples trajectories in acceleration, the latter uses RRT* as local planner. Unfortunately these
methods do not consider uncertainties in the dynamic part of the environment. They do not
consider the uncertainty in the existence of agents. Only [SGSM+22] considers probability
of existence of agents. This work uses Bayesian Dynamic Occupancy Grid with a MPPI
planner to mitigate the collision damage in road scenarios. However, as the previously men-
tioned works, it uses a simple prediction of the motion of the obstacles and does not consider
uncertainty of the prediction. It does not consider the probabilistic distribution of motion that
particles of the Dynamic Occupancy Grid express. [FSL09] is one of the rare works that relies
on advanced probabilistic prediction of the motion of obstacles. It combines a probabilistic
occupancy grid with a list of moving obstacles whose motion prediction is done with Hidden
Markov Models and local planning has been done with RRT. Yet it is limited to simple shapes
and motion models of the ego-vehicle and the obstacles. Also, as the above-mentioned ap-
proaches, it relies on identified and instantiated agents and this does not cover the uncertainty
which is modeled by the motion particles that do not correspond to actual objects.

The methods that have been listed in this review of the state of the art propose a broad
integration of perception and collision avoidance that is applied with an occupancy grid based
perception under realistic observability constraints. However all these methods extract ob-
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jects from the occupancy grid in order to model the dynamic part of the environment. Then
they operate only on objects and do not capture the dense probabilistic distribution of oc-
cupancy and motion that Dynamic Occupancy Grids convey. This comes to be a limitation
when the object segmentation is uncertain, for example in complex unstructured scenes or
when limited sensing capabilities or inference provide uncertain information. Also, while
occupancy grids are a versatile manner to represent the environment of a robot, most of these
methods rely on assumptions on the structure of the environment. So that they become tai-
lored for a specific environment and do not preserve the versatility which is a major advantage
of occupancy grids.

3.3.2 Proposed approach for collision avoidance with probabilistic particle-based rep-
resentation of obstacles

In order to preserve the benefits of the rich Dynamic Occupancy Grid environment rep-
resentation at the elementary occupancy level, this thesis proposes to push it forward with
a particle-based approach until it is provided to the local planner. The proposed approach,
which is illustrated in fig.12, relies on motion particles for occupancy prediction. The oc-
cupancy in every cell with observed motion is split in particles that correspond to the set
of actions that an agent with the corresponding position and speed could do. Then the sub-
particles are propagated in time with an agent motion model that considers the corresponding
action. This approach preserves the probabilistic and elementary representations of occu-
pancy and motion.

Figure 12 – Illustration of the approach for the particle-based occupancy prediction. It considers a
probabilistic distribution of all the actions that agents could do. This preserves a probabilistic and
elementary representation of occupancy and motion.

After considering this probabilistic distribution of actions that agents could do, the result
of the occupancy prediction is reported on a grid representation. Finally, when the planner
explores the configuration space, it produces sampled ego configurations. These sampled
configurations are projected on the predicted occupancy grid to compute the collision risk
and return this information to the planner. All of this is achieved at elementary occupancy
level, without using any object representation. No other research work in the studied state
of the art operates at such a microscopic level. This elementary representation of obstacles
provides a direct expression of the uncertainties that are modeled in the occupancy grid and
it also leads to a different paradigm of collision detection and avoidance.
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Comparable works in the state of the art rely on assumptions on the structure of the en-
vironment to simplify the definition of the collision risk. This is illustrated by the images
in fig.13 that depict the disjunction of the collision risk definition that depends on relative
positions of vehicles in a multiple lane scenario in [SCLC20] and [LK19]. This disjunction
restricts and divides the Operational Design Domain (ODD) of the corresponding methods,
it reduces the possible use cases and introduces fuzzy ODD transitions. In the meanwhile,
the proposed collision detection operates without making any assumption, neither on the en-
vironment nor on the moving elements in it. It bears a unified generic risk definition, without
any disjunction. This allows the proposed collision avoidance to handle a wide diversity of
scenarios.

Figure 13 – Taken from [SCLC20] and from [LK19], these images respectively illustrate how these
works propose a case disjunction in the definition of collision risk depending on the relative positions
of vehicles in a multiple lane scenario. The risk definition that is proposed in the present thesis has no
such disjunction, it is more generic.

Also related works use explicit definitions of the collision risk. Fig.14 presents 2 images
from [MCT+17] and from [LK19]. The first scheme illustrates that [MCT+17] relies on an
explicit definition of safety distances. The other graph plots the explicit risk function that
is used in [LK19]. In the meanwhile, the present thesis proposes a different paradigm for
collision detection. It defines the collision risk at particle level. So a broad and stochastic
comprehension of the concept of collision risk implicitly emerges from particle-based pre-
dictive collision detection.

Figure 14 – Taken from [MCT+17] annd from [LK19], these images illustrate explicit definitions of
safety distances and risk function in these works. In the meanwhile, the present thesis proposes a
particle-based definition of the collision risk that implicitly induces similar results, in a broad and
stochastic approach.

Moreover the proposed approach can handle advanced probabilistic occupancy prediction
models and probabilistic collision detection with complex ego-motion and collision models.
Thanks to this broad comprehension of the collision risk, the proposed approach is versatile
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in the sense that it could apply to a wide range of applications. This is also a matter of
robustness since it guarantees that the software can operate under most circumstances. It is
shown, in section 3.5.3, that the particle-based approach does not prevent this solution from
generating advanced macroscopic driving behaviors and that it compares with the state-of-art
of section 3.3.1 while being more versatile and handling complex scenarios.

To sum up, the proposed approach mainly differs from the related state of the art by its
elementary representation of obstacles. This enables a faithful representation of the uncer-
tainties that are expressed in the Dynamic Occupancy Grid throughout occupancy prediction,
collision detection and collision avoidance. This also leads to a broad comprehension of the
notion of collision risk that makes the proposed collision avoidance versatile.

3.4 Methodology of the proposed Predictive Collision Detector (PCD)

3.4.1 PCD framework overview

The proposed collision framework is built around the PCD that makes the interface be-
tween a perception system that generates a Dynamic Occupancy Grid (as defined in sec-
tion 2.3.1) and a planner with a sampling-based approach, such as sampling based MPC
[DCJC08], state lattices [PK05], MPPI [WDG+16] or RRT[LK99]. These planners, associ-
ated with a motion model of the ego-vehicle, provide a list of configurations {2D position,
heading, time} for which they request the probability of collision for the ego vehicle standing
in the configuration. Then the inputs of the PCD are a Dynamic Occupancy Grid and a list
of configurations and its output is the collision risk associated to each configuration. Addi-
tionally, if provided with trajectories, the PCD can output the expected Time To Collision
(TTC) for each trajectory. Fig.15 provides an overview of the proposed collision avoidance
framework, from the perceived Dynamic Occupancy Grid until the planner selects a trajec-
tory. The PCD is at the core of this process. Fig.16 details the flow of data trough the different
processes of the framework. The proposed PCD consists of the 3 following modules :

— The occupancy prediction that projects the current occupancy grid along the motion
particles and estimates the evolution of the occupancy grid over the next seconds. It
computes the predicted occupancy grid.

— The collision detection that investigates the predicted occupancy grid at the config-
urations that the planner requests and returns the probability of collision for each
configuration.

— The optional TTC estimation uses the cumulated probabilities of collision over se-
quences of configurations in order to compute the expected TTC on each trajectory.
This is used for planners, such as [DCJC08], that require a risk estimation over a
whole trajectory, but may not be needed with other planners.

These modules manipulate large arrays of data but perform simple parallelizable opera-
tions. Therefore, as mentioned in section 2.4, GP-GPU is used to accelerate these computa-
tions thanks to a massive parallelization. This allows to meet the real-time constraints that
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Figure 15 – This scheme illustrates the major steps of the proposed collision avoidance framework.
The PCD is at the core of this process.

apply to collision avoidance. Throughout the whole process, the parallelization goes along
different data to optimize each computation.

3.4.2 Occupancy prediction

The occupancy prediction is the module that projects the perceived motion over time in
order to generate an occupancy grid for each sampled time interval. As explained in section
2.3.1, the Dynamic Occupancy Grid represents the perception of motion by a list of motion
particles i.e. bits of occupancy that have followed a consistent motion over the previous
frames. The particles do not refer to an object segmentation or instantiation. In case the
perception does not directly provide particles but a velocity grid, it can be regarded as a
sparse array and its non zero elements as particles in order to apply the same approach. As
all particles are independent, the following algorithm is designed to be parallelized over the
list of particles.

Each particle has a speed vector and carries a probability of occupancy that represents
the probability of existence of a moving obstacle in the cell in which is the particle. Let
t0 be the current time, ∆t the time step and M the number of time intervals. Let P be a
particle with a speed VP(t0) and an occupancy probability p. Its position is XP(t0). Then the
occupancy prediction investigates the evolution of P considering the different actions that
an agent could execute if it were in place of P . In the proposed approach, a prediction model
is defined by U , a set of actions that the agent could do, P(u), the likelihood of each action
u ∈U and XP(t) | u the future position of the particle if action u is realized. Then at t0, P is
split into a set of independent sub-particles {Pu, u∈U }. Each Pu propagates its occupancy
probability, pu, it is given by (1). This definition guarantees that the occupancy probabilities
of all sub-particles are equal and that the combined occupancy probability is equal to the one
of the initial particle given that ∑u∈U P(u) = 1. pu is reported on the prediction grid for the
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next time steps at the corresponding XP(t) | u.

∀u ∈U , pu = 1− (1− p)P(u) (1)

Let C be a cell of the predicted occupancy grid. Let OC (t) be its probability to be oc-
cupied by an obstacle during [t, t +∆t]. The purpose of the occupancy prediction is then to
compute OC (m∆t) for each time interval [m∆t,(m+1)∆t] for m ∈ J1,MK. Before reporting
the occupancy that the particles convey, for each t = m∆t, OC (t) is first initialized with the
static occupancy that the occupancy grid provides. And after OC (t) is increased with each
sub-particle that falls in C during the corresponding time interval. This is expressed by (2)
that formalizes that the cell is occupied if there is already an obstacle in it or if a sub-particle
brings an obstacle along. The parallel implementation of (2) must be done carefully because
the threads of different sub-particles that fall in the same cell are likely to attempt to modify
the value of this cell simultaneously, the reporting on the grid should be done in a manner
that avoids concurrency.

OC (t)← 1− (1−OC (t))(1− pu) (2)

For a first implementation, a kinodynamic unicycle prediction model is considered to
represent the motion of the agents. So the action set U consists of tuples of accelera-
tion/deceleration and steering speed with a uniform distribution between the worst cases of
acceleration and steering. For a fine sampling of the actions, |U |= 100. This proposed pre-
diction model considers that all actions u to be equally probable then ∀u ∈ U ,P(u) = 1

|U | .
Finally XP(t) | u is given by application of the kinodynamic unicycle model. The purpose
is not to obtain an accurate prediction but a short term conservative prediction that will serve
the collision detection. This is why the whole range of actions is considered, including worst
cases of acceleration, deceleration and steering. With this prediction model, as sub-particles
are considered to be equally probable, (1) can be simplified into (3). Fig. 17 presents an
example of a predicted occupancy grid that has been obtained with this model.

∀u ∈U ,Pu = 1− |U |
√

1− p (3)

This approach of dividing initial particles into sub-particles that spread acts similarly to
a Monte-Carlo filter. It tends to filter out lonely initial particles that spread little occupancy
probability in a large area while it reveals consensual motion of groups of particles that gen-
erates a wide distribution of predicted occupancy. The division in many sub-particles leads
to a high number of computations. The occupancy grid might provide a large list of particles,
about 100 thousands. There are then several millions of sub-particles. Yet, as the operations
on the sub-particles are individually simple and independent from each other, this approach
leads to an efficient implementation in GP-GPU.
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Figure 17 – This figure presents a Dynamic Occupancy Grid and the resulting predicted occupancy
grid after applying the proposed occupancy prediction process. NB : The color scheme which used
to represent the occupancy over time only represents the dominant moment of occupancy in a posi-
tion. This is not an exact representation of the predicted occupancy which is actually a 3D array (2
Cartesian coordinates plus time).

3.4.3 Collision detection

The local planner, a sampling-based planner, generates samples of ego-trajectories. Then
it needs an estimation of the collision risk to select a safe trajectory. In this purpose, the
collision detection is the module that computes this collision risk. As the sampled trajectories
are interpreted as sequences of configurations thanks to an ego motion model, the collision
detection investigates the predicted occupancy grid at these configurations. Then, for each
configuration, the Collision Detector returns the probability of a collision if the ego vehicle
happens to be in that configuration at the corresponding time. As all configurations can be
investigated independently even across different trajectories, the algorithm of the Collision
Detector is designed to be parallelized over the list of configurations.

Let q be a configuration of the ego vehicle, it is defined by the 2D coordinates, a heading
and a time. The shape of the ego vehicle is discretized, at the same resolution than the
occupancy grid or finer. Let S be the set of vectors that define the discretized shape of the
ego vehicle with respect to its reference frame. Let Tq be the transformation matrix from the
ego vehicle reference frame to the grid frame for a given q. Let O(X , t) be the occupancy
probability of the cell of the predicted occupancy grid in which falls the given 2D position X
and for the time interval corresponding to t. Then we use Tq to perform the forward projection
of S on the predicted occupancy grid. The probability of a collision if the ego is in q, Pcoll(q),
is defined by (4) as the probability that there is no obstacle in none of the cells that are beneath
the ego shape.

Pcoll(q) = 1− ∏
~v∈S

(
1−O(Tq~v, t)

)
(4)

(4) assumes that the event of collision is defined as the presence of an obstacle and a
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discretized portion of the ego vehicle in the same cell during the same time interval. Then
the definition of O requires to interpret the uncertainty of the Dynamic Occupancy Grid in
terms of probability of existence of an obstacle with respect to a surface and a time interval.
In the case of Bayesian occupancy grid as provided by the CMCDOT, the grid defines the
probability of having observed a cell and the probability of existence of an obstacle inside it
given that it has been observed. O is the combination of these probabilities, unobserved state
resulting in a prior distribution. Although the prior has to be specified carefully. Applying
a prior of 0.5 probability of occupancy per cell is a common practice but it would lead to
Pcoll(q) = 1− 0.5|S | ≈ 1 if q is in an unknown area, unknown would then be perceived
almost as occupied areas. Therefore the prior value should be normalized for a given area
and time interval so that the definition of collision does not depend on the tessellation size in
space and time.

This method allows to use even complex shapes of the ego vehicle. The massive par-
allelization over the configurations leads to a very efficient computation. As the collision
detection is done on the predicted occupancy grid, it takes into account the estimated mo-
tions in the environment. The output of this module, the collision probability associated to
each q, is the required input for most sampling-based planners.

3.4.4 Time To Collision estimation

Some planning techniques, like the sampling-based MPC [DCJC08] require an estimation
of collision risks over trajectories instead of a collision risk per configuration. For this, the
proposed method provides the expected TTC as a risk measurement for each trajectory. The
algorithm of TTC estimation is designed to be parallelized over the list of trajectories.

Let qJ0,nK be a trajectory i.e. a sequence of configurations. The probability that a collision
occurs in the i first configurations of qJ0,nK is given by (5).

Pcoll(qJ0,iK) = 1−
i

∏
j=0

(
1−Pcoll(q j)

)
(5)

(5) must be considered carefully. It is valid only if Pcoll(q j) is defined as the probability of
a collision to occur within the corresponding time interval and normalized as such otherwise
the definition of Pcoll(qJ0,iK) would depend on the time step. Let P1st coll(i,qJ0,nK) be the prob-
ability that the first collision over the trajectory qJ0,nK occurs in configuration qi. So it can be
computed from Pcoll(qJ0,iK) and Pcoll(qJ0,i−1K) according to (6).{

P1st coll(0,qJ0,nK) = Pcoll(q0)

∀i ∈ J1,nK,P1st coll(i,qJ0,nK) = Pcoll(qi)
(
1−Pcoll

(
qJ0,i−1K

)) (6)

As the investigated trajectory covers only a limited time horizon, t f . The probability of
collision is not defined over this horizon and the TTC estimation is restricted to this horizon.
That is why a final virtual configuration to each trajectory with a probability of collision of
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1 at the prediction horizon is added to each trajectory. This sets t f as the upper bound of the
estimated TTC. Finally, the TTC, τ(qJ0,nK), is defined as the expectancy of the time of the
first collision in (7). This is a stochastic estimation of TTC that integrates the expression of
uncertainty that the perception and the prediction convey.

τ(qJ0,nK) =

(
n+1

∑
i=0

tiP1st coll(i,qJ0,nK)

)

= t0Pcoll(q0)+

(
n

∑
i=1

tiPcoll(qi)
(
1−Pcoll(qJ0,i−1K)

))
+ t f (1−Pcoll(qJ0,nK))

(7)

Even though there is a smaller amount of trajectories to be processed than of motion
particles or configurations, it is still relevant and beneficial to parallelize the TTC estima-
tion process over the list of trajectories. As GP-GPU is used for parallelization, having this
module computed on the GPU also saves a costly memory transfer from GPU to CPU. In
the implementation, the evaluation of the cost function of the sampling-based MPC is also
executed on GPU and parallelized over the trajectories. In the end, only the selected trajec-
tory is sent to the CPU for it to be followed by the low level motion control. This enables to
parallelize the computations as much as possible and reduces the memory transfers to very
little data.

3.4.5 Sampling-based MPC planner

The proposed contribution of this work lies in the 3 modules of the PCD that have
been described so far. The PCD framework is theoretically compatible with a wide range
of sampling-based planning planners. Within this thesis, the PCD has been applied with a
sampling-based Model Predictive Control planner. This planner is not regarded as an origi-
nal contribution of this thesis. The concept of sampling-based MPC has been introduced in
[DCJC08]. It is a convenient planning approach to integrate non-linear kinodynamics and can
be used for local and global planning. Various implementations of it have been proposed for
a wide range of robotic applications. The implementation that is used in the present thesis has
been optimized for acceleration on GPU. Hence sequential operations have been replaced by
parallel computations. As a result, the proposed planner consists of the following operations
that are sequentially executed at every time step. Each of them is parallelized over the list of
trajectory candidates.

1. Generation of the command set – At every time step, the planner generates a list of
trajectory candidates with a uniform sampling of the admissible command space over
the next control time horizon. In the proposed implementation, each trajectory is a
sequence of acceleration and steering commands.

2. Application of the ego motion model – For all the trajectory candidates, the com-
mands are integrated within a ego motion model in order to compute the geometrical
trajectory. In the proposed implementation, the motion model considers kinematic
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constraints, maximal acceleration and steering values and actuation delays.

3. Collision risk evaluation – For all the trajectory candidates, the geometrical trajec-
tory is projected on the predicted occupancy grid in order to evaluate the collision
risk. This corresponds to the collision detection and the Time To Collision (TTC)
evaluation of the proposed PCD that have been described in sections 3.4.3 and 3.4.4.

4. Cost function – For all the trajectory candidates, a cost function is evaluated. Its
cost renders how the trajectory matches with the navigation reference and formulates
a compromise between the objective and the collision risk. In the proposed imple-
mentation, the cost function discards all trajectories whose estimated TTC is too low.
Then it evaluates how the overall trajectory corresponds to a reference path and how
advanced the final position of the trajectory is on this path.

5. Executing the best trajectory candidate – The trajectory candidate with the minimal
cost is sent as a reference for the motion control. In the proposed implementation, the
sequence of acceleration and steering commands is used as a reference value for PID
controllers that regulate the steering and acceleration of the vehicle.

As the motion model can handle complex kinodynamics and as there is no restriction on the
cost function, this approach is highly versatile. The main drawback of this approach is that
it requires to make a compromise between the computational complexity and the richness
of the produced trajectories. Both of them strongly depend on the resolution of the initial
sampling of the command space. Though, the GP-GPU acceleration mitigates this drawback
as it reduce the computation burden.

3.5 Deployment and experimental results of PCD based collision avoid-
ance

3.5.1 Implementation and deployment of PCD based collision avoidance on a car

Experimental platforms and implementation details The proposed collision avoidance
framework has been applied with a LiDAR-based application of CMCDOT perception suite
and a sampling-based MPC planner that combines path following and obstacle avoidance. It
has been programmed in NVIDIA Compute Unified Device Architecture [L08] (CUDA) for
execution on GPU. Then this collision avoidance system has been deployed on an experi-
mental automated car. A realistic Hardware-in-the-Loop (HiL) simulation of this vehicle in
a virtual urban environment has been designed to evaluate the performance of the proposed
collision avoidance. Real world tests have also been executed.

On this robotic car, the PCD has to satisfy a challenging real-time constraint. However
the efficient implementation on GPU allows to satisfy this constraint. In the configuration on
this vehicle , the occupancy grid contains 350000 cells and the planner investigates a total of
25960 configurations. Despite this large amount of data, the occupancy prediction is executed
in a maximum of 15ms, the collision detection in 14ms and the TTC estimation in 1ms while
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the whole collision avoidance is executed at 15Hz. The program could run faster but this
frequency has been chosen to match the frequency of the sensors.

Navigation target The planner that is used for collision avoidance combines avoidance
and path following in its objective function. A target path is given to this planner. In some
tests, the path is manually defined from a user input or a recorded path. In the other tests, a
global planner based on E* [PS05] is used. In all cases, the constraint on the path following
is much weaker that the collision avoidance. Thanks to this, the proposed navigation leads
the ego-vehicle approximately on the path and performs avoidance, either leaving the path
either staying on the path and acting on the longitudinal control. The path following being a
minor concern in the proposed navigation, it is only evaluated indirectly within the navigation
performance. The focus is made on the evaluation of the collision avoidance.

Testing environment The evaluation of the collision avoidance system involves simulation
results. These are HiL simulations, it means that the software uses only information given
by the emulated sensors and provides control outputs to the simulated vehicle as it would do
with the actual one. It means also that the software ran on the actual computing hardware of
the robot. Therefore these tests could be executed as such in real world experiments, given
that the test scenario can be safely reproduced in real world. Also the simulations intend to
reproduce as faithfully as possible the sensing processes and the dynamics of the vehicles.
Most simulations scenarios involve pedestrians. Some pedestrians have predefined trajecto-
ries but, in more complex scenarios, interactive and realistic behaviors of groups and crowds
of pedestrians have been simulated with Simulation of Pedestrians and an Autonomous Car in
Shared Spaces [P21] (SPACISS). Inspired from observation of actual human behaviors, this
simulator is tailored to model interactions between a car and numerous pedestrians. It con-
siders avoidance and social interactions among pedestrians as well as reactions of pedestrians
to the car resulting either from the decision of a single person either from a group behavior.
Moreover randomized initialization and decisions generate a large manifold of behaviors to
challenge the collision avoidance. Simulated behaviors vary from cooperative (pedestrians
yield or avoid the car) to selfish (they follow their path and do not mind the vehicle).

3.5.2 Quantitative evaluation of the safety of PCD based collision avoidance

Evaluation scenario The quantitative evaluation of the proposed collision avoidance is
conducted in HiL simulation with the experimental automated car considering navigation at
reduced speed (maximum 30 km/h) in a shared space with pedestrians. This scenario has
been chosen because it presents the most challenging dynamic avoidances. The car has to
perform several avoidances that often include several pedestrians at a time. This is also a
rather complex perception task since many partial occlusions occur and motion estimation
and object segmentation is tricky in such a dense crowd. Also the randomly initialized com-
plex behavior of the simulated pedestrians generates a large diversity of situations.
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Safety metric This evaluation considers 2 criteria. The most important evaluation criterion
is the safety one. In the low speed conditions that are considered, it is not enough to observe
that no collision occur to guarantee the safety of the system. Since the speed is rather low,
the ego-vehicle can quickly decelerate to full stop. So it may drive aggressively and reach
near-collision situations and still evade the collision. Moreover, as the simulated pedestrians
interact with the car, they might as well avoid collisions. Therefore counting collisions is
not sufficient to identify all dangerous situations that occur during the execution of a test.
Measuring simply the distance to the obstacles is not sufficient neither since it may be safe to
drive close to an obstacle at low speed while it may be dangerous to drive fast at the same dis-
tance. For these reasons, the dynamic safety distances that are recommended by the method
Responsibility-Sensitive Safety [SSSS17] (RSS) are used as a reference for safety evalua-
tion. This approach defines the safety distances that are necessary for to avoid a collision
considering the road topology, the relative speeds, the reaction delay and braking capabilities
of the actors. It is a well-established standard of safety that is commonly used in the ADS
research community. This approach provides a satisfactory evaluation of the driving safety
even though it is generally considered as pessimistic since it considers the worst case which
is very often not realistic. As a result, it is more conservative than most human drivers. Ac-
cording to [SSSS17], in the case of frontal collision risk between a car and a pedestrian, the
required safety distance, dRSS, depends on the ego speed, Vego, is defined by (8). It considers
the worst case i.e. the ego and the agent are not aware of the risk and continue to acceler-
ate during a reaction delay, then they both decelerate. In this application, the reaction delay
considers a automated drive whose reaction delay is shorter than the one of a human driver.

Ego acceleration : Aego = 2 m/s2

Ego deceleration : Bego =−6.1 m/s2

Ego reaction delay : rego = 0.3 s

Pedestrian speed : Vped = 1 m/s

Pedestrian acceleration : Aped = 1 m/s2

Pedestrian deceleration : Bped = 2 m/s2

Pedestrian reaction : rped = 0.5 s

dRSS = rego

(
Vego +

regoAego

2

)
+

(Vego + regoAego)
2

2Bego
+

(Vped + rpedAped)
2

2Bped
+

rped

(
Vped +

rpedAped

2

)
dRSS ≈ 0.08 s2/m×Vego

2 +0.40 s×Vego +1.31 m

(8)

As visible in (8), the RSS safety distance mostly depends on the car since its speed and
dynamic capabilities are higher than those of pedestrians. Fig.18 illustrates this with a plot
of RSS safety distance as a function of the speed of the car. Therefore, used as a reference
for evaluation, it outlines mainly dangerous situations that result from the action of the car
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and minimizes the effect of pedestrians in the avoidance. Still, as the purpose is to evaluate
the safety which is induced by the avoidance system of the car, the situations where the car is
stopped are ignored. Then a metric, QRSS, the RSS satisfaction ratio is defined for the whole
execution of a test by (9), dcar-pedestrian being the distance from the car to the closest pedestrian
in a large sector in front of the car. QRSS > 1 signifies that the RSS recommended safety
distance is observed. This metric can easily be computed for each simulated experiment that
contains only pedestrians. For sake of simplification, the computation of dRSS only considers
the case of frontal collision risk. This is not exact ; this is the worst case. So the metric is
pessimistic but guarantees the identification of all risks.
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RSS safety distance in car-pedestrian frontal collision risk

Figure 18 – Considering the risk of collision between a car and a pedestrian going in opposite direc-
tions, this graph presents the recommended RSS safety distance as a function of the speed of the car.
This assumes the same parameters as in (8).

QRSS = min
t,Vego 6=0

dcar-pedestrian

dRSS
(9)

Efficiency metric The second criterion of evaluation is the navigation performance. To as-
sess this, the navigation duration, ∆tnav, is defined as the amount of time that the vehicle needs
to complete the given path. Its variation when the density of obstacles increases illustrates
how efficient is the avoidance.

Quantitative evaluation Using this 2 metrics, a quantitative evaluation of the navigation
performance and safety has been realized in a 50 m long and 7 m wide simulated shared
space, with crowds of different densities from 2 to 14 people per square meter. Pedestrians
have been simulated with SPACISS. The proposed collision avoidance system has been used,
it was free to adapt its path and speed within the road boundaries. QRSS and ∆tnav have been
measured.

Fig.19 presents a simulated test of navigation in a shared space with pedestrians. In this
scenario, the car and pedestrians are going in opposite directions and share this 7 m wide
road over 50 m. The pedestrians are randomly initialized and simulated with SPACISS. The
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Figure 19 – Illustrations and results of a simulated test of navigation in a shared space with pedestri-
ans. The graphs display the navigation duration, that increases with the crowd density, and the RSS
satisfaction ratio, that remains stable and mostly superior to 1. Each boxplot displays the median,
quartiles, extrema and outliers over 10 simulations. These results globally demonstrate that the pro-
posed method respects the RSS safety recommendations and maintains a constant safety level despite
the increasing complexity of the navigation task.

local planner is given the task to cross this crowd with the only constraint is to remain on the
road. The planner is free to adjust speed and path. During 50 iterations, with different crowd
densities, no collision occurred. The vehicle speed reached 25 km/h in low densities and went
below 5 km/h in dense crowds. Apart of the actual crossing time, ∆tnav includes acceleration
and deceleration phases so it does not directly reflect the vehicle speed. A graph in this
figure displays the distribution of the results of navigation duration as a function of the crowd
density. ∆tnav increases with the crowd density, proving that the planner globally adapts
its speed to the complexity of navigation task. Yet, despite of this increasing complexity,
a second graph displays QRSS that remains mostly stable and higher than 1 no matter the
crowd density. This shows that the proposed method maintains a constant safety level despite
the increasing complexity of the navigation task. QRSS being superior to 1 shows that the
avoidance respects the RSS safety standards. Moreover QRSS remaining stable while the
density of agents increases shows that the avoidance is able to maintain similar level of safety
regardless the complexity of the scenario. This result can be explained by the fact that RSS
and the proposed PCD both consider the worst cases of acceleration, braking and steering in
the actions of the agents. The PCD encapsulates this key feature of RSS in a particle-based
stochastic approach.
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Qualitative comparison with related works Other methods [LCB20, SGSM+22, FSL09]
of the studied state of the art considered occupancy grid based navigation in human populated
environments. The chosen test scenario compares with test scenarios that have been used in
[LCB20] and [FSL09]. However the testing methods differ by the sensing and perception
system, the ego motion constraints and the pedestrian motion simulation. Therefore a quan-
titative comparison is impossible. Yet, by the density and the realist behavior of the crowd,
the speed and kinodynamic constraints of the ego-vehicle, the test method which is proposed
in the present thesis is more challenging. So the proposed method appears to outperform
the above-mentioned works by the complexity of its operating constraints and environment.
Besides, even if RSS is gaining significant interest from the research community, no re-
lated work has been found using a RSS based safety metric. This quantitative validation has
demonstrated that the proposed system navigates safely, even in more complex scenarios than
those considered in the related works.

3.5.3 Qualitative results of PCD based collision avoidance

Anticipating a pedestrian crossing A first simple HiL simulated example illustrates a be-
havior that is induced by the PCD. As a pedestrian is about to cross the road ahead of the
ego vehicle, the occupancy prediction estimates the crossing time. So the probabilistic risk
assessment identifies which of the ego-trajectories risk to intercept the trajectory of the pedes-
trian. Provided with these clues, the planner is able to decide early whether to safely cross
before or to yield smoothly. Fig.20 shows the predicted occupancy grid and the estimated
collision risk on the sampled trajectories. In this scenario, as the car arrives early near the in-
tersection, the planner decides to cross before the pedestrian. This results in a safe crossing,
without modifying its speed, the pedestrian reaches the zebras second, a significant safety
distance is observed.

In fig.21, a first graph plots the ego-vehicle speed during this scenario. t0 represents the
date of the first observation of the pedestrian in the perception system. During 2 seconds
after t0, the ego-vehicle slightly decelerates, probably because it considers an uncertain risk
of collision with the pedestrian in long term prediction. Then it accelerates again and crosses
safely. A slight variation of this scenario considers the car arriving 1s later at the intersection,
it leads to a different outcome. The planner considers that, in these conditions, it is unsafe to
cross first, so it decides to yield. As this decision process occurs early, a smooth deceleration
can be applied.

A second graph in fig.21 displays the speed of the vehicle in this scenario. The beginning
of the previous curve is superposed with this one to show that they diverge at t0+2s. This
demonstrates that the decision to continue or to yield is taken at this moment. As this is
rather early, in case of yielding, a smooth deceleration can be applied. This example illus-
trates the benefit of the anticipation of the collision risk. The Predictive Collision Detection
enables an early decision, so only smooth actions are applied. This behavior of the proposed
particle-based avoidance system qualitatively compares with object-based approaches that
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Figure 20 – In a HiL simulation, the ego vehicle approaches a footpath that a pedestrian is about to
cross. In this example, the planner chose to safely cross before the pedestrian, without disturbing him.
This scene corresponds to graph (A) in fig.21 at the date t0 +2s. The predicted occupancy and the set
of evaluated trajectories with the estimated collision risk are displayed. The PCD is able to clearly
identify the sets of trajectories that lead to a collision and the actions that lead to safe trajectories. In
this, the PCD provides support for the decisions of the planner.
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Figure 21 – Graph (A) shows the ego-vehicle speed in the simulated scenario which is depicted in
fig.20. This scenario is repeated with a 1 s delay in the arrival of the car. This time, the planner
decides to yield, the resulting speed is presented in graph (B). The divergence of the curves, at t0+2s,
reveals that this is the moment when the decision to continue or to yield is taken. The Predictive
Collision Detection enables to anticipate the collision risk and make an early decision, so only smooth
actions are applied.
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have been presented in [SGSM+22] and [FSL09] and that consider similar tests scenarios.
This test demonstrates that PCD grants the planner the ability to anticipate collision risks and
to perform decisions.

Inferring safety distances during an overtaking maneuver A second example, in fig.
22, demonstrates that the PCD identifies all collision risks that arise during an overtaking
maneuver. As the particle-based occupancy prediction considers the probabilities of agents
to take various actions from braking, steering and accelerating, it forces the planner to ob-
serve forward, lateral and rear safety distances. Moreover the experiment shows that the
safety distances that the proposed avoidance respects match with the RSS recommendations.
This illustrates the accuracy of the predictive collision risk estimation and it demonstrates that
the particle-based probabilistic occupancy prediction succeeds to encapsulate safety concepts
that are similar to those of RSS. This behavior of our avoidance system qualitatively com-
pares with what has been presented with similar tests scenarios in [MCT+17], [LK19] and
[SCLC20]. As presented presented in section 3.3 and illustrated with fig.13 and fig.14, these
works distinguish different cases of risk during the overtaking and use explicit definitions of
the collision risk that depends on the relative position of the ego-vehicle to the agent. On
the other hand, the method that is proposed with the PCD provides a single implicit stochas-
tic risk definition that emerges from the particle-based approach and that is valid during the
whole maneuver. This same risk definition was also operating with the pedestrian in the tests
of fig.20 and with several pedestrians in section 3.5.2. So this risk definition is more versatile
than those of the related works. This test demonstrates that PCD provides a generic stochastic
risk estimation and that it induces reasonable safety distances in various situations.

Versatility of the PCD approach Among the state-of-art collision avoidance systems that
integrate both perception and navigation under uncertainty on dynamic occupancy grids, on
the one hand are [LCB20], [FSL09] that handle navigation in human-populated environments
and on the other hand are [MCT+17], [LK19] and [SCLC20] that operate on structured
multiple-lanes road scenarios and [SGSM+22] that considers collision mitigation in road
scenarios. These solutions exploit prior knowledge of structure of the environment (some
assume a multiple-lanes road structure) and of the obstacles (some assume that all obstacles
are humans others that all obstacles are cars). Such simplifications leverage the complex-
ity of computations and the constraints on perception but restrict these avoidance systems to
operating domains they have been tailored for. Meanwhile, with the PCD, the same colli-
sion risk led the proposed avoidance system through the previous experiments (fig.19, fig.20
and fig.22) and the proposed collision avoidance qualitatively compares with each of the
mentioned related works in their operating domain. This demonstrates the versatility of the
proposed avoidance solution in ADS applications.

Real world experiments The proposed collision avoidance has also been tested in real
world experiments on the experimental automated car where it demonstrated its collision
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Figure 22 – Images of the top row illustrate a simulated overtaking scenario. Below are the predicted
occupancy and the collision risk on sampled trajectories. The first graph shows the relative position
of the ego vehicle with respect to the other during the maneuver. The second graph displays the ego-
vehicle speed. The collision area is shown in red. The RSS risk area, in green, is estimated from
definition in [SSSS17], parameters of (8), Vagent = 20km/h and lateral acceleration of 0.4m/s2. It can
be observed that the proposed particle-based occupancy prediction leads to the observance of the
longitudinal and lateral RSS safety distances.
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avoidance capabilities at low speed in diverse scenarios representing urban scenes with static
obstacles, pedestrians and other vehicles. Augmented Reality (AR) on sensor data [GHRL22]
has been used to safely test scenarios with pedestrians. Fig. 23 illustrates tests with static
obstacles. Fig. 24 shows an avoidance in a scene with a pedestrian and static obstacles. This
real world experiment used AR on sensor data to reproduce the scenario of fig.20, similar
behaviors have been observed.

Figure 23 – Different points of view on the same scene of a real world test of the collision avoidance
system on the experimental automated car with static obstacles. The occupancy grid and the planner
outputs are displayed on the right.

Figure 24 – Images from a test of the collision avoidance system with the experimental automated car
using AR on LiDAR data to figure moving obstacles. On the left are images of the embedded camera.
The corresponding predicted occupancy grids and the discretization of the trajectories are shown on
the right. This test reproduced the behaviors that have been observed on fig.20.
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3.5.4 Application to other vehicles

So the PCD collision avoidance framework has been successfully deployed on the exper-
imental automated car within the project IRT NANOELEC – SVA. Yet its versatility enables
its use for other applications and with other vehicles. This same collision avoidance sys-
tem has been deployed within the projects IRT Nanoelec – Light Vehicle Demonstrator and
R&D Booster MoovIT respectively on an urban light vehicle prototype and an industrial lo-
gistics robot. These projects are presented in section 6.2.3. The experimental platforms are
described in section A. Realistic HiL simulations of these robots in their respective operat-
ing environment have been designed to evaluate the performance of the proposed collision
avoidance. Real world tests with the urban light vehicle prototype have been executed.

Along with the robotic car, these experimental platforms present a complete manifold of
challenges for collision avoidance. First, they present different environments. The automated
car and the light urban vehicle have been tested in urban-like environments, either streets or
shared space. These environments contain few static obstacles but may contain numerous
agents that might move fast. The third vehicle is designed to operate indoor with less agents
around but in cluttered environment. Thanks to a set of parameters, the collision avoidance
system is adapted to each of these environments.

Also these robots have different sensing capabilities. While the car is equipped with a
rich set of LiDAR sensors, the 2 other robots rely on a multimodal set of sensors, with cam-
eras, LiDAR sensors and ultrasonic range sensors. The CMCDOT perception suite has been
used in each case. Using the output of this fused perception enabled to naturally handle the
different set of sensors regarless the modality. The probabilistic representation of obstacles is
used to render complex sensing situations such as in the environment of project R&D Booster
MoovIT that contains transparent obstacles that are invisible to LiDAR and cameras but can
be sensed by ultrasonic range sensors.

These 3 robots also differ in their real-time constraints. The real-time constraint is shorter
on the robotic car as the speeds of the ego vehicle and of the agents can be higher. Mean-
while, on the urban light vehicle prototype and on the industrial logistics robot, the real-time
constraint is relatively less challenging but the computing power is limited since these robots
are only equipped with NVIDIA Jetson TX2 boards which were at the moment the lightest
boards with GPU from NVIDIA. However, they sufficed to execute the perception suite and
the collision avoidance within the real-time constraints. This demonstrates the frugality of
the proposed avoidance solution.

Application to indoor robotics The proposed collision avoidance has also been adapted
for an industrial logistics application for the project R&D Booster MoovIT. The industrial
logistics robot is designed to convey goods in a human-populated indoor environment. This
robot differs from the experimental automated car. It is equipped with a limited set of sensors,
LiDARs and ultrasonic range sensors. Also its computing power is limited. HiL simulated
experiments have been executed on its embedded computer, a NVIDIA Jetson TX2.
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Figure 25 – The proposed method has been tested for indoor navigation of an industrial logistics
robot. (1) displays the simulated environment with the robot at (a). (2) presents the outputs of its
LiDAR and sonar sensors. (3) shows the corresponding dynamic occupancy grid. (4) shows the
predicted occupancy grid and the current planning output. This grid showcases a global observation
of the environment including, transparent walls that are visible only to sonars (b), pedestrian motion
(c) and unobserved areas (d). The proposed collision avoidance method is able to consider all these
elements to navigate safely in this environment.

Fig.25 illustrates these tests. The operational environment contains surfaces that are trans-
parent to LiDAR and observable only to sonars. But the range of sonars is short. Moreover
sonars only provide a single range observation over a large angular sector. With this robot,
sensing the environment is more complex. Under these constraints and considering that only
feet of humans are visible to LiDAR sensors, it would not be possible to generate an object-
based perception from clustering and object tracking. So previously mentioned methods of
the state of the art could not be applied. Yet, in the proposed approach, the CMCDOT per-
ception suite enables the fusion of LiDARs and sonars, which is almost seamless for the
PCD itself since the occupancy prediction processes the probabilistic occupancy at cell level
so it represents faithfully the various obstacles of this scene and their motion. Then, with
a map-based global planner and the proposed local collision avoidance, the robot has been
able to navigate safely and complete several loops across the whole simulated environment.
This demonstrates the versatility of the proposed method in a very different application. It
also shows that the proposed solution is robust under the constraints of embedded hardware
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and limited sensing capabilities, even in a complex environment. Such a result has not been
observed in the studied related works.

Application to a light urban vehicle The proposed avoidance has not yet been tested in
real world on the industrial logistics robot. However it has been deployed on the urban
light vehicle prototype that is equipped with the same computing hardware and a similar
set of sensors. As the CMCDOT perception suite is used, the deployment of the PCD is
similar to the above-mentioned applications. Even though this vehicle had a different and
complex motion model, with a passive trailer, it has easily been taken in account in the
proposed approach since the sampling-based MPC planner can handle this. Then global
planner was used to compute a path to the goal while the proposed avoidance system was in
charge of avoiding unexpected static and dynamic obstacles. This vehicle has been designed
for navigation at very slow speed (below 10 km/h) in urban environments so tests mostly
considered avoidance of static obstacles and pedestrians. For the tests of the local avoidance,
obstacles were placed on purpose on the global path. Tests demonstrated the capacity of
the vehicle to navigate safely in the considered environments. This different application
demonstrates again the versatility of the proposed avoidance solution, this time with a real
world application on a light robotic platform.

Figure 26 – These images illustrate the urban light vehicle prototype on which the proposed avoidance
has been deployed. With the help of a map and a global planner, this vehicle successfully navigated
in real world tests through simple urban scenarios that considered static obstacles and 1 pedestrian.
This vehicle, with a multimodal set of sensors and a light computing power, strongly differs from the
experimental automated car. The application of the proposed avoidance to this different application
demonstrates its versatility.
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3.6 Chapter conclusion

In this chapter is proposed a collision avoidance system that has been tailored to op-
erate from Dynamic Occupancy Grid based perception. It is designed for local avoidance
under uncertainty in unstructured environments. The method relies on the Predictive Colli-
sion Detector (PCD) which is proposed as an interface between Dynamic Occupancy Grid
based perception and sampling-based planners. While related works chose to compute the
avoidance on object-based representations of the environment, the proposed approach with
the PCD operates only on elementary spatial occupancy, at cell and particle level. It uses a
probabilistic prediction of future occupancy with motion particles and the collision detection
is computed on a grid representation. Parallelizing the computations in a Global Purpose
computing on Graphics Processing Unit (GP-GPU) implementation enabled the deployment
on several robots, including an automated car, under real time constraints. This original
approach leads to a different paradigm of collision detection and avoidance that has shown
advanced driving behaviors such as anticipation, decision, observance of safety distances and
navigation in a crowd. All of these behaviors arise from the particle-based approach of the
PCD that provides a single stochastic risk estimation that is generic and can be applied in
various situations. The proposed avoidance qualitatively compares with the performance of
various state-of-art methods in their respective operating domains, proving that it is more
versatile. The navigation safety as been proven in a quantitative evaluation according to the
well-established standards of Responsibility-Sensitive Safety [SSSS17] (RSS). The robust-
ness of the approach has also been demonstrated in complex scenarios and under limited
sensing capabilities. As a broader use of state of art perception under uncertainty could
improve safety and efficiency of Automated Driving Systems (ADS), the present thesis in-
tends with this contribution to facilitate the use of Dynamic Occupancy Grids for collision
avoidance. Moreover, as it has been observed that use of Dynamic Occupancy Grids is under-
represented in local planning, this thesis also hopes to contribute to enhance the connectivity
of the state-of-art of perception and navigation.

This contribution is an opportunity for several future works. First, the PCD could be a
standard interface between grid-based perception systems and sampling-based planners. It
has been designed for this purpose but had not been tested with several perception systems
and different planners. This could be done to achieve a modular solution and compare the
performance of different combinations of perception and planning systems. Also the occu-
pancy prediction model could be improved. The kinodynamic unicycle motion model that
is used to predict the motion of agents provides a conservative planning policy but a more
accurate prediction model could result in a less conservative but more efficient planning. This
has actually been considered within this thesis. An extension of the PCD framework has been
proposed for more efficient human-aware navigation. It is presented in chapter 4.
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Chapter 4. Application of the proposed method to human-
aware collision avoidance

4.1 Chapter outline

While the previous chapter introduces a new collision avoidance framework whose orig-
inality is to operate directly on Dynamic Occupancy Grids without object-based representa-
tions of the environment, the present chapter introduces an extension of this collision avoid-
ance system to consider cooperative navigation among humans. Section 4.2 Motivation for
an extension of the PCD to consider its application to human-aware navigation reminds that
navigation of Automated Driving Systems (ADS) in shared spaces remains an open prob-
lem because current collision avoidance systems, including the previously proposed Predic-
tive Collision Detector (PCD), are generally too conservative. This is the motivation for
an extension of the PCD for interaction-aware collision avoidance with humans. Section
4.3 Related works in human-aware navigation and originality of the proposed solution with
the extended PCD reviews the limitations of state-of-art human-aware collision avoidance
systems. Classical predictive approaches suffer from the Freezing Robot Problem [TK10]
(FRP) while proactive planning approaches are restricted by their inherent complexity. Fi-
nally the proposed approach is presented, it relies on a particle-based interaction-aware oc-
cupancy prediction that derives from a state-of-art Social Force Model [MHG+09] (SFM)
based pedestrian-vehicle interaction model. Section 4.4 Methodology of the extension of the
Predictive Collision Detector (PCD) describes how the PCD is extended to become aware
of the probabilistic semantic classification of agents and to embed an interaction-aware pre-
diction model of pedestrian motion within its particle-based occupancy prediction. Section
4.5 Deployment and evaluation of the extended PCD in the context of human-aware collision
avoidance describes the implementation of the novel human-aware collision avoidance sys-
tem on an autonomous car prototype. Some qualitative results of occupancy prediction and
navigation in dense crowds are presented. A quantitative analysis investigates experimental
results in terms of navigation efficiency, safety and pedestrian comfort.

The contributions that are presented in this chapter are :
— the extension of the Predictive Collision Detector (PCD) that makes it aware of the

semantic classification of agents
— the development of an interaction-aware occupancy prediction model specifically for

pedestrians
— the qualitative and quantitative experimental validation of the method
These contributions have been published in :

Thomas Genevois, Anne Spalanzani, and Christian Laugier. Interaction-aware predictive col-
lision detector for human-aware collision avoidance. In IEEE Intelligent Vehicles Symposium
(IV), 2023

63



A part of this work has also been presented in a invited talk at a workshop :
Thomas Genevois, Anne Spalanzani and Christian Laugier. Interaction-aware Motion Plan-
ning as an alternative to Proactive Planning for Human-aware Navigation. In IV2023 Work-
shop on Interaction-driven Behavior Prediction and Planning for Autonomous Vehicles.

4.2 Motivation for an extension of the PCD to consider its application
to human-aware navigation

Mercedes-Benz Group, on their website, state that "Automated vehicles will become part
of everyday life in the near future – not only on clearly structured motorways and express-
ways, but also in urban areas. Yet urban traffic in particular poses huge challenges for the
researchers and developers of the necessary technologies. The task is to master considerably
more complex road layouts, processes and possible scenarios. In addition, towns and cities
are places where many different road users interact in a relatively confined space." [M23].
This observation is shared by other actors, observers and regulators of the autonomous driv-
ing systems community [W23, B19, C20, L23]. Even though Automated Driving Systems
(ADS) have been deployed on public roads and are already used for transportation of goods
and people, they are currently restricted to simple Operational Design Domain (ODD) where
they evolve in structured environment and have limited interactions with only few other road
users. But ADS should be progressively released in new ODD of increasing complexity
[B19], such as city centers and shared spaces. In urban traffic, the road network is more
complex and the density of road users is significantly higher. This issue has already been
mentioned in section 1.1.

In order to face these incoming challenges, autonomous driving software should evolve
to operate under a wide range of circumstances and be robust to unexpected events. For these
reasons, in chapter 3, a novel collision avoidance framework has been proposed. This new
method uses Conditionnal Monte-Carlo Dense Occupancy Tracker [RNL15] (CMCDOT)
perception suite and the proposed Predictive Collision Detector (PCD) to enable the direct
use of rich probabilistic perception for a versatile navigation system. As it is designed for
operation in unstructured and potentially highly crowded environment, this PCD contributes
to make ADS capable of navigation in urban traffic.

Among the many challenges that arise in urban environments, this chapter focuses on
automotive navigation in human populated shared spaces. This scenario, that is often en-
countered in city centers, considers a car navigating at low speed in presence of many pedes-
trians without explicit intersections and priority rules. Various solutions [CCMZ18] have
been proposed for such navigation in human crowds but they are often dedicated to restricted
ODD (kinematic constraints, speed limitations, number and category of agents, ...) and only
a few of them consider automotive applications. Navigation of a car in shared spaces re-
mains an unsolved problem. It is particularly difficult because it presents a highly dynamic
unstructured environment. Considering this, the previously proposed PCD appears as a likely
candidate for this task. It has been already demonstrated in section 3.5.2 that this system is
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capable of safe navigation in crowds of average density. Yet, the version of the PCD that has
been proposed in chapter 3 does not comprehend the opportunities of cooperation naviga-
tion with humans. So it does not constitute an efficient solution for human-aware navigation.
This is particularly visible in fig.27 with the example of the experimental automated car try-
ing to navigate in a simulated very densely crowded shared space. The collision avoidance
framework that has been proposed in chapter 3 is controlling the vehicle, with the Predictive
Collision Detector (PCD). But the conservative prediction approach does not consider that
pedestrians are aware of the vehicle. So the predicted occupancy, which results from the
motion of this crowd, covers the whole navigable space and the planner can not find any safe
trajectory. The vehicle is stuck. This issue is not specific to the PCD. This is a common prob-
lem that most mobile robots encounter in dynamically crowded environments. It has been
formalized and designated as Freezing Robot Problem [TK10] (FRP). It occurs when "the
environment surpasses a certain level of complexity [such that] the planner decides that all
forward paths are unsafe". In the previous example, the PCD is missing 2 things to be able
to solve the Freezing Robot Problem. First it would need to be able to understand that the
agents that it is facing are humans. Then it would require a human-vehicle interaction model.

Occupancy prediction

t0 3s 6s

Figure 27 – Example of a scenario where the proposed PCD faces the Freezing Robot Problem [TK10]
(FRP). To try to navigate through the densely crowded simulated shared space, the PCD computes the
predicted occupancy grid. However, as the prediction covers the whole space, the planner can not find
any safe trajectory.

So, to address navigation in shared-spaces, it is first proposed to make the PCD aware of
the semantic classification of the agents (pedestrian, cyclist, car, ...). For this, the extended
PCD integrates a new classification input and combines several class specific prediction mod-
els. Such that, a less conservative and more accurate prediction can be adopted for each class
of agent. Then, within this new classification-aware framework, the extended PCD is en-
riched with a prediction model for human motion. This model is inspired from expert knowl-
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edge and predicts pedestrian-vehicle interactions. In this way, this new version of the PCD
can anticipate cooperative navigation with pedestrians.

Therefore, in this chapter, this thesis proposes to extend the previous Predictive Collision
Detector (PCD) for interaction-aware collision avoidance among humans. This is motivated
by the intention to propose a method to efficiently address navigation in shared spaces as
it appears needed for future development of Automated Driving Systems (ADS). As this
approach relies on the initial PCD, it is also versatile, capable of navigation in complex
environment under uncertainty and ready to be deployed with an available perception system.
The addition of the interaction-aware model for pedestrian motion prediction significantly
improves navigation in shared spaces. As it is less computationally demanding and more
versatile than proactive planners but still able to benefit from cooperation with humans, the
proposed approach offers an interesting compromise between classical planning approaches
and human-aware proactive planners.

4.3 Related works in human-aware navigation and originality of the
proposed solution with the extended PCD

4.3.1 Related works in human-aware navigation

The proposed extension of the PCD considers its application for human-aware navigation.
Therefore this section reviews a selection of relevant research works in this field. Human-
aware navigation, also called social navigation, is a wide research field in Robotics that covers
decision making, global planning and local planning for robots in interaction with humans.
The present thesis only addresses the task of local planning which is to ensure to reach a
target at a local level while dynamically avoiding collisions. To perform human-aware colli-
sion avoidance, a robot has to predict the motion of nearby humans and plan its own motion
accordingly. However humans are conscious agents that are likely to replan their motion de-
pending on the actions of the robot. Therefore, for an efficient navigation, the robot needs
to anticipate how its own actions will influence the other agents. This is why human-aware
collision avoidance is a joint problem of prediction and planning. There are multiple ways
to address or circumvent this problem. [CCMZ18] presents a survey of human-aware plan-
ners. [KA17] compares the performance of some such planners. Human-aware planners can
be classified in different categories according to the types of interactions they can produce
during navigation. There is not yet a general agreement of the research community on the
designations and definitions of these categories of human-aware planners. The designations
that are used in this thesis mostly refer to those that are used in [CCMZ18] and synthesize
those that are used in the other research works that are cited in the present section.

Reactive planners The planners of this category only consider the current state of the envi-
ronment for avoidance. Classical planners such as the Dynamic Window Approach [FBT97]
or the Potential Fields method [K86] belong to this category. Without any prediction and
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anticipation of the motion of agents, these planners perform poorly in dynamic human-
populated environment and are subject to the FRP even with low densities of agents but they
provide a frugal approach and a simple behavior that can easily by understood by humans
around the robot.

Kinodynamic predictive planners These planners estimate the future state of the envi-
ronment to achieve a more accurate avoidance of moving obstacles. This prediction relies on
conservation of the motion that has been perceived with eventual variations to model dynamic
capabilities of the agents. In this category, the common Velocity-Obstacle [FS98] approach
is used in human-aware navigation, it is included as a fallback mode in [TSFA21]. The PCD
that has been presented in chapter 3 falls in this category. These planners uncouple and con-
sider sequentially the tasks of prediction planning. As a result, the planning computations
remain rather simple and with limited complexity even in presence of numerous agents. The
resulting behavior of the planner is also quite understandable by humans. However they do
not capture the possible cooperation with humans so they encounter the FRP when in crowded
environments.

Learning based planners This category refers to planners that rely on data-driven learning-
based approaches instead of explicit models for prediction and planning. As the internal
learnt interaction model is not accessible, these planners can not be directly categorized as
the others can be. However it is possible to classify these planners among the other categories
with an experimental analysis of the behavior of the planner. Various approaches have pro-
posed, most of them rely on deep Reinforcement Learning, as in [ECH21] and in [LCL+21].
Learning-based planners are mainly limited by the availability of relevant and large enough
data sets. Also they do not generalize as well as model based approaches for scenarios that
differ from the training data [CCMZ18]. None of the previously mentioned learning-based
approaches showed evidence of proactive navigation behavior.

Proactive planners This is the category of planners that address jointly prediction and
planning. They estimate the future state of the environment and how human agents would
react to the possible actions of the robot. So they are not subject to the FRP and they have
the richest capabilities of interaction and provide the optimal solutions for efficient coopera-
tive navigation of robots with humans. Yet, as proactive planning addresses simultaneously
prediction, planning and their correlations, it conveys an high inherent complexity. This
complexity is the main limitation of this type of planners. So they often require strong sim-
plifications of the planning problem in order to operate in real-time. This complexity also
limits the number of agents that can be considered at a time and it also prevents to con-
sider additional real-world constraints, such as partial and uncertain perception, that would
increase even more the complexity of the computations. The proactive planning approaches
include [KSM22] which achieves proactive navigation of an autonomous car in a crowd but
had to uncouple the longitudinal and steering planning. [FS14] presents a proactive planner
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that plans local trajectories and uses an extended Social Force Model [MHG+09] (SFM) to
estimate and minimize its impact on nearby humans. Although its complexity increases ex-
ponentially with the number of agents. [TSFA21] navigates proactively a robot in an indoor
environment that can be densely populated however the cooperative planning is restricted to
the 2 nearest humans only. Also [TSFA21] identifies the "entanglement issue" that arises
when humans do not behave as expected in the prediction model of the planner. This issue
is representative of a global side effect of using too rich planning approaches for human-
aware navigation : too complex navigation behaviors can be difficult for nearby humans to
understand and predict, resulting in missed cooperations. A simple and explainable behavior
is sometimes needed. Several robotic applications actually require the robot to assume the
responsibility of collision avoidance and let humans take the initiative of a cooperation. This
is the case in automotive applications where it is generally considered that "right-of-way is
given, not taken" [SSSS17]. This is also a specific request that has been formulated by the
industrial partner in the project R&D Booster MoovIT.

Behavioral predictive planners Planners of this category predict the future state of the
environment and then plan for the optimal trajectory. However, unlike classical predictive
approaches, the prediction embeds behavioral human motion models that can be obtained
either from expert knowledge or from data-driven learning. The interest of this approach is
that it processes sequentially prediction and planning. Therefore the models and computa-
tions remain simple. Also the use of specific human motion models provides the planner with
a broader understanding of human motion and enables richer interactions. While predictive
planners do not suffice for cooperative navigation among humans and while the application of
proactive planners are limited by their inherent complexity, the emerging category of behav-
ioral predictive planners offers an interesting compromise. Among the behavioral predictive
planners, [BAB+22] achieves navigation of multiple robots in an indoor human-shared en-
vironment thanks to a prediction of human motion which is based on a SFM. [FBH+18]
introduces a probabilistic approach with a variable confidence in a utility-based human mo-
tion prediction model and used it for quadcopter navigation in human vicinity. The 2 above
mentioned works considered that human trajectories are agnostic of the presence of robots.
This is a conservative assumption that simplifies computations and ensures that the robot
will not drive too aggressively. It is effective for small robots interacting with few persons
but would lead to the FRP in more complex situations. Instead, the prediction process may
consider that humans are aware of the robot and will react to it. This approach defines the
category of planners that will be designated as interaction-aware planners in this thesis. The
ability to anticipate interactions with humans generates rich navigation behaviors among hu-
mans and solves the FRP. An example is PORCA [LCB+18] that uses Partially Observable
Markov Decision Process to encode pedestrian intentions and an improved model of ORCA
as pedestrian motion model. It is demonstrated on a robot scooter that has been able to nav-
igate in real-world in a dense crowd. However PORCA remains limited because it applies
social navigation only on longitudinal planning and can not model non-holonomic constraints
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of vehicles.
In conclusion, it appears that the most promising approaches for human-aware navigation

without facing the FRP are proactive planning and interaction-aware planning. Proactive
planners generate the most efficient interactions and fluid navigation among pedestrians but
they are limited by their complexity when it comes to handle large number of agents and
real-world constraints such as uncertainty or complex motion models. On the other hand,
interaction-aware planning relies on more simple prediction and planning models that can
embed such real-world constraints and consider numerous agents but the interactions are not
as good as with proactive approaches. The tables in fig.28 illustrate the different paradigms
of predictive, interaction-aware and proactive planning and proposes a summary of their pros
and cons. With the example of the frontal encounter with a pedestrians, it provides expected
planning behaviors with these approaches. Based on these considerations, fig.29 proposes
optimal domains of application of these approaches depending on the density of the crowd
through which to navigate and the expected complexity of interactions. This analysis is based
on the reviewed state of the art and the results of section 4.5.

The aim of the extension of the PCD to human-aware navigation is to address navigation
in shared spaces where an autonomous vehicle may face dense crowds. Therefore, consider-
ing the already mentioned pros and cons of the different approaches, interaction-aware plan-
ning appears more relevant for the desired use case. Moreover, since the interaction-aware
approach relies on a sequential process of prediction and then planning, it is compatible with
the framework of the PCD (section 3.4.1) and only requires an evolution of the prediction
module.

4.3.2 Proposed approach to extend the PCD for human-aware collision avoidance

So, the proposed approach is to extend the PCD for interaction-aware behavioral predic-
tive planning with pedestrians, in potentially dense shared spaces while preserving its previ-
ous behavior for non-pedestrian agents and its ability to operate under uncertainty, in unstruc-
tured environments with simultaneous longitudinal and steering control of non-holonomic
motion. It preserves most of the original framework. It relies on a similar perception system
with the CMCDOT software suite. The new PCD also achieves a stochastic occupancy pre-
diction. And the same sampling-based Model Predictive Control (MPC) planner is used to
select the optimal trajectory and provide the control commands. However, the original PCD
makes a prediction that is not aware of the type and of the behavior of agents. So it pro-
duces inaccurate, yet conservative, predictions that result in the planner being too cautious in
avoidance maneuvers. It causes the FRP and inefficient navigation in crowded environments.
In this, this previously proposed planner belongs to the category of kinodynamic predictive
planners that has been defined in section 4.3.1.
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Figure 28 – These tables illustrate the different paradigms of predictive, interaction-aware and proac-
tive planning. With the example of the frontal encounter with a pedestrians, it provides expected
planning behaviors with these approaches. The main features and pros and cons of these approaches
are also summarized.
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Figure 29 – This graph proposes optimal application domains for predictive, interaction-aware and
proactive human-aware planners depending on the density of the crowd through which to navigate
and the expected complexity of interactions. This proposition results from considerations that are
presented in section 4.3 and in fig.28.

Opening the PCD for agents class specific prediction models To improve the PCD, this
thesis proposes first to distinguish the prediction according to the semantic classification of
agents. For this, the new framework relies on a deep learning based approach to extract se-
mantic classification of agents and construct a semantic occupancy grid as in [EWL19] that
identifies the probability of motion particles to refer to a car, a pedestrian, a cyclist or another
type of agent. Then the CMCDOT perception suite is used not only to filter the occupancy
probability and extract speed estimation but also to filter the classification probability jointly
[RDGML22]. Such that it generates a Dynamic and Semantic Occupancy Grid. Then, within
the PCD, instead of propagating the occupancy probability in time with only one global
model, it is propagated according to the semantic classification. Class-specific prediction
models redefine the prediction according to a continuous distribution of probabilities among
classes. The previous kinodynamic model still holds for unclassified agents. So the main in-
novation of this new approach lies in the occupancy prediction module. While preserving the
features of the original PCD, this extension enables to simultaneously model more accurately
some classes of agents and plan more efficient collision avoidance. Since this approach han-
dles a continuous classification probability, it is robust to uncertain classification and versatile
enough to handle simultaneously agents of different classes.
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Definition of a prediction model for pedestrian agents The proposed prediction model
is inspired by a SFM-based pedestrian-vehicle interaction model that has been proposed for
simulation in [PMDS21]. This model has been proven to represent accurately various actual
human behaviors thanks to a comparison with real data. Since this original model requires the
knowledge of pedestrians’ intentions, it needs to be adapted for its use in prediction within the
PCD that can only rely on observable data. The present thesis proposes to adapt this model for
probabilistic occupancy prediction and to use it as a model for the class of pedestrian agents
within a new version of the PCD. This new prediction model embeds empirical knowledge
of human behavior during motion and interaction with a vehicle. Thanks to this addition, the
extended PCD can be regarded as a behavioral and interaction-aware predictive planner.

As the prediction is aware of humans and interactions with them, the improved collision
avoidance system becomes capable of navigation in crowded shared spaces with smooth ma-
neuvers around humans and does not suffer from the FRP. Also, it relies on an explicit human
motion prediction model. Unlike with learning based approaches, this model can be analyzed
to prove that the beliefs of the planner are reasonable and produce a safe and human-friendly
behavior. For example, the proposed model states that the robot should not expect humans
to react to its actions and that it should comply with human intentions that are observable.
Therefore the robot does not take the initiative in an interaction and also it respects human ini-
tiatives to force the right-of-way, yield or make a detour. Finally, as this is an extension of the
previous PCD, the new avoidance system is as well capable of navigation under uncertainty,
in complex and unstructured environments, with a realistic ego-motion model.

4.4 Methodology of the extension of the Predictive Collision Detector
(PCD)

4.4.1 Reminder of the Predictive Collision Detector framework

The new proposed collision avoidance system is an extension of the original PCD frame-
work. As illustrated in fig.30, its structure only differs from the previous PCD by the addition
of the semantic classification as a new input and the modification of the prediction module.
The rest of the software framework which is illustrated fig.16 remains unchanged. So the
new framework consists of the following modules :

— A Bayesian Occupancy Filter [RDGML22], within CMCDOT software suite, which
fuses and filters sensor data. It produces a Dynamic Occupancy Grid i.e. a discrete 2D
representation of the likelihood of space to be occupied together with estimated speed
of the observed motions. In the extended version, the Dynamic Occupancy Grid also
provides semantic classification as a grid-based probabilist representation of an agent
lying in an defined area to belong to one class (pedestrian, cyclist, car, unknown, ...).

— A Prediction module that projects the current occupancy grid along the motion par-
ticles and estimates the evolution of the occupancy grid over the next seconds. The
main contribution of this chapter is an evolution of this module, from the simple kin-
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odynamic prediction to a class-specific and behavioral prediction.
— A Collision Detector that investigates the predicted occupancy grid and returns the

probability of collision in each position that the planner queries. It remains unchanged
from the previously proposed PCD.

— A Sampling-based Planner. Considering the collision probability in sampled posi-
tions, a Sampling-based Model Predictive Control planner [DCJC08] estimates the
collision risk over trajectory candidates. For our application, a cost function helps to
find the best trajectory, among the safe ones, to follow a predefined path. Our solution
is theoretically compatible with other sampling-based planners. This is module is the
same as in the previous system.

Bayesian
occupancy

Semantic
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fication

Occupancy
prediction

Collision
detection

Local
planning

Bayesian
perception

Predictive Collision
Detector
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Planning
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Figure 30 – Illustration of the major steps of the proposed framework for human-aware collision
avoidance, from the perceived Semantic Dynamic Occupancy Grid until the planner selects a trajec-
tory.

4.4.2 Opening the PCD for agents class specific prediction models

The first proposed improvement of the PCD is to make the occupancy prediction capable
to apply different models for different classes of agents. The previous model is presented
in section 3.4.2. Similarly with the previous system, each particle has a speed vector and
carries a probability of occupancy that represents the probability of existence of a moving
obstacle in the cell in which is the particle. But the perception also informs of the probability
of the particle to refer to an agent of each class. These classes include but are not limited
to pedestrians, cyclists, cars and unknown agents. As t0 refers to the current time, let P be
a particle with a speed VP(t0) and an occupancy probability p. Let XP(t0) be its position.
Then P(Ck),k ∈ J0,nK represents the probability of P to belong to an agent of class k among
n classes. In the previous PCD, a prediction model is defined by U , a set of actions that the
agent could do, P(u), the likelihood of each action u ∈ U and XP(t) | u the future position
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of the particle given that action u is realized. The new PCD proposes to extend this by con-
sidering a specific prediction model for each class of agent. So, for each class k, a prediction
model is defined by its action set, Uk, the likelyhood of its actions, P(u |Ck),u ∈Uk and the
resulting motion, XP(t) | u ∈Uk. Finally P is split into a set of sub-particles, one for each
action of each model. The sub-particles are then propagated according to the models and they
carry an occupancy probability given by (10).

∀k ∈ J0,nK,∀u ∈Uk,P(u) = 1− (1− p)P(u|Ck)×P(Ck) (10)

The total occupancy probability is preserved given that ∑k∈J0,nK P(Ck) = 1 and ∑u∈Uk
P(u |

Ck)= 1. This distribution of the occupancy probability across multiple classes enables several
prediction models to coexist and participate in the same prediction. It also makes the system
robust to uncertain classification. Another element of robustness against uncertain classifica-
tion is to consider a class for unidentified agents, C0. The previous kinodynamic prediction
model is maintained for this class. This enforces the global and defensive approach to col-
lision avoidance of the previous PCD as a default behavior for unidentified agents. Even
though the division in many sub-particles increases the complexity of the computations, this
approach leads to an efficient implementation in Global Purpose computing on Graphics Pro-
cessing Unit (GP-GPU) since the computations are individually simple and parallelizable.

4.4.3 Definition of a prediction model for pedestrian agents

The second modification of this extension of the PCD is the addition of a dedicated pre-
diction model for human motion. It is embedded in the functioning with multiple classes that
is described in section 4.4.2. It redefines the occupancy prediction motion that is used for
particles of agents that are classified as pedestrians. The proposed model is inspired from
[PMDS21] which presents a model to simulate the motion of pedestrians in interaction with
a vehicle. This work relies on the Social Force Model [MHG+09] (SFM) that models the
motion intention and interactions with other agents as forces acting on a physical system. It
also uses a state machine to represent decisions such as crossing before a car, stopping or
stepping back. This model has been designed for simulation, with exact knowledge of the
state and intentions of all agents, thus it requires adaptations before to be used as a prediction
model. First, this thesis proposes to ignore interactions between the pedestrian and agents
and obstacles other than the ego-vehicle. This simplifies the model by considering only the
interaction between the pedestrian and the ego-vehicle. Second, as the decisions of pedestri-
ans are not known to the prediction system, the set of states of the state machine is reduced to
consider only states that can be inferred from observations. Namely, the adapted model uses
the states "stopping"(S), "walking"(W ), "running"(R) plus a new state, denoted as "uniden-
tified motion pattern"(U), which covers both the case of insufficient observations to identify
a state and the case of unidentified state. Then it is assumed that the observed current speed
results from a Gaussian Mixture Model (GMM) which is composed by the speed distribu-
tions of the 4 states. Such that the state distribution for each particle is estimated by (11).
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The parameters of the GMM have been found in surveys on human walking and running
speeds [PDS19, PMDS21, BW17, HYE07]. In the absence of perception of the intentions of
humans, this model is used to infer their state within the state machine of the model. This
estimation is stochastic and continuous. A graph of the state distribution as a function of the
estimated speed is presented in fig.31. These states refer to those of the internal state machine
of the prediction model of human motion. They define the parameters of the SFM that is used
for motion prediction.

∀s ∈ {S,W,R,U},P(s | ‖VP(t0)‖) =
N (‖VP(t0)‖ | {µs,σs})

∑x∈{S,W,R,U}N (‖VP(t0)‖ | {µx,σx})
(11)
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Figure 31 – This graph presents the estimated probability of the state of a pedestrian as a function
of its estimated speed, according to the proposed GMM. The states refer to those of the internal
state machine of the model of human motion. In the absence of direct observation of the intention of
pedestrian, this approach provides a stochastic and continuous estimation.

The different states define the value of the parameters of the prediction model. For states
S, W and R, these parameters are the same as for the simulation model in [PMDS21]. Ac-
cording to the Social Force approach, the human is modeled as a physical body reacting to
2 forces, its internal motivation and the interaction with the vehicle. [MHG+09] defines the
model (12).

E = Xvehicle−XP , D = λ (VP −Vvehicle)+
E
‖E‖

θ = 〈E,D〉 , T =
D
‖D‖ , N =⊥ T , B = γ‖D‖

Fmotivation =
Vdesired−VP

τ
Finteraction =−Ae−

‖E‖
B (e−(n

′Bθ)2
T + e−(nBθ)2

N)+ ε
dVP

dt
= Fmotivation +Finteraction

(12)

As in [PMDS21], A and ‖Vd‖ are parameters that depend on the current state of the state
machine. Similarly Finteraction is assumed to be null in states S and R. XP(t0), VP(t0) are
known from the occupancy grid and Xvehicle, Vvehicle from the odometry. The other parameters
for pedestrian-vehicle interaction are defined in [PMDS21].

To consider the uncertainties of human motion that are not observable to this prediction
model, this thesis proposes to add ε , the interaction model error which is assumed to follow
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a Gaussian distribution. The intended pedestrian speed which also is not observable, Vdesired,
is assumed to follow a Gaussian distribution which is centered on a speed vector whose norm
depends on the current state and whose direction is the one of the current observed motion.
Within this context, ε and Vdesired represents the unobservable intention of the pedestrian and
his/her willingness to interact. The distribution of these 2 variables forms the action set U

of this prediction model. P(U) is given as well by the Gaussian distribution of each of these
2 variables. So P can be divided in sub-particles with different values of ε and Vdesired. And
then the motion model, XP | u, is obtained by integration of dVP

dt | u (with a speed bound
to prevent unrealistic speed estimations in critical avoidances) and VP | u. In this way, the
interaction-aware pedestrian motion prediction model is completely defined. At last, in state
U , the prediction follows the previously defined global kinodynamic model. This fallback
mode ensures a defensive prediction when no motion pattern is recognized.

Fig. 32 and 33 show simulated and real-world experimental examples of predictions
grids that have been generated with this model. Fig. 32 considers a simulated scene where
the ego vehicles is moving at about 10km/h, 3 groups of pedestrians are walking at different
positions around the vehicle. This figure comparatively displays the predicted occupancy that
were computed with the kinodynamic unicycle model and with the behavioral interaction-
aware model. Both approach produce similar predictions for a pedestrian who is on the side
of the car, not interacting with it anymore. Predictions differ slightly regarding a group of
pedestrians who are currently moving away from the car’s trajectories. Finally predictions
are very different for the last group of people who is further away but walking towards the car.
It can be observed that SFM model expects them to cooperate and deviate from their current
path but it is still unclear in which direction the person on the right will go. This illustrates
a fragment of the diversity of behaviors that can be modeled by the proposed behavioral
interaction-aware prediction.

Fig.33 presents a results that has been computed in real time on the on-board computer
of a car with the interaction-aware prediction model in a real world scene. In this scene, the
vehicle is driven at very low speed. The predicted occupancy grid shows the persons around
the car and the static obstacles. The persons on the right are currently interacting with the car.
This demonstrates the applicability of the proposed prediction method with real world data.

As the proposed model is similar to the expert one [PMDS21] that has been validated
against real-world data, a realistic prediction can be expected. Also, the defines explicitly the
beliefs of the planner regarding human motion, so it can be verified that they are reasonable
and will produce a human-friendly behavior. For example, as Finteraction is null for stopping
and running humans (states S and R), the SFM model states that a pedestrian in this state is
not going to react to the vehicle. Therefore the planner is not expecting cooperation from
these persons. The robot will carefully avoid them. The interaction is considered only with
pedestrians at walking speed. So the planner might expect cooperation only from walking
people. They may contribute to the avoidance or in some cases let the vehicle pass. Here
too the consideration of an explicit desired walking speed which is associated to a bound
on the predicted speed of humans makes sure that the predicted motion is reasonable for a
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Figure 32 – In a simulated scene, this figures displays a comparison of the predictions with the kinody-
namic unicycle model and with the behavioral interaction-aware model. For example, the behavioral
interaction-aware prediction distinguishes a person who is not interacting with the car anymore (A),
people that are currently avoiding the car’s trajectories (B) and people that are still far away from the
vehicle but likely to cooperate and to deviate from their current path (C).

pedestrian. Furthermore the proposed model specifies that humans do not react to the actions
of the vehicle but only to its current position and speed (Xvehicle and Vvehicle in the model).
This ensures that the robot does not take the initiative in an interaction but let humans decide
first. This is a conservative behavior that is desired for the use cases of the PCD.

4.5 Deployment and evaluation of the extended PCD in the context of
human-aware collision avoidance

4.5.1 Deployment of the extended PCD on a real vehicle and transferability to real-
world applications

Test conditions The proposed extension of the PCD intends to enable efficient navigation
of autonomous vehicles in urban shared spaces. To validate this with experimental results,
the extended PCD has been deployed on the experimental automated car and on the industrial
logistics robot. Yet most validation tests have been conducted on the experimental automated
car which at the same time more challenging and more representative of the intended use
case. The test environments that have been considered represent urban environments with
few static obstacles, crowds of different densities, mostly on 2 lanes roads. As for the tests
of the previous PCD in section 3.5, the planner is given a path to follow approximately but
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Figure 33 – The top image shows the experimental vehicle, driving at low speed near several persons.
The second image displays the predicted occupancy grid that has been computed in real time on the
on-board computer with the interaction-aware prediction model in this scene.

the constraint on the path following is much weaker that the collision avoidance. The planner
is given a speed limit of 30km/h but it can freely adapt the longitudinal speed. The path
following itself is not evaluated, the focus is made on the safety and efficiency of the collision
avoidance.

Implementation and real-time execution The proposed human-aware collision avoid-
ance system, with the extended PCD, has been deployed for real-world applications on the
experimental automated car. From LiDAR and camera observations, the CMCDOT soft-
ware suite provides a fused and filtered perception as a Semantic Dynamic Occupancy Grid
[RDGML22]. This grid is used for occupancy prediction and collision detection within the
proposed PCD. Finally a sampling-based MPC planner [DCJC08] is used to select the opti-
mal safe trajectory according to the risk evaluation that the PCD provides and the objective
of path following. As this extended version of the PCD is also optimized in NVIDIA Com-
pute Unified Device Architecture [L08] (CUDA) for execution on GP-GPU, it is executed in
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a maximum of 15 ms for a densely crowded area, on a NVIDIA GeForce GTX 1080. This
allows to meet the real-time constraints and the whole collision avoidance runs at 15 Hz.

Testing the prediction in real world The proposed avoidance systems relies only on per-
ception data, without prior knowledge of the scene. So, just as the previous version of the
PCD, the CMCDOT perception suite provided a sufficient perception for real world deploy-
ment of this enhanced collision avoidance system an its real-time execution on-board of the
experimental automated car. However it has not been technically possible to guarantee exper-
imental safety during autonomous navigation of the experimental automated car near humans.
For this reason, this thesis presents only prediction results with real pedestrians, as in fig. 33.

Testing collision avoidance in simulation Then the proposed avoidance system has been
extensively tested in Software-in-the-Loop (SiL) simulation of urban scenarios and naviga-
tion in densely crowded shared spaces. In this environment, the virtual ego-vehicle is a twin
of the experimental vehicle that provides similar sensor data, responds to the same command
messages, has similar motion model, shape and real-time constraints. Therefore, the tests in
simulation represent quite well what could happen in the real-world. As in the validation of
the previous PCD, the pedestrian simulator Simulation of Pedestrians and an Autonomous
Car in Shared Spaces [P21] (SPACISS) has been used for simulation of crowds of pedes-
trians. It aims to reproduce realistic behavior of humans in their social interactions among
themselves and with the car. Randomized initialization and decisions of simulated pedes-
trians generate a large diversity of behaviors to challenge the collision avoidance. These
simulated pedestrians are mostly cooperative with the car but they also happen to be self-
ish. Extensive tests in simulation demonstrate the ability of the proposed navigation system
to drive safely in crowds of such simulated pedestrians even in presence of non cooperative
pedestrians.

Testing collision avoidance on a real vehicle with Augmented Reality With the help of
Augmented Reality (AR) on the data of the on-board sensors, this navigation system has also
been tested in real-world, on the experimental vehicle, on-board and in real-time, but for
safety concerns with simulated pedestrians. Fig.34 and its linked video show the result of a
test of real-world navigation of the experimental automated car with the proposed avoidance
method in a dense crowd in AR. The video first displays the augmented point cloud which
is the input of the proposed collision avoidance system. Then in displays successively the
Dynamic Occupancy grid, the predicted occupancy and the collision risk on the trajectory
sampling. All of these have been computed in real time on board of the vehicle and the
proposed collision avoidance system drove the vehicle accordingly to these outputs. If not the
safety concerns, this experiment could have been realized with real people. This deployment
and the whole validation demonstrates that the proposed avoidance system is able to navigate
a real car in dense crowds, in real time, with simultaneous lateral and longitudinal control,
with a non-holonomic motion model and latency in the command, without prior knowledge
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of the scene and only using real sensor data. While none of the above-mentioned related
works in automotive human-aware navigation considered these real-world constraints and
such a deployment on a real vehicle, it appears that the collision avoidance system that this
thesis proposes could be transferred to real world applications.

Figure 34 – Experimental navigation of a car in a crowd with the proposed human-aware colli-
sion avoidance system. The system is deployed on an actual vehicle but, for experimental safety
matters, it operates with virtual pedestrians that are generated in Augmented Reality on LiDAR
sensors [GHRL22]. The top left image displays the predicted occupancy grid and the trajec-
tory candidates that were generated during this test. A video of this experiment is available at
https://inria.hal.science/hal-04073269

4.5.2 Qualitative evaluation of the extended PCD

The proposed behavioral interaction-aware prediction model that is used in the extended
PCD relies on an expert model that has been developed and validated with real human mo-
tion data in [PMDS21]. So this thesis does not consider to evaluate the accuracy of this
motion prediction since it has aldready been validated. Instead this thesis aims to assess the
benefits of embedding this prediction model in the PCD collision avoidance framework. In
this purpose, multiple SiL simulated tests are executed under realistic constraints such as
perception only from sensor available data, uncertainty and partial knowledge of the scene,
non-holonomic motion, actual shapes of ego-vehicle and obstacles, no restriction on the num-
ber and types of agents and obstacles. None of the proactive and interaction-aware predictive
planners that have been presented in section 4.3.1 operates under these constraints. There-
fore the results of the proposed method can not be directly compared with these approaches.
However qualitative results can demonstrate that embedding an interaction-aware prediction
in the PCD has granted the planner with some typical features of proactive planners.

80

https://inria.hal.science/hal-04073269


Ability to perform a cooperative avoidance As it is mentioned in [CCMZ18], the ability
to anticipate and negotiate simultaneous avoidance with agents is a feature which is com-
monly associated to proactive planners. The same survey also observes that predictive plan-
ners are not able to solve simple human-aware navigation tasks such as mutual avoidance
in narrow corridors because the planning for the ego is independent of the navigation of the
other agents.
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Figure 35 – These graphs presents the successive positions of the ego-vehicle and a pedestrian in a
mutual avoidance situation. In the first simulated test, there is no restriction on the lane width. In the
second test, the lane width is restricted to 5m. This exemple demonstrate the ability of the proposed
planner to mitigate its impact on human agents in function of the scenario. Both tests are illustrated
by bird-eye-view images, the video of the tests is included in https://inria.hal.science/
hal-04073269

Fig.35 displays the paths of the ego-vehicle and a pedestrian in a mutual avoidance situa-
tion when they are face to face on the same path. The ego-vehicle is driven by the proposed
planner with the behavioral PCD. A first test shows that, when facing the pedestrian in an
wide open area, the proposed collision avoidance chooses to drives far from him/her. In this
way, the ego-vehicle takes all the burden of the avoidance and causes reduced disturbance to
the pedestrian. This is a desirable behavior. Moreover, when this encounter occurs in a nar-
row space, the proposed avoidance system with the extended PCD cooperates with the human
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to negotiate a simultaneous avoidance in which both of them take a part of the burden of the
avoidance. The avoidance is not symmetric because the car and the human do not have the
same kinematics. This exemple demonstrate the ability of the proposed planner to mitigate
its impact on human agents in function of the scenario. However as the proposed planner is
not proactive, it is not planning the actions of the agent. Therefore it waits for the human
to initiate the cooperation by showing a clear intention. This results in a delayed and less
smooth interaction that what a proactive planner could achieve. Yet this behavior exemplifies
the superiority of the proposed approach as compared to regular predictive planners.

Ability to handle simultaneously different classes of agents Fig. 36 provides an example
where the proposed collision avoidance system deals simultaneously with several classes of
agents. In the example, the ego-vehicle follows a preceding car and is approaching a group
a people about to cross the road. The proposed occupancy prediction models the motion of
people with the human-aware prediction model and the car with default kinodynamic model.
Both models contribute to the same predicted occupancy grid that is then used for collision
detection and planning. Thanks to the extended prediction module that is aware of the se-
mantic classification of agents, the planner still considers the specificity of each agent and
predicts human motion with the appropriate model. This occurs without any ODD transition.
For this, in presence of humans, the proposed extended PCD-based avoidance solution is
more effective than global purpose collision avoidance and it is also more versatile than most
human-aware navigation systems that do not consider other agents than humans.

4.5.3 Quantitative evaluation of the extended PCD : efficiency, safety and pedestrian
comfort

Efficiency A first set of tests aims to demonstrate that the extension of the PCD, with its
new behavioral interaction-aware prediction model, improves the navigation efficiency of the
whole collision avoidance system. So these tests consider the experimental automated car
in a SiL simulation. Driving on a 8m wide road, the vehicle has to safely cross a crowd of
pedestrians that are simulated by SPACISS. The tests consider different densities of crowd,
up to 67 people/m2 which can be regarded as an extremely dense crowd for the navigation
of a car. These crowds follow an unorganized flow of people simultaneously in 2 ways, in
the same direction as the car and in the opposite direction. Each test is repeated 10 times
with a random initialization of the crowd. The test compares the navigation efficiency of
the proposed avoidance solution with the extended PCD with the navigation efficiency of the
original PCD that has been proposed in chapter 3. The extended PCD relies on the behav-
ioral interaction-aware prediction model while the original PCD relies on the kinodynamic
prediction model. However they use the same perception and planning systems. So a direct
quantitative comparison of their navigation behaviors is possible and reflects the impact of
the different prediction models.

As mentioned in section 4.5.2, none of the proactive and interaction-aware predictive
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Figure 36 – This image presents an autonomous navigation simulation with different types of agents, a
car and several pedestrians. A view of the scene is in the bottom left corner. The predicted occupancy
grid is displayed. Each colored square illustrate a sampled trajectory, it is located at the 3s future
position of the center of rear axle of the ego-vehicle if the commands of acceleration and steering
that correspond to this trajectory are applied. These squares are red when the PCD identifies an
collision risk on this trajectory. In such a situation, the extended PCD represents the motion of cars
with kinodynamic prediction while the behavior of pedestrians is modeled with behavorial interaction-
aware prediction.

planners that have been presented in the related works operates under the constraints of
densely crowded environment, with limited sensing and realistic ego-motion model that are
used in this SiL simulation. For this, a quantitative comparison with methods from the state
of the art is not possible. As per metric, the navigation duration, ∆tnav, is used to evaluate
the navigation efficiency. As in section 3.5.3, it is defined as the amount of time that the
vehicle needs to complete the given path. It is assumed that this metric captures the fluidity
of the different avoidances that the vehicles must do to cross the crowd. As it is mentioned in
[CCMZ18] and used in [FBH+18, BAB+22, LCB+18, TSFA21, KSM22], such a navigation
duration based metric is common for evaluation of the navigation efficiency of human-aware
navigation systems.

Fig.37 plots comparatively the results of these tests. First, it can be observed that globally,
in presence of humans, the system with the extended PCD completes the path faster than the
one with original PCD. The performance of both systems is comparable in low crowd density
but the improvement is significant in dense crowds. And even more, while the vehicle with
the original kinodynamic PCD faces the FRP and is not able to cross the densest crowds,
the vehicle that is controlled by the interaction-aware PCD is still able to navigate through
these same crowds. These results prove that, in presence of humans, the integration of the
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interaction-aware prediction model in the PCD collision avoidance framework leads to a sig-
nificant improvement of the navigation efficiency. These results also reveal that, as proactive
planners, the planner with the extended PCD is not subject to the FRP.
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Figure 37 – 180 simulations are run in a randomly initialized scenario were the car has to cross a
25m long and 8m wide shared space with an unorganized longitudinal 2 ways flow of people. The
top images illustrate this scenario. The graph presents, ∆tnav, the required time to complete the path,
depending on crowd density. Each boxplot displays the median, quartiles, extrema and outliers over
10 simulations. The absence of some boxplots traduces the fact that the car was not able to cross in
a reasonable amount of time. Results show that the planner with the extended PCD performs better
than original PCD when the density of the crowd increases. Moreover this interaction-aware planner
is not subject to the FRP even in extremely dense crowds.

Safety The first part of this validation shows that planning with the extended PCD is more
efficient in crowded environment, although it is crucial to verify that it is still safe. The orig-
inal PCD operates with a kinodynamic prediction model that always considers worst cases
of acceleration, braking and steering. So it is highly conservative and overly conservative
if it is compared to human drivers. Therefore it does not make sense to compare the safety
of navigation with the extended and with the original PCD. Instead this thesis proposes to
verify that the collision avoidance with the extended PCD is safe whatever the behavior of
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humans, even if they are not cooperative. For this purpose, navigation in partly cooperative
crowds has been identified as a particularly challenging task. If the majority of pedestrians
in a crowd do cooperate, the autonomous vehicle can drive rather fast. Then the presence of
few non cooperative pedestrians that do not cooperate is very challenging since the vehicle
has to distinguish them from cooperative ones early enough to slow down and avoid these
people carefully. This challenging scenario is referred to as partly cooperative crowd in this
thesis. In the experiments, the cooperative part of the crowd is simulated with the regular
SPACISS. The non cooperative humans are also simulated with SPACISS but their field of
view is virtually restricted to 1m, as if they were distracted, not aware of the presence of
the vehicle until it comes closer than 1m. After experimenting different values, a proportion
of 25% of distracted pedestrians is chosen. It guarantees at the same time that the crowd is
mostly cooperative such that the vehicle can drive rather fast and that the vehicle often en-
counters and has to avoid distracted people. Experimentally, it has been observed that, with
the proposed navigation system with the extended PCD, the navigation duration, ∆tnav, is
increased in average by 18% as compared to a cooperative crowd of the same density and the
shortest distance to pedestrians during avoidance maneuvers is reduced by 38%.

So a new set of tests proposes to evaluate and compare the safety of the collision avoid-
ance system with the extended PCD, in cooperative crowds and in partly cooperative crowds.
In simulations, the experimental automated car has to cross unorganized crowds of different
densities that go in the opposite direction on a 8m wide road. Each test is repeated 10 times
with a random initialization of the crowd.

The review of the state of the art does not reveal any consensus on a safety metric for
human-aware navigation. Among the approaches that are listed in [CCMZ18], counting oc-
currences of collisions appears too simplistic since it would not reveal most of the dangerous
events. Also defining a safety zone around pedestrians is not feasible since it would not cap-
ture the effects of speed (it is safe for pedestrians to be very near the car at low speed but not
at high speed) and the effects of the kinematic constraints of the car (it is safe for pedestrians
to stand on the side of the car but not in front of it). For these reasons, this thesis proposes
to use the RSS satisfaction ratio, QRSS, as a measure of the navigation safety. This metric is
defined and used in chapter 3.5.2.

So fig.38 presents the comparative results of the safety evaluation of the navigation with
the extended PCD in cooperative and partly cooperative crowds. It is important to notice that,
contrary to the results of the safety evaluation of the original PCD in fig.19, the navigation
with the extended PCD results in a RSS safisfaction ratio which is below 1, meaning that the
safety standard of Responsibility-Sensitive Safety [SSSS17] (RSS) are not satisfied. This is
understandable since the new prediction model is less conservative and does not consider the
worst cases as the RSS approach does. The RSS approach to safety is generally considered as
overly conservative. So QRSS being lower than 1 should not be interpreted as an observation
of a dangerous behavior. With both cooperative and partly cooperative crowds, no collision
occurred and actually the RSS satisfaction ratio is almost unchanged. Despite partly coop-
erative crowds that visibly affect the navigation and significantly lower ∆tnav and reduce the
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distance to pedestrians during tests, there is no noticeable impact on the safety metric.
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Figure 38 – 160 simulations are run in a randomly initialized scenario were the car has to cross a
25m long and 8m wide shared space with an unorganized longitudinal opposite flow of people. The
top images illustrate this scenario with 23 persons/100m2. The graph presents QRSS, the worst RSS
satisfaction ratio during the scenario, depending on crowd density. Each boxplot displays the median,
quartiles, extrema and outliers over 10 simulations. Half of the simulations use a non cooperative
crowd. The interaction-aware planner is used in all cases. Results show that the non-cooperation of
some individuals of the crowd has no visible effect of the safety metric while it significantly affects the
navigation efficiency. This proves that the planner with the extended PCD adapts its drive to guarantee
similar safety standards whatever the driving conditions.

This experiment demonstrates that the proposed interaction aware planner actively ma-
neuvers and avoids dangerous situations to maintain a constant level of safety even if some
people do not cooperate. This study shows that, even if the proposed planner benefits from
the cooperation of humans, it actively avoids collisions with humans whatever their behav-
ior. Therefore the proposed collision avoidance solution with the extended PCD guarantees
safety, even in dense crowds.

Pedestrian comfort Even though the approach that is proposed in this thesis does not in-
clude an explicit minimization of the disturbance it causes to humans, the comfort of pedes-
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trians that interact with the vehicle is an important aspect of human-aware navigation. It is
necessary for the acceptability of a navigation solution in a real-world application. Unfortu-
nately this aspect is rarely validated with experimental results in the related research works.
The disturbance that a vehicle causes to nearby pedestrians is not only related to the risk of
collisions. The concept of disturbance encapsulates all undesired modifications of the trajec-
tories of pedestrians i.e. the detours and speed changes that they make to avoid the vehicle.
If the safety of pedestrians is the absence of any dangerous event, the comfort of pedestrians
resides in the overall smoothness of all interactions over time.

In the literature, there is not yet a consensus on a metric to evaluate this comfort [CCMZ18].
Though the promising concept of Social Work has been introduced by [GS12] and reused in
[FGS13] and [FS14]. Within a Social Force Model [MHG+09] (SFM) that represents the
interactions between the vehicle and nearby humans, the social work is defined as the cu-
mulative energy variation of pedestrians which is caused by the social interaction forces, by
analogy with the definition of the work of a force in physics. It represents the sum of all
the disturbances that a vehicle causes to nearby humans. Considering q humans Hi, i ∈ J1,qK
whose speed vectors are VHi , then the average Social Work per person,W , is defined by (13).

In order to apply this metric to the experiments of this thesis, the computation of the Social
Work has been embedded in SPACISS and is based on its underlying SFM. Even though the
extended PCD also relies on a SFM, it is not related in any way to one of this metric. This
metric could actually also be used to evaluate planning methods that do not use a SFM based
approach. The Social Work has the advantage to integrate on all the interactions that occur
over time and to summarize them in one single measurement. The use of the Social Force
Model also provides a well defined basis for this metric.

W =
1
q

q

∑
i=1

∫
|Finteraction ·VHi|dt (13)

In a new set of simulations, the experimental automated car has to drive through unorganized
crowds of different densities that go in the opposite direction on a 8m wide road. Each test is
repeated 10 times with a random initialization of the crowd. With the use of the Social Work,
these tests aim to compare the disturbances that are caused to pedestrians by the vehicle
when it is driven with the extended PCD and with the original PCD. As the original PCD is
highly conservative it is expected to be more human-friendly that the new proposed version
of it. The purpose of this experiment is to determine by which amount the discomfort is
increased. Unfortunately, for this experiment too, no comparison with the related works is
possible. Fig.39 displays the results of this comparison between the original kinodynamic
PCD and the extended interaction-aware PCD. In the least dense crowds, the planner with the
interaction-aware PCD causes twice more disturbance than its kinodynamic counterpart. This
is reasonable since the kynodynamic planner drives very conservatively while the interaction-
aware planner tries to take advantage of the cooperation of humans. However they appear to
cause the same amount of discomfort to crowds of average density. Surprisingly, experiments
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in the densest crowds reveal that the interaction-aware planner causes less disturbance to them
than the kinodynamic planner.
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Figure 39 – 160 simulations are run in a randomly initialized scenario were the car has to cross
a 25m long and 8m wide shared space with an unorganized longitudinal opposite flow of people.
This scenario is the same that the one which is described in fig.37. The graph presents the social
work which reflects the disturbance that both the interaction-aware PCD and the kinodynamic PCD
planners cause to pedestrians. Each boxplot displays the median, quartiles, extrema and outliers
over 10 simulations. The results show that the interaction-aware planner causes more disturbances
to low density crowds than its kinodynamic counterpart. This is logical since the kinodynamic PCD
is highly conservative. Yet the interaction-aware planner causes a reduced disturbance to humans in
high density crowds. This is a surprisingly good result. It comes from the ability of this new proposed
planner to merge into the flow of the crowd and to clear space faster.

The fact that the planner with the extended PCD is more human-friendly that the original
planner can be explained by the fluidity of interactions. Visual observations of the exper-
iments reveal that, when driven with the original PCD, the vehicles drives in average very
slowly in dense crowds, resulting in bottlenecks for people trying to go around the vehicle.
On the other hand, when driven with the interaction-aware PCD, the vehicle drives slightly
faster, goes towards less densely crowded areas and naturally follows people that move in the
same direction. So this experiment demonstrate the ability of the proposed collision avoid-
ance with extended PCD to drive a car smoothly in very dense crowds, merging into the flow
of humans and causing reduced disturbance to humans, in comparison with a conservative
planning approach.

4.6 Chapter conclusion

In this chapter is proposed an extension of the previously proposed Predictive Collision
Detector (PCD) based collision avoidance system. This extension aims to make the proposed
solution capable of human-aware navigation. It is designed for navigation of an autonomous
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car in densely crowded shared spaces with humans. This improvement relies in a modifi-
cation of the occupancy prediction module of the PCD that makes it aware of the semantic
classification of agents and that provides a specific model for human motion prediction.

The prediction model relies on a preexisting Social Force Model [MHG+09] (SFM) that
has been adapted for human-vehicle interactions. While related works in human-aware nav-
igation for cars chose proactive approaches that are limited by their own complexity, this
thesis proposes a not proactive but interaction-aware approach which is not limited in the
number of agents that it can simultaneously handle.

Furthermore, as the proposed approach is embedded in the PCD framework and benefits
from the Conditionnal Monte-Carlo Dense Occupancy Tracker [RNL15] (CMCDOT) per-
ception suite, it can operate under several real-world constraints that are not considered in
comparable related works, such as perception only from sensor available data, uncertainty
and partial knowledge of the scene, non-holonomic motion, actual shapes of ego-vehicle and
obstacles, no restriction on the number and types of agents and obstacles.

The method is deployed on a prototype of autonomous car. While the new occupancy
prediction is tested with real data, the collision avoidance is tested on the real car but with
simulated humans via Augmented Reality (AR) on sensor data. These experiment prove
that the proposed method could technically be transferred to real-world applications although
it has not been done for experimental safety matters. Qualitative experimental results in
Software-in-the-Loop (SiL) simulations show that the new planner is able to consider simul-
taneously different classes of agents. It is also able in some situations to minimize its impact
on nearby humans but also to cooperate with them if needed, as proactive planners can do. A
quantitative study measures the performance of the proposed extended PCD through series of
SiL simulations. It demonstrate that the new version of the PCD is not subject to the Freez-
ing Robot Problem [TK10] (FRP) and navigates more efficiently in dense crowds. It is also
verified that this new avoidance solution actively contributes to safety and avoids collisions
with pedestrian whatever their behavior. Finally, it is observed that the new planner causes a
reduced disturbance to humans in highly dense crowds since it merges more smoothly in the
flow of humans.

With this contribution, this thesis intends to expand the possibilities of usage of Dynamic
Occupancy Grids for collision avoidance by introducing this perception technique in human-
aware navigation. Besides, while proactive planners are difficult to deploy in real-world
due to their inherent complexity and predictive planners are not efficient in crowded environ-
ments, the proposed solution stands as a compromise that is capable of efficient human-aware
navigation and could be transferred to real-world applications.

This contribution is an opportunity for several future works. First, for safety matters,
the method could not be evaluated with actual human behaviors. A validation in presence
of actual humans is an important future step. Second, the human motion prediction model
assumes that human intentions are unknown. Yet these intentions could be detected, it would
drastically improve the accuracy of the interaction-aware prediction. Finally, this extension
of the PCD opens way for development of class specific prediction models but only a model
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for pedestrians has been proposed in this thesis. This framework could be enriched with
specific prediction models for other classes of agents, such as cars or cyclists.

90



Chapter 5. Proposed Augmented Reality test framework

5.1 Chapter outline

Simulated tests were not sufficient to validate the Predictive Collision Detector (PCD)
collision avoidance framework. Real-world tests on the experimental automated car were
limited too, due to experimental constraints. Hence this thesis proposes a new approach for
testing automotive software. This approach provides an intermediate between simulation and
real-world experiment. It has been used in the validation of the previously proposed collision
avoidance system. This new approach is designated as Augmented Reality (AR) on sensor
data, it is presented in this chapter.

The first section, 5.2 Testing automotive collision avoidance software requires new test
frameworks, explains why there is a need to bridge the gap between simulation and real-world
testing. Then section 5.3.1 State of the art of mixed reality testing for automotive software
reviews the different approaches to combine simulation and reality for testing automotive and
robotic software. An analysis of the state of the art reveals that the most relevant of these ap-
proaches actually bypass the perception software and produce object-based representations of
the mixed-reality environment. It would not make sense to use a such method to challenge the
PCD which is dedicated to operate with a perception system and without object-based repre-
sentations. Therefore a AR new testing approach is proposed and explained in section 5.3.2
Proposed approach of Augmented Reality at sensor level. Its framework and its key compo-
nent, the LiDAR data augmentation function, are described in section 5.4 Methodology of
the proposed Augmented Reality (AR) solution with some hints to optimize its implementa-
tion in Global Purpose computing on Graphics Processing Unit (GP-GPU). After presenting
the details of the deployment of this test framework on the experimental automated car, the
last section 5.5 Implementation and experimental validation of the proposed AR framework
validates the approach with experimental qualitative and quantitative results. Qualitative re-
sults show that sensor data augmentation does not affect the shapes of objects and does not
alter real data. A quantitative comparison of real and augmented data demonstrate that the
augmentation is seamless for the software under test, the PCD avoidance system.

The contributions that are presented in this chapter are :
— the design of a new test framework for automotive software that enables Augmented

Reality (AR) directly on sensor data
— the data fusion methodology that allows real-time augmentation of LiDAR sensor data
— both qualitative and quantitative experimental results to validate the applicability of

the proposed method
These contributions have been published in :

Thomas Genevois, Jean-Baptiste Horel, Alessandro Renzaglia, and Christian Laugier. Aug-
mented reality on lidar data: Going beyond vehicle-in-the-loop for automotive software vali-
dation. In IEEE Intelligent Vehicles Symposium (IV), 2022
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5.2 Testing automotive collision avoidance software requires new test
frameworks

Automated Driving Systems (ADS) and Advanced Driver Assistance Systems (ADAS)
software have shown an outstanding development in the last decade. The performance of
this software is nowadays reaching and maybe going beyond the level of human drivers’
skills. This is bringing a drastic change in the automotive industry. Despite this outstanding
progress, few of the recent research developments have been applied to prototype vehicles
and extremely few have been transferred to commercial applications. This is mainly due to
the lack of convenient testing tools and validation procedures.

The automotive industry commonly uses the V model development. This software de-
velopment procedure associates every step in the conception of a software with a dedicated
test. Hence the software is validated when all of its submodules have passed the required
tests. The automotive industry also adopts well defined tests and validation procedures such
as the ones of Euro NCAP [S19]. These validation procedures guarantees standards of safety,
reliability and quality. ADS are critical systems that require such a validation. Under the Eu-
ropean Artificial Intelligence Act [M21], ADS are classified as high-risk systems. Hence, for
their commercial deployment, it will be mandatory to demonstrate through testing that they
satisfy safety requirements. However, the complexity of recent AI-based algorithms poses
new challenges in terms of testing and validation. Namely, deep learning software can not be
formally proven since it remains a black box even for its designers and the V model develop-
ment does not apply to such software since it is not modular. In the absence of formal proof
and modular testing, software validation requires extensive testing.

Simulation environments are a commonly adopted solution for testing. Nowadays simu-
lators are getting more and more realistic and they enable repeatable, fast and cheap testing in
diverse scenarios. However, the representability of tests in simulation to validate real systems
is not proven. The simulation models do not reflect exactly real-world phenomena and there
exist numerous unexpected or not modeled events that make reality significantly different
from simulation. This difference is often designated as the reality gap. Because of this reality
gap, pure simulation does not suffice for the validation of critical automotive software.

So there is a need for real-world testing of automotive software. Yet this real-world
testing is time-consuming. It is also costly. It can be dangerous since critical scenarios,
where it is more relevant to test the systems, involve potentially dangerous situations, such
as unexpected behaviors of other road actors (cars, pedestrians, bikes, etc.) and may lead to
collisions. To test the systems without risking fatalities during the tests, other road actors
are represented by actuated dummies and other soft targets [GAS17, A23]. Fig.40 presents
examples of such test targets, a fake car, a fake scooter and a pedestrian dummy with its
actuator. But dummies and soft targets can not be deployed in large amounts that would be
needed to figure crowded scenarios such as what has been presented in the validation of the
Predictive Collision Detector (PCD). Dummies and soft targets do not always guarantee the
repeatability of tests. Moreover they do not reproduce realistic motion of humans and cars
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and are not versatile enough to generate a significant diversity of scenarios.

Figure 40 – These pictures display some examples of actuated dummies and soft targets that are used
to test ADS and ADAS. These images are from www.abdynamics.com [A23].

As a result, nowadays the most common validation procedure currently used in industry is
to drive a fleet of prototype vehicles for millions of kilometers and the main metric to assess
the performance remains the average distance run without an error or a disengagement. New
approaches [RFNV21] emerge but automotive software validation still needs more convenient
testing tools to enable a proper validation procedure and quality assessment.

This chapter proposes a new framework based on Augmented Reality (AR) for testing ad-
vanced automotive software. The key aspect of this method is the design of a merge function
allowing a real-time augmentation of LiDAR data with virtual elements. Fig.41 illustrates
this concept. From an initial point cloud fron the sensors of the experimental automated car
and with a virtual point cloud from simulation, the AR system generates in real time a fused
point cloud that corresponds to what could have been perceived in an augmented scene. For
a better understanding, a visualization of the augmented scene is also computed online and
displayed in this figure.

Augmented Reality opens new possibilities for testing. A test site can very easily be
populated with many and diverse virtual elements in order to create complex test scenarios.
Virtual pedestrians or cars are easier to operate and offer rich and active behaviors (e.g. re-
acting to the ego-vehicle’s motion). Furthermore, all elements of the test scenario that may
induce a collision risk can be replaced by their virtual counterpart to secure the tests in the
early stages of development or to test the system in critical situations. Virtual scenarios are
also repeatable and this is a key feature to reproduce experiments.

The proposed AR testing implementation accurately represents the virtual scenes, pre-
serves real sensor data and guarantees a consistent fusion of real and virtual worlds. So AR
tests produce meaningful results that can be used to infer the behavior of the vehicle in the
real world. Finally, as any element can be either real or virtual, AR testing offers a smooth
transition from simulation to actual testing. For these reasons, the proposed Augmented Re-
ality (AR) framework can be a fundamental testing solution for the validation of advanced
automotive software.
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Figure 41 – Illustration of the principle of LiDAR point cloud augmentation with an example that has
been recorded on the experimental automated car.

5.3 State of the art of automotive mixed reality testing and originality
of the proposed approach

5.3.1 State of the art of mixed reality testing for automotive software

On the one hand, the reality gap is a limit to the representability of tests in simulation.
On the other hand, real-world tests are costly, time consuming, they might be dangerous and
they may not even cover a sufficiently diverse set of scenarios. Over the years, the industrial
and research communities have worked to bridge the gap between simulation and reality in
order to obtain hybrid test tools that would overcome these limitations.

Augmenting simulation with elements from the real-world A first approach for this is to
embed real components in a simulation framework. In this way, the concept of Software-in-
the-Loop (SiL) consists of the execution of the software under test in a virtual environment.
The software under test is executed as it would be on the real-world system ; its inputs are
provided by emulated sensors and its outputs affect the virtual world through virtual actuators.
So the software under test can be tested in a realistic software environment. A large amount
of diverse tests scenarios can be simulated, without any risk and at a reduced cost. Yet SiL
does not accurately represents physical systems, sensing and computing hardware.

A more realistic approach, Hardware-in-the-Loop (HiL) involves the software under test
with the actual computing hardware in simulated tests. The interest of this approach is that it
challenges the software under test in a realistic computing environment. It reveals potential

94



communication, synchronization and multi-threading issues. It shows the actual usage of
memory and computing power. It can be used to optimize the execution of the software on its
dedicated hardware. However the system remains virtual in a virtual environment. So all of
the sensing, internal and external physical systems and other agents remain approximated by
simulation models. SiL and HiL do contribute to the validation of automotive software but
do not suffice since vehicles contain several physical systems that are not accurately modeled
in simulators.

Hence the concept of Vehicle-in-the-Loop (ViL) proposes a more realistic testing than
SiL and HiL for automotive applications. This method involves the whole real vehicle under
test in an entirely virtual environment. ViL has been widely used for automotive testing over
the last decade. Various implementations have been realized and designed for different pur-
poses but a common structure can be observed [LLG18]. The base idea of ViL is to execute
the software under test, on the actual computing hardware, on-board of the real vehicle in mo-
tion. The state and actions of the actual vehicle are updated in a virtual environment which
is then perceived by emulated sensors that replace the actual sensors. While the test happens
entirely in the virtual environment, the actual vehicle may be standing on a test bench [AD10]
or driving on an empty road [BMF07]. Under the ViL approach all the internal physical sys-
tems, such as for example the powertrain or the tire-road contact, are actually operating and
do not need to be approximated by simulation models. So ViL is way more realistic than HiL
for automotive testing. Still, the environment remains purely virtual, the testing is limited
by the accuracy of the sensor emulation, the simulator realism and the diversity of realistic
test scenarios. Even though ViL is a highly effective tool that contributes to the validation of
automotive software, the gap between ViL and actual vehicle testing is too large for ViL to
replace an extensive real-world testing in a validation procedure.

Augmenting the real-world with simulated elements The other approach to bridge the
reality gap is to bring virtual elements to the real world. With this approach, several recent
works have achieve a significant improvement to go beyond ViL by combining virtual and real
worlds to provide versatile and realistic hybrid test environments. The fundamental concept
of these methods is to introduce, in real-time, virtual elements in the actual perception of
the vehicle. It is an augmentation of real test scenes with virtual elements, in the internal
representation of the navigation system. So these methods are referred to as Augmented
Reality (AR). In the literature, the same concept is also sometimes named mixed reality.
A major constraint of AR is that the augmentation process must be executed in real-time,
without adding any significant delay to the perception process. While ViL consists in having
the real vehicle in a virtual world, AR proposes to have the real vehicle in a real environment
in which some virtual elements are added. So AR offers simultaneously safe, efficient and
repeatable testing with some virtual elements but also rich, dense and realistic environments.
AR is extremely versatile since any agent or element of the background can either be real, for
representability and realism, or virtual, for repeatability and safety. In this, AR is a significant
step towards realism when compared to ViL. Yet there are different approaches to AR.
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Augmented Reality at object level The most common approach in recent works is AR at
object level. This approach proposes to introduce virtual elements in an object-based per-
ception of the surroundings of the vehicle, directly as objects without sensor emulation. It
relies on a representation of the world as a list of objects with their position, speed, status,
classification and main characteristics. The first advantage is that the augmentation process is
straightforward and directly applicable for navigation systems that use object-based percep-
tion. Also the object-based representation of virtual elements is frugal enough to be shared
through Vehicle-to-everything communication (V2X) communications to have multiple ve-
hicles and devices perceiving the same augmented environment. In [CCX+20], Chen et al.
present a unified fusion data format to represent the augmented scene at object level. Also, an
implementation of object level AR has been realized at the MCity facility [FYX+18], it relies
on the V2X communication protocol to introduce and share virtual objects. Another imple-
mentation has been developed for the ZalaZONE proving ground, it introduced the concept
of Scenario-in-the-Loop [S21]. SciL offers a mixed reality framework where virtual objects
are introduced on a communication protocol based on 5G. However AR at object level does
not accurately challenge navigation systems since it bypasses the perception process which is
probably the most critical part of Automated Driving Systems (ADS). The direct introduction
of virtual objects in the perception ignores the difficulty to sense and classify these objects,
potential occlusions, limited range of sensors and all the potential errors, misclassifications
and uncertainties that come out of the perception process. Moreover AR at object level is
meaningless to navigation systems that do not use object-based perception, such as for exam-
ple end-to-end learning-based approaches or grid-based approaches like the proposed PCD
framework. A different approach is possible.

Augmented Reality at sensor level Instead of introducing virtual elements as objects after
the perception process, it is possible to emulate virtual sensors to perceive them and introduce
them in sensor messages before the perception process. This recent approach that is desig-
nated as AR at sensor level consists in augmenting the observations of the sensors with virtual
elements, in the sensor messages as they come out of the sensor drivers. The real detections
and the format of these sensor messages are preserved so this form of AR is entirely seam-
less for the software under test. Virtual elements follow the same perception process, just as
real elements. It also enables to test the whole navigation system, including the perception.
Another major feature is that AR at sensor level enables the introduction of virtual elements
that can not be modeled in object-based representations but are relevant in testing, such as
for example, elements of the background, ground irregularities, weather effects on sensing
and sensing noise. Yet AR at sensor level implies heavy computations that must be executed
in real-time for the augmentation process, and still it may introduce sensing delays. Also it
requires an strict synchronization of the virtual world otherwise observations of virtual ele-
ments would be misplaced or delayed. Finally AR at sensor level depends on the existence
of a realistic and real-time augmentation function for every sensing modality of the vehicle.
There are many common automotive sensing modalities for which the current state of the art
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of AR at sensor level does not propose any such process to merge the virtual data into sensor
messages. In the implementation of Scenario-in-the-Loop at the ZalaZONE, [S21] describes
the emulation and augmentation of a very simple range sensor, it can be regarded as AR at
sensor level. Hildebrandt et al. introduced a sensor level AR approach with the concept of
World-in-the-Loop [HE21]. WiL has been implemented on a drone, it augments the images
of an on-board monocular camera. More recently Argui et al. deployed a similar approach for
a depth camera on a wheeled mobile robot [AGA23]. In another recent work [SCL+23], Shen
et al. considered a realistic rendering of lighting conditions for camera image augmentation.
In the Sleepwalker framework [ZEF+18], Zofka et al. have proposed a solution for AR with
smart LiDAR sensors. However, due to requirement for real-time performance during live
signal augmentation, the augmentation has not been carried out on the raw point clouds but
on the simplified feature sets that result from an internal black box process of these smart
sensors. Therefore the realism of the augmentation process can not be guaranteed and this
approach could not be applied to test perception systems that directly process point clouds.

Offline augmentation of sensor data Other research works propose offline augmentation
LiDAR point clouds. In [FZY+20], the authors use real LiDAR data recording as background
to add annotated and simulated point clouds of virtual objects. In [VRGBC21], the authors
simulate adversarial weather conditions by adding impacts on simulated water sprays to real
LiDAR point clouds. Yet these 2 last approaches can not be regarded as AR since they operate
offline and not in real-time.

5.3.2 Proposed approach of Augmented Reality at sensor level

The collision avoidance system with PCD framework that is proposed in chapters 3 and
4 is dedicated to operate in complex and crowded environment with a real perception sys-
tem under partial observability and uncertainty. The perception system on the experimental
automated car uses LiDAR sensors. Therefore its proper validation requires its testing in
realistic perception conditions with LiDAR sensors. For this, this thesis proposes a new
framework to realize Augmented Reality (AR) at sensor level on LiDAR data. The origi-
nality of this framework is that, unlike the related works it relies on the structure of a ViL
system. That is why, if it considers only virtual elements, the proposed solution is equivalent
to ViL. Conversely, if it does not consider any virtual element, it is equivalent to real-world
testing. So, via addition and removal of virtual elements, the proposed framework provides
a unique smooth transition from ViL to real-world testing. This offers new opportunities for
testing and validation. Also, since the proposed framework does not require neither a map-
ping neither a classification of virtual and real objects, it is highly versatile. Any element of
the real world is directly taken in account and any simulated element is introduced in AR.
Another difference of the proposed approach is that it relies on an accurate localization. The
localization is used to bond the virtual environment to the real world. This strong connection
enables realistic sensor emulation, without filtering. Regarding the augmentation of LiDAR

97



data, the proposed solution differs from what has been presented in [ZEF+18]. Instead of
augmenting feature sets, the processed output smart LiDAR sensors, this thesis proposes the
augmentation of large unprocessed point clouds. This contribution also differs from the other
above-mentioned works in offline LiDAR data augmentation because this thesis considers
this augmentation in real-time and on-board to generate AR.

5.4 Methodology of the proposed Augmented Reality (AR) solution

5.4.1 Structure of the proposed AR framework

This section presents the proposed framework to introduce AR in real-time in the actual
sensing of the vehicle. Even if the proposed AR system does much more than ViL, it has the
typical architecture of a ViL system and several modules in common. Reusing the ViL topol-
ogy which is described in [PCL20], this thesis proposes an AR framework which consists of
the four following modules:

— a virtual environment which contains a twin of the experimental vehicle
— a synchronization module which updates the position and state of the virtual twin
— a sensor emulation which generates outputs from the virtual sensors and integrates

them in the actual sensors’ outputs
— a visualization which helps testers to understand the AR scene.

Compared to a ViL system, the originality of the proposed approach lies in the sensor emula-
tion process that merges real and virtual data in order to augment the real scene with virtual
elements. Fig.42 proposes a schematic representation of this software framework. The pe-
riodic messages of the sensors of the real vehicle give rhythm to the virtual world. So all
modules must run in real time, their execution duration must be short compared to the period
of the sensors. This is a heavy constraint on the design and implementation of each module.

Virtual environment A virtual environment is generated in simulation. It is anchored to
a real world position with a reference in GPS coordinates. Then, this virtual environment
contains only a virtual twin of the vehicle under test and the virtual elements that are desired
in the Augmented Reality scene. The virtual twin must be a faithful representation of the real
vehicle with an accurate positioning of the sensors. There is no restriction on the type, nature
and number of virtual elements in the augmented scene, as long as they can be simulated and
perceived by the emulated sensors. The scene can be as complex as required by the test and
include any type of object, road actor, static element, background or ground irregularities ; the
only limits are the ones of the simulator. Apart of the virtual vehicle and the test elements,
the virtual environment is empty. The proposed method does not require a background, a
ground plane nor any representation of the actual test site. This makes this method versatile
and easy to deploy in a new place.

98



Virtual Real

Software 
under test

Visualization

Position 
synchronization

Testers

Sensor 
emulation

Simulation

Real 
world

Figure 42 – Schematic representation of the structure of the proposed Augmented Reality framework.

Synchronization The absolute position of the vehicle under test must be constantly esti-
mated by an accurate localization system. Then the estimated position is used to set the
position of the virtual twin of the vehicle under test in the virtual environment such that the
observations of the twin match those of the real vehicle. This straightforward synchronization
gives a great flexibility. The AR system can be deployed without any installation. Yet the
correct placement and motion of virtual elements depend on the accuracy of the localization
system.

Sensor emulation The virtual twin of the vehicle is equipped with a set of sensors that
mimic the sensors of the actual vehicle. An accurate, realistic and real-time emulation of the
sensors is needed. Although the framework is generic, this thesis focuses here on LiDAR
sensors. It considers LiDARs sensors that provide their observations as unprocessed point
clouds. This is the most common format for this sensing modality. So the emulated LiDARs
must return the detection of the virtual objects under a point cloud format. The point clouds
are then merged with those returned by each corresponding actual sensor. This augmentation
process is a key component of the proposed AR framework: it must be real time despite the
amount of data to process ; it must consider a realistic sensor model ; it must reproduce all
occlusions between real and virtual world. For each sensor, the augmentation produces a new
point cloud that represents the perception of the Augmented Reality scene. It can then be
processed by the software under test in place of the actual sensor’s point cloud. Thanks to
this, the use of AR is seamless for the software under test. Even if it has been designed for
LiDAR point clouds, the proposed augmentation function could be easily adapted to process
data under the format of LiDAR laser scans instead.
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Visualization The virtual twin of the vehicle is also equipped with a set of cameras that
mimic the ones of the actual vehicle. Thanks to the simulator, the virtual cameras return
images of the virtual objects. These images are then merged with those of each corresponding
camera. For each camera, this produces a new image that represents the AR perception. Even
though it is just like AR on camera data, the proposed camera augmentation has only been
done to provide the testers with a convenient insight of the AR scene. Due to the poor
quality of the image rendering, this augmentation has not been used to feed the software
under test. But if using a photo-realistic simulator and a realistic image merge function, this
visualization could be used as AR for perception with cameras. This has been considered in
several research works [HE21, AGA23, SCL+23]. However, a simulator with approximate
graphics and a simple merge procedure suffice for the purpose of visualization.

5.4.2 LiDAR point cloud augmentation for AR at sensor level

The actual augmentation process of LiDAR point clouds, the integration of virtual LiDAR
data into the point clouds from real LiDAR sensors, is one key component of this contribution.
It is what makes the difference between ViL and AR. The ViL approach is to replace real
sensors’ observations by what virtual sensors perceive of the simulated environment. The
sensor level AR approach is instead to introduce observations of the simulated environment
into the outputs of the real sensors, preserving the sensing of the real-world and the format of
the original sensor message.

Let us consider one of the actual LiDARs and its corresponding virtual sensor. Both
periodically produce point clouds of their detections but they are generally not synchronized.
After a manual calibration, the virtual sensor is assumed to have the same position on the
vehicle that its corresponding actual sensor. The position of the virtual vehicle is updated at
a high frequency thanks to a fast and accurate localization system. So, at any instant, it is
assumed that the position of the actual and virtual sensor in a global frame match each other.

The real-time emulation of the virtual sensor is required to produce the point cloud of the
virtual scene yet, for a high resolution 3D LiDAR sensor, this process is very demanding in
computing resources. Hence it may be needed to use a virtual LiDAR sensor with a different
resolution, not as good as the actual sensor. Therefore the requirements for the augmentation
function are that it should merge two point clouds, sensed from the same position but that are
not necessarily synchronized and may have different resolutions, the resolution of the real
sensor being the highest.

There is also a hard real time constraint on this augmentation function. It should not
introduce any significant delay in the perception process. So its execution duration must be
short compared to the period of sensor. LiDAR point clouds consist of large amount of data,
about a million points to process every second for a single dense 3D sensor. For sake of real
time, the augmentation function is designed to be executed in Global Purpose computing on
Graphics Processing Unit (GP-GPU) and parallelized over the numerous points with as few
memory transfer as possible.
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Let Ps be the point cloud that the real sensor produces. Pv denotes the point cloud
coming from the virtual sensor. And P f represents the fused point cloud which results from
the augmentation process. Let p be a point whose Cartesian coordinates are (x,y,z) and
spherical coordinates are (r,θ ,φ). For every point cloud provided by the virtual sensor, the
system computes Rv the array of equivalent spherical coordinates. The implementation of
this computation requires it to be sampled. If the resolution of the virtual sensor is known
and uniform, the sampling can be at the same resolution. Otherwise the sampling resolution
must be small compared to the resolution of the virtual sensor.

Rv = {(rv,θv,φv),∀pv ∈Pv} (14)

Let R be the function that returns the range coordinate of a point. Then it is possible to
define the function Rv that returns the range of the point in Rv which is the closest to the
given angular coordinates (θ ,φ). In its implementation, the computation of this function
does not require a optimization search. Instead it exploits the structure and the ordering of
the sampling of (14).

Rv(θ ,φ) = R

(
argmin

(rv,θv,φv)∈Rv

∥∥∥∥∥
[

θv−θ
φv−φ

]∥∥∥∥∥
)

(15)

The frequency of the virtual sensor must be set such that Rv is updated faster than the actual
sensor’s frequency. (14) and (15) are implemented as two sequential operations in a single
GP-GPU kernel which is executed at every point cloud received from the virtual LiDAR.
Then, for every point cloud that the actual sensor provides, the fused point cloud is computed,
first in spherical coordinates, R f :

R f = {(min(r,Rv(θ ,φ)),θ ,φ),∀p ∈Ps} (16)

(16) defines the fused point cloud such that it considers all occlusions between real and virtual
objects. This augmented point cloud represents what would have been detected by a LiDAR
sensor in the AR scene. (16) enables virtual objects to correctly occlude actual objects even
though the point cloud does not have the same density. It also preserves all points from the
actual point cloud, as long as they are not occluded.

This is an exact model to represent all occlusions, real elements occluding virtual ones
and virtual elements occluding real ones. This management of the occlusion does not require
the occluding object, either real or virtual, to be referenced or mapped in the framework. In
this way, road actors (cars, pedestrians), but also, static elements (trees, walls, fences), ground
irregularities (heaps, slopes) and weather effects (rain, snow, fog), either real or simulated,
can be occluded or create occlusions in the augmented scene. Moreover (16) guarantees that
real measurements are unchanged unless they are occluded. Furthermore, since it returns a
value for every point of the sensor’s point cloud, it maintains the exact format of the real
sensor data, number of points, resolution and layers structure. Finally, with (17), R f is
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converted in Cartesian coordinates to get P f . Then P f is sent to the software of the vehicle
under test instead of Ps. This simple rerouting of the sensor message is enough to make AR
happen, it is seamless for the software under test.

P f = {(x,y,z),∀p ∈R f } (17)

(16) and (17) are implemented together in a second GP-GPU kernel which is executed at
every point cloud received from the actual LiDAR.

Fig. 43 illustrates the principle of sampling and occlusion introduced by (15) and (16).
In the whole process, the array of ranges that corresponds to the sampling of Rv(θ ,φ) is
the only element which is stored in memory. It is created at the execution of the first GP-
GPU kernel with (14) and (15) and it is read in the second kernel in (16). There is no other
memory transfer. Even though this algorithm involves the manipulation of large arrays, the
computations are individually simple and parallelizable. So the implementation in GP-GPU
is very efficient and it makes this application frugal and feasible in real time.

Figure 43 – Illustration of the principle of the proposed point cloud augmentation process. This
approach preserves the angular density of the actual sensor message. It also accurately represents
occlusions of both virtual elements by real ones and real elements by virtual ones. The first step,
which corresponds to (14) and (15), is parallelizable over the angular sectors. The second step, which
corresponds to (16) and (17), is parallelizable over the real sensor’s point cloud.

102



The augmentation process has been described for point clouds, although it could be im-
mediately be applied to laser scans that would correspond to the spherical representations of
point clouds.

5.5 Implementation and experimental validation of the proposed AR
framework

5.5.1 Procedure for the validation of the proposed AR framework

This section describes the deployment and validation of the proposed AR framework on
an experimental automated car. The representability of the Augmented Reality system is de-
fined as the capability of the system to reproduce the conditions of real-world tests. If the AR
system is representable, the tests that are conducted in the augmented environment generate
the same outcome than real-world equivalent tests. Therefore this does not mean that the aug-
mented data should be equal to what it would have been in a real test. But the representability
implies that the augmentation must be transparent to the software under test. So the goal of
the present validation procedure is to demonstrate that the implementation of the proposed
AR framework is representable i.e. that AR generated scenes correctly represent real test
scenarios. In this purpose, the present section provides an analysis of the representability
through 3 criteria. First, it is verified that the data augmentation is fast enough to be real
time and that it does not introduce any significant delay in the perception system. Second,
it will be qualitatively observed that the point cloud augmentation preserves the integrity of
the shapes of some perceived objects. Third, there is a risk that inaccurate position synchro-
nization or faulty point cloud augmentation introduce wrong positioning and displacements
of the virtual objects in the augmented scene. So it will be experimentally demonstrated with
a quantitative survey that the augmentation process guarantees the consistency of the position
and motion of virtual objects with respect to the vehicle under test. This validation does not
investigate how the real objects are transposed to the augmented data because the proposed
augmentation principle does not alter the sensors’ data unless there is an occlusion. Since this
principle and its implementation are straightforward, it is assumed that it does not require an
extensive validation but only a visual verification. Altogether, this validation aims to prove
that the augmentation process is real time and that it does respect the shape, position and
motion of the perceived objects, either real or virtual.

5.5.2 Implementation and real time execution of the proposed approach

Implementation The proposed Augmented Reality (AR) system is deployed on the exper-
imental automated car. This vehicle is equipped with 1 high resolution 3D LiDAR sensor, a
Velodyne HDL64, and 3 other LiDAR sensors, Ibeo Lux, with a lower resolution and limited
field-of-view. The AR is simultaneously applied on these 4 sensors such that they perceive the
same augmented environment. An instance of the LiDAR data augmentation function runs
for each sensor. The whole AR framework is executed along with the software under test on
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the on-board computer which is equipped with a NVIDIA Titan X GPU. NVIDIA Compute
Unified Device Architecture [L08] (CUDA) is used to implement the method in GP-GPU.
The visualization of the AR scene is generated from an on-board monocular camera. The
Gazebo simulator [O23] is used to generate the virtual environment. The test scenarios are
constituted of common urban road scenes with pedestrians, cars, constructions cones that
have been brought either to the real environment either to the virtual one. The car is driven at
various speeds below 30km/h.

Real time performance of the augmentation process As it has been mentioned in section
5.5.1, there is a hard real time constraint on the process of augmentation of sensor data.
In fact, this process introduces a delay between the acquisition of data by the sensors and
the beginning of the perception process. To prevent any significant alteration of the tests
and guarantee representability of the system, the augmentation processing delay must be
negligible compared to the sensing period. On the experimental automated car, the Velodyne
HDL64 LiDAR sensor provides an observation every 100ms. Experiments show that this
dense point cloud of about 150000 points is augmented with the proposed AR framework
in a CUDA implementation in 10ms. In parallel, the 3 Ibeo Lux LiDAR sensors provide a
sensor message every 40ms. Experimental result show that these point clouds are augmented
in 0.6ms. Therefore it can be assumed that the additional delay that the augmentation process
causes is negligible. These experiments have been realized with a realistic implementation of
the proposed AR system, with a balanced use of the CPU and GPU resources, such that most
of the computing power remains available for the software under test.

Real time performance of the simulation After demonstrating that the augmentation of
the sensors’ data is real time, it is necessary to make sure that the evolution of the virtual en-
vironment and the emulation of the virtual sensors follows the real time too. In their classical
use cases, simulations do not have to follow the real time. Simulators often take advantage
of this and slow down the simulated time when they can not execute all their computations
to satisfy a real time execution. However this is not acceptable for an AR application. In the
proposed AR framework, the simulator must run in real time. This constraint might be hard
to satisfy since the simulation of complex scenes and especially the emulation of the sensors
cause heavy computations.

The proposed implementation has been realized with the Gazebo simulator [O23]. In this
simulator, a naive straightforward simulation of the experimental car and its sensors would
not run in real time. However it is possible to achieve a dramatic acceleration of this simula-
tion with few adaptations. First, while Gazebo proposes a CPU-based emulation of LiDAR
sensors, it is possible to emulate these sensors in GPU. It significantly reduces the computing
time of the emulation of high-resolution LiDAR sensors. Second, as the virtual scene only
includes elements whose motion is only kinematic, predefined or scripted, the physics engine
of the simulator can be disabled. Finally, in the absence of the physics engine, there is no
need for a fine time sampling of the simulation. The simulation rate can be adjusted to cor-
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respond to the period of the virtual sensors. Altogether this produces a major acceleration of
all the computations that are required for the simulation of the virtual environment and the
emulation of the sensors.

With this, it became possible to simulate in real time very complex and crowded virtual
scenes and to introduce them in Augmented Reality on the LiDAR data. For example, the
scene which is displayed in fig.34 involved 340 pedestrians that where introduced in AR
on the sensors of the car. These virtual humans were interacting among them and with the
car, their behavior was simulated with Simulation of Pedestrians and an Autonomous Car
in Shared Spaces [P21] (SPACISS). The simulation was real time without using too much
of the computer’s resources. This AR enriched experiment contributed to the validation the
human-aware collision avoidance system that has been proposed in chapter 4.

5.5.3 Integrity of the shapes objects in AR augmented scenes

Since the proposed augmentation process introduces new data in the point cloud, it must
be verified that the new data looks realistic. So several experiments have been realized to
observe that virtually introduced elements do look as they should and do not present any
noticeable distortion.

A first experiment considers a real pedestrian and a virtual pedestrian crossing a street.
Several construction cones, some real, some virtual, are placed around them. The scene is
captured and augmented on the experimental automated car, the resulting point cloud is dis-
played in fig.44. The virtual elements, the cones and the pedestrian appear very similar to
their real counterpart in this augmented point cloud. They present the same density of points.
The irregular spacing of the actual sensor’s layers is visible on the sensor’s real observations
but also on the augmented data. Also the virtual objects correctly produce shadows and oc-
clude real elements behind them. All of this make that virtual elements that were introduced
can almost not be distinguished from the real ones. Apart of the occlusions, the perception of
the real elements does not appear to be altered by the augmentation. In conclusion, it appears
qualitatively that, for this example, the augmentation produces realistic scenes.

More examples are presented in a video that is available in the media section at this link
https://ieeexplore.ieee.org/document/9827351/media#media. How-
ever, in these early results, for sake of a real time simulation, the resolution of the virtual
sensor had to be reduced. Because of this, virtual objects tend to appear like squares at
longer range. Still this effect is limited and it has only been observed for objects farther than
10m. After optimizations of the simulator, it became possible to simulate the virtual sensor at
the same resolution than the actual sensor. So this "square" effect is not visible on recent re-
sults. Despite, this imprecision that affected the early results, the propose LiDAR point cloud
augmentation process visibly preserves the integrity of the shapes of the virtual objects.

The fact that the augmented data looks realistic is an important qualitative result but the
most important is that it is realistic to the software under test. To certify the representability
of the AR test framework, it must be verified that the data augmentation is transparent to the
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Figure 44 – Example of a point cloud that has been obtained by AR with the proposed method. The
same point cloud is seen from the vehicle prospective and from above. The scene consists of an actual
pedestrian and 6 actual construction cones on the left plus a virtual pedestrian and the same set of
cones on the right. Pedestrians are approximately 5m away from the vehicle. After the augmentation,
the Ground Elevation and Occupancy Grid Estimator [RPNL17] (GEOG) [RPNL17] has been used
to classify the points that belong to the ground. So the points are displayed in green for those of the
ground and magenta for the other points.

software under test. In this purpose, the collision avoidance system that is presented in chap-
ter 3 constitutes the software under test. In this software, the perception is achieved by the
GEOG and the Conditionnal Monte-Carlo Dense Occupancy Tracker [RNL15] (CMCDOT)
that, respectively, segment out points that belong to the ground surface and filter and track
the occupancy to produce a Dynamic Occupancy Grid. In this context, several experiments
with various AR scenes have been done to verify that the data augmentation is seamless in
the Dynamic Occupancy Grid, after these 2 steps of perception.

Fig.45 provides an example of this verification. This experiment displays an augmented
scene with static real elements, a car, a pedestrian and some construction cones. The virtual
counterpart of each of these elements is placed in a mirror position. After the augmentation
and the perception, the virtual and real elements can not be distinguished on the occupancy
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grid. This proves that, in their representation in the augmented point cloud, virtual elements
do not have any distortion that affects the perception system. As the introduction of virtual
elements in the sensor messages is seamless in the perception output, it will also be seamless
to the navigation system that uses this perception. Therefore, regarding the shapes of objects,
the data augmentation appears to be transparent to the software under test.

Figure 45 – In this experiment, 4 virtual elements, a car, a standing person and 2 construction cones
are added via AR to a scene that contains in mirror the real counterparts of these elements. The
visualization of the AR scene is shown on the left and the corresponding occupancy grid on the right.
The free space is displayed in black and the occupied space in blue. Due to an imprecise calibration
of the camera, the position of the objects in the visualization is not accurate. Yet, in the occupancy
grid, all of the present virtual elements do appear similar to their real counterpart.

5.5.4 Relative position and speed consistency of virtual objects

Although the preservation of the shapes of virtual elements is crucial, it is of an equal
importance to make sure that these elements are introduced in the right position and have a
consistent motion over time. The positioning of virtual objects in the augmentation process
depends on the synchronization of the virtual environment to the real world which itself
largely relies on the localization of the actual vehicle. Due to the eventuality of inaccuracy
of the localization system, there is a significant risk that virtual objects can be misplaced and
have inconsistent motion. To verify that this is not the case, the perceived motion of virtual
objects in AR data has been investigated with several experiments. Again, the purpose is to
prove that, under this criterion of motion consistency, the Augmented Reality is seamless to
the software under test. So, a first set of experiments investigates the predicted occupancy
grid, one of the outputs of the proposed PCD collision avoidance framework. The predicted
occupancy results from occupancy filtering and tracking and speed estimation within the
CMCDOT and probabilistic kinodynamic motion prediction within the PCD. So, for it to be
correct, the predicted occupancy requires the observation of a consistent motion over time.

Fig. 46 displays a predicted occupancy grid that has been computed by the kinodynamic
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occupancy prediction of the PCD. The scene contains a virtual and an actual pedestrian walk-
ing side by side at the same speed. Several construction cones are placed around the pedestri-
ans, half of them are virtual. In this predicted occupancy grid, the virtual pedestrian can not
be distinguished from the real one, neither by its shape neither by its predicted motion. They
appear to walk at the same speed and cover the same area of the grid. This suggests that the
shape and the motion of virtual human seen as a cluster of cells of the dynamic occupancy
grid are consistent and representative of a real human.

Figure 46 – This image displays a predicted occupancy grid that corresponds to a scene containing a
virtual and an actual pedestrian walking side by side at the same speed. The color of each cell of the
grid denotes at which time an occupancy is predicted in it. Cells with static detected occupancy are
white and empty cells remain black. In the grid, the virtual pedestrian can not be distinguished from
the real one, neither by its shape neither by its predicted motion.

Various other experiments have shown that the use Augmented Reality on LiDAR data
produces the same predicted occupancy grid that what could have been obtained in real-world
scenes. The predicted occupancy grid is highly relevant to whole collision avoidance frame-
work since this grid is the very last Cartesian representation of obstacles and their motion
before they are interpreted as collision risks in the configuration space. Therefore, as the
motion of objects that have been introduced via AR appears to be seamless in predicted oc-
cupancy grids, it suggests that this new testing approach is seamless for the whole PCD-based
collision avoidance.

To go further on the validation of the consistency of the motion of virtual objects in
augmented data, this thesis proposes also a quantitative survey. This survey considers an-
other output of the PCD, the estimated Time To Collision (TTC). For this survey, only the
estimated TTC on the current trajectory (constant steering and null acceleration) is consid-
ered. The TTC estimation is very likely to be severely affected if the virtual targets have
inconsistent motion. Therefore the accuracy of the TTC is assumed as an indicator of the
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representability of the motion consistency. The TTC is also relevant for its crucial role in the
collision avoidance system since it is the final value of risk estimation that the PCD produces.
This value is then directly used in the sampling based Model Predictive Control (MPC) plan-
ner. So it can be considered as an indicator of representability for this specific software under
test that is studied in this thesis. The experiments consider a simple scenario. A pedestrian
is either standing in the middle of a street either walking across it. The vehicle under test is
manually driven at an almost constant speed between 10 and 25km/h along the street until
it collides with the pedestrian. For half of the experiments, the pedestrian is figured by a
dummy which is hanging on a Tyrolean traverse above the street. The other half of the exper-
iments consider a pedestrian which is introduced in AR thanks to the proposed system. 30
such experiments are executed. Fig.47 depicts the test scenario.

Figure 47 – Schematic representation of the test scenario for the quantitative validation of the consis-
tency of the motion of obstacles that have been introduced via AR on LiDAR data.

Fig.48 displays the graphs of the TTC predictions for the last seconds before the collisions
with walking targets, real and virtual. In all of the experiments, the estimated TTC globally
decreases from the prediction horizon which had been set to 5.5s and at a rate of about -1.
This is the expected result since the TTC is meant to predict the moment of collision. As the
vehicle has been manually driven to maintain an almost constant speed, it is logical that this
prediction is accurate. What is important is that this behavior is observed with both real and
virtual targets. There are some experimental variations that make the result slightly differ
from this behavior but they appear to affect similarly both experiments with real and virtual
targets. Therefore these variations are not caused by the LiDAR data augmentation. The
curves also reveal that the estimated TTC with real targets presents some fast variations of
small amplitude that are not observed with virtual targets. This could be due to the nature
of the motion of these targets. On the one hand, the virtual pedestrian moves at an exactly
constant speed, this is not realistic. On the other hand, the dummy on the Tyrolean traverse
has an irregular motion which is not realistic neither. In spite of these experimental variations,
the graph reveal that the PCD is able to anticipate the collision 5s before it occurs and the
moment of collision is accurately predicted 4s before the collision. This result is observed
with both real and virtual targets.

In the last seconds before the collision, the TTC estimation is expected to be more accu-
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Figure 48 – Estimation of Time To Collision (TTC) with the PCD during the few seconds before
collision over several experiments. The real target is a dummy hanging on a Tyrolean traverse in
order to mimic a pedestrian crossing the street. The virtual target is a pedestrian introduced through
AR.

rate. Therefore a closer investigation on these last seconds could present less experimental
variations and reveal potential differences of the experiments with real and virtual targets.
For this, fig.49 shows the statistic distribution of TTC predictions over series of experiments,
at different instants before collision. It reveals that the TTC estimation is slightly pessimistic.
When the car is 3s before the collision, the TTC estimation is in average 2.7s with a walking
target and 2.85s for a static target. At 2s before collision, the TTC is estimated in average
between 1.85s and 1.95s.

Target :

Figure 49 – Distribution of the estimated time to collision, at 3s and 2s before collision. The average,
the median, the quartiles and the extrema are displayed for each series.

The fact that the PCD provides such a slightly pessimistic estimation is good because it
indicates a conservative behavior. But the most important is that this phenomenon and the
average values remain very similar when a virtual target is used. In some cases, a slight
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difference can be observed between some results with a virtual target and the corresponding
results with a real target. However such differences appear negligible compared to the vari-
ations of the result that occur within a test series, when the test parameters are unchanged.
In all cases, the disparities among a series of test with the real target are much wider than
the difference with series of tests using the virtual counterpart. It proves that random experi-
mental variations have more effect on the TTC predictions than the use of AR. Moreover, in
most cases, the amplitude of these experimental variations is the same with a real and with
a virtual target. This suggests that these variations are not due to target itself neither to the
sensing process but might be caused by the system under test i.e. the vehicle or its software.
So the use of AR to introduce virtual targets does not have a significant impact on the ac-
curacy of TTC prediction with PCD. Considering that the accuracy of the TTC estimation
has been identified as an indicator of the consistency of the motion of virtual objects, these
experiments prove the representability of the motion of AR introduced objects.

So across these experiments, the representability of the proposed Augmented Reality test
framework has been challenged and it has been assessed with various outputs of the PCD-
based collision avoidance which constitutes the software under test. First, it has been ob-
served that this new test framework does not introduce any significant delay to the percep-
tion. It also preserves the shapes of the virtual objects that it introduces in LiDAR data and
these objects appear similar to real ones in the perception output. Then the motion of these
virtual object is also consistent enough such that they also look similar to their real counter-
parts in the occupancy prediction output. Finally it has been verified that the prediction of the
collision risk is accurate and not disturbed by the use of virtual targets. This last result also
implies that virtual targets have a consistent motion over time. Altogether this demonstrates
that the LiDAR data is seamless for the proposed collision avoidance system. It proves the
representability of the proposed test framework and that it is suitable for the evaluation of the
PCD-based collision avoidance that is proposed in chapters 3 and 4.

5.6 Applications of the proposed Augmented Reality Framework

5.6.1 New opportunities for automotive software testing

The representability of the proposed Augmented Reality (AR) test framework has been
proven in the previous section. Therefore this method is suitable for testing and evaluation
of automotive software. This new testing approach is significantly different from the other
test environments. It is more realistic than simulation and ViL. At the same time, it is more
flexible than real world testing. This originality creates new opportunities for automotive
software testing.

First, Augmented Reality facilitates real world testing. Using mixed reality testing scenes
provides safer test conditions because it allows to replace collision targets with virtual ele-
ments. Also, it reduces testing time and costs since virtual elements can be added instantly
and for free. Finally it makes the test more configurable and repeatable with virtual agents
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that can be programmed. Certainly, the more the scene contains virtual elements, the more
it looses its realism. But, unlike ViL, the proposed AR framework lets the user control how
many virtual elements should be introduced in the testing. So, for more realism, the virtual
part of the environment may be restricted to non critical elements of the testing scenario.

More than simply facilitating tests, the proposed AR framework opens new possibili-
ties for testing. It enables to test vehicles in critical scenarios where collisions could not
be avoided. These scenarios are too dangerous to be tested in real world but are needed to
challenge software. Also Augmented Reality allows to go beyond the limitations of actuated
fake targets and dummies. Such physical fake targets are too costly to be deployed in large
amounts and their actuation is limited. In the meanwhile, virtual agents can be introduced
in very large amounts in AR and can be freely programmed for advanced motion and even
interactive behaviors. Finally, Augmented Reality enables to directly compare virtual ele-
ments and their real counterpart within the same environment. This can be used to evaluate
the representativity of simulation components.

Among these various new opportunities that Augmented Reality offers, the proposed AR
framework has been actually used for testing some automotive software within the present
thesis. This occurred for 2 different applications that are presented in the next sections.

5.6.2 Application to test collision mitigation

In [SGSM+22], the authors have proposed for road vehicles a motion planner to mitigate
the risk of injuries in scenarios where a collision is unavoidable. This software is meant to
operate in critical scenarios that simultaneously present high probabilities of dangerous col-
lisions with multiple agents and obstacles. In such a scenario, the purpose of this mitigation
planner is to plan and execute the least dangerous trajectory. Therefore testing this software
implies to have the ego-vehicle facing high collision risks with multiple various road users.
For safety reasons, such a test is not acceptable in real world but it becomes possible with
Augmented Reality (AR).

The proposed AR framework has been used on the experimental automated car to con-
tribute to the experimental validation of this collision mitigation planner. Thanks to this, the
authors have evaluated the response of their software in different scenarios that involved sev-
eral cars and pedestrians. The planner has controlled the vehicle and drove it according to
the computed mitigation trajectories. Fig.50 presents the visualization from the driver’s per-
spective, the occupancy grid and the mitigation trajectory during such test. In this example,
the ego-vehicle is assumed to be going too fast to brake while it faces 2 arriving cars and a
pedestrian. In order to mitigate the overall risk of injuries the planner drives the ego to a col-
lision with a car which is parked on the right side. Augmented Reality made this test possible
on an real vehicle. This helped the authors of this software to debug and improve their per-
ception filter against realistic sensor data and their motion control against the actual physics
and actuators of the vehicle. Most of all, this Augmented Reality testing has demonstrated
that the method can applied in real conditions.
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Figure 50 – Illustration of a test of ET-MPPI [SGSM+22] collision mitigation planner in an aug-
mented reality scene. On the left is a visualization of the augmented scene. On the right is the
corresponding Dynamic Occupancy Grid with the estimated probability of collision with injury risk
and the planned mitigation trajectory.

5.6.3 Application to test navigation in crowded environments

The evaluation of the Predictive Collision Detector (PCD) and its application to collision
avoidance, that have been presented in chapters 3 and 4, have also required the use of Aug-
mented Reality (AR). This software is meant to drive a car in diverse complex, unstructured
and potentially crowded urban scenarios. Therefore its evaluation involved tests scenarios
that present potential collision risks with pedestrians, cyclists and other cars. So AR has been
used to ensured safety during the testing. But AR also permitted to conceive rich tests sce-
narios with numerous agents. Also agents have been programmed with rich motion patterns
and advanced interactive behaviors. This could not have been done with actuated dummies
and physical fake targets. And even, such large numbers and such a wide diversity of actors
would have been extremely difficult to achieve in real world testing. AR enabled to test on
the real vehicle many scenarios that otherwise could have only been feasible in simulation,
such as the scenarios of navigation in crowds with the human-aware PCD.

Fig.51 displays the vehicle during a test of navigation in a dense crowd in Augmented
reality. The crowd consists of 340 people. The figure shows the augmented point cloud, the
predicted occupancy grid and visualizations from different points of view. In spite of this
highly populated scene, the whole AR system did generate the augmented point cloud in real
time, according to the sensing frequency and with a minor usage of the computing resources.
It is visible on the point cloud that the many people in this crowd occlude each other. Then
it is a real challenge for the perception to filter it, identify each agent and track its motion.
These occlusions are correctly rendered by the proposed sensor level AR approach but would
have been ignored by object-based mixed reality approaches.
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On-board visualization

Point cloud Predicted occupancy

External visualization

Figure 51 – Illustration of a test of navigation in a dense crowd with the human-aware PCD in an
augmented reality scene. The augmented point cloud and the on-board visualization have been gen-
erated in real time by the proposed AR framework during this experiment. The predicted occupancy
has been computed in real time by the human-aware PCD after it has been fed with the augmented
point cloud. The external visualization has been reconstructed offline. These displays correspond to
the same moment of the same test.
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In this test, the planner drove the real car through this crowd and the pedestrians re-
acted to it. A video of this experiment is available at https://inria.hal.science/
hal-04073269. This test with an actual automated car driving through such a large dense
crowd is unprecedented in the related works. Overall, the use of AR for the validation of the
PCD allowed to involve the actual vehicle in a wide diversity of test scenarios. It contributed
to evaluate and demonstrate that the proposed collision avoidance system could be transferred
to real world applications.

5.7 Chapter conclusion

This chapter describes a new framework for Augmented Reality (AR) on sensor data
along with its key component, the LiDAR data augmentation function. This AR system is
proposed as a test environment for the validation of complex automotive software such as
Automated Driving Systems (ADS) and Advanced Driver Assistance Systems (ADAS). This
thesis has studied the application of Dynamic Occupancy Grids to collision avoidance and
proposed a new collision avoidance system which includes an advanced perception system
and relies on an original representation of the obstacles without object-based representations.
Simulation was not realistic enough to suffice for the validation of this collision avoidance
system. Due to safety, economical and time constraints, real-world testing was also too lim-
ited. Augmented Reality (AR) appeared as complementary test environment that could be
more realistic than simulation and produce richer and more diverse tests conditions than real-
world testing.

However most of recent research in this field propose object-level AR approaches that
bypass the perception and produce object-based representations of the scene that are mean-
ingless to the collision avoidance system of this thesis. Few other research works present
solutions for AR on sensor data. But none of the works that have been reviewed in the pro-
posed state of the art considered the real-time augmentation of LiDAR point clouds such as
the ones that constitute the input of the proposed collision avoidance system. Hence this the-
sis proposes a new framework for Augmented Reality (AR) testing and the required real-time
LiDAR data augmentation function.

The proposed framework differs from the state of the art since it relies on the structure
of a Vehicle-in-the-Loop (ViL) system such that it enables a smooth transition of the tests
from ViL to AR and from AR to real-world. It is a promising test environment that bridges
the gap between simulation and reality and provides new test opportunities including dense,
safe, cheap and reconfigurable test environments but also numerous test actors with rich
behaviors that can be safely collided such as crowds of virtual pedestrians. The LiDAR point
cloud augmentation relies on a massive parallelization of individually simple computations
on a Global Purpose computing on Graphics Processing Unit (GP-GPU) architecture. This
enables a real time a frugal execution. This augmentation accurately models all occlusions
between virtual and real elements of the scene. It produces an augmented point cloud that
respects the angular density and the layer structure of the actual sensor. It also preserves all
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the real sensor observations as long as they are not occluded.
The proposed AR test framework is deployed on the experimental automated car and

applied to each of its 4 LiDAR sensors. It is experimentally verified that the data augmenta-
tion does not add any significant delay to the perception, that the point cloud augmentation
preserves the shape of the introduced virtual objects and that the motion of these objects is
consistent. An analysis of several outputs of the perception and risk estimation of the colli-
sion avoidance system demonstrate that the use of AR is seamless to this software. This all
proves the representability of the proposed Augmented Reality test framework i.e. its capa-
bility to produce realistic test conditions for the collision avoidance system that is studied in
this thesis.

Based on these results, this new testing method has been used to test the Predictive Colli-
sion Detector (PCD) collision avoidance framework and its extension for human-aware col-
lision avoidance. Several such tests are presented and discussed in chapters 3 and 4. This
testing method has also been used to evaluate a collision mitigation driver [SGSM+22]. More
recently, the proposed testing approach and its implementation on the experimental vehicle
are currently studied and experimented in the project PRISSMA which considers to asso-
ciate AR with contextual automated generation of critical test scenarios [HLM+22] and new
evaluation metrics for perception in order to constitute a complete validation framework.

This contribution to Augmented Reality on sensor data calls for future developments.
First, there is a need for real-time and realistic augmentation of sensing modalities other
than LiDAR. Some of the mentioned related works do consider the augmentation of camera
images. Still this augmentation is not realistic enough to be considered as seamless and be
trusted for validation purposes. There are also several other common sensing modalities, such
as radar, for which there is no known solution for data augmentation. Besides, Augmented
Reality on sensor data is a promising testing tool that provides new testing opportunities. Yet
it does not suffice on its own for validation of automotive software. It is a complementary tool
that must be used along with simulation and real world testing. Therefore, to get the best out
Augmented Reality testing, it is necessary to design new validation strategies that combine
tests in simulation, in Augmented Reality and in reality. In future validation approaches,
Augmented Reality could be seen as an opportunity to facilitate tests in the real world and
also as a solution to collate and compare simulation and reality in order to certify the realism
of a simulation.
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Chapter 6. Conclusion and future works

6.1 Global conclusion

In this thesis, it has first been noticed that, in spite of the major breakthrough of Auto-
mated Driving Systems (ADS), they are not yet ready for navigation in urban shared spaces.
This is due to the complexity of these crowded and unstructured environments, where per-
ception, collision risk detection and planning are highly challenging.

To address navigation in such conditions, this thesis suggested to rely on Dynamic Oc-
cupancy Grid perception that accurately models complex and dynamic environment, even
under uncertainty and partial observability. As it has observed that the current state of the art
of local planning does not exploit all the potential of Dynamic Occupancy Grids, this thesis
has investigated a local planning solution that would be tailored to operate from this specific
perception format and to make the most of it. The choice of this original perception format
has driven the thesis towards innovative approaches. This has motivated to permanently con-
sider uncertainty all along the collision risk evaluation. It has induced approaches without
object-based representations of the agents and of the environment. It has also inspired to
build parallelizable algorithms. Above all, it has encouraged to consider jointly perception
and planning throughout their design, development, deployment and evaluation.

As a result, the first contribution of this thesis is the Predictive Collision Detector (PCD)
module that combines particle-based occupancy prediction and stochastic grid-based colli-
sion detection in order to exploit Dynamic Occupancy Grids with sampling-based local plan-
ning approaches. The PCD has been proposed within a complete collision avoidance frame-
work that has been evaluated on several experimental platforms. This system has proven that
it is capable of safe navigation, even in densely crowded and unstructured environments. It
also appeared to be robust to uncertain and partial perception. But mostly, it revealed its
versatility as it could address various very different driving tasks on different vehicles.

The second main contribution of this thesis is the extension of the PCD for human-aware
collision avoidance. Thanks to the interpretation of semantic classification in the PCD and
with an additional interaction-aware human motion prediction model, the new proposed col-
lision avoidance solution demonstrated that it can safely and efficiently navigate a car in
presence of humans, even in extremely dense crowds. While proactive planners are difficult
to deploy in real-world conditions due to their inherent complexity and predictive planners
are not efficient in crowded environments, the proposed solution stands as a compromise
that is capable of efficient human-aware navigation and could be transferred to real-world
applications.

The third and last main contribution of this thesis is a new test framework that uses
Augmented Reality (AR) on LiDAR sensor data to challenge advanced automotive software
against test scenes that combine real world and virtual elements in a realistic manner. The
proposed approach relies on a real time augmentation of LiDAR point clouds that accurately
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models occlusions, preserves real sensor data and maintains the format and the structure of
the initial point cloud. This method has been deployed on the experimental car. It has been
demonstrated that the proposed AR framework produces realistic test conditions and that the
sensor data augmentation is seamless for the PCD based collision avoidance. Hence the new
proposed test framework contributed to the evaluation of the PCD. The proposed AR test
framework offers a smooth transition from simulation to AR and from AR to real-world.
Bridging the gap between simulation and reality, it offers new opportunities for test and vali-
dation of complex automotive software.

All along this thesis, a particular care has been taken to to consider and evaluate real-
world applications of the proposed contributions. Some of the contributions have been de-
ployed in real-word on several experimental platforms and all of the contributions have been
applied in real-world to the experimental automated car. Whenever the real-world evaluation
of the methods was not possible, realistic Software-in-the-Loop (SiL) simulations and AR
experiments have been used.

In the end, the contributions of this thesis offer a new application of Dynamic Occupancy
Grids to local planning. The proposed solution for collision avoidance has demonstrated its
versatility, its robustness to complex environments and its capability to generate advanced
driving behaviors such as risk anticipation, safety distance managment and human-aware
navigation. This approach without object-based representations of agents constitutes a new
paradigm for collision avoidance that conveys new opportunities and limitations that differ
from those of the related works. The proposed collision avoidance solution could contribute
to leverage the current limitations of Autonomous Driving Systems.

This thesis has placed a focus on automotive applications. All of the contributions have
been considered in an automotive application because it constitutes at the same time a relevant
use case and a challenging application. Yet the results of this thesis can be generalized to
mobile robotics.

Ultimately, with the proposition of the perception-oriented PCD collision avoidance sys-
tem and with the development of a new AR framework that includes perception in the test,
this thesis promotes the consideration of realistic perception constraints in the design of plan-
ning solutions.

6.2 Contributions

6.2.1 List of publications

The present thesis has motivated the following scientific publications :
— Thomas Genevois, Anne Spalanzani, and Christian Laugier. Interaction-aware pre-

dictive collision detector for human-aware collision avoidance. In IEEE Intelligent
Vehicles Symposium (IV), 2023

— Thomas Genevois, Lukas Rummelhard, Anne Spalanzani, and Christian Laugier. From
probabilistic occupancy grids to versatile collision avoidance using predictive colli-
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sion detection. In IEEE International Conference on Intelligent Transportation Sys-
tems (ITSC), 2023

— Thomas Genevois, Jean-Baptiste Horel, Alessandro Renzaglia, and Christian Laugier.
Augmented reality on lidar data: Going beyond vehicle-in-the-loop for automotive
software validation. In IEEE Intelligent Vehicles Symposium (IV), 2022

— Luiz Alberto Serafim Guardini, Anne Spalanzani, Philippe Martinet, Christian Laugier,
Thomas Genevois, and Anh-Lam Do. Minimal injury risk motion planning using ac-
tive mitigation and sampling model predictive control. In IEEE International Confer-
ence on Intelligent Transportation Systems (ITSC), 2022

— Andrés Gómez, Thomas Genevois, Jerome Lussereau, and Christian Laugier. Dy-
namic and static object detection considering fusion regions and point-wise features,
2021

— Jean Quilbeuf, Mathieu Barbier, Lukas Rummelhard, Christian Laugier, Axel Legay,
Blanche Baudouin, Thomas Genevois, Javier Ibañez-Guzmán, and Olivier Simonin.
Statistical Model Checking Applied on Perception and Decision-making Systems for
Autonomous Driving. In PPNIV 2018 - 10th Workshop on Planning, Perception and
Navigation for Intelligent Vehicles, pages 1–8, Madrid, Spain, October 2018

6.2.2 Scientific diffusion

Besides written publications, some contributions of this thesis have been described in the
following scientific presentations :

— Thomas Genevois, Anne Spalanzani, and Christian Laugier. Interaction-aware motion
planning as an alternative to proactive planning for human-aware navigation. IEEE IV
Workshop on Interaction-driven Behavior Prediction and Planning for Autonomous
Vehicles, 2023. Invited talk

— Lukas Rummelhard, Thomas Genevois, Jean-Alix David, Amaury Nègre, and Chris-
tian Laugier. Real-time Ground Estimation and Point Cloud Segmentation. GTC -
GPU Technology Conference, March 2018. Poster, available at https://hal.archives-
ouvertes.fr/hal-01903668

The software that has been developed within this thesis has been regularly involved in
live demonstrations for academic and industrial partners. It has also been showcased in the
following major events :

— at the 2018 IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS) for a live demonstration of an early version of the PCD based collision avoid-
ance. A video of this is available at https://hal.inria.fr/medihal-01963296

— at the 2022 World Economics Forum (WEF) for a live demonstration of Augmented
Reality on LiDAR data.

6.2.3 Transfer projects

The contributions of the present thesis have been involved in the following projects.
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IRT NANOELEC – SVA This project "Sécurité du Véhicule Autonome (SVA)" (safety of
the autonomous vehicle) is part of the "Institut de Recherche Technologique NANOELEC"
which is funded by the French program "Investissement d’Avenirs", ANR-10-AIRT-05. All
of the research works and technical contributions of this thesis have been realized and funded
within this project.

This project is carried out at Inria Grenoble-Alpes. It intends to develop, embed and pro-
mote perception software modules for the safety of autonomous vehicles. For this, the project
relies on state-of-art techniques for Bayesian fusion and filtering from heterogeneous sensor
data, these techniques guarantee the safety of vehicles but also provide a rich perception of
the environment which is useful for autonomous navigation itself. The experimental auto-
mated car has been acquired, maintained and developed within this project. This prototype
serves for software development and testing but also as a demonstrator to present technical
results of the project. This long term project enabled the progressive development of a soft-
ware suite for safe navigation of autonomous vehicles. The Conditionnal Monte-Carlo Dense
Occupancy Tracker [RNL15] (CMCDOT) and the Ground Elevation and Occupancy Grid Es-
timator [RPNL17] (GEOG) have been developed within the context. More recently, the PCD
and the framework for AR on sensor data, that are contributions of the present thesis, have
also been realized within this project. While this project supports this continuous research,
it also intends to initiate partnerships with industrial actors and transfer the technologies for
industrial applications. For this, the experimental platform and the contributed software are
regularly involved in live demonstrations for academic and industrial partners. Some of these
demonstrations were part of major events such as the 2018 International Conference on In-
telligent Robots and Systems (IROS) and the 2022 World Economics Forum (WEF). The
research that has been realized within this project, including some of the contributions of the
present thesis, has initiated several other projects with industrial partners.

As an engineer at Inria for 6 years, I have regularly contributed to this project. First, I
have evaluated and fine tuned the drive-by-wire module of the experimental car. Then I have
developed the localization system of this vehicle that fuses odometry, inertial measurement
and GPS. I have also realized a virtual twin of the vehicle and virtual test environments for
SiL simulation. Within this project, I have developed the PCD. I deployed it on the exper-
imental car for an application to autonomous navigation and for an application to driving
assistance. I also conceived and experimented a global planner that operates from Bayesian
Occupancy Grids and respects the kinematic constraints of the vehicle even in complex ma-
neuvers. Finally, I developed the AR framework. I deployed it and tested it on the vehicle. I
took part in the communication and live demonstrations of these results.

IRT Nanoelec – Light Vehicle Demonstrator This project is part of the "Institut de Recherche
Technologique NANOELEC" which is funded by the French program "Investissement d’Avenirs",
ANR-10-AIRT-05. This project supported the deployment of the proposed PCD on the urban
light vehicle prototype.

This project emerged from the project IRT NANOELEC – SVA. Its purpose is the devel-
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opment of the prototype of a new type of vehicle for urban micro-mobility. This urban light
vehicle prototype has been built by an industrial partner. The partner provided the vehicle and
its low level automation. The localization, the perception and the navigation were to develop
by Inria within this project. For this, the software that had been developed on the experimen-
tal automated car has been adapted and deployed on this new vehicle. In this context, the
proposed PCD has been deployed on this urban light vehicle prototype.

Being the only engineer from Inria to work on this project, I was in charge of the software
of the vehicle. I have adapted the modules for localization, perception, local planning and
global planning, that had been developed on the experimental automated car, for their deploy-
ment on this new vehicle. I also built a virtual environment and a virtual twin of the vehicle
for tests in SiL simulation. I have also tested in real-world the vehicle and its autonomous
navigation capabilities. I realized a live demonstration of this.

R&D Booster MoovIT This project is part of the program "R&D Booster", it has been
funded by the French region "Auvergne-Rhône-Alpes". This project supported the deploy-
ment of the proposed PCD on the industrial logistics robot.

This projects intends to contribute to the flexibility of industrial production via a new so-
lution for logistics that relies on static elements, mobile robots and a smart interface system.
The industrial partner leading this project was in charge of the realization of a new mobile
robot that would be tailored for this application. Inria had to develop the autonomous nav-
igation of this vehicle. For this, the software that had been developed on the experimental
automated car has been deployed on this new vehicle. In this context, the proposed PCD has
been deployed on this industrial logistics robot.

We were 2 engineers from Inria to contribute to this project. I have created a virtual envi-
ronment and a virtual twin of the vehicle for tests in SiL simulation. I have also participated
in the adaptation of the modules for perception, local planning and global planning, that had
been developed on the experimental automated car, for their deployment on this new vehicle.

PRISSMA The project "Plateforme de Recherche et d’Investissement pour la Sûreté et la
Sécurité de la Mobilité Autonome (PRISSMA)" involves a large consortium of French indus-
trial and academic actors. The ambition of this project is to develop new technologies and new
approaches for the certification of safety and reliability of highly automated mobility systems
within the corresponding legal framework. Within this global project, Inria Grenoble-Alpes
investigates new approaches to validate advanced perception software such as the CMCDOT
software stack. In this purpose, the framework for Augmented Reality (AR) on sensor data,
which is a contribution of the present thesis within the project IRT NANOELEC – SVA, has
been reused and has a significant role in this project. Another contribution of the present the-
sis within the project IRT NANOELEC – SVA, the PCD based collision avoidance has been
involved in this project. Within the project PRISSMA, Inria has realized testing campaigns
that involved the AR framework, the PCD and the experimental automated car to constitute
a proof of concept of the researched validation strategies.
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6.3 Future works

The contributions of this thesis enable several potential future works, extensions, follow-
up works and investigations of new opportunities. First, the PCD could be proposed as a
standard interface between grid-based perception systems and sampling-based planners. Yet,
for this, it would have to be evaluated with other grid-based perception and planning ap-
proaches. The Human-aware navigation of the PCD should be evaluated in presence of real
humans. The multi-class occupancy prediction could also integrate dedicated motion predic-
tion models for other classes of agents, such as cyclists and cars. It would enable the PCD
based navigation to handle appropriately urban navigation scenarios that often combine var-
ious actors of different classes. Then the proposed test framework with AR on sensor data
has been presented in this thesis with the augmentation of LiDAR point clouds. Yet it could
include the augmentation of other sensing modalities. Besides, AR on sensor data is a only
complementary tool for evaluation that must be used along with tests in simulation and real
world testing. Therefore, to get the best out of it, it would require to design new valida-
tion strategies that combine tests in simulation, in Augmented Reality and in reality. More
globally, this thesis has mainly considered Bayesian Occupancy Grids but the methods could
be extended to other types of probabilistic Dynamic Occupancy Grids. Finally this thesis
has proposed a new local planning solution, with a probabilistic and particle-based model of
dynamic agents. This same approach could be extended to global planning and decision.
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Appendices

A Experimental platforms

A.1 Experimental automated car

The software contributions of this thesis have mostly been designed for deployment on
Automated Driving Systems (ADS). For this, they have been developed and tested on a pro-
totype of autonomous car which is displayed in fig.52.

Figure 52 – The automated car prototype that has been used to experiment and demonstrate the soft-
ware contributions of this thesis in the domain of ADS.

This experimental platform is based on a regular commercial car, a Renault Zoé. This car
has been modified such that it can be controlled from software, either for a fully automated
drive, either for a shared drive between software and a human driver to experiment Advanced
Driver Assistance Systems (ADAS). A regular computer is used to execute software, it is
equipped with a NVIDIA Titan X GPU. For sensing, this vehicle is equipped with a Velo-
dyne HDL64 LiDAR on its roof and 4 Ibeo Lux LiDARs that are placed at the height of the
bumpers, 3 on the front, 1 on the rear. This set of LiDARs provides a dense observation of
the surroundings at 10Hz. A monocular camera is placed inside the cabin, above the steering
wheel and facing front, it is used to visualize the scene in recordings of the experiments but
it is not used for perception. An Extended Kalman Filter fuses the outputs of an IMU, a RTK
GPS and the wheels speeds to provide an accurate estimation of position, orientation and
speed of the vehicle. A virtual twin of this vehicle has been developed with the Gazebo simu-
lator [O23]. This twin provides localization and sensing information with the same message
format than the actual vehicle. It is also driven with the same control messages. So this sim-
ulation environment can be used for Software-in-the-Loop (SiL) and Hardware-in-the-Loop
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(HiL) simulations. An example of a simulated environment is presented in fig.53.

Figure 53 – Visualization of a simulated environment with the virtual twin of the experimental auto-
mated car (in gray, in the center of the image).

This experimental platform and its development have been funded by the French program
”Investissement d’Avenirs” ANR-10-AIRT-05 within the scope of the project IRT NANO-
ELEC – SVA. The vehicle is used to develop, test and demonstrate advanced automotive
software in real-world experiments. Fig.54 displays images from a test session. A focus has
been made on Bayesian perception and its application to collision detection and autonomous
drive, in complex urban environments. In previous works, the Conditionnal Monte-Carlo
Dense Occupancy Tracker [RNL15] (CMCDOT) perception suite has been deployed on this
vehicle. Within the present thesis, this experimental platform has been used to develop and
evaluate the collision avoidance system which is presented in chapters 3 and 4. The proposed
Augmented Reality testing framework that is introduced in chapter 5 has also been deployed
and validated on this vehicle.

Figure 54 – Different points of view during a real-world path following experiment with the experi-
mental automated car.
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A.2 Urban light vehicle prototype

This thesis considered the application of advanced driving systems on a light urban ve-
hicle that differs from the experimental automated car because it operates at lower driving
speed, with different kinematics and with limited sensing and computing capabilities. This
vehicle has been designed by an industrial partner as a prototype for a urban micro-mobility
vehicle. It can either be manually driven or either be autonomous. The vehicle is presented
on fig.55.

A

B C

Figure 55 – (A) introduces the prototype of urban micro-mobility vehicle on which has been deployed
the collision avoidance system that has been proposed within this thesis. (B) displays the vehicle with
a passenger. (C) presents the front part of the vehicle, with the ECU.

This vehicle has specific kinematics. The front part of the vehicle, with the ECU, mo-
tors, batteries and sensors, is moved by 2 wheels that control motion and orientation in a
differential steering fashion. Then there is a passive trailer where the passenger or the pay-
load may stand. The computing hardware for navigation is a NVIDIA Jetson TX2, a small
computer with a GPU. This small computer has been well embedded in the vehicle and has
a reduced power consumption however it offers limited computing capabilities, specially in
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terms of RAM and CPU cores. For its sensing of the environment, this vehicle relies on a set
of ultrasonic range sensors for the close range, a VLP16 Velodyne LiDAR for perception of
cars, cyclist and pedestrians and a Intel Realsense 435D stereo camera for more detailed per-
ception in front of the vehicle. The perception uses the CMCDOT software suite to fuse the
observations from these different sensing modalities. The vehicle is equipped with an IMU
and a GPS that are fused within an Extended Kalman Filter to obtain a consistent estimation
of position, orientation and speed. However this localization remains vague compared to the
one of the experimental automated car. Similarly to the virtual twin of the experimental au-
tomated car, a virtual twin of this vehicle has been developed within the simulator Gazebo
[O23] and it permits SiL and HiL simulation. An example of this simulation environment is
shown in fig.56.

Figure 56 – Visualization of a simulated environment with the virtual twin of the urban light vehicle
prototype. The image on the left shows the emulated point cloud from the VLP16. The image on the
right displays the simulated environment with the vehicle on the bottom.

So this light vehicle is an experimental platform for low speed navigation in urban envi-
ronment, with sensing, computing and kinodynamic constraints that differ from cars. This ve-
hicle and its development have been funded by the French program ”Investissement d’Avenirs”
ANR-10-AIRT-05 within the scope of the project IRT Nanoelec – Light Vehicle Demonstra-
tor. Within the present thesis, this vehicle has been used to test the collision avoidance system
which is presented in chapter 3 under the specific constraints of this vehicle.

A.3 Industrial logistics robot

A third vehicle has been considered within this thesis. It is a small indoor robot which has
been realized by an industrial partner with the purpose to convey goods in industrial logistics
applications. The specificity of this robot is that it is made to be rather cheap but at the same
time to be versatile. The robot itself is displayed in fig.57.
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Figure 57 – The prototype of industrial indoor robot that has been used to experiment and demonstrate
collision avoidance software contributions of this thesis. This robot is 90 cm long and 60 cm wide.

This robot is rather small, 90 cm long and 60 cm wide, it has unicycle-like kinematics
with differential steering. A NVIDIA Jetson TX2 is embedded inside it and used as comput-
ing hardware for navigation, it provides limited computing capabilities in terms of CPU and
RAM. In order to ensure navigation in various environments, this robot is equipped with a
multi-modal set of sensors, 2 planar LiDARs, 4 ultrasonic range sensors and a Intel Realsense
L515 LiDAR depth camera. Fused with the CMCDOT perception suite, this enables versatile
perception of humans, other agents and static obstacles that may be transparent or at differ-
ent heights. Localization is achieved by Simultaneous Localization And Mapping (SLAM).
Unfortunately this robot has not be physically available for test during the realization of the
present thesis. A virtual twin of this robot has been developed within the Gazebo simulator
[O23], it permitted HiL simulated tests in a realistic environment instead of actual testing
with the robot. The simulated test environment is displayed in fig.58.

This robot is another experimental platform that differs from the experimental automated
car. It has the same computing hardware than the urban light vehicle prototype and a similar
set of sensor. It also navigates at similar speeds. But it operates in a different environment
that presents very different constraints for navigation. This vehicle and its development have
been funded by "La Région Auvergne-Rhône-Alpes" within the scope of the project R&D
Booster MoovIT. Within the present thesis, this experimental platform has contributed to the
evaluation of the collision avoidance system which is presented in chapters 3 and 4.
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B

Figure 58 – (A) presents a detail of the simulated test environment of the industrial logistics robot. It
contains various obstacles for the navigation of this robot, including standing and walking humans,
transparent obstacles (not visible to LiDARs), low obstacles (below the planar LiDARs), high obsta-
cles (tables, above the planar LiDARs) and slopes. (B) presents a global view of this environment. It
is intended to reproduce the environment of a small factory. This view presents few humans but tests
included more crowded environments.
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