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Abstract

Transformers have revolutionized representation learning across modalities, achieving state-
of-the-art results in natural language processing, computer vision, speech, and beyond. This
thesis explores the potential of Transformer models for computer vision. We propose archi-
tectural innovations to overcome their limitations, developing sample-efficient self-supervised
pre-training methods, and advancing multimodal learning with Transformers. First, we propose
Cross-Covariance Attention to reduce the quadratic complexity of self-attention achieving simi-
lar performance as vision transformers with lower memory footprint and computational cost,
enabling the application of vision transformers to higher-resolution images. We then investigate
self-supervised pre-training for vision transformers. We propose SplitMask, a denoising autoenco-
ding method based on masked image modeling. Unlike joint embedding methods, SplitMask does
not require large-scale pre-training datasets and can be applied to diverse visual data. SplitMask
matches the performance of joint embedding methods when pre-trained on datasets two orders
of magnitude smaller, highlighting its improved sample efficiency. Moreover, we apply masked
image modeling to neural image compression in the form of an improved entropy model yielding
a strong rate-distortion performance and enabling the compression of images to the size of a
short SMS or tweet. Finally, we propose ImageBind, a method for learning a shared embedding
space across six modalities. ImageBind leverages the abundance of images and text on the web
to enable transfer to modalities with scarce annotations like depth, thermal, audio, and IMU.
In summary, this thesis demonstrates the potential of Transformers for computer vision through
architectural innovations, new self-supervised objectives, and multimodal knowledge transfer.
The methods proposed in this thesis push the boundaries of transformers in vision by enhan-
cing their scalability and generality, enabling more sample-efficient representation learning, and

facilitating transfer across modalities.

Keywords : vision transformers, self-supervised learning, weakly supervised learning, multimo-

dal learning, image compression



Résumé

Les transformateurs ont révolutionné I’apprentissage de la représentation dans de nombreuses
modalités, obtenant des résultats de pointe dans le traitement du langage naturel, la vision par
ordinateur, la parole et bien d’autres domaines. Cette thése explore le potentiel des modeles de
transformateurs pour la vision par ordinateur. Nous proposons des innovations architecturales
pour surmonter certaines de leurs limites. Nous développons des méthodes de pré-entrainement
auto-supervisé efficaces en termes d’échantillons, et considérons I'utilisation de ces transforma-
teur dans un contexte d’apprentissage multimodal.

Dans un premier temps, nous proposons l'attention a covariance croisée pour réduire la
complexité quadratique de 'attention d’origine et obtenir des performances similaires avec une
empreinte mémoire et un cotlit de calcul moindres, ce qui permet d’appliquer les transforma-
teurs de vision a des images a plus haute résolution. Nous étudions ensuite le pré-entrainement
auto-supervisé pour les transformateurs de vision. Nous proposons SplitMask, une méthode
de débruitage automatique basée sur la modélisation d’images masquées. Contrairement aux
méthodes de plongements conjointes, SplitMask ne nécessite pas d’ensembles de données de
pré-entrainement a grande échelle et peut étre appliqué a diverses données visuelles. SplitMask
est aussi performant que les méthodes de plongements conjoints lorsqu’il est entrainé sur des
ensembles de données deux fois plus petits, ce qui met en évidence I'amélioration de 'effica-
cité d’apprentissage avec peu de données. En outre, nous appliquons la modélisation d’images
masquée a la compression d’images neuronales sous la forme d’un modele entropique amélioré.
Cela permet d’obtenir de bonnes performances en matiere de débit-distorsion dans les régimes
ou la compression d’image est extréme, tels la taille d’'un SMS ou d’un tweet. Enfin, nous pro-
posons ImageBind, une méthode d’apprentissage d’un espace de plongement partagé entre six
modalités. En résumé, cette thése démontre le potentiel des transformateurs pour la vision par
ordinateur grace a des innovations architecturales, de nouveaux objectifs auto-supervisés et un
transfert de connaissances multimodal. Les méthodes proposées dans cette these repoussent les
limites des transformateurs en vision en améliorant leur passage a 1’échelle et leur généralité, en
permettant un apprentissage de la représentation plus efficace en termes d’échantillons, et en

facilitant le transfert entre les modalités.

Mots clés : transformateurs de vision, apprentissage auto-supervisé, apprentissage faiblement

supervisé, apprentissage multimodal, compression d’image.
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Chapter
Introduction

Deep learning has had a profound impact on the field of computer vision. This impact has
revolutionized the way we perceive, understand, and interact with the digital world. The rapid
progress has driven the development of new algorithms and architectures that have continuously
advanced the state of the art in computer vision tasks. The advancements in deep learning have
outperformed classical computer vision methods, and have enabled a wide range of applications
such as autonomous driving [Chen, 2015], image and video generation [Ramesh, 2022a; Singer,
2022], and medical image analysis [Shin, 2016], to name but a few. One of the key factors
contributing to the success of deep learning in computer vision has been the innovation in network
architectures [He, 2016; Szegedy, 2015; Hu, 2018; Wang, 2018]. These innovations have resulted
in models that can better learn and represent complex patterns from large-scale data. Moreover,
they have enabled the development of models that can learn hierarchical representations, which
are crucial for understanding the structure in visual data.

Convolutional Neural Networks (CNNs) [Fukushima, 1980; LeCun, 1989] have long been
considered the go-to architecture for computer vision tasks. CNNs are characterized by their
inductive biases and sample efficiency, which enable them to learn and generalize effectively
from a limited number of training examples. Their ability to learn local features and robustly
represent spatial hierarchies has made them the dominant architecture for vision tasks. The
success of CNNs can be attributed to their ability to exploit the spatial structure inherent in
images, allowing them to efficiently learn meaningful representations. Despite their effectiveness,
the same inductive biases and design restrictions that make CNNs efficient can potentially limit
their generality as the amount of training data increases. For example, CNNs are known to have
a strong bias towards texture [Geirhos, 2018], which can limit their ability to generalize to new
and diverse image datasets.

The landscape of deep learning began to change with the introduction of the Transformer
architecture [Vaswani, 2017b]. Originally designed for machine translation and natural language
processing (NLP) tasks, Transformers have proven to be highly effective in capturing long-range
dependencies and complex patterns in sequential data. The key innovation in the Transformer
architecture is the self-attention mechanism, which allows the model to dynamically weigh the
importance of different input elements in the context of the entire sequence. The success of

Transformers in NLP tasks led researchers to explore their potential in the realm of computer
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vision. Initially, self-attention mechanisms were integrated into existing CNN architectures, re-
sulting in hybrid models [Wang, 2018] that combined the strengths of both approaches. The
next logical step in this evolution was the development of Vision Transformers (ViT) [Doso-
vitskiy, 2021a], which marked a significant departure from traditional CNN-based approaches.
ViT models are composed entirely of self-attention and Multi-Layer Perceptron (MLP) mod-
ules, completely discarding convolutional layers. Despite this radical shift in architecture, ViTs
have achieved state-of-the-art results on a wide range of computer vision tasks, surpassing the
performance of their CNN-based counterparts. Moreover, Vision Transformers exhibit different
properties compared to CNNs, including higher robustness towards occlusions and perturbations
as well as lower bias towards texture [Naseer, 2021]. These properties make ViTs a promising
candidate for pushing the generalization performance for a wide range of vision tasks.
Transformers have opened up a vast landscape of possibilities for computer vision research.
The expressiveness and generality of Transformer models make them highly adaptable to a wide
range of tasks and domains. Moreover, their ability to model long-range dependencies enables
capturing global context and complex relationships within visual data more effectively than
CNNs. In this thesis, we delve deeper into the world of Transformers, exploring their potential,
and applications in various computer vision tasks. We will investigate the factors that have
contributed to their success and how to adapt them better for vision applications. Furthermore,
we explore how the unification of architectures across modalities leads to innovative approaches

for providing supervision to modalities with scarce data by leveraging strong vision models.

1.1 Challenges

Transformers pave the way to exciting new possibilities for learning stronger visual repre-
sentations via supervised and unsupervised learning as well as opening the door for more ho-
mogenous approaches for multimodal learning. In this manuscript, we address several challenges

related to these topics.

1.1.1 Computational Complexity

One significant challenge posed by the Transformers, as introduced by Vaswani et al.
[Vaswani, 2017b], is the quadratic complexity with respect to the sequence length. The self-
attention mechanism employed by transformers involves computing pairwise interactions be-
tween every element in the input sequence, resulting in a complexity of O(N?), where N is the
sequence length. In the context of computer vision, this complexity poses a challenge for the
direct application of transformers to high-resolution images, which is often required for tasks
such as object detection, semantic segmentation, and image compression. To overcome this
limitation, there is a need for architectural innovations that can reduce the computational cost

of transformers for large-resolution image tasks.
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1.1.2 Scalable and Sample Efficient Representation Learning

Transformers excel at capturing long-range dependencies and can learn hierarchical repre-
sentations effectively. Similar to their transformative impact on representation learning in Nat-
ural Language Processing with approaches like BERT [Devlin, 2018] and GPT [Radford, 2018],
Transformers have the potential to revolutionize self-supervised pre-training for vision tasks.
However, to fully realize this potential, it is critical to develop more sample-efficient methods
that can scale more easily in terms of data and compute compared to existing joint embedding
approaches. The expressive power of the Transformer architecture, when used in conjunction
with more generic and less biased denoising objectives, has the potential to deliver the efficiency

and scalability required to substantially improve self-supervised pre-training of vision models.

1.1.3 Multimodal Learning

As a universal architecture, the Transformer model has seen successful application across
various modalities. This versatility opens the door for shared design principles and components
that can facilitate multimodal learning. By using Transformers as a common framework for
multimodal learning, we can develop methods that effectively integrate information from diverse
modalities and enable seamless transfer of knowledge between different tasks and domains.
However, while there may be an abundance of data for some modalities, others may suffer
from severe data scarcity. In such cases, the knowledge transfer enabled by using a common
framework like Transformers can have a significant impact. By leveraging the strengths of
different modalities and transferring knowledge learned from one domain to another, we can

improve the performance of models in domains where data scarcity is a major issue.

1.2 Outline and Contributions

The manuscript begins with a discussion of the background and relevant literature in Chap-
ter 2. We then delve into the details of each of our four main contributions in the subsequent

chapters as outlined below.

1.2.1 Taming the quadratic complexity of vision transformers

In Chapter 3, we delve into the computational complexity of vision transformers [Dosovit-
skiy, 2021a]. Specifically, we identify that the self-attention operation, which lies at the heart
of the Transformer architecture [Vaswani, 2017b], displays a quadratic growth rate with respect
to image resolution. This can render vision transformers computationally prohibitive, partic-
ularly when tasked with processing higher-resolution images, as is frequently encountered in
essential downstream computer vision applications such as semantic segmentation and object
detection. To address this challenge, we propose a novel alternative formulation of the self-
attention operation, which we refer to as Cross-Covariance Attention (XCA) [El-Nouby, 2021c].
Cross-covariance attention exhibits a linear complexity with respect to input size and can be

seamlessly integrated as a replacement for self-attention in vision transformers. We introduce
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XCiT, a novel architecture for computer vision with XCA at its core. We demonstrate that
XCiT offers significant enhancements in terms of memory consumption and throughput while

retaining the strong performance of vision transformers.

1.2.2 Sample efficient self-supervised pre-training with Transformers

The Transformer architecture has sparked innovation in self-supervised pre-training in Natu-
ral Language Processing, leading to the development of influential models such as BERT [Devlin,
2018] and GPT [Radford, 2018]. In computer vision, joint embedding methods [Chen, 2020c;
He, 2020; Caron, 2021] have emerged as dominant due to their strong off-the-shelf performance
and competitive performance with supervised methods for finetuning. However, joint embedding
methods suffer from some limitations, such as their dependence on hand-crafted data augmenta-
tion techniques tailored for ImageNet [Deng, 2009b]. Moreover, these methods can be challenging
to scale in terms of model size, as pointed out by [Chen, 2021b]. Motivated by the success of
BERT in NLP, in Chapter 4 we investigate the efficacy of denoising autoencoding methods when
used in conjunction with vision transformers for self-supervised pre-training. Firstly, we pro-
pose SplitMask [El-Nouby, 2021a], a novel self-supervised pre-training method based on masked
image modeling. Secondly, we find that SplitMask offers improved sample efficiency and can be
employed to learn robust representations using datasets orders of magnitude smaller than those
required by joint embedding methods. Additionally, we observe that SplitMask is well-suited for
training using a wider range of visual data as it is not biased towards a specific distribution of
images, unlike joint embedding methods that are typically biased towards object-centric images

of ImageNet.

1.2.3 Masked Image modeling for improved image compression

Neural image compression has emerged as a promising alternative to traditional codecs due
to its superior perceptive and psychovisual image quality. Typically, neural image compression
systems consist of three main components: a deep neural encoder and decoder, which learn
a mapping and its inverse between pixel and latent representations of the image; a quantizer,
which maps the continuous latent representations to a set of discrete symbols; and an entropy
model, which exploits redundancies in the set of discrete symbols to reduce the final length of
the bitstream. In Chapter 5, we propose (1) Adopting XCiT for designing the encoder and
decoder; (2) Employing product quantization in place of vector quantization for better scaling
in bit-rates; (3) A novel entropy model for neural image compression based on masked image
modeling. Our method, PQ-MIM [El-Nouby, 2023], achieves strong rate reduction compared to
simple frequency-based baselines while providing a significant speedup compared to autoregres-
sive methods that can be prohibitively slow for high-resolution images. As a result, PQ-MIM

enables extreme compression of images to a size of a short tweet or SMS.
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1.2.4 ImageBind for learning a shared embedding space for six modalities

Transformers have emerged as a versatile architecture that achieves exceptional performance
across various modalities, such as text [Devlin, 2018; Radford, 2018], images [Dosovitskiy, 2021a;
Touvron, 2020], video [Gedas Bertasius, 2021; Tong, 2022], audio [Xu, 2022], and graphs [Yun,
2019], among others. This presents exciting possibilities for developing multimodal systems with
shared components and similar designs. However, the predominant approach for training these
modalities is supervised learning, which relies on learning a mapping from the sensory inputs
to a set of categorical labels. Unfortunately, supervised learning is constrained by the challenge
of efficiently and scalably collecting annotations. To overcome this challenge, weakly supervised
learning has emerged as an alternative paradigm that relies on collecting large amounts of data
with noisy labels that can be easier to acquire. This paradigm has shown immense success for
learning visual representations [Joulin, 2016; Radford, 2021; Zhai, 2022] powered by extremely
large-scale collections of image and text pairs scraped from the open web. While there is no
shortage in images accompanied by textual descriptions on the open web, generating analogous
collections for other modalities of interest, such as audio, thermal images and depth images, is
considerably more challenging. In Chapter 6 we address this issue introducing ImageBind, a
novel method for training encoding of six different modalities in a shared latent space leveraging
the strong performance of existing vision and language models.

The manuscript concludes with Chapter 7 summarizing our key findings and insights, dis-

cussing the limitations of our approaches and future work.
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Chapter

Background

2.1 Modern Architectures in Computer Vision

In this section, we provide an overview of modern architectures in computer vision starting
from Convolutional Neural Networks to Transformers passing by hybrid models that combines
components from both. Additionally, we will summarize multiple efforts that aimed to reduce
the computation complexity of Transformers. Finally, we delve into the most recent family of

vision models that were developed after and motivated by Vision Transformers.

2.1.1 Convolutional Neural Networks

Convolutional Neural Networks, in their current form, were first proposed by LeCun et
al. [LeCun, 1989]. Convolutional layers operate by applying a set of learnable kernels to an
input. Each kernel has dimensions that are relatively small, but slides across the full width
and height of the input computing the dot product between the weights of the kernel and
the input at every spatial position, allowing it to effectively capture local patterns. The work
of LeCun et al. [LeCun, 1989] demonstrated that the kernel weights can be effectively trained
using backpropagation. The LeNet-5 network [LeCun, 1998] was subsequently designed for digit
recognition and marked the inception of CNNs. LeNet-5 was primarily composed of alternating
convolutional and pooling layers, followed by a fully connected layer for output classification.
The fundamental architecture of CNNs remained unchanged for years until the introduction
of AlexNet [Krizhevsky, 2012]. AlexNet significantly increased the depth and width of CNNs,
adopted Rectified Linear Units (ReLLU) as activation functions and popularized data augmenta-
tion as a regularization technique. The success of AlexNet marked the start of the deep learning
revolution with many innovations in the CNN design to follow. VGGNet [Simonyan, 2014]
and GoogLeNet [Szegedy, 2015] further built upon the foundation laid by AlexNet. VGGNet
demonstrated that the depth of a CNN is a crucial factor for its performance, while Googl.eNet
introduced the inception module, which allowed for increased network depth and width without
an explosion in computational cost.

The introduction of ResNet [He, 2016] was another important milestone in the evolution
of CNNs in particular and deep learning in general. ResNets introduced residual connections,

which helped solve the vanishing gradient problem, allowing for the training networks with hun-
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dreds of layers. With CNNs demonstrating a dominant performance for various vision tasks,
the efficiency and scalability of network architectures then became the focus of research. Mo-
bileNet [Howard, 2017] and EfficientNet [Tan, 2019] were designed to be lightweight and efficient
while maintaining high performance. MobileNet introduced depthwise separable convolutions,
while EfficientNet used a systematic approach to scale up CNNs, considering depth, width, and
resolution. RegNets [Radosavovic, 2020] introduced the idea utilizes a design space exploration
approach to identify network architectures that offer excellent trade-offs between computational
cost and accuracy. Most recently, NfNets Brock et al. [Brock, 2021] have been introduced as an-
other step forward in efficient network design. NfNets employ a normalization-free design with
model scaling, and they have achieved state-of-the-art performance on ImageNet while being
more efficient than existing models. To sum up, the architecture of CNNs has retrospectively
come a long way from the early days of LeNet, with each new development leading to improved

performance and efficiency.

2.1.2 Self-Attention and Transformers

The attention mechanism was initially proposed by Bahdanau et al. [Bahdanau, 2014] for
sequence-to-sequence models, especially in neural machine translation tasks. By dynamically
distributing the model’s “attention” over different parts of the input sequence based on their
relevance to the current task. Attention improved upon fixed-length context vectors and enabled
more effective learning of long-range dependencies. A significant evolution in the self-attention
mechanism was achieved with the advent of the Transformer model by Vaswani et al. [Vaswani,
2017b]. The Transformer discarded the traditional recurrent and convolutional layers and relied
solely on attention mechanisms for processing the input. This approach, which allows paral-
lel computation and captures long-range dependencies effectively, has resulted in remarkable
improvements in performance on several NLP tasks.

The self-attention mechanism allows each token in the input sequence to compute a weighted

sum of all tokens, including itself. In the simplest form, it’s defined by:

Attention(Q, K. V) — softmax | 25 | v (2.1)
ention(Q, K, V) = softmax )
Vg

where:
— (Q is the matrix of queries;
— K is the matrix of keys;
— V is the matrix of values;
— dj, is the dimension of the key.

The self-attention mechanism is applied to the input sequence, where ), K, and V are linear

projections of the same input

Q=XWq K=XWg, V=XWy. (2.2)
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In this setting, each token in the sequence attends to all other tokens to compute its repre-
sentation. However, in practice the self-attention mechanism uses multiple sets of learned linear
transformations, resulting in the Multi-Head attention as proposed by Vaswani et al. [Vaswani,
2017b]. This allows the model to focus on different types of information. For h heads, multi-head

attention is defined as follows:

MultiHead(Q, K, V') = Concat(heady, . .., head,)Wo (2.3)

where each head ¢ is computed as:

head; = Attention(QWqi, KWg;, VWy;) (2.4)

Here:

— Wqi, Wki, and Wy, are the parameter matrices for each head
— W)y is the output projection.

The Transformer model since its inception has been generalized to other modalities and
tasks. One of its most notorious applications has been language understanding and generation
tasks, such as BERT [Devlin, 2018] and GPT [Radford, 2018]. BERT uses the Transformer’s
bidirectional self-attention to encode a rich understanding of contextual relationships between
words, demonstrating state-of-the-art performance on several NLP benchmarks. GPT, on the
other hand, uses an autoregressive causal Transformer to generate text, illustrating the potential
for large-scale language models. Transformers have also been extended to non-textual modalities.
In the realm of speech recognition and synthesis, models like Conformer [Gulati, 2020] have
integrated self-attention into a hybrid architecture, combining the best of convolutional and self-
attention mechanisms to deal with time-series data effectively. Self-attention and Transformers
have evolved from being solutions to specific problems in machine translation to cornerstone
architectures across different modalities. Their potential for capturing complex patterns and
long-range dependencies, coupled with their suitability for parallel computation, position them

as a driving force in the evolution of machine learning models.

2.1.3 Efficient Self-Attention

While Transformers have achieved state-of-the-art performance in various domains, they of-
ten come with costly computational and memory requirements due to the quadratic complexity
of self-attention with respect to the input sequence length. Many variants of the self-attention
operation has been proposed to address this particular issue. An overview of such methods is
summarized in Figure 2.1. One family of efficient Transformer models are Sparse Transform-
ers [Child, 2019], which aim to reduce the computational complexity by limiting the number
of attended positions in self-attention. Models like the Longformer [Beltagy, 2020] and Big-
Bird [Zaheer, 2020] introduced novel sparse attention patterns that significantly reduce com-
plexity while maintaining high performance. Another line of research, referred to as Kernelized

Transformers, leverages kernel methods to approximate the attention mechanism. These meth-
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Figure 2.1 — A Venn diagram of different approaches for reducing the computational and memory com-
plexity of attention as illustrated and detailed by [Tay, 2020].

ods, such as the Performer [Choromanski, 2020] and the Nystromformer [Xiong, 2021b]. The
Linformer [Wang, 2020c] reduce the quadratic complexity by projecting the attention matrix
into a lower-dimensional space or by using random feature maps.

Moreover, Factorized Transformers such as the Transformer-XL [Dai, 2019] introduce re-
currence into the self-attention mechanism, enabling the model to handle longer context than
standard Transformers. Methods like Reversible Transformers, including Reformer [Kitaev,
2020], use reversible layers to reduce the memory requirements. This way, they can accom-
modate longer sequences during training. Finally, work on hybrid models, like the Conformer
[Gulati, 2020], combines elements of Transformers with other neural architectures like convo-
lutional neural networks, capturing local and global dependencies more efficiently. Overall,
efficient Transformer architectures continue to be an active area of research. The improvements
in computational and memory efficiency brought about by these methods open up possibilities
for applying Transformers to larger and more complex datasets and tasks. For a more in-depth

study of efficient attention variants the reader can refer to the survey by Tay et al. [Tay, 2020].

2.1.4 CNNs Augmented with Self-Attention

The success of the self-attention mechanism in various settings encourages researchers in
computer vision to augment the popular CNN-based architectures with self-attention. This
augmentation aims to capitalize on the strengths of both mechanisms: the strong locality bias of
CNNs and the global context awareness of self-attention. Such an approach potentially enables
more robust handling of long-range dependencies. An early influential work in this domain,
Non-local Neural Networks Wang et al. [Wang, 2018] where the authors incorporated a non-
local operation into existing CNN architectures. This operation, inspired by the self-attention
mechanism of Transformers, computes a weighted sum of all the input feature maps’ features at

a given position. The non-local block is capable of capturing dependencies regardless of their
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relative distance in the input data, significantly enhancing the model’s ability to handle complex
spatial relationships. In the same spirit, Squeeze-and-Excitation Networks [Hu, 2018], proposed
a channel-wise self-attention mechanism. This approach focuses on interdependencies between
the channels of the convolutional layers, allowing for an adaptive recalibration of channel-wise
feature responses. The resulting mechanism provides the model with the ability to emphasize
informative features selectively.

The work of Ramachandran et al. [Ramachandran, 2019] explored using self-attention as a
stand-alone layer, replacing all convolutions with a form of self-attention in a ResNet model.
BoTNets by Srinivas et al. [Srinivas, 2021] replaces the spatial convolutions of a ResNet by a
novel bottleneck Transformer blocks which helps control the computational cost of self-attention.
Meanwhile, Bello [Bello, 2021] introduced LambdaNetworks, a model that effectively replaces
self-attention with lambda layers which provide a method of capturing long-range interactions
without the associated computational costs of self-attention, making it more suitable for larger
inputs. Carion et al. [Carion, 2020] proposed a novel approach to object detection, treating it as
a direct set prediction problem. By leveraging self-attention and Transformers, this model coined
DETR bypassed the need for several components traditionally used in object detection, such as
non-maximum suppression and anchor boxes. Another interesting application of attention for
semantic segmentation is Axial-Attention [Wang, 2020b] which applies self-attention sequentially
in the height and width axes of the image. This mechanism effectively handles high-resolution

images, demonstrating the advantages of self-attention in semantic segmentation tasks.

2.1.5 Vision Transformers

Vision Transformers (ViT) have become a paradigm-shifting development in computer vision,
signifying a move away from traditional convolutional neural networks. Introduced by Dosovit-
skiy et al. [Dosovitskiy, 2021a], ViTs treat images as sequences of patches and apply Transformer-
style self-attention to the task of image recognition. Several impactful variants of ViT soon
followed. The DeiT work of [Touvron, 2020] focused on improving the data efficiency of ViT,
managing to match its performance with fewer training images and setting the standard for
optimization and regularization methods for training Vision Transformers (see also [Touvron,
2022b; Touvron, 2022a]). The Swin Transformer [Liu, 2021b], introduced a hierarchical structure
with shifted windows to handle images of varying resolution, further bridging the gap between
Transformers and CNNs. Pyramid Vision Transformer [Wang, 2021a] incorporated a pyramid
structure to extract features at different scales, akin to CNNs, while maintaining the global
self-attention mechanism of Transformers.

Subsequent iterations like CaiT [Touvron, 2021c] tackled the problem of making Vision
Transformers deeper by proposing LayerScale for stabilizing training for models 48 layers deep.
Additionally, Touvron et al. proposed a class attention final layer enabling the model to focus on
class-related features. Graham et al. [Graham, 2021] introduces LeViT which offers an important
step towards reducing the computational burden and model size associated with ViTs. LeViT
provides favorable trade-offs in terms of throughput even when compared to popular backbones
like EfficientNet. MViT [Fan, 2021] introduces an efficient method of spatial reduction which

11
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helps control the computational complexity and enabling MViT to be applied to successfully to
video recognition tasks.

The success of Vision Transformers has motivated innovative designs that further blend the
advantages of Transformers and CNNs. For example, ConvNext [Liu, 2022b] revisits the design
of CNNs by employing key design choices from ViTs like the columnar structure, replacing batch
normalization by layer normalization and larger kernel sizes. ConvNext shows that CNNs can be
competitive to vision transformers after integrating some of the modern design choices developed
for ViTs. In summary, Vision Transformers and their successors have had a profound influence
on the field of computer vision, inspiring a wide range of new model architectures that merge the
advantages of CNNs and Transformers. This evolving landscape promises a wealth of potential

for further exploration and innovation.

2.2 Self-Supervised Learning

Self-supervised learning has recently seen a lot of interest due to its ability to exploit the
inherent structure of data to learn useful representations without the dependency on costly and
domain-specific annotations. Self-supervised methods come in various shapes and forms, each
with unique strengths and applications. In this section, we will explore some of the popular
families of self-supervised learning methods including autoencoders, contrastive methods, non-

contrastive methods, and clustering methods.

2.2.1 Autoencoders

Autoencoders are neural networks that are trained with the objective of reconstructing their
input, typically with some form of constraint in order to learn useful features. They have been
applied in a wide range of tasks, including image reconstruction, noise reduction, and represen-
tation learning. Denoising Autoencoders [Vincent, 2008] are designed to recover a clean input
from a corrupted version, thereby learning robust representations of the data. Contractive Au-
toencoders [Rifai, 2011] enforce a form of robustness by adding a penalty term to the standard
reconstruction error that constrains the derivatives of the encoder functions. The Context En-
coder by Pathak et al. [Pathak, 2016] is a modification of the traditional autoencoder paradigm
to perform inpainting of missing image regions. The autoencoding family of methods have found
even more success in the context of Natural Language Processing. BERT [Devlin, 2018] marked
a significant advancement by learning contextual relations between words in a text by training
a bidirectional Transformer to predict missing (masked) words in a sentence. Subsequently, the
highly popular GPT [Radford, 2018] model can be thought of as a Denoising Autoencoder that

uses causal masking as the form of noise.

2.2.2 Pretext tasks

Early work in self-supervised learning relied on the idea of exploiting inherent spatial and

temporal cues in images and videos. One such approach, Noroozi et al. [Noroozi, 2016] proposed
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Figure 2.2 — An overview of popular joint embedding methods including contrastive, non-contrastive, and
clustering based methods as illustrated by Chen et al. [Chen, 2021a]. Figure reproduced by permission
of the authors.

the Jigsaw Puzzle, where permuted image patches are rearranged to their correct configuration,
serving as a powerful source of supervisory signal for learning rich visual representations. The
Context Prediction task by Doersch et al. [Doersch, 2015] leverages spatial context as a free
and abundant supervisory signal where a CNN is trained to predict the relative positions of
random pairs of patches extracted from each image. Meanwhile, Gidaris et al. [Gidaris, 2018]
developed RotNet, which involves predicting the rotation of an image to learn visual representa-
tions by inferring the correct orientation of an object. Larsson et al. [Larsson, 2016] introduced
a task of automatic colorization, which uses the task of filling in color in grayscale images to
learn representations that capture both semantics and texture of the input images. Some other
works made use of the inherent temporal cues in video such as [Wang, 2015] which proposed a
self-supervised learning method that learns visual representations using videos. This approach

exploits the temporal coherence and context in videos to learn robust visual representations.

2.2.3 Joint embeddings methods

A highly popular family of self-supervised approaches are joint embedding methods where an
encoder is trained to be invariant to certain types of distortions and transformations. This can
be achieved explicitly via contrastive or clustering methods or implicitly through non-contrastive
methods that rely on applying regularization to the representations to avoid trivial solutions and
collapse. An overview of notable examples of different joint embeddings methods is illustrated

in Figure 2.2.

Contrastive Methods. Dosovitskiy et al. [Dosovitskiy, 2014] proposed instance discrimina-
tion where a model is tasked to classify an image correctly as itself under different transforma-
tions via an N-way classification objective where N corresponds to the number of unique images
in the dataset. A more efficient the formulation is proposed in CPC [Oord, 2018] in the form
of the InfoNCE objective. In the context of self-supervised learning, given a query ¢ and a set
of K keys consisting of one positive key k¥ (from the same sample as the query) and K — 1

negative keys k£~ (from different samples), the InfoNCE loss can be defined as follows:

exp(f(g, k™))
Yk ekt k™ exp(f(q, k))

»CNCE =-E log (25)
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The InfoNCE loss encourages the model to assign higher similarity to positive pairs than
to negative pairs. As a result, during the learning process, the model learns to map positive
pairs closer together and negative pairs further apart in the embedding space. This property
makes the InfoNCE loss particularly well-suited for contrastive learning tasks. CPC is primarily
proposed for learning representations from audio, but InfoNCE was widely adopted by the
majority of the subsequent contrastive approaches for vision tasks. Most notably, Chen et
al. [Chen, 2020c] presented a simple yet effective method termed SimCLR, which significantly
improved the state-of-the-art self-supervised learning performance. The SimCLR framework
employs data augmentation as a key ingredient to generate positive pairs as well as identifying
that using a large batch size, longer training and MLP head can significantly improve the
performance of such methods. He et al. [He, 2020] introduced MoCo which constructs the
dictionary of negative samples dynamically with a queue and a momentum-updated encoder.
This approach allowed training with a large number of negative examples, which improved the

quality of the learned representations.

Clustering Methods. Another family of effective self-supervised learning approaches are
clustering-based methods. effective. DeepCluster [Caron, 2018] leverages clustering to enforce a
pseudo-label based learning objective, thereby learning rich visual features in an unsupervised
manner. Subsequently, Asano et al. [Asano, 2019b] introduced a method called SeLa to combine
the process of clustering and representation learning in a single framework. The most notable
of the clustering-based methods is SwAV [Caron, 2020a] which enhances the self-supervised
learning process by promoting consistency between cluster assignments produced for different

transformations of the same image.

Non-contrastive Methods. Non-contrastive methods have become increasingly popular be-
cause they sidestep the need for sampling a high number of negative pairs for every update.
BYOL [Grill, 2020] was the first method to show a competitive performance can be achieved
without relying on negative pairs. This was achieved by using an online and offline encoders
where the weights of the offline encoder are updated via an exponential moving average. Com-
bining this with a new formulation for the model head by adding a predictor, BYOL achieved a
surprising result by outperforming many contrastive methods with no negative pairs and with-
out collapse. SimSiam [Chen, 2021a] extended this idea, utilizing two identical networks that
predict each other’s outputs, but with an added stop-gradient operation to prevent the collapse
of the representations. Barlow Twins [Zbontar, 2021] proposed a method where the outputs of
two identical networks are decorrelated, enforcing diversity in the learned representations and
preventing collapse. VicReg [Bardes, 2021] introduced an objective that regularizes the repre-
sentation’s variance along each dimension independently. Finally, Caron et al. [Caron, 2021]
proposed DINO which is based on a self-distillation framework. The student is encouraged to
match the output of a teacher that is updated with a exponential moving average. DINO was
also the first method to show that self-supervised learning when used in conjunction with Vision

Transformers can lead to outstanding results.
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2.3 Vision-Language pre-training

In addition to learning representations through self-supervised learning, as discussed in the
previous section, weakly supervised pre-training has been a highly successful paradigm in recent
years. It leverages noisy labels, which are easier to obtain, as a substitute for expensive curated
annotations. Early work by [Joulin, 2016] made use of image collections with paired textual
captions to learn rich semantic representations. the full potential of this idea was realized
through aggressive scaling of the image and text collection to millions [Radford, 2021] or even
billions [Ilharco, 2021] of pairs. CLIP [Radford, 2021] and ALIGN [Jia, 2021a] use a simple
contrastive objective to align matching visual and textual pairs. CLIP models can be very
flexible as they learn about a wide range of visual concepts directly from natural language.
CoCa [Yu, 2022] incorporates a text decoder and an additional captioning loss, which contributes
to its strong performance in Visual Question Answering (VQA) and captioning tasks. Zhai et
al. [Zhai, 2022] demonstrated that a strong pre-trained vision encoder can be easily augmented
witg open-set recognition capabilities by training a text encoder to align with the visual features
resulting in performance often superior to training both encoders jointly from scratch. Alayrac
et al. [Alayrac, 2022] explores interweaving images and text utterances by adapting a vision
encoder to work jointly with a pre-trained Large Language Model yielding outstanding results

in VQA and serving as a general-purpose visual chatbot.

2.4 Lossless Compression

The goal of lossless compression is to encode samples from a discrete probably distribution
x ~ pg(x) x € X as bit strings m = enc(x) € {0,1}* of shortest possible length ¢(m) such
that x can be decoded without loss of information z = dec(m). Block codes assign a unique
binary code of equal length to each event in X'. The expected length per symbol of such codes is
I(m) = [logy |X]] bits. We can improve this result if we consider to give shorter code words to
more frequently occurring symbols and longer codes to less frequently occurring ones. In fact,
the smallest expected achievable average code length per point using an approximation to the

true data distribution p(z), is given by the cross-entropy:

H(pq,p) :=Ezp, [—logp(z)]. (2.6)

This quantity is bounded from below (seen via Jensen’s inequality) by the entropy of the “true”
probability distribution pg, i.e. when p = pg [MacKay, 2003; Cover, 1991]. Entropy coders reach
this bound up to a small constant e. An entropy codec is a tuple of an inverse pair of functions,

enc,, and dec,, that achieve near optimal compression rates on sequences of symbols.

ency : m,T > M 2.7)
decy, : m +— (m,x), '

such that £(m) = £(m) + logy p(z) + €.
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Cross Covariance Image Transformers

Objectives
Following tremendous success in natural language processing, transformers have re-
cently shown much promise for computer vision. The self-attention operation under-
lying transformers yields global interactions between all tokens, i.e. words or image
patches, and enables flexible modelling of image data beyond the local interactions
of convolutions. This flexibility, however, comes with a quadratic complexity in time
and memory, hindering application to long sequences and high-resolution images. We
propose a “transposed” version of self-attention that operates across feature chan-
nels rather than tokens, where the interactions are based on the cross-covariance
matrix between keys and queries. The resulting cross-covariance attention (XCA)
has linear complexity in the number of tokens, and allows efficient processing of
high-resolution images. Our cross-covariance image transformer (XCiT) — built upon
XCA — combines the accuracy of conventional transformers with the scalability of
convolutional architectures. We validate the effectiveness and generality of XCiT by
reporting excellent results on multiple vision benchmarks, including (self-supervised)
image classification on ImageNet-1k, object detection and instance segmentation on
COCO, and semantic segmentation on ADE20k.
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3.1 Introduction

Transformers architectures [Vaswani, 2017b] have provided quantitative and qualitative break-
throughs in speech and natural language processing. Recently, Dosovitskiy et al. [Dosovitskiy,
2021a] established transformers as a viable architecture for learning visual representations, re-
porting competitive results for image classification while relying on large-scale pre-training.
Touvron et al. [Touvron, 2020] have shown on par or better accuracy/throughput compared
to strong convolutional baselines such as EfficientNets [Tan, 2019] when training transformers
on ImageNet-1k using extensive data augmentation and improved training schemes. Promising
results have been obtained for other vision tasks, including image retrieval [El-Nouby, 2021b],
object detection and semantic segmentation [Liu, 2021b; Wang, 2021a; Zhang, 2021; Zheng,
2020], as well as video understanding [Arnab, 2021; Bertasius, 2021; Fan, 2021].

One major drawback of transformers is the time and memory complexity of the core self-
attention operation, that increases quadratically with the number of input tokens, or similarly
number of patches in computer vision. For wxh images, this translates to a complexity of
O(w?h?), which is prohibitive for most tasks involving high-resolution images, such as object
detection and segmentation. Various strategies have been proposed to alleviate this complexity,
for instance using approximate forms of self-attention [Liu, 2021b; Zhang, 2021], or pyramidal
architectures which progressively downsample the feature maps [Wang, 2021a). However, none
of the existing solutions are fully satisfactory, as they either trade complexity for accuracy, or
their complexity remains excessive for processing very large images.

We replace the self-attention, as originally introduced by Vaswani et al. [Vaswani, 2017b],
with a “transposed” attention that we denote as “cross-covariance attention” (XCA). Cross-
covariance attention substitutes the explicit full pairwise interaction between tokens by self-
attention among features, where the attention map is derived from the cross-covariance matrix
computed over the key and query projections of the token features. Importantly, XCA has a
linear complexity in the number of patches. To construct our Cross-Covariance Image Trans-
formers (XCiT), we combine XCA with local patch interaction modules that rely on efficient
depth-wise convolutions and point-wise feedforward networks commonly used in transformers,
see Figure 3.1. XCA can be regarded as a form of a dynamic 1x 1 convolution, which multi-
plies all tokens with the same data-dependent weight matrix. We find that the performance
of our XCA layer can be further improved by applying it on blocks of channels, rather than
directly mixing all channels together. This “block-diagonal” shape of XCA further reduces the
computational complexity with a factor linear in the number of blocks.

Given its linear complexity in the number of tokens, XCiT can efficiently process images
with more than thousand pixels in each dimension. Notably, our experiments show that XCiT
does not compromise the accuracy and achieves similar results to DeiT [Touvron, 2020] and
CaiT [Touvron, 2021c] in comparable settings. Moreover, for dense prediction tasks such as
object detection and image segmentation, our models outperform popular ResNet [He, 2016]
backbones as well as the recent transformer-based models [Liu, 2021b; Wang, 2021a; Zhang,

2021]. Finally, we also successfully apply XCiT to the self-supervised feature learning using
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Figure 3.1 — Our XCiT layer consists of three main blocks, each preceded by LayerNorm and followed by
a residual connection: (i) the core cross-covariance attention (XCA) operation, (ii) the local patch inter-
action (LPI) module, and (iii) a feed-forward network (FFN). By transposing the query-key interaction,
the computational complexity of XCA is linear in the number of data elements N, rather than quadratic
as in conventional self-attention.

DINO [Caron, 2021], and demonstrate improved performance compared to a DeiT-based back-
bone [Touvron, 2020].

Overall, we summarize our contributions as follows:

— We introduce cross-covariance attention (XCA), which provides a “transposed” alternative
to conventional self-attention, attending over channels instead of tokens. Its complexity is
linear in the number of tokens, allowing for efficient processing of high-resolution images, see
Figure 3.2.

— XCA attends to a fixed number of channels, irrespective of the number of tokens. As a result,
our models are significantly more robust to changes in image resolution at test time, and are

therefore more amenable to process variable-size images.

— For image classification, we demonstrate that our models are on par with state-of-the-art
vision transformers for multiple model sizes using a simple columnar architecture, i.e., in
which we keep the resolution constant across layers. In particular, our XCiT-L24 model
achieves 86.0% top-1 accuracy on ImageNet, outperforming its CaiT-M24 [Touvron, 2021c]

and NFNet-F2 [Brock, 2021] counterparts with comparable numbers of parameters.

— For dense prediction tasks with high-resolution images, our models outperform ResNet and
multiple transformer-based backbones. On the COCO benchmark, we achieve a strong per-
formance of 48.5% and 43.7% mAP for object detection and instance segmentation respec-
tively. Moreover, we report 48.4% mloU for semantic segmentation on the ADE20k bench-
mark, outperforming the state-of-the-art Swin Transformer [Liu, 2021b] backbones across all

comparable model sizes.

— Finally, our XCiT model is highly effective in self-supervised learning setups, achieving 80.9%
top-1 accuracy on ImageNet-1k using DINO [Caron, 2021].
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3.2 Related work

Deep vision transformers. Training deep vision transformers can be challenging due to
instabilities and optimization issues. Touvron et al. [Touvron, 2021c] successfully train models
with up to 48 layers using LayerScale, which weighs contributions of residual blocks across layers
and improves optimization. Additionally, the authors introduce class attention layers which

decouple the learning of patch features and the feature aggregation stage for classification.

Spatial structure in vision transformers. Yuan et al. [Yuan, 2021b] propose applying a
soft split for patch projection with overlapping patches which is applied repeatedly across model
layers, reducing the number of patches progressively. Han et al. [Han, 2021] introduce a trans-
former module for intra-patch structure, exploiting pixel-level information and integrating with
an inter-patch transformer to attain higher representation power. d’Ascoli et al. [dAscoli, 2021]
consider the initialization of self-attention blocks as a convolutional operator, and demonstrate
that such initialization improves the performance of vision transformers in low-data regimes.
Graham et al. [Graham, 2021] introduce LeViT, which adopts a multi-stage architecture with
progressively reduced feature resolution similar to popular convolutional architectures, allowing
for models with high inference speed while retaining a strong performance. Moreover, the authors
adopt a convolution-based module for extracting patch descriptors. Yuan et al. [Yuan, 2021a]
improve both the performance and the convergence speed of vision transformers by replacing
the linear patch projection with convolutional layers and max-pooling, as well as modifying the

feed-forward networks in each transformer layer to incorporate depth-wise convolutions.

Efficient attention. Numerous methods for efficient self-attention have been proposed in the
literature to address the quadratic complexity of self-attention in the number of input tokens.
These include restricting the span of the self-attention to local windows [Parmar, 2018; Qiu,
2019], strided patterns [Child, 2019], axial patterns [Ho, 2019], or an adaptive computation
across layers [Sukhbaatar, 2019]. Other methods provide an approximation of the self-attention
matrix which can be achieved by a projection across the token dimension [Wang, 2020c|, or
through a factorization of the softmax-attention kernel [Choromanski, 2020; Katharopoulos,
2020; Shen, 2021; Xiong, 2021a], which avoids explicit computation of the attention matrix.
While conceptually different, our XCA performs similar computations without being sensitive
to the choice of the kernel. Similarly, Lee-Thorp et al. [Lee-Thorp, 2021] achieve faster training
by substituting self-attention with unparametrized Fourier Transform. Other efficient attention
methods rely on local attention and adding a small number of global tokens, thus allowing
interaction among all tokens only by hopping through the global tokens [Ainslie, 2020; Beltagy,
2020; Jaegle, 2021; Zaheer, 2020).

Transformers for high-resolution images. Several works adopt visual transformers to
high-resolution image tasks beyond image classification, such as object detection and image
segmentation. Wang et al. [Wang, 2021a] design a model with a pyramidal architecture and ad-

dress complexity by gradually reducing the spatial resolution of keys and values. Similarly, for
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video recognition Fan et al. [Fan, 2021] utilize pooling to reduce the resolution across the spatial
and temporal dimensions to allow for an efficient computation of the attention matrix. Zhang et
al. [Zhang, 2021] adopt global tokens and local attention to reduce the model complexity, while
Liu et al. [Liu, 2021b] provide an efficient method for local attention with shifted windows. In
addition, Zheng et al. [Zheng, 2020] and Ranftl et al. [Ranftl, 2021] study problems like semantic

segmentation and monocular depth estimation with the quadratic self-attention operation.

Data-dependent layers. Our XCiT layer can be regarded as a “dynamic” 1x1 convolution,
which multiplies all token features with the same data-dependent weight matrix, derived from
the key and query cross-covariance matrix. In the context of convolutional networks, Dynamic
Filter Networks [Brabandere, 2016] explore a related idea, using a filter generating subnetwork to
produce convolutional filters based on features in previous layers. Squeeze-and-Excitation net-
works [Hu, 2018] use data dependent 1x1 convolutions in convolutional architectures. Spatially
average-pooled features are fed to a 2-layer MLP which produces per channel scaling param-
eters. Closer in spirit to our work, Lambda layers propose a way to ensure global interaction
in ResNet models [Bello, 2021]. Their “content-based lambda function” is computing a similar
term as our cross-covariance attention, but differing in how the softmax and fo normalizations
are applied. Moreover, Lambda layers also include specific position-based lambda functions,
and LambdaNetworks are based on ResNets while XCiT follows the ViT architecture. Recently
data-independent analogues of self-attention have also been found to be an effective alternative
to convolutional and self-attention layers for vision tasks [Ding, 2021b; Melas-Kyriazi, 2021;
Tolstikhin, 2021; Touvron, 2021a]. These methods treat entries in the attention map as learn-
able parameters, rather than deriving the attention map dynamically from queries and keys, but
their complexity remains quadratic in the number of tokens. Zhao et al. [Zhao, 2020] consider

alternative attention forms in computer vision.

3.3 Method

In this section, we first recall the self-attention mechanism, and the connection between
the Gram and covariance matrices, which motivated our work. We then propose our cross-
covariance attention operation (XCA) — which operates along the feature dimension instead of
token dimension in conventional transformers — and combine it with local patch interaction and
feedforward layers to construct our Cross-Covariance Image Transformer (XCiT). See Figure 3.1

for an overview.

3.3.1 Background

Token self-attention. Self-attention, as introduced by Vaswani et al. [Vaswani, 2017b], op-

erates on an input matrix X € RV*d

, where N is the number of tokens, each of dimensionality
d. The input X is linearly projected to queries, keys and values, using the weight matrices
W, € R¥*da 1}, € R¥¥% and W, € R¥%  such that Q=XW,;, K=XW}, and V=XW,,, where

d,=dy,. Keys and values are used to compute an attention map A(K, Q) = Softmax(QK " /\/dy),
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Figure 3.2 — Inference memory usage of vision transformer variants. Our XCiT models scale linearly in
the number of tokens, which makes it possible to scale to much larger image sizes, even in comparison to
approaches employing approximate self-attention or a pyramidal design. All measurements are performed
with a batch size of 64 on a single V100-32GB GPU.

and the output of the self-attention operation is defined as the weighted sum of IV token features
in V with the weights corresponding to the attention map: Attention(Q,K,V) = A(K,Q)V.
The computational complexity of self-attention scales quadratically in N, due to pairwise inter-

actions between all N elements.

Relationship between Gram and covariance matrices. To motivate our cross-covariance
attention operation, we recall the relation between Gram and covariance matrices. The unnor-
malised dx d covariance matrix is obtained as C=XTX. The NxN Gram matrix contains all
pairwise inner products: G=XXT. The non-zero part of the eigenspectrum of the Gram and
covariance matrix are equivalent, and the eigenvectors of C' and G can be computed in terms
of each other. If V' are the eigenvectors of GG, then the eigenvectors of C are given by U=XV.
To minimise the computational cost, the eigendecomposition of either the Gram or covariance
matrix can be obtained in terms of the decomposition of the other, depending on which of the
two matrices is the smallest. '

We draw upon this strong connection between the Gram and covariance matrices to consider
if it is possible to avoid the quadratic cost to compute the N x N attention matrix, which is
computed from the analogue of the Nx N Gram matrix QK =X VVqVV,;r XT. Below we consider
how we can use the dj,xd, cross-covariance matrix, K TQ:W,;I— XTX Wy, which can be computed

in linear time in the number of elements N, to define an attention mechanism.

1. For C to represent the covariance, X should be centered, i.e. X1=0. For the relation between C and G,
however, centering is not required.
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Figure 3.3 — Performance when changing the resolution at test-time for models with a similar number
of parameters. All networks were trained at resolution 224, w/o distillation. XCiT is more tolerant to
changes of resolution than the Gram-based DeiT and benefit more from the “FixRes” effect Touvron et

al. [Touvron, 2019] when inference is performed at a larger resolution than at train-time.

3.3.2 Cross-covariance attention
We propose a cross-covariance based self-attention function that operates along the feature
dimension, rather than along the token dimension as in token self-attention. Using the definitions

of queries, keys and values from above, the cross-covariance attention function is defined as:

Axc (K, Q) = Softmax (KTQ/T) , (3.1)

XC-Attention(Q, K, V) = VAxc(K, Q),
where each output token embedding is a convex combination of the d,, features of its correspond-

ing token embedding in V. The attention weights A are computed based on the cross-covariance

matrix.

In addition to building our attention oper-

fo-Normalization and temperature scaling.
ation on the cross-covariance matrix, we make a second modification compared to token self-

attention. We restrict the magnitude of the query and key matrices by f2-normalising them,
such that each column of length N of the normalised matrices @ and K has unit norm, and
every element in dxd cross-covariance matrix K ' Q is in the range [—1,1]. We observed that
controlling the norm strongly enhances the stability of training, especially when trained with a
variable numbers of tokens. However, restricting the norm reduces the representational power of
the operation by removing a degree of freedom. Therefore, we introduce a learnable temperature

parameter 7 which scales the inner products before the Softmax, allowing for sharper or more

uniform distribution of attention weights.
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Block-diagonal cross-covariance attention. Instead of allowing all features to interact
among each other, we divide them into a h groups, or “heads”, in a similar fashion as multi-
head token self-attention. We apply the cross-covariance attention separately per head where
for each head, we learn separate weight matrices to project X to queries, keys and values, and
collect the corresponding weight matrices in the tensors W, € Rhxdxdq W7 e RPxdxdr g
W, € Rh>dxdv  where we set dy=dy=d,=d/h. Restricting the attention within heads has two
advantages: (i) the complexity of aggregating the values with the attention weights is reduced
by a factor h; (ii) more importantly, we empirically observe that the block-diagonal version is
easier to optimize, and typically leads to improved results. This observation is in line with
observations made for Group Normalization [Wu, 2018a], which normalizes groups of channels
separately based on their statistics, and achieves favorable results for computer vision tasks
compared to Layer Normalization [Ba, 2016], which combines all channels in a single group.
Figure 3.6 shows that each head learns to focus on semantically coherent parts of the image,

while being flexible to change what type of features it attends to based on the image content.

Complexity analysis. The usual token self-attention with h heads has a time complexity
of O(N2d) and memory complexity of O(hN2+Nd). Due to the quadratic complexity, it is
problematic to scale token self-attention to images with a large number of tokens. Our cross-
covariance attention overcomes this drawback as its computational cost of O(Nd?/h) scales
linearly with the number of tokens, as does the memory complexity of O(d?/h+Nd). Therefore,
our model scales much better to cases where the number of tokens IV is large, and the feature
dimension d is relatively small, as is typically the case, in particularly when splitting the features
into h heads.

Runtime and Memory Usage We present the peak memory usage as well as the through-
put of multiple models including full-attention and efficient vision transformers in Table 3.1.
Additionally, in Figure 3.4 we plot the processing speed represented as millisecond per image
as a function of image resolution for various models. We can observe that XCiT provides a
strong trade-off, possessing the best scalability in terms of peak memory, even when compared
to ResNet-50. Additionally, the processing time scales linearly with respect to resolution, with

only ResNet-50 providing a better trade-off on that front.

Model #params ImNet Image Resolution
(x108) | Top-1 2242 3842 5122 10242
@224 | im/sec mem (MB) | im/sec mem (MB) | im/sec mem (MB) | im/sec mem (MB)

ResNet-50 25 79.0 1171 772 434 2078 245 3618 61 14178
DeiT-S 22 79.9 974 433 263 1580 116 4020 N/A OOM
CaiT-S12 26 80.8 671 577 108 2581 38 7117 N/A OOM
PVT-Small 25 79.8 T 1266 256 3142 134 5354 N/A OOM
Swin-T 29 81.3 704 1386 220 3890 120 6873 29 26915
XCiT-S12/16 26 82.0 781 731 266 1372 151 2128 37 7312

Table 3.1 — Inference throughput and peak GPU memory usage for our XCiT small model
compared to other models of comparable size that include token self-attention. All models tested using
batch size of 64 on a V100 GPU with 32GB memory.
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Figure 3.4 — We present the millisecond per image during inference of multiple models. Our
XCiT-S12/16 model provides a speed up for images with higher resolution compared to existing vision
transformers, especially the ones with quadratic complexity like DeiT and CaiT.

3.3.3 Cross-covariance image transformers

To construct our cross-covariance image transformers (XCiT), we adopt a columnar architec-
ture which maintains the same spatial resolution across layers, similarly to [Dosovitskiy, 2021a;
Touvron, 2020; Touvron, 2021c]. We combine our cross-covariance attention (XCA) block with
the following additional modules, each one being preceded by a LayerNorm [Ba, 2016]. See
Figure 3.1 for an overview. Since in this section we specifically design the model for computer

vision tasks, tokens correspond to image patches in this context.

Local patch interaction. In the XCA block communication between patches is only implicit
through the shared statistics. To enable explicit communication across patches we add a simple
Local Patch Interaction (LPI) block after each XCA block. LPI consists of two depth-wise 3x3
convolutional layers with Batch Normalization and GELU non-linearity in between. Due to its
depth-wise structure, the LPI block has a negligible overhead in terms of parameters, as well as

a very limited overhead in terms of throughput and memory usage during inference.

Feed-forward network. As is common in transformer models, we add a point-wise feedfor-
ward network (FFN), which has a single hidden layer with 4d hidden units. While interaction
between features is confined within groups in the XCA block, and no feature interaction takes

place in the LPI block, the FFN allows for interaction across all features.
Global aggregation with class attention. When training our models for image classifica-

tion, we utilize the class attention layers as proposed by Touvron et al. [Touvron, 2021¢]. These

layers aggregate the patch embeddings of the last XCiT layer through writing to a CLS token
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Model Depth d  #heads |, #params GFLOPs ImageNet-1k-val top-1 acc. (%)
@224/16 @384/8 | @224/16 @224/16T @384/87 1
XCiT-N12 12 128 4 3M 0.5 6.4 69.9 72.2 77.8
XCiT-T12 12 192 4 ™ 1.2 14.3 77.1 78.6 82.4
XCiT-T24 24 192 4 12M 2.3 27.3 79.4 80.4 83.7
XCiT-S12 12 384 8 26M 4.8 55.6 82.0 83.3 85.1
XCiT-S24 24 384 8 48M 9.1 106.0 82.6 83.9 85.6
XCiT-M24 24 512 8 84M 16.2 188.0 82.7 84.3 85.8
XCiT-L24 24 768 16 189M 36.1 417.9 82.9 84.9 86.0

Table 3.2 — XCiT models. Design choices include model depth, patch embeddings dimensionality d,
and the number of heads h used in XCA. By default our models are trained and tested at resolution
224 with patch sizes of 16x16. We also train with distillation using a convolutional teacher (denoted T)
as proposed by Touvron et al. [Touvron, 2020]. Finally, we report performance of our strongest models
obtained with 8x8 patch size, fine-tuned (1) and tested at resolution 384x384 (column @384/8), using
distillation with a teacher that was also fine-tuned @384.

by one-way attention between the CLS tokens and the patch embeddings. The class attention is

also applied per head, i.e. feature group.

Handling images of varying resolution. In contrast to the attention map involved in token
self-attention, in our case the covariance blocks are of fixed size independent of the input image
resolution. The softmax always operates over the same number of elements, which may explain
why our models behave better when dealing with images of varying resolutions (see Figure 3.3).
In XCiT we include additive sinusoidal positional encoding [Vaswani, 2017b] with the input
tokens. We generate them in 64 dimensions from the 2d patch coordinates and then linearly
project to the transformer working dimension d. This choice is orthogonal to the use of learned
positional encoding, as in ViT [Dosovitskiy, 2021a]. However, it is more flexible since there is

no need to interpolate or fine-tune the network when changing the image size.

Model configurations. In Table 3.2 we list different variants of our model which we use in
our experiments, with different choices for model width and depth. For the patch encoding
layer, unless mentioned otherwise, we adopt the alternative used by Graham et al. [Graham,
2021] with convolutional patch projection layers. We also experimented with a linear patch
projection as described in [Dosovitskiy, 2021a], see our ablation in Table 4.8. Our default
patch size is 16 x 16, as in other vision transformer models including ViT [Dosovitskiy, 2021a],
DeiT [Touvron, 2020] and CaiT [Touvron, 2021c]. We also experiment with smaller 8x8 patches,
which has been observed to improve performance [Caron, 2021]. Note that this is efficient with
XCiT as its complexity scales linearly which the number of patches, while ViT, DeiT and CaiT

scale quadratically.

Pseudo-code We provide a PyTorch-style pseudo code of the Cross-covariance attention oper-
ation. The pseudo code resembles the Timm library [Wightman, 2019] implementation of token
self-attention. We show that XCA only requires few modifications, namely the /5 normalization,

setting the learnable temperature parameters and a transpose operation of the keys, queries and
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values.

Algorithm 3.1: Pseudocode of XCA in a PyTorch-like style.

# self.qkv: nn.Linear(dim, dim * 3, bias=qkv_bias) # self.temp: nn.Parameter(torch.ones(num_headss, 1, 1))

def forward(self, x): B, N, C = x.shape qkv = self.qkv(x).reshape(B, N, 3, self.num_heads, C // self.
num_heads) qkv =
qkv.permute(2, 0, 3, 1, 4) q, k, v = qkv[0], qkv[1], gkv[2] # split into query, key and value

q = q.transpose(-2, -1) k = k.transpose(-2, -1) # Transpose to shape (B, h, C, N) v = v.transpose(-2,
-1)

q = F.normalize(q, dim=-1, p=2) # L2 Normalization across the token dimension k = F.normalize(k, dim
=-1, p=2)

attn = (k @ q.transpose(-2, -1)) # Computing the block diagonal cross-covariance matrix attn = attn *
self.temp # Adjusting the activations scale with temperature parameter attn = attn.softmax(dim=-1) #
d x d attention map

X
X

attn @ v # Apply attention to mix channels per token x = x.permute(0, 3, 1, 2).reshape(B, N, C)
self.proj(x) return x

3.4 Preliminary study on Vision Transformers (ViT)

In this section, we report the results associated with our preliminary study on high-resolution
transformers. Most of the experiments were carried out on the ViT architecture [Dosovitskiy,
2021a] with DeiT training [Touvron, 2020], and intended to analyze different aspects of trans-

formers when considering images with varying resolution or high-resolution images specifically.

3.4.1 Impact of resolution versus patch size
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Figure 3.5 — Impact of input resolution on accuracy for DeiT-S. We consider different image
resolutions, and either (1) increase the patch size while keeping the number of tokens fixed; or (2) keep
the patch size fixed and use more tokens. Larger input images are beneficial if the number of tokens
increases. The impact of a change of a resolution for a constant number of patches (of varying size) is
almost neutral. As one can observe, the main driver of performance is the number of patches. The patch
size has a limited impact on the accuracy, except when considering very small ones. We have observed
and confirmed similar trends with XCiT models.
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3.4.2 Approximate attention models in ViT with DeiT training

In Table 3.3, we report the results that we obtain by replacing the Multi-headed Self-attention
operation with efficient variants [Ho, 2019; Shen, 2021; Wang, 2020c¢; Wang, 2021a] in the DeiT-
S backbone. First, we can notice that for all efficient self-attention choices there is a clear
drop in performance compared to the Deit-S baseline. The spatial reduction attention (SRA)
proposed in PVT [Wang, 2021a] has a significantly weaker performance compared to the full-
attention with a quadratic complexity that is more efficient than full-attention by only a constant
factor R?. Linformer [Wang, 2020c] provides a better accuracy compared to SRA, however, it
is also clearly weaker than full-attention. Moreover, Linformer does not have the flexibility of
processing variable length sequences which limits its application in many computer vision tasks.
Efficient attention [Shen, 2021] provides a better trade-off than the aforementioned methods,
with improved accuracy and linear complexity. However, it has a 3.6% drop in performance
compared to full-attention. Finally, axial attention [Ho, 2019] provides the strongest performance
among the efficient attention variants we studied with a 1.5% drop in accuracy compared to the
baseline. We observe a saving in memory usage, but a drop in speed due to the separate row

and column attention operations. Our observations are consistent with [Dosovitskiy, 2021a].

Model Complexity Top-1
DeiT-S [Touvron, 2020] O(N?) 79.9

SRA (Average Pool) [Wang, 2021a] | O(N?/R?) | 73.5
SRA (Convolutional) [Wang, 2021a] | O(N?/R?) | 74.0

Linformer (k=4/n) [Wang, 2020c] O(kN) 75.7
Efficient Transformer [Shen, 2021] O(N) 76.3
Axial [Ho, 2019) O(NVN) | 784

Table 3.3 — ImageNet Top-1 accuracy of efficient self-attention variants (after 300 epochs of
training).

3.4.3 Training and testing with varying resolution

For several tasks, it is important that the network is able to handle images of varying
resolutions. This is the case, for instance, for image segmentation, image detection, or image
retrieval where the object of interest may have very different sizes. We present an analysis of

train/test resolution trade-off in Table 3.4.

Test / Train | 160 224 256 288 320 | MS

160 77.2 759 733 682 59.6 | 76.3
224 78.0 79.9 799 79.0 779 |79.6
256 77.3 804 80.7 80.2 799 |80.6
288 76.3 80.4 81.0 81.2 80.8 |81.0
320 75.0 80.1 809 81.3 81.5|381.3

Table 3.4 — Trade-off between train and test resolutions for DeiT. MS refers to multi-scale training,
where the models have seen images from different resolutions at training time.
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3.5 Experimental evaluation

In this section we demonstrate the effectiveness and versatility of XCiT on multiple computer

vision benchmarks, and present ablations providing insight on the importance of its different

components.

Model #params FLOPs Res. ImNet V2

EfficientNet-B5 RA [Cubuk, 2020] 30M 9.9B 456 | 83.7  _

RegNetY-4GF [Radosavovic, 2020] 21M 4.0B 224 80.0 724
DeiT-ST [Touvron, 2020] 22M 4.6B 224 | 81.2 68.5
Swin-T [Liu, 2021b] 20M 4.5B 224 81.3

CaiT-XS247Y 1 [Touvron, 2021c] 26M 19.3B 384 84.1 74.1
XCiT-S12/167 26M 4.8B 224 83.3 725
XCiT-S12/167 1 26M 14.3B 384 84.7 74.1
XCiT-S12/8Y ¢ 26M 55.6B 384 85.1 74.8
EfficientNet-B7 RA [Cubuk, 2020] 66M 37.0B 600 84.7

NFNet-F0 [Brock, 2021] 72M 12.4B 256 83.6 72.6
RegNetY-8GF [Radosavovic, 2020] 39M 8.0B 224 | 81.7 724
Swin-S [Liu, 2021b] 50M 8.7B 224 83.0 _

CaiT-S247 1 [Touvron, 2021c] 47TM 32.2B 384 | 85.1 754
XCiT-S24/167 48M 9.1B 224 839 73.3
XCiT-S24/167 1 48M 26.9B 384 85.1 74.6
XCiT-S24/8Y 1 48M  105.9B 384 85.6 75.7
RegNetY-16GF [Radosavovic, 2020] 84M 16.0B 224 | 829 724
Swin-B1 [Liu, 2021b] 88M 47.0B 384 84.2

DeiT-BY 1 [Touvron, 2020] 8T™ 55.5B 384 | 85.2 75.2
CaiT-S48Y 1 [Touvron, 2021c] 89M 63.8B 384 | 85.3 76.2
XCiT-M24/167 84M 16.2B 224 84.3 73.6
XCiT-M24/167 1 84M 47.7B 384 854 75.1
XCiT-M24/8Y 1 84M  187.9B 384 85.8 76.1
NFNet-F3 [Brock, 2021] 255M  114.8B 416 85.7 75.2
CaiT-M247 1 [Touvron, 2021c] 186M  116.1B 384 | 85.8 76.1
XCiT-L24/167 189M 36.1B 224 84.9 74.6
XCiT-L24/167 1 189M  106.0B 384 85.8 75.8
XCiT-L24/87 1 189M  417.8B 384 86.0 76.6

Table 3.5 — ImageNet classification. Number of parameters, FLOPs, image resolution, and top-1
accuracy on ImageNet-1k and ImageNet-V2. Training strategies vary across models, transformer-based
models and the reported RegNet mostly follow recipes from DeiT [Touvron, 2020].

3.5.1 Image classification

We use ImageNet-1k [Deng, 2009b] to train and evaluate our models for image classification.
It consists of 1.28M training images and 50k validation images, labeled across 1,000 semantic
categories. Our training setup follows the DeiT recipe [Touvron, 2020]. We train our model for
400 epochs with the AdamW optimizer [Loshchilov, 2017] using a cosine learning rate decay. In
order to enhance the training of larger models, we utilize LayerScale [Touvron, 2021c] and adjust
the stochastic depth [Huang, 2016] for each of our models accordingly. Following [Touvron,
2021c], images are cropped with crop ratio of 1.0 for evaluation. In addition to the ImageNet-1k
validation set, we report results for ImageNet-V2 [Recht, 2019] which has a distinct test set.

Our implementation is based on the Timm library [Wightman, 2019].
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Architecture CIFAR 9 CIFAR1g9 Flowers102 Cars iNatig iNatig
EfficientNet-B7 [Tan, 2019] 98.9 91.7 98.8 94.7 _ _
ViT-B/16 [Dosovitskiy, 2021a] 98.1 87.1 89.5 _ _ _
ViT-L/16 [Dosovitskiy, 2021a] 97.9 86.4 89.7 - - o
Deit-B/16 [Touvron, 2020] T 99.1 91.3 98.8 929 73.7 78.4
XCiT-S24/16 T 99.1 91.2 97.4 92.8 68.8 76.1
XCiT-M24/16 T 99.1 91.4 98.2 93.4 72.6 78.1
XCiT-L24/16 Y 99.1 91.3 98.3 93.7 175.6 79.3

Table 3.6 — Evaluation on transfer learning.

Results on ImageNet. We present a family of seven models in Table 3.2 with different
operating points in terms of parameters and FLOPs. We observe that the performance of the
XCiT models benefits from increased capacity both in depth and width. Additionally, consistent
with [Touvron, 2020; Touvron, 2021c] we find that using hard distillation with a convolutional
teacher improves the performance. Because of its linear complexity in the number of tokens, it
is feasible to train XCiT at 384 x 384 resolution with small 8 x8 patches, i.e. 2304 tokens, which
provides a strong boost in performance across all configurations.

We compare to the state-of-the-art convolutional and transformer-based architectures [Brock,
2021; Liu, 2021b; Radosavovic, 2020; Tan, 2019; Touvron, 2021¢| in Table 3.5. By varying the
input image resolution and/or patch size, our models provide competitive or superior perfor-
mance across model sizes and FLOP budgets. First, the models operating on 224 x 224 and
16x16 (e.g. XCiT-S12/16) enjoy high accuracy at relatively few FLOPs compared to their coun-
terparts with comparable parameter count and FLOPs. Second, our models with 16 x 16 and
384 x 384 resolution images (e.g. XCiT-S12/167) yield an improved accuracy at the expense of
higher FLOPs, and provide superior or on-par performance compared to state-of-the-art models
with comparable computational requirements. Finally, XCiT linear complexity allows us to scale
to process 384 x 384 images with 8 x 8 patch sizes (e.g. XCiT-S12/81), achieving the highest

accuracy across the board, albeit at a relatively high FLOPs count.

Transfer learning In order to further demonstrate the flexibility and generality of our models,
we report transfer learning experiments in Table 3.6 for models that have been pre-trained using
ImageNet-1k and finetuned for other datasets including CIFAR-10, CIFAR-100 [Krizhevsky,
2009], Flowers-102 [Nilsback, 2008], Stanford Cars [Krause, 2013] and iNaturalist [Horn, 2017].
We observe that the XCiT models provide competitive performance when compared to strong
baselines like ViT-B, ViT-L, DeiT-B and EfficientNet-B7.

Class attention visualization. In Figure 3.6 we show the class attention map obtained in
the feature aggregation stage. Each head focuses on different semantically coherent regions in
the image (e.g. faces or umbrellas). Furthermore, heads tend to focus on similar patterns across
images (e.g. bird head or human face), but adapts by focusing on other salient regions when

such patterns are absent.
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Figure 3.6 — Visualization of the attention map between the CLS token and individual patches in the class-
attention stage. For each column, each row represents the attention map w.r.t. one head, corresponding
to the image in the first raw. Each head seems salient to semantically coherent regions. Heads are
sensitive to similar features within the same or across images (e.g. people or bird faces). They trigger on
different concepts when such features are missing (e.g., cockpit for race cars).

Queries and Keys magnitude visualizations Our XCA operation relies on the cross-
covariance matrix of the queries Q and keys K which are ¢ normalized across the patch dimen-
sion. Therefore, each element in the d x d matrix represents a cosine similarity whose value is
strongly influenced by the magnitude of each patch. In Figure 3.7 we visualize the magnitude
of patch embeddings in the queries and keys matrices. We observe that patch embeddings with
higher magnitude corresponds to more salient regions in the image, providing a very cheap visu-
alization and interpretation of which regions in the image contribute more in the cross-covariance
attention.

Robustness to resolution changes. In Figure 3.3 we report the accuracy of XCiT-S12,
DeiT-S and ResNet-50 trained on 224 x224 images and evaluated at different image resolutions.
While DeiT outperforms ResNet-50 when train and test resolutions are similar, it suffers from a
larger drop in performance as the image resolution deviates farther from the training resolution.
XCiT displays a substantially increased accuracy when train and test resolutions are similar,

while also being robust to resolution changes, in particular for the model with 8 x8 patches.
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Figure 3.7 — Visualization of the queries Q and keys K norm across the feature dimension.
We empirically observe that magnitude of patch embeddings in the queries and keys correlates with the
saliency of their corresponding region in the image.

SSL Method Model #params FLOPs Linear k-NN
MoBY [Xie, 2021]  Swin-T [Liu, 2021b] 20M 45B 750 -

DINO [Caron, 2021] ResNet-50 [He, 2016] 23M 41B 745  65.6
DINO [Caron, 2021] ViT-S/16 [Dosovitskiy, 2021a] 22M 46B 76.1 72.8
DINO [Caron, 2021] ViT-S/8 [Dosovitskiy, 2021a] 22M 224B 79.2 7T7.2
DINO [Caron, 2021] XCiT-S12/16 26M 4.9B 778 76.0
DINO [Caron, 2021] XCiT-S12/8 26M 18.9B 79.2 7.1
DINO [Caron, 2021] ViT-B/16 [Dosovitskiy, 2021a] 87™™ 17.5B  78.2 76.1
DINO [Caron, 2021] ViT-B/8 [Dosovitskiy, 2021a] 87™™ 78.2B 80.1 7.4
DINO [Caron, 2021] XCiT-M24/16 84M 16.2B  78.8 76.4
DINO [Caron, 2021] XCiT-M24/8 84M  64.0B 80.3 77.9
DINO [Caron, 2021] XCiT-M24/81384 84M 188.0B 80.9 -

Table 3.7 — Self-supervised learning. Top-1 acc. on ImageNet-1k. Wwe report with a crop-ratio 0.875
for consistency with DINO. For the last row it is set to 1.0 (improves from 80.7% to 80.9%). All models
are trained for 300 epochs.

Self-supervised learning. We train XCiT in a self-supervised manner using DINO [Caron,
2021] on ImageNet-1k. In Table 3.7 we report performance using the linear and k-NN protocols
as in [Caron, 2021]. Across model sizes XCiT obtains excellent accuracy with both protocols,
substantially improving DINO with ResNet-50 or ViT architectures, as well as over those re-
ported for Swin-Transformer trained with MoBY [Xie, 2021]. Comparing the larger models to
ViT, we also observed improved performance for XCiT achieving a strong 80.3% accuracy. For
fair comparison, all reported models have been trained for 300 epochs. Further improved perfor-

mance of small models is reported by Caron et al. [Caron, 2021] when training for 800 epochs,
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Model Ablation ImNet top-1 acc.
XCiT-S12/16 Baseli 82.0
XCiT-S12/8 ~ ~o°eHne 83.4
XCiT-S12/16 . N 81.1
XCiT-S12/8 Linear patch proj. 83.1

. w/o LPI layer 80.8
XCiT-512/16 w/o XCA layer 75.9

. w/o fa-normal. failed
XCIT-512/16 w/o learned temp. 7 81.8

Table 3.8 — Ablations of various architectural design choices on the task of ImageNet-1k classification
using the XCiT-S12 model. Our baseline model uses the convolutional projection adopted from LeVit.

which we expect to carryover to XCiT based on the results presented here.

Analysis and ablations. In Table 3.8 we provide ablation experiments to analyse the impact
of different design choices for our XCiT-S12 model. First, we observe the positive effect of
using the convolutional patch projection as compared to using linear patch projection, for both
8x 8 and 16 x 16 patches. Second, while removing the LPI layer reduces the accuracy by only
1.2% (from 82.0 to 80.8), removing the XCA layer results in a large drop of 6.1%, underlining
the effectiveness of XCA. We noticed that the inclusion of two convolutional components —
convolutional patch projection and LPI — not only brings improvements in accuracy, but also
accelerates training. Third, although we were able to ensure proper convergence without #o-
normalization of queries and keys by tweaking the hyper-parameters, we found that it provides
stability across model size (depth and width) and other hyper-parameters. Finally, while the

learnable softmax temperature parameter is not critical, removing it drops accuracy by 0.2%.

3.5.2 Object detection and instance segmentation

Our XCiT models can efficiently process high-resolution images (see Figure 3.2). Addition-
ally, XCiT has a better adaptability to varying image resolutions compared to ViT models (see
Figure 3.3). These two properties make XCiT a good fit for dense prediction tasks including
detection and segmentation.

We evalutate XCiT for object detection and instance segmentation using the COCO bench-
mark [Lin, 2014] which consists of 118k training and 5k validation images including bounding
boxes and mask labels for 80 categories. We integrate XCiT as backbone in the Mask R-CNN [He,
2017] detector with FPN [Lin, 2017]. Since the XCiT architecture is inherently columnar, we
make it FPN-compatible by extracting features from different layers (e.g., [4, 6, 8, 12] for XCiT-
S12). All features have a constant stride of 8 or 16 based on the patch size, and the feature
resolutions are adjusted to have strides of [4, 8, 16, 32], similar to ResNet-FPN backbones,
where the downsampling is achieved by max pooling and the upsampling is obtained using a
single transposed convolution layer. The model is trained for 36 epochs (3x schedule) using the
AdamW optimizer with learning rate of 10™%, 0.05 weight decay and 16 batch size. We adopt the

multiscale training and augmentation strategy of DETR [Carion, 2020]. Our implementation is
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Backbone #params AP® APY, APL. AP™ APZ, APR
ResNet18 [He, 2016] 31.2M | 36.9 57.1 40.0 | 33.6 53.9 35.7
PVT-Tiny [Wang, 2021a] 329M | 39.8 62.2 43.0 | 374 59.3 39.9
ViL-Tiny [Zhang, 2021] 26.9M | 41.2  64.0 44.7 | 37.9 59.8 40.6
XCiT-T12/16 26.1M | 42.7 64.3 464 | 385 612 41.1
XCiT-T12/8 25.8M | 44.5 66.4 48.8 | 40.3 63.5 43.2
ResNet50 [He, 2016] 44.2M | 41.0 61.7 449 | 37.1 584 40.1
PVT-Small [Wang, 2021a] | 44.1M | 43.0 653 46.9 | 39.9 62.5 42.8
ViL-Small [Zhang, 2021] 45.0M | 434 649 470 | 39.6 62.1 424
Swin-T [Liu, 20211b] 478M | 46.0 68.1 50.3 | 41.6 65.1 44.9
XCiT-S12/16 44.3M | 453 67.0 49.5 | 40.8 64.0 438
XCiT-S12/8 43.1M | 47.0 68.9 51.7 | 42.3 66.0 45.4
ResNet101 [He, 2016] 63.2M | 428 63.2 47.1 | 385 60.1 413
ResNeXt101-32 62.8M | 44.0 64.4 480 | 39.2 614 419

PVT-Medium [Wang, 2021a] 63.9M | 44.2 66.0 48.2 | 40.5 63.1 43.5
ViL-Medium [Zhang, 2021] | 60.1M | 44.6 66.3 48.5 | 40.7 63.8 43.7

Swin-S [Liu, 2021b] 69.1M | 48.5 70.2 53.5 | 43.3 67.3 46.6
XCiT-S24/16 65.8M | 46.5 68.0 50.9 | 41.8 65.2 45.0
XCiT-S24/8 64.5M | 48.1 69.5 53.0 | 43.0 66.5 46.1

ResNeXt101-64 [Xie, 2017] | 101.9M | 44.4 64.9 48.8 | 39.7 61.9 42.6
PVT-Large [Wang, 2021a] 81.0M | 44.5 66.0 48.3 | 40.7 634 43.7

ViL-Large [Zhang, 2021] 76.1M | 45.7 672 499 | 41.3 644 445
XCiT-M24/16 101.1M | 46.7 68.2 51.1 | 42.0 65.6 44.9
XCiT-M24/8 98.9M | 48.5 70.3 53.4 | 43.7 67.5 46.9

Table 3.9 — COCO object detection and instance segmentation performance on the mini-val set.
All backbones are pre-trained on ImageNet-1k, use Mask R-CNN model [He, 2017] and are trained with
the same 3x schedule.

based on the mmdetection library [Chen, 2019].

Results on COCO. In Table 3.9 we report object detection and instance segmentation results
of four variants of XCiT using 16 x 16 and 8 x 8 patches. We compare to ResNets [He, 2016]
and concurrent efficient vision transformers [Liu, 2021b; Wang, 2021a; Zhang, 2021]. All models
are trained using the 3x schedule after ImageNet-1k pre-training. Note that other results with
higher absolute numbers have been achieved when pre-training on larger datasets [Liu, 2021b)]
or with longer schedules [Bello, 2021], and are therefore not directly comparable to the reported
results. First, across all model sizes XCiT outperforms the convolutional ResNet [He, 2016]
and ResNeXt [Xie, 2017] by a large margin with either patch size. Second, we observe a similar
increase in accuracy compared to PVT [Wang, 2021a] and ViL [Zhang, 2021] backbones. Finally,
XCiT provides a competitive performance with Swin [Liu, 2021b] ?. For relatively small models,
XCiT-S12/8 outperforms its Swin-T counterpart with a decent margin. On the other hand, Swin-
S provides slightly stronger results compared to XCiT-S24/8. Utilizing smaller 8 x8 patches leads

to a consistent gain across all models.

2. We use report the results provided by the authors in their open-sourced code https://github.com/
SwinTransformer/Swin-Transformer-Object-Detection
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Backbone Semantic FPN UperNet
#params mloU #params mloU
ResNet18 [He, 2016] 15.5M 32.9 - -
PVT-Tiny [Wang, 2021a] 17.0M | 35.7M - -
XCiT-T12/16 8.4M 38.1 33.7TM 41.5
XCiT-T12/8 8.4M 39.9 33.7 43.5
ResNet50 [He, 2016] 28.5M 36.7 66.5M 42.0
PVT-Small [Wang, 2021a] 28.2M 39.8 - -
Swin-T [Liu, 2021b) - - 59.9M 44.5
XCiT-S12/16 30.4M 43.9 52.4M 45.9
XCiT-S12/8 30.4M 44.2 52.3M 46.6
ResNet101 [He, 2016] 47.5M 38.8 85.5M 43.8
ResNeXt101-32 [Xie, 2017] 47.1M 39.7 - -
PVT-Medium [Wang, 2021a] | 48.0M 41.6 - -
Swin-S [Liu, 2021b] - - 81.0M 47.6
XCiT-S24/16 51.8M 44.6 73.8M 46.9
XCiT-524/8 51.8M 47.1 73.8M 48.1
ResNeXt101-64 [Xie, 2017] 86.4M 40.2 - -
PVT-Large [Wang, 2021a] 65.1M 42.1 - -
Swin-B [Liu, 2021b] - - 121.0M | 48.1
XCiT-M24/16 90.8M 45.9 109.0M 47.6
XCiT-M24/8 90.8M 46.9 108.9M 48.4

Table 3.10 - ADE20k semantic segmentation performance using Semantic FPN [Kirillov, 2019] and
UperNet [Xiao, 2018] (in comparable settings). We do not include comparisons with other state-of-the-art
models that are pre-trained on larger datasets [Liu, 2021b; Ranftl, 2021; Zheng, 2020].

3.5.3 Semantic segmentation

We further show transferability of our models with semantic segmentation experiments on
the ADE20k dataset [Zhou, 2017], which consists of 20k training and 5k validation images with
labels over 150 semantic categories. We integrate our backbones in two segmentation methods:
Semantic FPN [Kirillov, 2019] and UperNet [Xiao, 2018]. We train for 80k and 160k iterations
for Semantic FPN and UperNet respectively. Following [Liu, 2021b], the models are trained
using batch size 16 and an AdamW optimizer with learning rate of 6 x 10~> and 0.01 weight
decay. We apply the same method of extracting FPN features as explained in Section 3.5.2.
We report the performance using the standard single scale protocol (without multi-scale and

flipping). Our implementation is based on the mmsegmentation library [Contributors, 2020].

Results on ADE20k. We present the semantic segmentation performance using XCiT back-
bones in Table 3.10. First, for Semantic FPN [Kirillov, 2019], XCiT provides a superior per-
formance compared to ResNet, ResNeXt and PVT backbones using either option of patch size.
Second, compared to Swin Transformers using the same UperNet decoder [Xiao, 2018], XCiT
with 8x8 patches consistently achieves a higher mloU for different models. XCiT with 16x16
patches provides a strong performance especially for smaller models where XCiT-S12/16 out-

performs Swin-T.
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3.5.4 Implementation details

Sinusoidal Positional Encoding We adopt a sinusoidal positional encoding as proposed by
Vaswani et al. [Vaswani, 2017b] and adapted to the 2D case by Carion et al. [Carion, 2020].
However we depart from this method in that we first produce this encoding in an intermediate
64-d space before projecting it to the working space of the transformers. More precisely, in our
implementation each of the z and y coordinates is encoded using 32 dimensions corresponding
to cosine and sine functions with different frequencies (16 frequency for each function). The
encoding of both coordinates are eventually concatenated to obtain a 64 dimension 2D positional
encoding. Finally, the 64 dimension positional encoding is linearly projected to the working

dimension of the model d.

Obtaining Feature Pyramid for Dense Prediction For state-of-the-art detection and
segmentation models, FPN is an important component which provides features of multiple scales.
We adapt XCiT to be compatible with FPN detection and segmentation methods through a
simple re-scaling of the features extracted from different layers. In particular, for models with
12 layers, we extract features from the 4*", 6" 8t and 12t} layers respectively. As for models
with 24 layers, we extract features from 8", 12th 16" and 24" layers. Concerning the re-scaling
of the features, the 4 feature levels are downsized by a ratio of 4, 8, 16 and 32 compared to the
input image size. Feature downsizing is performed with max pooling and upsampling is achieved

using a single layer of transposed convolutions with kernel size k = 2 and stride s = 2.

3.6 Conclusion and Future Work

Contributions. We present an alternative to token self-attention which operates on the fea-
ture dimension, eliminating the need for expensive computation of quadratic attention maps.
We build our XCiT models with the cross-covariance attention as its core component and demon-
strate the effectiveness and generality of our models on various computer vision tasks. In particu-
lar, it exhibits a strong image classification performance on par with state-of-the-art transformer
models while similarly robust to changing image resolutions as convnets. XCiT is effective as
a backbone for dense prediction tasks, providing excellent performance on object detection, in-
stance and semantic segmentation. Finally, we showed that XCiT can be a strong backbone
for self-supervised learning, matching the state-of-the-art results with less compute. XCiT is a
generic architecture that can readily be deployed in other research domains where self-attention

has shown success.

Limitations. Our models enable training with smaller patches and on higher-resolution im-

ages, which leads to clear performance gains. However, for tasks like image classification this

gain comes at a cost of relatively high number of FLOPs. In order to address this issue, other

components, like FFN, could also be re-examined. Another point is that XCiT models seem
QKR

to overfit more than their CaiT counterparts, see Table 3.5. They are more similar to some

convnets in that respect.
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Chapter

Sample Efficient Self-Supervised Pre-training

with Vision Transformers

Objectives

Pre-training models on large-scale datasets, like ImageNet, is a standard practice in
computer vision. This paradigm is especially effective for tasks with small training
sets, for which high-capacity models tend to overfit. In this work, we consider a self-
supervised pre-training scenario that only leverages the target task data. We consider
datasets, like Stanford Cars, Sketch or COCO, which are order(s) of magnitude
smaller than Imagenet. Our study shows that denoising autoencoders, such as BEiT
or a variant that we introduce in this chapter, are more robust to the type and size
of the pre-training data than popular joint embedding self-supervised methods. We
obtain competitive performance compared to ImageNet pre-training on a variety of
classification datasets, from different domains. On COCO, when pre-training solely
using COCO images, the detection and instance segmentation performance surpasses
the supervised ImageNet pre-training in a comparable setting.
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4.1. Introduction

4.1 Introduction

Modern computer vision neural networks are heavily parametrized: they routinely have tens
or hundreds of millions of parameters [He, 2016; Dosovitskiy, 2021a; Liu, 2021b; Radosavovic,
2020]. This has been the key to their success for leveraging large-scale image collections such as
ImageNet. However these high-capacity models tend to overfit on small, or even medium-sized
datasets consisting of hundreds of thousands of images. This problem was pointed out by Oquab
et al. [Oquab, 2014] in 2014:

“Learning CNNs [...] amounts to estimating millions of parameters and requires a very large
number of annotated image samples. This property currently prevents the application of CNNs
to problems with limited training data.”

The authors describe a learning setting [Oquab, 2014; Yosinski, 2014] that is nowadays the
dominant learning paradigm for data-starving problems:

(1) pre-train a model on a large dataset like Imagenet [Deng, 2009b], and in turn (2) finetune
the weights of the models on the target task for which we have a limited amount of data. The
second training stage typically adopts a shorter optimization procedure than the one employed
when training from scratch (i.e., from randomly generated weights).

This simple approach has led to impressive results, which are state-of-the-art in many tasks
such as detection [He, 2017; Carion, 2020], segmentation [Chen, 2014] and action recognition
[Carreira, 2017]. Despite this success, we point out that it is difficult to disentangle the bene-
fits offered by such a large-scale curated label dataset from the limitations of this pre-training
paradigm. Putting aside the discussion on the collection effort (cost, requiring in-domain ex-
pertise, etc), we point out that pre-training a model on a dataset and fine-tuning it on another
can introduce two sort of discrepancies.

First, this setting introduces a domain shift between the images used to pre-train the model
and those targeted by the fine-tuning stage. Imagenet images may be sufficiently representative
of natural images (despite the collecting bias). To date, most researchers consider that the benefit
of having a large amount of images vastly compensates the domain discrepancy on benchmarks
involving natural images, such as the fine-grained iNaturalist datasets [Van Horn, 2018; Horn,
2017] or even out-of-domain distributions such as sketches, paintings or clipart.

The second question, discussed by Doersch et al. [Doersch, 2020], is the so-called supervision
collapse. This phenomenon is inherent to pre-training with a fixed set of labels: the network
learns to focus on the mapping between images and the labels of the pre-training stage, but can
discard information that is relevant to other downstream tasks. In other terms, pre-training on
large-scale classification datasets does not necessarily align with the goal of learning general-
purpose features, as it uses only a subset of the available information controlled by the given
dataset categorization bias [Rosch, 1973].

These limitations have motivated the development of self-supervised pre-training methods
which learn directly from data, without relying on annotations. Most notably, the contrastive
and joint embedding approaches [He, 2020; Caron, 2020a; Caron, 2021; Chen, 2020¢; Grill, 2020]
can serve as effective pre-training strategies. While obtaining a strong performance on numerous

tasks, such methods have a strong bias towards ImageNet data since the transformations have
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Figure 4.1 — We demonstrate that self-supervised pre-training using denoising autoencoders like BEiT and
our variant SplitMask are more robust to the type and/or size of pre-training data used. For example, the
object detection performance of such models, when pre-trained only using COCO images and a Mask R-
CNN pipeline, outperforms both supervised and BEiT self-supervised baselines pre-trained on ImageNet,
as well as a randomly initialized baseline trained for a long schedule.

been hand-designed to perform well on the ImageNet benchmark. Some of the most effective
transformations, like cropping, rely on the images being object-centric [Purushwalkam, 2020].
When applied on uncurated data, these methods degrade significantly and require larger datasets
to obtain similar performance [Goyal, 2021].

This is in contrast with natural language processing, where nowadays, most applications use
large models which were pre-trained on uncurated data. In particular, the (masked) language
modeling loss has been applied to transformer networks, leading to the BERT model [Devlin,
2018], which is now the foundation of most NLP models. Inspired by this success, Bao et al.
[Bao, 2021] have shown the potential of the Masked Image Modeling (MIM) task to pre-train
vision transformers. Such a model can be thought of as a denoising autoencoder [Vincent,
2008] where the noise corresponds to the patch masking operation. This technique has been

successfully applied to ImageNet, but research questions remain:

(1) How much does this pre-training technique rely on the number of pre-training samples,
and in particular, does it require millions of images to be useful?
(2) Is this technique robust to different distributions of training images? In particular, is it an
effective paradigm to learn with non object-centric or uncurated images?

If the answer to both questions is positive, it will enable pre-training using a larger variety
of datasets, including the training sets of many tasks that are smaller or belong to a different
domain than ImageNet.

Overall, we make the following contributions:

— First, we demonstrate that denoising autoencoders are more sample efficient than joint

embedding techniques, enabling pre-training without relying on large-scale datasets (e.g.
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ImageNet);

— Second, as a consequence of the better sample efficiency, we show on multiple datasets
that it is possible to pre-train directly on the target task data and obtain a competitive

performance, even with datasets that are orders of magnitude smaller than ImageNet;

— Third, we demonstrate that denoising autoencoders can be successfully applied to non
object-centric images such as COCO, achieving performance similar to the one obtained
when pre-training with ImageNet, unlike joint embedding techniques which seem to suffer

a drop in performance.

4.2 Related Work

In this section, we briefly review some previous work on self-supervised learning, including

autoencoders and instance discrimination methods.

Pre-training with autoencoders has a long history in deep learning, where it was ini-
tially used as a greedy layer-wise method to improve optimization [Hinton, 2006; Bengio, 2007;
Ranzato, 2007; Vincent, 2010; Vincent, 2008]. In the context of unsupervised feature learning
for image classification, different tasks related to denoising autoencoders have been consid-
ered, such as in-painting [Pathak, 2016], colorization [Zhang, 2016] or de-shuffling of image
patches [Noroozi, 2016]. In natural language processing, denoising autoencoders have been ap-
plied by masking or randomly replacing some tokens of the input, and reconstructing the original
sequence, leading to the BERT model [Devlin, 2018]. Similar methods have been proposed to
pre-train sequence-to-sequence models, by considering additional kind of noises such as word
shuffling or deleting [Raffel, 2019; Lewis, 2019].

There has been efforts to adopt such successful ideas in NLP to computer vision, but with
limited success. Chen et al. [Chen, 2020b] proposed iGPT, a transformer-based autoregressive
model that operates over image pixels, while Atito et al. [Atito, 2021] trained a ViT model on

denoising of images where the noise is applied at pixel level. More recently, Bao et al. [Bao,
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2021] introduced the Masked Image Modeling loss in computer vision, where image patches are
masked, and the goal is to predict the discretized label of the missing patches corresponding to

their visual words as defined by a pre-trained discrete VAE [Ramesh, 2021b].

Instance discrimination is a set of self-supervised techniques which consider that each image
corresponds to its own class [Dosovitskiy, 2014; Dosovitskiy, 2015]. A set of data augmentations
(or transformations) is then applied to each image to generate multiple examples for each class.
The global image representations are trained in a contrastive framework, typically using the
InfoNCE loss [Wu, 2018b], to have high similarity for instances transformed from the same
source image and low similarity with all other images. As the performance of these methods
depends on the number of negatives, it either requires large batches or memory banks to work
well [Wu, 2018b; He, 2020; Chen, 2020c]. It was later shown that when using a momentum
encoder [He, 2020], simpler loss functions that did not directly discriminate against other images
could be used [Grill, 2020; Caron, 2021; Zbontar, 2021; Bardes, 2021; Chen, 2021a]. Finally, a
related line of work is to use clustering techniques to pre-train deep neural networks [Xie, 2016;
Yang, 2016; Caron, 2018; Asano, 2019b; Caron, 2020b].

Transformer networks were originally introduced in the context of machine translation,
replacing recurrent neural networks by an attention-based mechanism [Vaswani, 2017b]. Trans-
formers were later applied to image recognition, by splitting images into patches, embedding
these independently, and then processing the obtained representations as a sequence [Dosovit-
skiy, 2021a]. Initially, only vision transformers pre-trained on very large collections obtained
good performance, but smaller models trained on ImageNet with heavy augmentation can also

yield competitive tradeoffs [Touvron, 2020].

Pre-training data is an important ingredient of self-supervised learning, and multiple works
have studied its impact on the transfer performance of models. While it is possible to learn high
quality features from non-curated (eg. YFCC or IG) data using instance discrimination, this
usually requires an order of magnitude more data than ImageNet [Caron, 2019; Goyal, 2021].
Similarly, one can perform supervised pre-training using weakly supervised data, such as using
hashtags as labels, but this strategy also requires a large amount of data to work well [Joulin,
2016; Mahajan, 2018; Dosovitskiy, 2021a]. On the other hand, it was shown that for many
natural language processing tasks, increasing the size of the pre-training dataset did not lead
to strong improvement when using denoising autoencoders [Raffel, 2019]. Finally, some work
studied how much could be learned from a single pre-training image [Asano, 2019a] or from
synthetic data [Kataoka, 2020; Krishna, 2021].

4.3 Analysis

In this section, we study the impact of the pre-training data on the performance of denoising

autoencoder, and how they compare to those of joint embedding methods. More precisely, we
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IMNet 1% IMNet 10% IMNet Full COCO

Method epochs: 30k  epochs: 8k  epochs: 300 | epochs: 3k
Supervised 71.6 75.0 75.8 _
DINO [Caron, 2021] 70.1 73.1 78.4 71.9
BEIiT [Bao, 2021] 74.1 74.5 75.2 74.4
SplitMask 74.8 75.4 75.4 76.3

Table 4.1 — Analysis of different self-supervision methods transfer performance to the iNaturalist-2019
dataset when varying the size of the ImageNet subset used in the pre-training stage, in addition to using
non object-centric dataset like COCO for pre-training. We observe that denoising autoencoders have a
more robust behaviour w.r.t. pre-training data size or nature compared to joint embedding methods like
DINO as well as supervised pre-training.

investigate how the number of images, and their nature, influence the quality of self-supervised
models. In this preliminary analysis, we consider the recent method BEiT and SplitMask,
our variant as detailed in Section 4.4, as representatives of denoising autoencoders, and DINO

[Caron, 2021] of a joint embedding method, respectively.

4.3.1 Sample Efficiency

Denoising autoencoders vs Supervised/DINO First, we start by studying the impact of
the pre-training dataset size, by varying the number of ImageNet examples we use to train mod-
els. We consider subsets of ImageNet containing 10% and 1% of the total number of examples,
and use the balanced (in terms of classes) subsets from [Assran, 2021]. To decouple the effect
of using smaller datasets and the effect of doing less training updates, we adapt the number
of epochs to keep the number of iterations constant. This means that we perform 3k and 30k
epochs on ImageNet 10% and 1% respectively. We report results in Table 4.1. Observe how pre-
training with an autoencoder loss such as masked image modeling is robust to the reduction in
dataset size. In contrast, like for supervised pre-training, the performance of models pre-trained

with DINO self-supervision degrades when training with smaller datasets.

Pre-training number of samples We plot the iNaturalist-2019 transfer performance as a
function of ImageNet subset size used during pre-training using SplitMask in Figure 4.2. We
observe that the peak performance is achieved using only 5% of the ImageNet samples and
adding more samples does not provide additional boost, given the number of updates are kept
constant. We also observe that using only a single image per class, which corresponds to the
0.1% subset containing 1000 samples, leads to a non-trivial boost (+4 points) over training
from scratch. This is a strong indication that denoising autoencoders are highly sample efficient

unsupervised learning methods.

Pre-training schedule length Furthermore, we plot the transfer performance as a function
of number of pre-training epochs in Figure 4.3 using the 10% ImageNet subset. It can be
observed that training for long schedules of nearly 3k epochs, matching the total number of

updates for that of full ImageNet with 300 epochs, is crucial to achieve such strong performance

41



Chapter 4. Sample Efficient Self-Supervised Pre-training with Vision Transformers

DALL-E Rand. Proj. Rand. Patches K-Means
iNat19 75.2 75.2 75.3 75.0

Table 4.2 — Ablation study on the effect of different tokenization methods. We compare the DALL-E
tokenizer originally used in BEiT with patch level techniques: random projection, random patches and k-
means clustering. We observe that the DALL-E tokenizer can be effectively replaced by simpler methods
that do not require training on a large dataset.

for smaller subsets. However, we observe slight overfitting for very long schedules. This problem
is more predominant for pre-training using very small datasets like Stanford-Cars as illustrated

in Figure 4.6.

4.3.2 Learning using non object-centric images

We now study the impact of changing the nature of the pre-training data. In particular we
use images that are not object-centric, like in Imagenet. To this end, instead of pre-training
using ImagetNet, we pre-train with images from the COCO dataset only. As COCO contains
roughly 118k images, this dataset is approximately equivalent in terms of size to the ImageNet
10% subset. Again, to disentangle the effect of training with a different number of iterations,
we adapt the number of epochs: we use 3k epochs on COCO.

We report the results of this experiments in Table 4.1. When pre-trained on COCO, DINO
drops significantly compared to full ImageNet pre-training (-8.3). Interestingly, the drop is
higher than using 10% ImageNet even though the numbers of samples is roughly the same. We
hypothesis this is because COCO images are not biased to be object-centric, while this joint
embedding method was designed and developed using ImageNet as benchmark. In contrast,
BEiT’s performance only decreases slightly while SplitMask attains 40.7 improvement over
full ImageNet pre-training. This is an interesting property which makes such models prime

candidates for learning effectively from uncurated images in the wild.

4.3.3 Tokenizers

The BEiT method, as proposed by Bao et al. [Bao, 2021], relies on the discrete VAE tokenizer
from DALL-E, which has been pretrained on a large weakly supervised dataset. Since we want
to study whether it is possible to pre-train models solely on small datasets, or non object-centric
ones, we replace the DALL-E tokenizer by a simple alternative. To this end, we consider different
simple alternatives to discretize images at the patch level without any pre-training. Each of these
techniques is applied on each patch independently, making them relatively lightweight and more
efficient than the original tokenizer considered in BEiT.

Given a vocabulary of size V', each element of the vocabulary is represented by a unit vector
e; € R% where i € {1,...,V} and d is the dimension of patches (in the case of 8x8 patches,
d = 192). Then, to tokenize an image, we associate each patch to the element of the vocabulary

which has the highest cosine similarity with the patch in the pixel space. Hence, for a patch x,
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Figure 4.4 — SplitMask consists of three steps. First, the input image patches are split into two disjoint
subsets. Second, a shared deep ViT encoder processes each subset separately. The encoder outputs on
each branch are augmented with a set of special mask tokens, representing the positions of the missing
patches, and fed to a shallow ViT decoder. The decoder output corresponding to the mask tokens is used
to solve a MIM task similar to BEiT. Finally, a global image descriptor is extracted from the decoder
outputs of each branch by means of average pooling. The descriptors are trained to have high similarity
using a contrastive loss (InfoNCE).

its corresponding token t is obtained as
t= argmaxie{l,m’v}x—rei. (4.1)

We now discuss three simple ways to obtain the elements of the vocabulary e;. First, we
can sample random vectors with uniform element-wise distribution, and call the corresponding
tokenizer random projection. Second, we can sample V random patches uniformly in the set of
all patches of images from the training set, and refer to the tokenizer as random patches. Finally,
we can perform k-means clustering on the patches of images from the training set, and use the
centroids as elements of the vocabulary. We refer to this last tokenizer, which was once widely
employed in computer vision for bag-of-words representations, as k-means.

We train a ViT-base model on the ImageNet dataset, using these three tokenizers, as well
as the DALL-E tokenizer originally considered by BEiT. We report results in Table 4.2. We
observe that replacing the DALL-E tokenizer by simpler choices does not lead to any significant
degradation in accuracy. This also provides a 26% relative runtime improvement for base models
over its counterpart using the DALL-E tokenizer on 16 GPUs with a batch size of 1024.
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4.4 Methodology

In this section, we introduce SplitMask, a variant of denoising autoencoders based on vision

transformers. An overview of our method is illustrated in Figure 5.2.

4.4.1 SplitMask

Our approach is based on three steps, which we refer to as split, inpaint and match. As in
standard vision transformers, an image is first broken down into patches of 16x16 pixels. Then,
we split the patches into two disjoint subsets A and B, which are processed independently by our
deep ViT encoder. Next, using the patch representations of the subset A and a shallow decoder
(e.g. 2 layers), we inpaint ' the patches of the subset B , by solving a MIM task, and vice versa.
Finally, we obtain a global image descriptor by average pooling of the patch representations
from the decoder output corresponding to each branch.

The feature aggregation is over both observed and hallucinated patches. We try to match the
global descriptors of the image obtained from subset A to that obtained from subset 5. In other
words, we use the masking operation of the mask image modeling loss as a data augmentation
for a contrastive learning loss similar to NPID or SimCLR. Note, SplitMask does not add any
significant computational cost over MIM methods like BEiT to produce this global contrastive

training signal.

4.4.2 FEncoder-Decoder Architecture

We now discuss in more details the architecture of the model that we use to implement
the SplitMask pipeline described in the previous subsection. Our method relies on an encoder-
decoder architecture. The encoder of our model is a standard vision transformer, with absolute
positional embeddings. In contrast to BEiT method, our encoder does not process represen-
tations of the masked tokens, but only of the observed ones”’. Hence, an image is divided
into patches, which are linearly embedded, and positional embeddings are added to these rep-
resentations. These representations are split into two subsets A and B, which are processed
independently by standard transformer layers. Before feeding the output representations to
the decoder, we insert mask embeddings that includes the position information of the missing
patches in the sequences A and B. Finally, using the decoded representations of the masked
patches, we predict their corresponding visual words using a cross entropy loss function.

Thus, if an image contains n patches, the encoder processes two sequences of size n/2, while
the decoder processes two sequences of size n. Since in practice we use decoder which is much
more lightweight than standard vision transformers, the computational complexity of our models
is similar to a standard ViT. One advantage of our approach compared to BEiT is that at each
iteration, the encoder processes all the patches of the image. The loss function is also computed

over all the patches of the image, instead of only on a subset.

1. Inpainting in this context is implemented by solving a Masked Image Modeling task rather than the typical
inpainting by reconstruction of pixels.

2. Concurrent to this work, He et al. [He, 2021b] proposed MAE. This is an encoder-decoder architecture
where the encoder processing the observed patches only, similar to what we do in our SplitMask variant.
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4.4.3 Global Contrastive Loss

In addition to the MIM loss, which is computed at the patch level, our approach also uses
a contrastive loss at the image level. To this end, we apply an average pooling operation over
all the output representations of the decoder (including representations of the masked patches).
For each image, we obtain two representations x, and x3, corresponding to the subsets A and B

of observed patches. We then apply the InfoNCE loss [Oord, 2018] over these representations:

exp(X, Xp/7)
Zye{xb}u_/\/ eXp(XIy/T) ’

U(xa) = (4.2)
where 7 is a temperature hyper-parameter and N is a set of negatives, corresponding to the
representations of the other images in the batch. Following previous work [Chen, 2020c|, we
symmetrize the contrastive loss, and apply it similarly on the representation x; from the subset
B. The motivation for adding this contrastive loss is to encourage the model to produce globally
coherent features that are consistent across different choices of observed subsets without relying
on any hand-designed transformations. Using our design of SplitMask, we attain such signal

with almost no overhead.

4.5 Experiments

In this section, we perform empirical evaluations of denoising autoencoders, and the impact
of the pre-training data on downstream task performance. In particular, we study how well
pre-training performs when only the target task data is used instead of relying on a large-scale
dataset such as ImageNet. We perform experiments on different tasks, such as classification,
detection and instance segmentation. We consider datasets of varying size, including some
significantly smaller than ImageNet. We also compare our variant SplitMask method to BEiT,
either pre-trained on target task data or ImageNet, in addition to the supervised pre-training
baselines. Finally, we perform an ablation study on our method to investigate the impact of its

different components on finetuning and linear evaluation.

4.5.1 Datasets

We study the pre-training and finetuning of computer vision models on a variety of datasets,
see Table 4.3 for details. For image classification, we consider the iNaturalist 2018 and 2019 [Van
Horn, 2018], Stanford Cars [Krause, 2013] and Food101 [Bossard, 2014] datasets, which all con-
tain fine-grained categories. We also consider three subsets from the DomainNet dataset [Peng,
2019], clipart, painting and sketch, which are not natural images and hence from different do-
mains than ImageNet. For object detection and instance segmentation, we use the COCO
dataset [Lin, 2014]. Finally, we also use the ADE20k dataset [Zhou, 2017] for semantic seg-
mentation. The training set sizes of these different datasets vary from 8k to 437k images, thus
all being significantly smaller than ImageNet, some more than two order of magnitude smaller.

This allows to investigate under different data regimes how feasible it is to pre-train directly on
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Dataset #Train #Test #Classes Epochs
ImageNet [Deng, 2009b) 1,281,167 50,000 1000 300
iNaturalist 2018 [Van Horn, 2018] 437,513 24,426 8,142 800
iNaturalist 2019 [Horn, 2017] 265,240 3,003 1,010 1,400
Food 101 [Bossard, 2014] 75,750 25,250 101 5,000
Stanford Cars [Krause, 2013] 8,144 8,041 196 5,000
Clipart [Peng, 2019] 34,019 14,818 345 5,000
Painting [Peng, 2019] 52,867 22,892 345 5,000
Sketch [Peng, 2019] 49,115 21,271 345 5,000
ADE20k [Zhou, 2017] 20,210 2,000 150 | 21,000
COCO [Lin, 2014] 118,287 5,000 80 3,000

Table 4.3 — Data size, number of classes and number of pre-training epochs details for all datasets used
for pre-training.

Method Backbone Pre-training AP® APY, APL. AP™ APZ APR
Supervised IMNet COCO
Random Initialization 383 60.1 414 | 356 571 37.7
Random Initializationf 428 645 456 | 39.1 61.5 41.7
DeiT [Touvron, 2020] ViT-S v v 442  66.6 47.9 | 40.1 63.2 42.7
BEIiT [Bao, 2021] v 445 66.2 488 | 40.3 63.2 43.1
DINO [Caron, 2021] v 43.7 65.5 477 | 39.6 62.3 423
BEiT v 44.7  66.3 48.8 | 40.2 63.1 43.2
SplitMask v 45.3 66.9 49.4 | 40.6 63.6 43.5
Random Initialization 40.7  62.7 442 | 371 59.1 394
Random Initializationf 43.0 642 469 | 388 61.3 41.6
DeiT [Touvron, 2020] ViT-B v 4 455 67.9 49.2 | 41.0 64.6 438
BEIT [Bao, 2021] v 463 67.6 50.6 | 41.6 64.5 44.9
DINO [Caron, 2021] v 43.1 644 469 | 389 614 414
BEiT v 46.7 67.7 51.2 | 41.8 65.0 44.6
SplitMask v 46.8 67.9 51.5 | 42.1 65.3 45.1

Table 4.4 — COCO detection and instance segmentation performance, using a Mask R-CNN pipeline, for
models with different pre-training recipes. We see that BEiT and SplitMask pre-training using COCO
outperform supervised ImageNet pre-training of DeiT as well as self-supervised ImageNet pre-training
using BEiT. {: Method uses a longer 6x schedule instead of the default 3x following He et al. [He, 2018].

the target task data, alleviating the need for a large scale curated dataset as ImageNet.

As previously mentioned, we want to perform a constant number of updates during pre-
training, and we thus adapt the number of epochs when training on target task data to match
the number of updates corresponding to 300 epochs on ImageNet. For smaller classification
datasets, we limit the number of pre-training epochs to 5000 since we observed pre-training for
longer generally does not result in further improvement in terms of downstream performance.
For very small datasets, like Stanford Cars, we observed an overfitting behaviour with training
for very long schedules (e.g. more than 5k epochs, see Figure 4.6). Note that the adjusted

number of pre-training epochs is provided in Table 4.3.
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4.5.2 Dense Prediction
4.5.2.1 Object detection and Instance Segmentation

First, we evaluate our approach on the COCO object detection and instance segmentation
dataset using the Mask R-CNN pipeline [He, 2017] and report our results in Table 4.4. We
compare models pre-trained on the COCO dataset alone with their equivalent counterparts that
were pre-trained on ImageNet, either in a supervised or self-supervised fashion. First, we observe
that BEiT models which were pre-trained on the COCO dataset alone obtain better downstream
task performance than the same models pre-trained on ImageNet. For example, when using a
ViT-base backbone, pre-training on COCO instead of ImageNet leads to a boost of +0.4 in box
AP.

Additionally, we observe that a similar pre-training of DINO using COCO images provides
a relatively weak performance, only outperforming random initialization. This indicates that
strong pre-training on COCO is a unique property of denoising autoencoders and it does not
extend to other self-supervised learning methods.

Finally, we observe that SplitMask leads to a consistent improvement compared to the BEiT
baseline, such as +0.6 box AP when using a ViT-small and 40.3 mask AP for ViT-base back-
bones. All put together, in a comparable setting, we obtain a +1.1 box AP increase while not
using ImageNet. Since COCO contains one order of magnitude less images than ImageNet, this

suggests that large scale datasets are not necessary for pre-training.

4.5.2.2 Semantic Segmentation

For semantic segmentation, we compare our denoising autoencoder models, pre-trained solely
using ADE20k images, to their counterparts pre-trained on ImageNet. The results are reported
in Table 4.5. All models use an UperNet pipeline [Xiao, 2018]. We observe that denoising
autoencoders can provide a very competitive performance on such a challenging task even when
pre-trained using a relatively small sample size of 20k images. The performance matches that
of BEIT self-supervised pre-training using ImageNet and only marginally lower than supervised
ImageNet pre-training.

We have found that adapting the random cropping strategy is a crucial implementation
detail that helps improve the denoising autoencoders pre-training performance on such dataset.

In particular, we reduce the maximal size of the crop from 100% to 25% of the raw image size.

4.5.3 Image Classification

We perform empirical evaluation on a number classification datasets and report our results
in Table 4.6. Overall, we find that BEiT or SplitMask pre-training, using solely the target
datasets images, consistently obtains either the strongest or, at worst, the second strongest
performance when compared to different options of self-supervised and supervised pre-training

using ImageNet as well as training from scratch [Liu, 2021a].
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Method Pre-training mloU
Supervised | IMNet ADE20k
Random Init. 254
DeiT [Touvron, 2020] v 46.1
BEiT [Bao, 2021] v 45.6
BEiT v 45.6
SplitMask v 45.7

Table 4.5 — Semantic segmentation performance for different pre-trained models on ADE20k using an
UperNet pipeline [Xiao, 2018]. All models reported use a ViT-B architecture. In spite of the small size of
the ADE20k dataset, performance of our models provides a performance competitive to those pre-trained
using ImageNet.

Method Backbone  Supervised Data Used iNat-18 iNat-19 Food 101 Cars Clipart Painting Sketch
pre-training | IMNet Target 437k 265k 75k 8k 34k 52k 49k
. . onorF | CVT-13 v o o o o 60.6 55.2 57.6
Liu et al. [Liu, 2021a] ResNet50 v - - - - 63.9 535 596
Random Init. v 59.6 67.5 84.7 35.3 41.0 38.4 37.2
DeiT [Touvron, 2020] 4 v v 69.9 75.8 91.5 92.2 79.6 74.2 72.5
BEIT [Bao, 2021] ViT-S v v 68.1 75.2 90.5 92.4 75.3 68.7 68.5
BEiT v 68.8 76.1 90.7 92.7 _ 69.0 _
SplitMask v 70.1 76.3 91.5 92.8 783 69.2 70.7
Random Init. v 59.6 68.1 83.3 36.9 41.9 37.6 34.9
DeiT [Touvron, 2020] v v v 73.2 7.7 91.9 92.1 80.0 73.8 72.6
BEIT [Bao, 2021] ViT-B v v 71.6 78.6 91.0 93.9 780 71.5 71.4
BEiT v 72.4 79.3 91.7 92.7 . 70.7 _
SplitMask 4 74.6 80.4 91.2 93.1 .3 72.0 72.1

Table 4.6 — Comparison between finetuning performance on the target datasets of different sizes and
domains when pre-trained using the target datasets themselves, ImageNet pre-training (both supervised
and self-supervised), and training from scratch. Both denoising autoencoders (BEiT and SplitMask)
obtain competitive performance when solely using the target data. F: Liu et al. [Liu, 2021a] use a
different pre-training setup and backbones.

Method Backbone Epochs Top-1
MocoV3 [Chen, 2021D) 300 814
DINO [Caron, 2021] ViT-S 300 81.5
BEiT [Bao, 2021] i 300 81.3
SplitMask 300 81.5
MocoV3 [Chen, 2021D) 300 83.2
DINO [Caron, 2021] . 400 83.6
BEiT [Bao, 2021] VITB 500 | 8238
BEiT [Bao, 2021] 800 | 83.2
SplitMask 300 83.6

Table 4.7 — Finetuning performance on ImageNet. Here, epochs refer to the number of pre-training epochs
on ImageNet.

BEIiT pre-training: ImageNet vs Target First, we compare ImageNet pre-training to
the target data pre-training with BEiT and observe that for many cases, pre-training on the
target data alone leads to better results. This is true for the ViT-small backbone across all the
datasets including Stanford cars (+1.1% acc), which consists of only 8k images. When using

a ViT-base backbone, pre-training on the target task data outperforms BEiT self-supervised
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ImageNet pre-training for datasets as small as Food101 (40.7 acc), which is more than 10x
smaller than ImageNet. Second, we observe that SplitMask leads to further improvement in
performances for multiple datasets: for example, on the iNaturalist 2018 dataset, we see +3.0

in accuracy with a ViT-base model.

Supervised ImageNet pre-training As it was already observed in previous work [Chen,
2020c; Chen, 2021b; Caron, 2021], we also see in many cases that self-supervised training
outperforms supervised pre-training on ImageNet. For example, on the iNaturalist datasets,
training with the target task data alone (including a pre-training step) gives better results than
pre-training on ImageNet with labels: with a ViT-base model and the SplitMask method, we see
an improvement of +2.7% in top-1 accuracy. As for the clipart, painting and sketch datasets, we
see that SplitMask provides a competitive performance, outperforming an ImageNet pre-trained
BEIT across all datasets for ViT-S. However, for the aforementioned datasets, supervised pre-
training achieves the best performance for both ViT-S and ViT-B.

We note that when pre-training using the clipart and sketch datasets with the BEiT method,
we experienced numerical instability that prevented the model from converging with long sched-
ules (e.g. 5000 epochs). However, the instability problem was not observed for SplitMask
models. Nevertheless, more investigation might be needed to fully understand how to optimize

pre-training of such models.

4.5.4 Pre-training using ImageNet

In addition to our main study concerning the robustness of denoising autoencoders w.r.t the
size and type of pre-training data, we study SplitMask in the more commonly used setting of
pre-training and finetuning using ImageNet.

In Table 4.7 we show the performance of our SplitMask method using the ViT-S and ViT-
B backbones and 300 epochs pre-training compared to other recent transformer-based self-
supervised learning methods. It can be observed that SplitMask provides a strong performance,
outperforming both BEiT and MocoV3 for all backbones. Additionally, SplitMask achieves a
performance on par with DINO while being significantly cheaper and simpler to train. Note
that while SplitMask and BEiT attain a strong finetuning performance, denoising autoencoding
methods typically fall behind in terms of linear probing compared to instance discrimination
methods like DINO.

4.5.5 Ablations

4.5.5.1 SplitMask vs BEiT

We ablate our proposed components in SplitMask compared to a BEiT baseline in Ta-
ble 4.8. All models use a ViT-B backbone and pre-trained for 300 epochs. First, we observe
that the ImageNet finetuning performance improves with a margin (+0.5) by simply adopting
the encoder-decoder architecture and processing two disjoint subsets per iteration. Second, the

global contrastive loss on its own, without the MIM objective, provides a very weak performance.

49



Chapter 4. Sample Efficient Self-Supervised Pre-training with Vision Transformers

This is expected since there is no training signal for the local patch representations, and a global
matching objective with 50% masking of patches may be too hard, providing a noisy training
signal and hindering the model’s ability to learn informative features.

Our full SplitMask model that uses both the MIM and contrastive objectives obtains the best
performance and outperforms BEiT by a large margin of +0.8. The Linear probing performance
of SplitMask is stronger than BEiT. However, both models provide a relatively weak perfor-
mance on this benchmark compared to instance discrimination methods, whose final layers are
more aligned to the classification task. Note, SplitMask adds a negligible computing overhead
compared to the BEiT baseline: its wall-clock training time is marginally higher as detailed in
Table 4.8. All models are trained using 16 GPUs and batch size of 2048.

Method Split Inpaint Match Finetune Lin. Hours
BEIiT [Bao, 2021] v 82.8 41.0 | 325
v v 83.3 46.4 | 31.0
SplitMask v v 79.3 4.0 32.5
v v v 83.6 46.5 | 34.0

Table 4.8 — Ablations of different components in our SplitMask model in comparison with a BEiT baseline.
All models including the baseline have been trained for 300 epochs using a ViT-B backbone.

4.5.5.2 Encoder-Decoder vs BEiT

)

Linear Probe Acc.
N w w N H
(6,1 o (6] o [9,]
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—— Encoder-Decoder
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(6]

2 4 6 8 10 12
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Figure 4.5 — Linear probing accuracy on ImageNet for SplitMask and BEiT using features extracted from
different layers.

An advantage of the encoder-decoder design we propose in 4.4.2 is that it encourages decou-
pling of general-purpose encoding of image features, which is required for the downstream tasks,
and features specific to solving the pretext task of MIM. In particular, compared to BEiT the
encoder is not capable of solving the pretext task on its own since it does not have access to

the mask token. Therefore, it can only help solve the task by providing informative represen-
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tation to the decoder which is the component responsible of solving the pretext task. We can
see in Figure 4.5 that this property improves the transferability of later layers representation to
downstream tasks compared to BEiT which has a stronger drop in linear probing performance

in later layers.

4.5.5.3 Overfitting during pre-training

We observed that for pre-training of very small datasets (e.g. Stanford-Cars), longer pre-
training schedules can be counterproductive. For example, if we follow the assumption we need
to pre-training for the same number of updates of ImageNet pre-training for 300 epochs, the
Stanford-Cars equivilant schedule would be 45k epochs. However, as we see in Figure 4.6,

pre-training longer than 5k epochs leads to a severe drop in finetuning performance.
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—~ 90
oY
o
|_
2
© 89
<
2
e
588
i

87

3000 5000 10000 15000

Epochs

Figure 4.6 — Finetuning performance for the Stanford Cars datasets as a function of number of pre-
training epochs using the same datasets images.

4.5.6 Implementation Details

Tokenizers. Similarly to the tokenizer used in [Bao, 2021], all tokenizers presented in Table 4.2
have a vocabulary of size 8192. For the random tokenizer, we sample 8192 vectors with uniform
component-wise distribution. For the random patches tokenizer we sample 8192 patches from
different images. For the K-means tokenizer, the 8192 elements of the vocabulary are obtained

by applying the K-means algorithm to 3 millions patches sampled from the dataset.

Pre-training. We use the original ViT formulation as proposed by Dosovitskiy et al. [Doso-
vitskiy, 2021a] and we follow the pre-training hyperparameters of Bao et al. [Bao, 2021]. All
baselines reported use the same backbone implementation and trained in similar settings. For
SplitMask, by default, we use random block masking [Bao, 2021] of 50% masking ratio to obtain
a mask and its complement to extract the two subsets. The maximum and minimum number of
patches per block is 75 and 16 respectively. We use the standard random cropping and horizon-
tal flipping as data augmentations. We use 2 transformer layers for the decoder with embedding

dimensions matching that of the encoder.
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However, for the smallest datasets (i.e. Stanford-Cars, ClipArt, Sketch and Paintings), we
found that stronger data augmentation and more aggressive masking prevents early overfitting.
In particular, we use a uniform masking of 75% (like in the work by He et al. [He, 2021b)),
as well as using random greyscale, solarization, Gaussian blur and color jittering as additional
forms of data augmentation.

The BEIT baselines pre-trained on ImageNet and reported in Table 4.4 and 4.6 use the
DALL-E tokenizer. Other BEiT and SplitMask models have been pre-trained using our random
projection tokenizer. For the InfoNCE loss we use 7 = 0.2 following Chen et al. [Chen, 2021b].

Object detection and Instance segmentation. We use the Mask R-CNN detection method [He,
2017] with ViT backbone as our detection method. In order to obtain features compatible with

the Feature Pyramid Network (FPN) design [Lin, 2017], we use max pooling and transposed
convolution operations similar to El-Nouby et al. [El-Nouby, 2021d]. To accommodate for the
variable resolution we replace the absolute positional encoding for our models and the baselines
with sinusoidal positional encoding [Vaswani, 2017b]. All models are trained using the 3x sched-

ule (36 epochs) unless mentioned otherwise. We use the training hyper-parameters used by Liu

et al. [Liu, 2021b].

4.6 Conclusion

In this chapter, we have raised the question of how to pre-train models with self-supervised
learning, wondering in particular on whether large scale datasets such as Imagenet are necessary
for pre-training. Our study on ImageNet shows that taking a smaller pre-training dataset
does not lead to a big performance drop for denoising autoencoders, as opposed to instance
discrimination self-supervised techniques or supervised pre-training. Similarly, training on non
object-centric images does not impact the downstream task performance significantly.

Building upon these observations, we have pre-trained models directly on the target task
data, instead of ImageNet, and performed evaluations on datasets of various sizes. We have
shown that it is possible to pre-train on datasets 10x smaller than ImageNet, for example
obtaining +0.5 box AP gains by solely using COCO images. We believe that this is strong
evidence that large-scale datasets, such as ImageNet, are not necessary for self-supervised pre-

training when using denoising autoencoders.
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Chapter

Image Compression with Product Quantized

Masked Image Modeling

Objectives
Recent neural compression methods have been based on the popular hyperprior fra-
mework. It relies on Scalar Quantization and offers a very strong compression perfor-
mance. This contrasts from recent advances in image generation and representation
learning, where Vector Quantization is more commonly employed.

In this chapter, we attempt to bring these lines of research closer by revisiting vector
quantization for image compression. We build upon the VQ-VAE framework and in-
troduce several modifications. First, we replace the vanilla vector quantizer by a pro-
duct quantizer which implicitly defines high-quality quantizers that would otherwise
require intractably large codebooks. Second, inspired by the success of Masked Image
Modeling in the context of self-supervised learning, we propose a novel conditional
entropy model which improves entropy coding by modeling the co-dependencies of
the quantized latent codes. The resulting PQ-MIM model is surprisingly effective It
outperforms HiFiC in terms of FID and KID when optimized with perceptual losses.
Finally, since PQ-MIM is compatible with image generation frameworks, we show
qualitatively that it can operate under a hybrid mode between compression and ge-
neration. As a result, we explore the extreme compression regime where an image is
compressed into 200 bytes, i.e., less than a tweet.
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Chapter 5. Image Compression with Product Quantized Masked Image Modeling

5.1 Introduction

Image compression played a crucial role in accelerating multiple events in history: it was
a major component of the Voyager mission [Ludwig, 2016]. Efficient image codecs have ac-
celerated the rapid growth of the internet by enabling the transmission of images in a few
dozen of kilobytes, thanks to the emergence of effective lossy methods. This democratiza-
tion was accompanied by standardization efforts to facilitate interoperability, which led to the
emergence of standards such as the Joint Photographic Experts Groups (JPEG). Subsequent
formats have leveraged scientific advances on all components of source coding, ranging from
transforms [Antonini, 1992], and quantization [Gray, 1998], to entropy coding [Witten, 1987;
Taubman, 2000], eventually leading to modern video compression codecs enabling streaming
and video-conferencing applications.

Neural methods have recently become increasingly popular for image compression as well
as other image processing tasks, such as denoising [Tian, 2020], super-resolution [Bruna, 2016;
Dong, 2015; Ledig, 2017; Wang, 2021b] or image reconstruction [Wang, 2020a; Knoll, 2020].
In typical scenarios, neural image compression is not necessarily mature enough to take over
standard techniques like the BPG format inherited from the High-Efficiency Video Coding stan-
dard [Sullivan, 2012]. This is because they do not offer a significant quantitative advantage over
prior works that would justify the higher complexity, which depends on the context and opera-
tional constraints. A key advantage of neural compression methods is their enhanced qualitative
reconstruction when incorporating an adversarial loss or likewise psycho-visual objectives favor-
ing visually appealing reconstructions [Agustsson, 2019; Mentzer, 2020]. From this perspective,
neural compression is related to image generation. The two subfields, however, are currently
dominated by different approaches, noticeably they employ different discretization procedures.
Indeed, while earlier neural compression methods utilized vector quantization [Agustsson, 2017,
VQ], recent methods mostly employ scalar quantization (SQ). In contrast, the recent literature
on image generation [Chang, 2022; Yu, 2021; Esser, 2021; Rombach, 2021] relies on Vector
Quantization jointly with a distortion criterion akin to those used in compression.

In this work we aim to reduce the methodological gap and to make a step towards the uni-
fication of neural image compression and image generation, and allowing image compression to
more directly benefit from the rapid advances in image generation methods. Patch-based mask-
ing methods for self-supervised learning [Bao, 2022; He, 2021a; El-Nouby, 2021a] have recently
demonstrated their potential for image generation [Chang, 2022]. Inspired by this work we pro-
pose a compression approach built upon Vector Quantized Variational Auto-Encoders [Oord,
2017; Razavi, 2019]. In this context, we focus on two intertwined questions: (1) How to de-
fine a vector quantizer offering a range of rate-distortion operating points? (2) How to define
an entropy model minimizing the cost of storing the quantization indexes, while avoiding the
prohibitive complexity of an auto-regressive model?

To address the challenges above, we revisit vector quantization in image compression, and
investigate product quantization [Jégou, 2010] (PQ) in a compression system derived from VQ-
VAE [Oord, 2016b]. We show that PQ offers a strong and scalable rate-distortion trade-off. We
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Original

Figure 5.1 — Qualitative example of PQ-MIM compression. PQ-MIM provides a strong com-
pression performance. We retain many of the details present original image with minimal blurring effect
even with compression rate as low as 0.196 bpp. Moreover, compared to HiFiC we achieve a lower rate
for the same image. PQ-MIM provides colors that are more faithful to the original image, while HiFiC
has a darkening effect and some high-frequency artifacts. On the other hand, PQ-MIM can have some
smoothing effect that can cause loss of detail for particular regions (e.g. some of the Arabic letters in the
example above). More qualitative examples are provided in Figure 5.11.

then we focus on the spatial entropy modeling and coding of the quantization indexes in the VQ
or PQ latent layer, hence we name our method as (Vector/Product)-Quantized Masked Image
Modeling (VQ-MIM and PQ-MIM). To this end, we introduce a multi-stage vector-quantized
image model: we gradually reduce the conditional entropy of the patch latent codes by increasing
the number of observed patches we condition on for each stage. The conditional distribution over
patches is estimated by a transformer model and provided to an entropy coder, symmetrically
on the emitter and receiver sides.

In summary, we make the following contributions:

— We introduce a novel Masked Image Modeling conditional entropy model that significantly
reduces the rates by leveraging the spatial inter-dependencies between latent codes.

— We introduce product quantization for VQ-VAE. This simple PQ-VAE variant offers a
strong and scalable rate-distortion trade-off.

— When trained with adversarial and perpetual losses, PQ-MIM exhibits a strong perfor-
mance in terms of perceptual metrics like FID and KID, outperforming HiFiC [Mentzer,
2020).

— We qualitatively show that PQ-MIM is capable of operating in a hybrid mode, between
generative and compression, without requiring further training and finetuning. This allows
for higher resilience to corrupted or missing signal where our model can fill-in the missing

information.
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5.2 Related work

Neural image compression Early approaches to neural image compression reach back to the
late 1980s [Sonehara, 1989; Sicuranza, 1990; Bottou, 1998]. Recent rapid advances in explicit
and implicit density modelling [Goodfellow, 2014; Kingma, 2014; Larochelle, 2011; Oord, 2016a;
Rezende, 2015; Salimans, 2017] have renewed interest in posing image compression as a learning
problem. Due to the connection to variational learning [Gregor, 2016; Frey, 1998; Alemi, 2018],
variational auto-encoders have been the primary choice for lossy image compression. In con-
trast to standard variational models, the evaluation of neural compression models focuses on
achievable bitrates, multi-scale applicability and computational complexity. The initial works
in the field used fully convolutional architectures for encoding/decoding [Ballé¢, 2017; Theis,
2017; Mentzer, 2018]. The resulting encoded latent image representations are quantized and
compressed via an entropy coder with learned explicit density model or “entropy bottleneck”.
Initial variational approaches directly modeled a single level of code densities. Ballé extended
these models by introducing a second “hyperprior” that yielded improved performance [Ballé,
2018]. Hyperprior models have been the basis for several subsequent advances with further im-
provements for density modeling, such as joint autoregressive models [Minnen, 2018], Gaussian
mixture/attention [Cheng, 2020], and channel-wise auto-regressive models [Minnen, 2020]. An-
other line of work has proposed to use vector quantization with histogram-based probabilities
for image compression [Agustsson, 2017; Lu, 2019]. Contrary to VQ-VAE models, these models
typically optimize the rate (or a surrogate of the rate) directly and may include a spatial com-
ponent for the quantized vectors. Yang et al. [Yang, 2020] showed multiple ways to improve
the encoding process, including the fine-tuning of the discretization process and employing bits-
back coding in the entropy bottleneck. Finally, [Santurkar, 2018; Mentzer, 2020; Rippel, 2017;
Agustsson, 2019] showed that altering the distortion metric to include an additional adversarial
loss can make a large difference for compression rate. Another interesting line of work con-
siders image compression by training image-specific networks, or network adapters, that map
image coordinates to RGB values, and compressing the image-specific parameters [Dupont, 2021;
Dupont, 2022; Striipler, 2022].

VQ-models for image generation. There has been significant interest in generative models
based in discrete image representations, as introduced by VQ-VAE [Oord, 2017; Razavi, 2019]. A
discrete representation of reduced spatial resolution is learned by means of an autoencoder which
quantizes the latent representations. This discrete representation is coupled with a strong prior,
for example implemented as an autoregressive pixel-CNN model. VQ-GAN [Esser, 2021] replaces
the prior architecture with a transformer model [Vaswani, 2017a], and introduces an adversarial
loss term to learn an autoencoder with more visually pleasing reconstructions and improved
sample quality. This approach has been extended to text-based generative image models by
extending the prior to model a longer sequence that combines the discrete image representation
with a prefix that encoding the conditioning text. This has yielded impressive results by scaling
the model capacity and training data to tens or hundreds of million text-image pairs [Ding,

2021a; Gafni, 2022; Ramesh, 2021a]. A fundamental limitation of autoregressive generative
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Figure 5.2 - PQ-MIM overview. Our model consists of (i) a a transformer based encoder and decoder,
(ii) a masked image model (MIM) for conditional entropy modeling, and (iii) an entropy coder, e.g.
an arithmetic coder (AE/AD). The input image x is projected to a set of latent features, followed by
product quantization to yield quantization indices q. The arithmetic coder encodes (and decodes) q
into a bitstream b in a lossless manner. The elements in q are spatially split into groups, as detailed in
Figure 5.4. Conditional Entropy Modeling. Our model estimates the conditional probabilities of the
discrete indices in S steps. Every step, a subset of the tokens g; is selected using the quincunx pattern.
Our MIM transformer estimates p(g;|gs<;) and passes it to the Arithmetic encoder as a CDF, effectively
reducing the lossless compression cost.

models is that they sample data sequentially, requiring separate non-parallel evaluation of the
predictive (transformer) model to sample each token. To alleviate this, several data items can
be sampled independently in parallel, conditioning on all previously sampled tokens. This has
been leveraged to speed-up pixel-CNNs for small images and video by two to three orders of
magnitude [Reed, 2017]. More recently, MaskGIT [Chang, 2022] and follow-up work [Lezama,
2022] explored this for generative models of VQ-VAE representations, and find that similar
or better sample quality is obtained by parallel sampling of image patch subsets in few steps,
reducing the generation time significantly. Despite their success for image synthesis we are not

aware of the use of such models for image compression in earlier work.

5.3 Product Quantized Masked Image Modeling

This work takes a step towards to closing the gap between neural image compression and
image generation methodologies. We revisit vector quantization for image compression and
propose an entropy model inspired by masked image modelling. Our compression pipeline,

depicted in Figure 5.2, relies on three neural networks:

1. The Encoder network F : X — Z maps input images x € X to a quantized represen-
tation z € Z.

2. The Mask Image Model (MIM) compresses the quantized representations without loss

of information. This network is involved both on the compression and decompression side.
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3. The Decoder network G : £ — X produces an estimate & = G(FE(x)) of the original

image X.

We now detail the architecture, in particular our PQ proposal, of the image model that we

employ in the statistical lossless coding, as well as the training scheme.

5.3.1 High-level architecture: PQ-VAE

High-level architecture. We follow recent work on discrete generative image models for the
design of image encoder and decoder [Chang, 2022; Esser, 2021; Oord, 2017; Razavi, 2019; Yu,
2021]. The encoder E : X — RW*"*d takes an RGB image x of resolution W x H as input and
maps it to a latent representation F(x) with d feature channels and a reduced spatial resolution
wxh, downsampling the input resolution by a factor f = W/w = H/h. The T = wxh elements
of the latent representation F(x) are quantized with a vector quantizer Q(-) to produce the
quantized latent representation z = Q(E(x)) = E(x), where each element in E(x) is replaced
with its nearest cluster center. The decoder G uses the quantized latents z to reconstruct the
image.
Product Quantization. In VQ-VAE, the quantizer () is simply an online k-means quantizer
that produces quantization indices from real-valued vectors. We denote by q € {1,...,V}T the
map of quantization indices indicating for each element of z which of the V' centroids is selected.
The higher V' the more precise is the approximation z, leading to higher bit rates. For instance,
assuming that indices are coded with a naive coding scheme (see next section), the bit rate is
doubled when moving to V' = 256 to V' = 65536 centroids.

However, scaling the number of centroids K
is possible up to thousands of centroids, but be-

Bits per pixel (bpp)
yond that it is computationally prohibitive. Addi- PQ-MIM —»

——
tionally, it is challenging to train large codebooks 310 e VQ-MIM

where each centroid has a very low probability of

being updated. To address this problem, we re- %30 -

place the online k-means quantizer by a product &29

quantizer [Jégou, 2010] (PQ): the latent vector z is

split into M subvectors as z = [z',...,2/,...,2z"M] 28 ¥

of dimension M /d. Each subvector is quantized by 005 0.5 01 515

a distinct quantizer having Vi quantization value.

The set of quantizers implicitly defines a vector

Figure 5.3 - PQ and VQ comparison. While
VQ provides a comparable performance to PQ
for extremely low rates where the codebook size
large codebooks without the computational and is small, PQ exhibits better scaling behaviour
for higher rates.

quantizer in the latent space with V = VM dis-

tinct centroids. Hence, we can easily define very

optimization problems mentioned above, because
both the assignment and learning are marginalized
over the different subspaces. Empirically, we observe in Figure 5.3 that PQ provides a better
scaling behaviour for higher rates compared to VQ whose codebook size needs to grow exponen-

tially to achieve the same rates.
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p(q1) p(q2191) p(qslq2,q1) p(q4lq3, 92, 1) p(45194, 93,92, 41)

Figure 5.4 — Illustration of PQ-MIM with a quincunx pattern. We employe the quincunx pattern
both on the encoder and decoder side. Each panel represents one of five stages in which we en/de-code
a set of tokens in parallel using a probability model p; implemented by a transformer with parameters
fs. The transformer predicts the tokens in qs, displayed in grayscale and marked by “?”, and takes as
input the preceding groups of tokens qi,...,qs—1 that are displayed in color. The distribution provided
by this neural network is fed to an arithmetic en/de-coder.

Neural network. Without loss of generality, we choose all neural network models to be
identical. This is not a requirement but this offers the property that the encoder and decoder
have identical complexities, and that the memory and compute peaks are identical. More specif-
ically we choose a cross-variance transformer [El-Nouby, 2021c] (XCiT), whose complexity is
linear with respect to image resolution. In contrast, standard vision transformers [Dosovitskiy,
2021b] (ViT) are quadratic in the image surface, which is prohibitive for high resolution images
that can typically require strong compression. We point out that recent work has shown that
Swin-Transformers [Zhu, 2021] could be a compelling choice as well in the context of image
compression. Formally they also have a quadratic complexity, but this is amortized by the

hierarchical structure of this architecture.

5.3.2 Image entropy model

In this section we present PQ-MIM. The objective is to compress the discrete representa-
tions g without loss of information, producing a bitstream of the compressed representation
that can be transmitted or stored. During the decoding stage, we invert the aforementioned
lossless compression. This model can be regarded as the VQ/PQ-VAE counterpart of adaptive
contextual arithmetic coders, like EBCOT [Taubman, 2000] or CABAC [Richardson, 2004], pro-
posed in early compression standards, in that it couples a conditional probabilistic model with
an arithmetic coder.

Lossless compression. A naive manner for lossless compression of the discrete image codes
q = {q:}]_; is to use fixed-length codes. In that case, each code word is assigned to a unique
binary representation of equal length, resulting in [log, V| bits per element ¢;. This approach
is computationally very efficient as fixed-length codes are not model-based, and as such do
not require likelihood estimation, and because all codes are of equal length by construction,
the computation is perfectly parallelizable. However, theoretically this coding scheme could
be Shannon optimal only if codewords are uniformly and independently distributed. Those

assumptions are not met in practice due to the architecture choices we have made previously:
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k-means does not produce uniformly distributed indices except in singular cases [Gray, 1998].

Entropy model. To improve the bitrate, we hence rely on an entropy coder, which provides
an inverse pair of functions, enc, and dec,, achieving near optimal compression rates on se-
quences of symbols for any distribution p. The better p matches the (unknown) underlying data
distribution, the better the compression rate [Cover, 1991]. Generally, more powerful generative
models will ensure better compression performance.

Fully autoregressive generative models p(q) = Hthlp(qt|q<t) are powerful [Ding, 2021a;
Esser, 2021; Gafni, 2022; Ramesh, 2021a; Yu, 2021], however, they are inconvenient in that
the likelihood estimation for this type of model is not trivially parallelizable: each patch index
must be processed sequentially as it is used to condition subsequent patch indices. Thus, similar
to prior works [Chang, 2022; Reed, 2017] we propose a masked image model, which we use to

predict the image patch indices in several stages. Specifically, we partition q into S subsets

q1,92,---,qs of patch indices, that we refer to as tokens by analogy to language modelling;:
S
a=Ja. (5.1)
s=1

We model the elements in each subset conditionally independent given all preceding groups:

S

p(a@) = []p(asla<s;bs), (5.2)
s=1

plasla<si0s) = [[ p@lar, e, .- qs-1;0s) . (5.3)
qtE€Qs

Since p(qi) is not conditioned on any previous elements, it fully factorizes over ¢; € qi, and
we model it as the marginal distribution over the vocabulary observed on the training data.
The non-trivial conditional distributions p (qs|q<s;s) for s > 2 are modeled using transformer
networks, which have few inductive biases and have been successful across many tasks, including
image generation. An overview of the MIM entropy model is illustrated in Figure 5.2.
Amortized encoding and decoding. From a computational point of view, our proposal
allows for the compression (resp. decompression) to proceed in S stages. In each stage s we
encode/decode the set g5 of tokens conditioned on the groups qy,...,qs—1 encoded/decoded in
preceding stages, but independently among the tokens in the set qs. This allows for paralel-
lization among the elements in each subset qs, and requires strictly S forward passes through
the model independent of the image size, rather than 7T sequential forwards passes for fully
autoregressive models.

Quincunx partitioning. In practice, we typically use S = 5 stages. We have explored
different patterns to partition the T tokens over the S stages. In particular we consider the
“quincunx” regular grid pattern, where in each stage we double the number of tokens to predict,
see Figure 5.4 for an illustration. This multi-level refinement was previously explored for image
compression in the context of lifting schemes designed with oriented wavelets [Chappelier, 2006].

In our experiments we contrast this partitioning with alternative ones with other patterns and
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Figure 5.5 — Rate-Distortion performance for Tecnick and Kodak datasets. We report PQ-
MIM PSNR and MS-SSIM performance for various operating points. PQ-MIM provides a competitive
performance, particularly for MS-SSIM, compared to standard codecs such as JPEG 2000 [Taubman,
2012] and BPG [Bellard, ] as well as recent neural methods [Cheng, 2020; Minnen, 2018; Ballé, 2018].

subset cardinalities (Figure 5.9).

5.3.3

Training the PQ-MIM

Reconstruction objective and training.

The goal of lossy image compression is to match

the image and its reconstruction as closely as possible according to some distortion metric. In

this chapter, we train our model to reduce the image distortion and the quantization loss using

the following objective:

L:LRec+77‘LPQ

(5.4)

Following VQ-VAE, our quantization objective Lpq consists of embedding and commitment

losses, averaged over the M different PQ sub-vectors. For the distortion loss Lgec, we present

two setups where we use different types of distortion measures:

— MSE & MS-SSIM. Typical distortion measures used in the majority of the neural compres-

sion literature such as mean squared error (MSE) or multi-scale structural similarity [Wang,
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2003] (MS-SSIM). For this setup, the model is trained solely using one distortion measure

at a time.
Liec(%, E,G) = Lyispvs-ssiv (X, %) (5.5)

— Perceptual measures. Alternatively, we report a setup where we utilize perceptual objec-
tives such as LPIPS [Zhang, 2018] and adversarial training [Goodfellow, 2014] to enhance

psycho-visual image quality. The distortion loss is defined as:
Liec(x, B,G) = Lysg(%,%) + o - Lpere(X, %) + 7 - Laav(E, G, D), (5.6)
where « and y are weighing coefficients and the adversarial loss Lagy is defined as:
Laav(E,G, D) = Ex[ln D(x)] + Ex[In(1 — D(%))], (5.7)

where D(-) is the discriminator and Eyx denotes the expectation over x sampled uniformly
from the training set. Similarly E4 denotes the expectation over reconstructed training
images. Note that, unlike the MSE and perceptual losses, the adversarial loss does not
compare individual images and their reconstructions, but aims to match the distributions of

original images and their reconstructions.

Training the entropy model. = Our MIM module is an XCiT transformer that accepts T
tokens as input representing the image patches. During training, we randomly mask a set of
tokens by sampling from a uniform distribution U(0, 1). The masked tokens are replaced with
a mask embedding vector, while the observed token indices are mapped to their corresponding
continuous representation using an embedding look-up table. The MIM module outputs a con-
text vector for every masked token which in turn is passed to M linear heads, representing the
different PQ sub-vector indices, followed by a softmax to yield a distribution p(gs|g<s). The
module is trained using a standard cross-entropy objective. While we train the autoencoder and
the MIM modules simultaneously, we do not backpropagate gradients from the MIM module to
the encoder E or the quantization parameters, so the two components can be trained separately

in sequence.

5.4 Experiments

We first present our experimental setup in Section 5.4.1 and the present our results in

Section 5.4.2. We provide ablation studies in Section 5.4.3. We will share our code and models.

5.4.1 Experimental setup

Rate-distortion control. For all our experiments we fix the codebook size V' = 256 and only
vary the number of sub-vectors M € {2, 4,6} for two different down-sampling factors f € {8,16}.
PQ-VAE implementation details. Our PQ-VAE training uses the straight-through esti-
mator [Bengio, 2013] to propagate gradients through the quantization bottleneck. As for the

quantization, the elements of the latent representation z are first linearly projected to a low
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Figure 5.6 — Perceptual training and evaluation using CLIC 2020 test-set. Performance of our
adversarially trained PQ-MIM w.r.t percpetual metrics compared to HiFiC [Mentzer, 2020]. PQ-MIM
provides a stronger performance on FID, KID and MS-SSIM across all reported operating points.

dimensional look-up vector (dim=8 per sub-vector) followed by ¢2 normalization, following Yu
et al. [Yu, 2021]. We train our model using ImageNet [Deng, 2009a] for 50 epochs with a batch
size of 256. We use an AdamW [Loshchilov, 2017] optimizer with a peak learning rate of 1.1073,
weight decay of 0.02 and Sy = 0.95. We apply a linear warmup for the first 5 epochs of training
followed by a cosine decay schedule for the remaining 45 epochs to a minimum learning rate
of 5.107°. Unless mentioned otherwise, for all experiments, the encoder and decoder use an
XCiT-L6 with 6 layers and a hidden dimension of 768. We use sinusoidal positional embedding
[Vaswani, 2017a] such that our model can flexibly operate on variable-sized images.

For the results reported in Figure 5.5, the models are trained using solely MSE (n = 0.5) or
MS-SSIM (n = 10.0) distortion losses for their corresponding plots. As for the models trained
with perceptual objectives (Figure 5.6 and Table 5.1), they are trained with a weighted sum
of MSE, LPIPS (o = 1) and adversarial loss (y = 0.1). We use a Projected GAN Discrimina-
tor [Sauer, 2021] architecture. The perceptual training is initialized with an MSE only trained
checkpoint and trained for 50 epochs using ImageNet with a learning rate of 10~* and weight
decay of 5.107°. Similar to HiFiC [Mentzer, 2020], we freeze the encoder during the perceptual
training. Additionally, we find that clipping the gradient norm to a maximum value of 4.0 im-
proves the training stability. Our discriminator takes only the decoded image as input and does
not rely on any other conditional signal.

MIM implementation details. Our MIM module is an XCiT-L12 with 12 layers and
embedding dimension of 768. MIM is trained simultaneously with the PQ-VAE, but the gradients
are not backpropagated to the encoder or the quantizer parameters. The PQ indicies ¢ are split
into inputs and targets for the MIM model as defined by the quincunx partitioning pattern. By
default we use S = 5 stages. All stages are processed with the same MIM model. The masked
patches are replaced by a learnable “mask” token embedding. The loss is computed only for
the masked patches. Since every token is assigned M PQ indices, the output of the MIM
transformer is passed to M separate linear heads to predict M softmax normalized distributions
over their corresponding codebooks. The marginal distribution of the codebook is computed
as a normalized histogram over the ImageNet training set. For entropy coding, we use the

implementation of the torchac ' arithmetic coder.

1. https://github.com/fab-jul/torchac
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Original

PQ-MIM

201 bytes 193 bytes 203 bytes 168 bytes 202 bytes

Figure 5.7 — Extreme Image Compression. PQ-MIM exhibits non-trivial compression performance
at the extreme compression regime (e.g. 0.03 bpp), leading to compressed image codes that can fit in a
short tweet (280 characters).

Datasets.  We train our models using ImageNet [Deng, 2009a]. For data augmentation, we
apply random resized cropping to 256 x 256 images and horizontal flipping. For evaluation and
comparison to prior work, we use KODAK [Kodak, 1993] and TECNICK [Asuni, 2014] datasets
for PSNR and MS-SSIM. Moreover, we compute the perceptual metrics (FID [Heusel, 2017],
KID [Binkowski, 2018]) for perceptually trained models using the CLIC 2020 test-set [Toderici,
2020] (428 images) using the same patch cropping scheme detailed by [Mentzer, 2020].
Baselines. 'We compare to several existing neural compression baselines: the scale hyperprior
model [Ballé, 2018], mean & scale hyperprior [Minnen, 2018], GMM hyperprior [Cheng, 2020],
and HiFiC [Mentzer, 2020]. Among the non-neural codecs, we compare to the popular BPG
[Bellard, |, WebP, and JPEG2000.

5.4.2 Main experimental results

Comparison to existing (neural) codecs. We compare PQ-MIM to other approaches
across a wide range of bitrates in Figure 5.5”. Note that in our evaluation we consider bitrates
that are an order of magnitude lower than what is typically studied in the literature: most
previous studies were limited to 0.1 bpp and above, see e.g. [Ballé, 2018; Cheng, 2020; Minnen,
2018]. The extremely low bitrates we consider make it possible to transmit a 256 x 256 image
in an SMS or a tweet (280 characters)® as shown in Figure 5.7. PQ-MIM achieves a strong
and competitive performance for both KODAK and TECNICK datasets, outperforming all prior
neural and standard codecs with the exception of GMM hyperprior [Cheng, 2020]. We observe
that PQ-MIM is particularly strong for low rates, making it a good fit for extreme compression
scenarios. Moreover, PQ-MIM exhibits a particularly strong MS-SSIM performance which was
designed to model the human visual contrast perception [Wang, 2004; Wang, 2003].

2. All results for the baselines are reported using the authors’ official repositories
3. For example, a bitrate of 0.03 yields 256 x 256 x 0.03/8 &= 246 bytes for a 256 x 256 image.
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Table 5.1 — Discriminator Architecture. We Table 5.2 — Different MIM masking policies.
investigate multiple discriminators including Style- PQ-MIM with quincunx pattern with 5 steps re-
GAN [Karras, 2019], Projected GAN [Sauer, 2021] duces the bpp significantly (27%). Additionally, PQ-
and UNet [Schonfeld, 2020]. MIM is orders of magnitude cheaper in terms of

FLOPs compared to an autoregressive raster order
Discriminator FID l/ KID \L MS-SSIM T masking pattern.

None 26.1 1.2x-2 15.3 Masking policy #steps  bpp MACs/Pixel (M)
StyleGAN 3.57 4.8x10—4 13.3 Marginal baseline 1 0.512 0.69
ProjectedGAN ~ 3.69  6.6x10—4 14.1 Raster order T ooM 24.4x103
UNet 3.87  6.7x10—4 13.9 Quincunx 5 0373 6.66

Perceptual metrics comparison. In Figure 5.6, we compare PQ-MIM to HiFiC [Mentzer,
2020] in perceptual quality measures like FID and KID as well as MS-SSIM. HiFiC is based
on the mean & scale hyperprior model [Minnen, 2018], but adds an adversarially trained dis-
criminator model to improve the perceptual quality of the image reconstructions. PQ-MIM,
with perceptual training, achieves a strong performance for all reported metrics, outperforming

HiFiC for all operating points.

5.4.3 Analysis and Ablations

Model size and architecture. In Figure 5.8, we analyze the effect of using XCiT of different
capacities for the autoencoder with respect to rate-distortion trade-off. We observe that the
performance improves with higher capacity autoencoders, but their is a diminishing return with
a further increase in capacity. For all our experiments we use an XCiT-L6 since it achieves the
best performance.

Masking patterns. In Table 5.2, we compare to predicting tokens one-by-one autoregres-
sively in a raster-scan order, the same pattern used in VQ-VAE based generative image models
such as DALL-E [Ramesh, 2021a] and VQ-GAN [Esser, 2021]. In contrast to PQ-MIM, raster-
scan models require causal attention, which makes XCiT not a good fit. We use a standard
ViT model instead. However, due to the quadratic complexity of ViT and the high resolution
of images typically used for evaluation of compression method (e.g. TECNICK), our autoregres-
sive variant consistently exceeded the memory limits, even when using A100 GPUs with 40GB
memory. Moreover, raster scan fully-autoregressive models results in extremely expensive FLOP
count since it needs T separate forward passes per image. On the other hand, our stage-wise
MIM with quincunx pattern requires 4 evaluations, and does not scale with the image resolution
as is the case for raster, making it a more practical solution.

Number of prediction stages. @ We compare the quincunx masking pattern with masking
based on the confidence score following MaskGiT [Chang, 2022] patch selection procedure for
image generation. In the latter case, at a given step, we pick the patches to transmit dynamically
based on their confidence score. The confidence is defined as the maximum across the prob-

abilities assigned over the vocabulary by the model.” For the quincunx and confidence-based

4. Note that for decoding the same confidence score can be used to identify the group of tokens to decode.
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Figure 5.8 — Autoencoder capacity. The RD Figure 5.9 — MIM number of steps. In addi-
performance of different encoder/decoder capaci- tion to quincunx, we explore using the prediction
ties. We use the same model trunk for (i) the confidence as the patch masking policy following
encoder; (ii) the PQ-MIM entropy model ; and MaskGiT [Chang, 2022]. We test a linear and dou-
(iii) the decoder. Increasing the model size from bling schedules. Quincunx provides a higher rate
an XCiT-T6 model (3.5M params) to XCiT-L6 saving, even compared to a confidence policy with
(47M params) increases the performance by typ- a longer schedule.

ically 4+0.8dB.

masking policy we use the same 5-stage scheme, in which the number of tokens in subsequent
groups doubles in size. We ablate the number of prediction stages S for the quincunx and
confidence-based sampling. For the latter we consider two options: (i) a linear scheme where
each group of tokens contains (approximately) the same number of tokens; and (ii) a doubling
scheme where each subsequent group of tokens is double the size of the previous group, as is
also used for the quincunx pattern. Every point on the curves in Figure 5.9 corresponds to the
bitrate when encoding/decoding with a given number of steps. For example, S = 2 steps means
we have only two steps each encoding/decoding 50% of the patches. For the 3-steps doubling
schedule the groups have sizes of 1/4, 1/4, 1/2, and so on. For all three patterns the bitrate
monotonically decreases with the number of steps, as more tokens can be predicted from larger
contexts.

On the one hand, using confidence-based masking patterns, doubling and linear schemes
lead to mostly comparable bitrates for the same number of steps, with further improvement for
linear with more steps however with diminishing return. On the other hand, quincunx provides
a stronger reduction ratio with strictly 5 steps, even when compared with confidence-based
masking with a higher number of steps.

Predicting missing patches. = When encoding/decoding the discrete image representation
q, we reduce the bitrate with our models by their ability to predict the remaining tokens given
those of preceding stages. To illustrate the predictive ability of our model, we consider an
experiment where we remove a subset of the tokens (sampled randomly), and use our model
to fill in the missing patches by conditioning on the observed ones. We then use the PQ-VAE
decoder to decode the discrete latent codes including the filled-in ones. In Figure 5.10 we show
the results obtained when removing 10%, 20%, 30% and 50% of the patches. MIM can model
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No Patch Dropping 10% Drop Rate 207% Drop Rate 30% Drop Rate 50% Drop Rate

Figure 5.10 - PQ-MIM can operate on a partial set of transmitted tokens. Since PQ-MIM is
compatible with generation, the conditional entropy model can be repurposed to predict the PQ codes
for missing parts in an image. We show results for different dropping rates of transmitted tokens. PQ-
MIM exhibits strong inpainting abilities. Even for the extreme case where half of the image patches are
dropped, PQ-MIM can still retain a large percentage of the original image structure and details.

redundancies among the patches, which corroborates our findings of its compression ability.

5.4.4 Limitations

Image compression, and compression of visual data in general, is an important technology
to scale the distribution of visual data. This is ever more important to cope with the growing
quantity of visual data that is streamed in the form of video and for augmented and virtual
reality applications. Compression is also critical to allow users with low-bandwidth connections
to benefit from applications relying on sharing of image, video, or virtual reality data.
Caveats of learned neural compression models: biases and performance. As with
any machine learning model, potential biases in the training data may be transferred into the
model via training. In our setting, this can affect the autoencoding reconstruction abilities for
content under-represented in the training data, as well as the compression abilities of the model
for such data. Such biases should be assessed before the deployment of the model. Beyond
rate-distortion trade-offs, important evaluation dimensions include the energy and latency per-
formance of compression models. Current neural compression methods, including ours, need to
be further optimized to be competitive with existing codecs on these criteria.

Specific limitations of our approach. In our work, we specifically focus on a high
compression regime, with compression rate lower than 0.6 bit per pixel. This is a favorable case
for our approach: it benefits from the generative model capability inherited from the VQ-VAE.
Compared to VQ, PQ allows for higher rates, but it becomes comparatively less effective when
increasing the number of subquantizers, as one can deduce from the slopes of the rate-distortion

curves in Fig. 5.5. It is also computationally more expensive.
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5.5 Conclusion

In this chapter, we have revisited vector quantization for neural image compression. We
introduced a product-quantization variants of VQ-VAE and shown that it has better scaling
properties in terms of bit-rate. Additionally, we introduced a novel conditional entropy model
based on masked image modeling. We have shown that combined with the quincunx partitioning
pattern, PQ-MIM provides a strong reduction in bit-rate. PQ-MIM exhibits a competitive
performance for PSNR and MS-SSIM metric compared to strong neural compression baselines.
Furthermore, when we train PQ-MIM using perceptual losses, it provides a strong performance
on multiple metrics (e.g. FID, KID and MS-SSIM) compared the strong baseline of HiFiC.
Finally, we have shown that PQ-MIM can operate in a hybrid compression/generation mode

where it can fill the gaps for non-transmitted patches.

68



5.5. Conclusion

(b) Original (d) PQ-MIM (bpp=0.124)

Figure 5.11 — Qualitative examples More qualitative examples for image compression of high resolution
images with PQ-MIM.
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Chapter

Learning a shared embedding space for six

modalities with ImageBind

Objectives

We present IMAGEBIND, an approach to learn a joint embedding across six different
modalities - images, text, audio, depth, thermal, and IMU data. We show that all
combinations of paired data are not necessary to train such a joint embedding, and
only image-paired data is sufficient to bind the modalities together. IMAGEBIND can
leverage recent large scale vision-language models, and extends their zero-shot capa-
bilities to new modalities just by using their natural pairing with images. It enables
novel emergent applications ‘out-of-the-box’ including cross-modal retrieval, compos-
ing modalities with arithmetic, cross-modal detection and generation. The emergent
capabilities improve with the strength of the image encoder and we set a new state-
of-the-art on emergent zero-shot recognition tasks across modalities, outperforming
specialist supervised models. Finally, we show strong few-shot recognition results
outperforming prior work, and that IMAGEBIND serves as a new way to evaluate
vision models for visual and non-visual tasks.
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6.1. Introduction

1) Cross-Modal Retrieval
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Figure 6.1 — ImageBind’s joint embedding space enables novel multimodal capabilities. By
aligning six modalities’ embedding into a common space, IMAGEBIND enables: 1) Cross-Modal Retrieval,
which shows emergent alignment of modalities such as audio, depth or text, that aren’t observed together.
2) Adding embeddings from different modalities naturally composes their semantics. And 3) Audio-to-
Image generation, by using our audio embeddings with a pre-trained DALLE-2 [Ramesh, 2022b] decoder
designed to work with CLIP text embeddings.

6.1 Introduction

A single image can bind together many experiences — an image of a beach can remind us of the
sound of waves, the texture of the sand, a breeze, or even inspire a poem. This ‘binding’ property
of images offers many sources of supervision to learn visual features, by aligning them with any of
the sensory experiences associated with images. Ideally, for a single joint embedding space, visual
features should be learned by aligning to all of these sensors. However, this requires acquiring
all types and combinations of paired data with the same set of images, which is infeasible.

Recently, many methods learn image features aligned with text [Schuhmann, 2021; Radford,
2021; Mahajan, 2018; Yu, 2022; Yuan, 2021c; Jia, 2021a; Alayrac, 2022], audio [Morgado,
2021; Patrick, 2021; Owens, 2018; Bachmann, 2022; Tian, 2019; Arandjelovic, 2017] etc. These
methods use a single pair of modalities or, at best, a few visual modalities. However, the
final embeddings are limited to the pairs of modalities used for training. Thus, video-audio
embeddings cannot directly be used for image-text tasks and vice versa. A major obstacle in
learning true joint embedding is the absence of large quantities of multimodal data where all
modalities are present together.

In this chapter, we present IMAGEBIND, which learns a single shared representation space by
leveraging multiple types of image-paired data. It does not need datasets where all modalities
co-occur with each other. Instead, we leverage the binding property of images and we show that
just aligning each modality’s embedding to image embeddings leads to an emergent alignment
across all of the modalities. In practice, IMAGEBIND leverages web-scale (image, text) paired
data and combines it with naturally occurring paired data such as (video, audio), (image, depth)
etc. to learn a single joint embedding space. This allows IMAGEBIND to implicitly align the
text embeddings to other modalities such as audio, depth etc., enabling zero-shot recognition

capabilities on that modality without explicit semantic or textual pairing. Moreover, we show
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that it can be initialized with large-scale vision-language models such as CLIP [Radford, 2021},
thereby leveraging the rich image and text representations of these models. Thus, IMAGEBIND
can be applied to a variety of different modalities and tasks with little training.

We use large-scale image-text paired data along with naturally paired ‘self-supervised’ data
across four new modalities - audio, depth, thermal, and Inertial Measurement Unit (IMU) read-
ings — and show strong emergent zero-shot classification and retrieval performance on tasks for
each of these modalities. These emergent properties improve as the underlying image represen-
tation is made stronger. On the audio classification and retrieval benchmarks, IMAGEBIND’s
emergent zero-shot classification matches or outperforms specialist models trained with direct
audio-text supervision on benchmarks like ESC, Clotho, AudioCaps. IMAGEBIND representa-
tions also outperform specialist supervised models on few-shot evaluation benchmarks. Finally,
we show that IMAGEBIND’s joint embeddings can be used for a wide variety of compositional
tasks as illustrated in fig. 6.1, including cross-modal retrieval, combining embeddings via arith-

metic, detecting audio sources in images, and generating images given audio input.

6.2 Related Work

IMAGEBIND builds upon several advances in vision-language, multimodal, and self-supervised
research.
Language Image Pre-training. Training images jointly with linguistic signals like words or
sentences has been shown to be an effective method for zero-shot, open-vocabulary recognition
and text to image retrieval [Frome, 2013; Faghri, 2017; Socher, 2014; Kiros, 2014]. Language as
supervision can further be used for learning strong video representations [Alayrac, 2020; Miech,
2019b; Miech, 2020]. Joulin et al. [Joulin, 2016] show that using large-scale image dataset with
noisy captions yields strong visual features. Recently, CLIP [Radford, 2021], ALIGN [Jia, 2021a]
and Florence [Yuan, 2021c] collect large collections of image and text pairs and train models
to embed image and language inputs in a joint space using contrastive learning, exhibiting im-
pressive zero-shot performance. CoCa [Yu, 2022] adds an image captioning objective on top
of the contrastive loss for improved performance. Flamingo [Alayrac, 2022] handles arbitrarily
interleaved images and texts, and achieves state of the art on many few-shot learning bench-
marks. LiT [Zhai, 2022] adopts contrastive training for fine-tuning and observes freezing image
encoders works the best. This prior line of works mostly considers image and text, while our
work enables zero-shot recognition on multiple modalities.
Multi-Modal Learning. Our work binds multiple modality representations in a joint embed-
ding space. Prior works explored joint training of multiple modalities in a supervised [Girdhar,
2022b; Likhosherstov, 2021] or self-supervised contexts [Tian, 2019; Girdhar, 2022a; Wang,
2022; Morgado, 2021; Arandjelovic, 2017]. The success of image and language pre-training
methods such as CLIP has inspired approaches that revisits learning deep semantic representa-
tions through matching other modalities with linguistic inputs. Various methods adapt CLIP to
extract semantically strong video representations [Xue, 2022; Luo, 2021; Fang, 2021; Lin, 2022].
Most related to our method, Nagrani et al. [Nagrani, 2022] create a weakly-labeled dataset
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for paired video-audio and captions that allows for training multi-modal video-audio encoder to
match textual features resulting in strong audio and video retrieval and captioning performance.
AudioCLIP [Guzhov, 2021] adds audio as an additional modality into a CLIP framework, en-
abling zero-shot audio classification. In contrast, IMAGEBIND does not require explicit paired
data between all modalities and instead leverages image as a natural weak supervision for uni-
fying modalities.

Feature Alignment Pre-trained CLIP models have been utilized as teachers to supervise other
models due to the strength of its visual representations [Wei, 2022; Peng, 2022; Liu, 2022a).
Moreover, CLIP joint image and text embedding space has also been leveraged for a variety
of zero-shot tasks like detection [Zhou, 2022; Gu, 2021], segmentation [Li, 2022], mesh anima-
tion [Youwang, 2022] etc. showing the power of joint embedding spaces. PointCLIP [Zhang,
2022] finds a pre-trained CLIP encoder can be used for 3D recognition by projecting a point
cloud to a number of 2D depth map views, which in turn are encoded using CLIP visual encoder.
In multilingual neural machine translation, a similar phenomenon to the emergence behavior of
IMAGEBIND is commonly observed and utilized: if languages are trained in the same latent space
through learned implicit bridging, translation can be done between language pairs on which no

paired data is provided [Johnson, 2017; Lample, 2017].

6.3 Method

Our goal is to learn a single joint embedding space for all modalities by using images to bind
them together. We align each modality’s embedding to image embeddings, such as text to image
using web data and IMU to video using video data captured from egocentric cameras with IMU.
We show that the resulting embedding space has a powerful emergent zero-shot behavior that
automatically associates pairs of modalities without seeing any training data for that specific

pair. We illustrate our approach in fig. 6.2.

6.3.1 Preliminaries

Aligning specific pairs of modalities. Contrastive learning [Hadsell, 2006] is a general
technique for learning an embedding space by using pairs of related examples (positives) and
unrelated examples (negatives). Using pairs of aligned observations, contrastive learning can
align pairs of modalities such as (image, text) [Radford, 2021], (audio, text) [Guzhov, 2021],
(image, depth) [Tian, 2019], (video, audio) [Morgado, 2021] etc. However, in each case, the joint
embeddings are trained and evaluated using the same pairs of modalities. Thus, (video, audio)
embeddings are not directly applicable for text-based tasks while (image, text) embeddings
cannot be applied for audio tasks.

Zero-shot image classification using text prompts. CLIP [Radford, 2021] popularized a
‘zero-shot’ classification task based on an aligned (image, text) embedding space. This involves
constructing a list of text descriptions that describe the classes in a dataset. An input image is
classified based on its similarity to the text descriptions in the embedding space. Unlocking such

zero-shot classification for other modalities requires specifically training using paired text data,
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B¢ D »

Images Videos Text Audio Depth IMU
‘Web Image-Text u Depth Sensor Data @ Web Videos

Naturally Aligned IMAGEBIND @

————————— Emergent Alignment

e e R

Sheep basking in the sun

Figure 6.2 - ImageBind overview. Different modalities occur naturally aligned in different data sources,
for instance images+text and video+audio in web data, depth or thermal information with images, IMU
data in videos captured with egocentric cameras, etc. IMAGEBIND links all these modalities in a common
embedding space, enabling new emergent alignments and capabilities.

e.g., (audio, text) [Guzhov, 2021] or (point-clouds, text) [Zhang, 2022]. In contrast, IMAGEBIND

unlocks zero-shot classification for modalities without paired text data.

6.3.2 Binding modalities with images

IMAGEBIND uses pairs of modalities (Z, M), where Z represents images and M is another
modality, to learn a single joint embedding. We use large-scale web datasets with (image, text)
pairings that span a wide range of semantic concepts. Additionally, we use the natural, self-
supervised pairing of other modalities — audio, depth, thermal, and Intertial Measurement Unit
(IMU) — with images.

Consider the pair of modalities (Z, M) with aligned observations. Given an image I; and
its corresponding observation in the other modality M;, we encode them into normalized em-
beddings: q; = f(I;) and k; = g(M;) where f, g are deep networks. The embeddings and the

encoders are optimized using an InfoNCE [Oord, 2018] loss:

exp(q;ki/T)

exp(alki/7) + X exp(alk; /7))’ (6.1)

LI,M = — log

where 7 is a scalar temperature that controls the smoothness of the softmax distribution and
j denotes unrelated observations, also called ‘negatives. We follow [Wu, 2018b] and consider
every example j # i in the mini-batch to be a negative. The loss makes the embeddings q;
and k; closer in the joint embedding space, and thus aligns Z and M. In practice, we use a
symmetric loss Lz ap + Lz

Emergent alignment of unseen pairs of modalities. IMAGEBIND uses modalities paired
with images, i.e., pairs of the form (Z, M) to align each the embeddings from each modality M
to those from images. We observe an emergent behavior in the embedding space that aligns two
pairs of modalities (M1, Ma2) even though we only train using the pairs (Z, M;) and (Z, Ma).
This behavior allows us to perform a wide variety of zero-shot and cross-modal retrieval tasks
without training for them. We achieve state-of-the-art zero-shot text-audio classification results

without observing a single sample of paired (audio, text).
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6.3.3 Implementation Details

IMAGEBIND is conceptually simple and can be implemented in many different ways. We

deliberately choose a vanilla implementation that is flexible and allows for an effective study
and easy adoption. In section 6.5, we present design decisions that are critical for good emergent
‘binding’.
Encoding modalities. We use a Transformer architecture [Vaswani, 2017b] for all the modality
encoders. We use the Vision Transformer (ViT) [Dosovitskiy, 2021a] for images. Following [Gird-
har, 2022a], we use the same encoder for images and videos. We temporally inflate [Carreira,
2017] the patch projection layer of the ViT and use 2 frame video clips sampled from 2 seconds.
We follow [Gong, 2021] for encoding audio and convert a 2 second audio sampled at 16kHz into
spectrograms using 128 mel-spectrogram bins. As the spectrogram is also a 2D signal like an
image, we use a ViT with a patch size of 16 and stride 10. We treat thermal images and depth
images as one-channel images and also use a ViT to encode them. We follow [Girdhar, 2022D)]
to convert depth into disparity maps for scale invariance. We extract the IMU signal consisting
of accelerometer and gyroscope measurements across the X, Y, and Z axes. We use 5 second
clips resulting in 2K time step IMU readings which are projected using a 1D convolution with a
kernel size of 8. The resulting sequence is encoded using a Transformer. Finally, we follow the
text encoder design from CLIP [Radford, 2021].

We use separate encoders for images, text, audio, thermal images, depth images, and IMU.
We add a modality-specific linear projection head on each encoder to obtain a fixed size d dimen-
sional embedding, that is normalized and used in the InfoNCE loss from eq. (6.1). In addition to
ease of learning, this setup allows us to also initialize a subset of the encoders using pretrained
models, e.g., the image and text encoder using CLIP [Radford, 2021] or OpenCLIP [Ilharco,
2021].

6.3.3.1 Inference implementation details

Audio/Video: For both these temporal modalities (whether operated upon together during
pre-training or separately during inference), we sample fixed length clips to operate on. During
training, we randomly sample a clip, typically 2s in length. At inference time, we uniformly
sample multiple clips to cover the full length of the input sample. For instance, for 5s ESC
videos, we would sample [%] = 3 clips. For video clips, we sample a fixed number of frames
from each clip. For audio, we process each raw audio waveform by sampling it at 16KHz followed
by extracting a log mel spectrogram with 128 frequency bins using a 25ms Hamming window
with hop length of 10ms. Hence, for a ¢ second audio we get a 128 x 100t dimensional input.

IMU: For IMU, we sample fixed length clips of 5 seconds, centered around time-stamps that
are aligned with narrations. For each clip, we get a 6 x 2000 dimensional input and we measure
the zero-shot performance for scenario classification using each clip as an independent testing

sample.
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Dataset Task #cls Metric #test
Audioset Audio-only (AS-A) [Gemmeke, 2017] Audio cls. 527 mAP 19048
ESC 5-folds (ESC) [Piczak, 2015] Audio cls. 50  Acc 400
Clotho (Clotho) [Font, 2013] Retrieval - Recall 1045
AudioCaps (AudioCaps) [Kim, 2019] Retrieval - Recall 796
VGGSound (VGGS) [Chen, 2020a] Audio cls. 309  Acc 14073
SUN Depth-only (SUN-D) [Song, 2015] Scene cls. 19 Acc 4660
NYU-v2 Depth-only (NYU-D) [Silberman, 2012]| Scene cls. 10  Acc 653
( ) [Jia, 2021b] Person cls. 2 Acc 15809
Ego4D (Ego4D) [Grauman, 2022] Scenario cls. 108  Acc 68865
Table 6.1 — Emergent zero-shot classification datasets for audio, depth, , and Inertial Mea-

surement Unit (IMU) modalities. We evaluate IMAGEBIND without training for any of these tasks and
without training on paired text data for these modalities. For each dataset, we report the task (classifica-
tion or retrieval), number of classes (#cls), metric for evaluation (Accuracy or mean Average Precision),
and the number of test samples (#test).

N ) »
INIK P365 | K400 MSR-VTT | NYU-D SUN-D | AS-A VGGS ESC Ego4D

Random 0.1 0.27 | 0.25 0.1 10.0 5.26 062 032 275 | 500 0.9
IMAGEBIND 777 454 | 50.0 36.1 54.0 35.1 176 278 669 | 634 25.0

Text Paired - - - - 41.9* 25.4* | 28.4" - 68.61 - =

Absolute SOTA 91.0 60.7 89.9 57.7 76.7 64.9 19.6 52.5 97.0 - -

Table 6.2 — Emergent zero-shot classification of IMAGEBIND using text prompts highlighted in blue.
IMAGEBIND aligns images with text, depth, audio, thermal and IMU modalities. The resulting embedding
space can associate text embeddings with the non-image modalities, and leads to strong emergent zero-
shot classification. We show strong performance even on non-visual modalities such as audio and IMU.
We compare to ‘Text Paired’ baselines wherever possible, which trains with paired text data for that
modality. *We use the OpenCLIP ViT-H [Ilharco, 2021] on depth rendered as grayscale images. f[Guzhov,
2021] that uses AS class names as supervision during training, and hence is not “zero-shot”. Overall,
IMAGEBIND shows strong emergent zero-shot performance, even compared to such upper bounds. We
also report the absolute state-of-the-art (SOTA) on each dataset for reference, which typically uses
additional supervision, model ensembles etc. We report the top-1 classification accuracy for all datasets
except MSR-VTT (Recall@1) and Audioset Audio-only (mAP).

6.4 Experiments

Naturally paired modalities and datasets. We use IMAGEBIND on six modalities - im-
age/video, text, audio, depth, thermal images, and IMU. As described in section 6.3.3, we treat
videos as 2 frame images and process them the same as images. For the naturally available
paired data, we use the (video, audio) pairs from the Audioset dataset [Gemmeke, 2017], (im-
age, depth) pairs from the SUN RGB-D dataset [Song, 2015], (image, thermal) pairs from the
LLVIP dataset [Jia, 2021b] and (video, IMU) pairs from the Ego4D dataset [Grauman, 2022].
For these pairs of modalities, we do not use any extra supervision like class labels, text etc.
Since SUN RGB-D and LLVIP are relatively small, we follow [Girdhar, 2022b] and replicate
them 50x for training.

Large scale image-text pairs. We leverage image-text supervision from large-scale web
data [Radford, 2021]. For ease of experimentation, we use pretrained models that are trained on
billions of (image, text) pairs. Specifically, we use the pretrained vision (ViT-H 630M params)
and text encoders (302M params) from OpenCLIP [Ilharco, 2021] in our experiments.
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Encoders for each modality. We convert audio into 2D mel-spectrograms [Gong, 2021}, and
thermal and depth modalities into 1 channel images and use ViT-B, ViT-S encoders respectively.
The image and text encoders are kept frozen during the IMAGEBIND training and the audio,
depth, thermal, and IMU encoders are updated.

Emergent zero-shot vs. zero-shot. Methods such as CLIP [Radford, 2021], AudioCLIP [Guzhov,
2021] ete. train with modality pairs, (image, text) and (audio, text), to demonstrate zero-shot
classification using text-prompts for the same modality. In contrast, IMAGEBIND binds modali-
ties together using only image-paired data. Thus, just by training on (image, text) and (image,
audio), IMAGEBIND can perform zero-shot classification of audio using text prompts. As we do
not directly train for this ability, we term it emergent zero-shot classification to distinguish it
from methods that specifically train using paired text-supervision for all modalities.
Evaluation on downstream tasks. We comprehensively evaluate IMAGEBIND on a many
different downstream tasks using different protocols. We summarize the main datasets used for

evaluation in table. 6.1.

6.4.1 Emergent zero-shot classification

We evaluate IMAGEBIND on emergent zero-shot classification and use the text prompt tem-
plates from [Radford, 2021]. We report the results in table. 6.2. Each task measures IMAGE-
BIND’s ability to associate text embeddings to the other modalities without observing them
together during training. Given the novelty of our problem setting, there are no “fair” baselines
to compare IMAGEBIND with. Nevertheless, we compare to prior work that uses text paired
with certain modalities (e.g. audio [Nagrani, 2022; Guzhov, 2021]), and for certain “visual-like”
modalities such as depth and thermal, we use the CLIP model directly. We also report the best
reported supervised upper bound per benchmark.

IMAGEBIND achieves a high emergent zero-shot classification performance. On each bench-
mark, IMAGEBIND achieves strong gains and even compares favorably to supervised specialist
models trained for the specific modality and task. These results demonstrate that IMAGEBIND
aligns the modalities and implicitly transfers the text supervision associated with images to
other modalities like audio. In particular, IMAGEBIND shows strong alignment for non-visual
modalities like audio and IMU suggesting that their naturally available pairing with images
is a powerful source of supervision. For completeness, we also report the standard zero-shot
image (ImageNet [Russakovsky, 2015] - IN1K, Places-365 [Zhou, 2014] - P365) and video (Ki-
netics400 [Kay, 2017] - K400, MSR-VTT 1k-A [Xu, 2016] - MSR-VTT) tasks. As the image &
text encoders are initialized (and frozen) using OpenCLIP, these results match those of Open-
CLIP.

6.4.1.1 Zero-shot evaluation details

Query Templates. For all evaluations, we use the default set of templates from CLIP [Radford,

2021].' Note that we use the same templates for non visual modalities like audio and depth as

1. https://github.com/openai/CLIP/blob/main/notebooks/Prompt_Engineering_for_ImageNet.ipynb
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Emergent  Clotho AudioCaps ESC
\ |R@1 R@10 R@1 R@10 Top-1

Uses audio and text supervision ‘ ‘ ‘ ‘

AudioCLIP [Guzhov, 2021] X - - __ 68.6
Uses audio and text loss ‘ ‘ ‘ ‘
AVFIC [Nagrani, 2022] | X ‘ 3.0 175 ‘ 8.7 377 L
No audio and text supervision | | | |
IMAGEBIND | v | 6.0 28.4 | 9.3 423 | 66.9
Supervised | | | |

8.4 38.6 o

AVFIC finetuned [Nagrani, 2022] X
ARNLQ [Oncescu, 2021]

X 12.6 454 |24.3 T72.1
Table 6.3 — Emergent zero-shot audio retrieval and classification. We compare IMAGEBIND to
prior work on zero-shot audio retrieval and audio classification. Without using audio-specific supervision,
IMAGEBIND outperforms prior methods on zero-shot retrieval and has comparable performance on the
classification task. IMAGEBIND’s emergent zero-shot performance approaches those of specialist super-

vised models.

Modality | Emergent MSR-VTT

R@1l R@5 R@10
MIL-NCE [Miech, 2019a] A% X 8.6 16.9 25.8
SupportSet [Patrick, 2020] A% X 104 22.2 30.0
FIT [Bain, 2021] \Y X 154 33.6 44.1
AVFIC [Nagrani, 2022] A4V X 19.4 39.5 50.3
IMAGEBIND A 4 6.8 185 27.2
IMAGEBIND A+V X 36.8 61.8 70.0

Table 6.4 — Zero-shot text based retrieval on MSR-VTT 1K-A. We compare IMAGEBIND’s emergent
retrieval performance using audio and observe that it performs favorably to methods that use the stronger
video modality for retrieval.

well since we only use semantic/textual supervision associated with images.

6.4.2 Comparison to prior work

We now compare IMAGEBIND against prior work in zero-shot retrieval and classification

tasks.
Zero-shot text to audio retrieval and classification. Unlike IMAGEBIND, prior work trains
using paired data for that modality, e.g., AudioCLIP [Guzhov, 2021] uses (audio, text) super-
vision and AVFIC [Nagrani, 2021] uses automatically mined (audio, text) pairs. We compare
their zero-shot text to audio retrieval and classification performance to IMAGEBIND’s emergent
retrieval and classification in table. 6.3.

IMAGEBIND significantly outperforms prior work on the audio text retrieval benchmarks. On
the Clotho dataset, IMAGEBIND has double the performance of AVFIC despite not using any text
pairing for audio during training. Compared to the supervised AudioCLIP model, IMAGEBIND
achieves comparable audio classification performance on ESC. Note that AudioCLIP uses class

names from AudioSet as text targets for audio-text training, hence is referred to as ‘supervised’.
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IMAGEBIND’s strong performance on all three benchmarks validates its ability to align the audio
and text modalities using images as a bridge.

Text to audio and video retrieval. We use the MSR-VTT 1k-A benchmark to evaluate
the text to audio and video retrieval performance in table. 6.4. Only using audio, IMAGEBIND
achieves strong emergent retrieval performance compared to the video retrieval performance
of prior work like MIL-NCE. The text to video performance for our model is strong (36.1%
R@1 in table. 6.2) as it uses OpenCLIP’s vision and text encoders and outperforms many
prior methods. However, combining the audio and video modalities further boosts performance

showing the utility of IMAGEBIND’s features over an already strong retrieval model.

6.4.3 Few-shot classification
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Figure 6.3 — Few-shot classification on audio and depth. We report the emergent zero-shot clas-
sification performance on each benchmark (denoted by ). We train linear classifiers on fixed features
for the > 1-shot case. (Left) In all settings, IMAGEBIND outperforms the self-supervised AudioMAE
model. IMAGEBIND even outperforms a supervised AudioMAE model upto 4 shot learning showing its
strong generalization. (Right) We compare with the MultiMAE model trained with images, depth, and
semantic segmentation masks. IMAGEBIND outperforms MultiMAE across all few-shot settings on few-
shot depth classification.

We now evaluate the label-efficiency of IMAGEBIND by evaluating on few-shot classification.
We use the audio and depth encoders from IMAGEBIND and evaluate them on audio and depth
classification respectively in fig. 6.3. For >1-shot results, we follow [Radford, 2021; Morgado,
2021] and train linear classifiers on fixed features.

On few-shot audio classification (fig. 6.3 left), we compare with (1) self-supervised AudioMAE
model trained on audio from Audioset and (2) a supervised AudioMAE model finetuned on
audio classification. Both baselines use the same capacity ViT-B audio encoder as IMAGEBIND.
IMAGEBIND significantly outperforms the AudioMAE model on all settings with gains of ~40%
accuracy in top-1 accuracy on <4-shot classification. IMAGEBIND also matches or outperforms
the supervised model on >1-shot classification. IMAGEBIND’s emergent zero-shot performance
surpasses the supervised <2-shot performance.

For few-shot depth classification, we compare with the multimodal MultiMAE [Bachmann,
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® =)

Thunderstorm

Figure 6.4 - Embedding space arithmetic where we add image and audio embeddings, and use them
for image retrieval. The composed embeddings naturally capture semantics from different modalities.
Embeddings from an image of fruits + the sound of birds retrieves images of birds surrounded by fruits.

2022] ViT-B/16 model trained on images, depth, and semantic segmentation data. IMAGEBIND
significantly outperforms MultiMAFE across all the few-shot settings. Altogether, these results
show the strong generalization of IMAGEBIND audio and depth features trained with image

alignment.

6.4.3.1 Few-shot evaluation details

For the few-shot results in Figures 6.3 using the ESC and SUN datasets, we sampled k training
samples per class, where k € {1,2,4,8}. We fix the k samples such that our model and the
baselines use exactly the same samples during training. For all few-shot evaluations, including
the baselines, we freeze the encoder parameters and only train a linear classifier.

Audio: For audio few-shot training with ESC, our model and the baselines are trained using
AdamW with a learning rate of 1.6 x 10~3 and weight decay of 0.05 for 50 epochs.

Depth: For depth few-shot training with SUN, our model and the baselines are trained using
AdamW with a learning rate of 1072 and no weight decay for 60 epochs.

6.4.4 Analysis and Applications

Multimodal embedding space arithmetic. We study whether IMAGEBIND’s embeddings
can be used to compose information across modalities. In fig. 6.4, we show image retrievals
obtained by adding together image and audio embeddings. The joint embedding space allows
for us to compose two embeddings: e.g., image of fruits on a table 4+ sound of chirping birds

and retrieve an image that contains both these concepts, i.e., fruits on trees with birds. Such
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Figure 6.5 — Object detection with audio queries. Simply replacing Detic [Zhou, 2022]’s CLIP-based
‘class’ embeddings with our audio embeddings leads to an object detector promptable with audio. This
requires no re-training of any model.
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emergent compositionality whereby semantic content from different modalities can be composed
will likely enable a rich variety of compositional tasks.

Without re-training, we can ‘upgrade’ existing vision models that use CLIP embeddings to
use IMAGEBIND embeddings from other modalities such as audio.
Upgrading text-based detectors to audio-based. We use a pretrained text-based detection
model, Detic [Zhou, 2022], and simply replace its CLIP-based ‘class’ (text) embeddings with
IMAGEBIND’s audio embeddings. Without training, this creates an ‘audio’-based detector that
can detect and segment objects based on audio prompts. As shown in fig. 6.5, we can prompt
the detector with the barking sound of a dog to localize a dog.
Upgrading text-based diffusion models to audio-based. We use a pretrained DALLE-
2 [Ramesh, 2022b] diffusion model (private reimplementation) and replace its prompt embed-
dings by our audio embeddings. In fig. 6.1, we observe that we can repurpose the diffusion model

to generate plausible images using different types of sounds.

6.4.4.1 Qualitative evaluation details

Cross-modal nearest neighbors. We perform the retrieval on the embedding feature after
temperature scaling. The nearest neighbors are computed using cosine distance. In fig. 6.1, we
show retrievals for audio from ESC, image retrievals from IN1K and COCO, depth from SUN-D,
and text from AudioCaps.

Embedding arithmetic. For arithmetic, we again use the embedding features after tempera-
ture scaling. We f5 normalize the features and sum the embeddings after scaling them by 0.5.
We use the combined feature to perform nearest neighbor retrieval using cosine distance, as
described above. In fig. 6.1, we show combination of images and audio from IN1K and ESC,
and show retrievals from IN1K.

Audio—Image Generation. For generating images form audio clips, we rely on an in-house
reproduced implementation of DALLE-2 [Ramesh, 2022b]. In DALLE-2, to produce images from
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Config AS SUN Ego4D
Vision encoder ViT-Huge
embedding dim. 768 384 768 512
number of heads 12 8 12 8
number of layers 12 12 12 6
Optimizer AdamW
Optimizer Momentum 61 =0.9,02 =0.95
Peak learning rate 1.6e-3  1.6e-3 He-4 He-4
Weight decay 0.2 0.2 0.05 0.5
Batch size 2048 512 512 512
Gradient clipping 1.0 1.0 5.0 1.0
Warmup epochs 2
Sample replication 1.25 50 25 1.0
Total epochs 64 64 64 8
Stoch. Depth [Huang, 2016] | 0.1 0.0 0.0 0.7
Temperature 0.05 0.2 0.1 0.2
Augmentations:
RandomResizedCrop
size o 224px o
interpolation o Bilinear Bilinear o
RandomHorizontalFlip _ p=05 p=05> _
RandomErase o p=0.25 p=0.25 o
RandAugment _ 9/0.5 9/0.5 _
Color Jitter o 0.4 0.4 o
Frequency masking 12 _ _ _

Table 6.5 — Pretraining hyperparameters

text prompts, the image generation model relies on text embeddings produced by the pre-trained
CLIP-L/14 text encoder. Since IMAGEBIND naturally aligns CLIP’s-embedding space to that
of other modalities proposed in the chapter, we can upgrade the DALLE-2 model to generate
images by prompting it with these new unseen modalities. We achieve zero-shot audio to image
generation with DALLE-2 by simply using the temperature-scaled audio embeddings generated
by IMAGEBIND’s audio encoder as a proxy for the CLIP’s text embeddings in the DALLE-2’s
image generation model.

Detecting objects using audio. We extract all audio descriptors from the validation set
of ESC using an IMAGEBIND ViT-B/32 encoder, yielding 400 descriptors in total. We use an
off-the-shelf CLIP-based Detic [Zhou, 2022] model and use the audio descriptors as the classifier
for Detic in place of CLIP text-based ‘class’ embeddings. We use a score threshold of 0.9 for

the qualitative results in Figure 6.5.

6.4.5 Pretraining details

In Table 6.5 we detail the hyperparameters used to pre-train each of the models reported in
Table 6.2.
6.4.6 Datasets and Metrics

Audioset (AS) [Gemmeke, 2017]. This dataset is used for both training and evaluation. It

contains 10s videos from YouTube annotated into 527 classes. It consists of 3 pre-defined splits,
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the balanced split with about 20K videos, test split with 18K videos, and an unbalanced training
split with about 2M vidoes. For training, we use the 2M unbalanced set without any labels,
and only use it for audio-video matching. For zero-shot evaluation in table. 6.2, we use the
test set and compute logits for each class using the textual class names along with the templates
as described later in section 6.4.1.1. The metric used is top-1 accuracy.

ESC-50 (ESC) [Piczak, 2015]. We use this dataset for evaluating the learned representations in
a zero-shot manner. The task here is “Environmental Sound Classification” (ESC). It consists of
2000 5s audio clips classified into 50 classes. It has pre-defined 5 fold evaluation, each consisting
of 400 test audio clips. In this work, we compute 0-shot predictions on the evaluation set for
each fold and report the 5-fold average performance. For ablations we use only the first fold for
computational ease. The metric used is top-1 accuracy.

Clotho (Clotho) [Font, 2013]. This is a dataset of audio from the Freesound platform with
textual descriptions. It consists of a dev and test set of 2893 and 1045 audio clips respectively,
with each clip associated with 5 descriptions. We consider the text—audio retrieval task, and
consider each of the 5 associated captions as a separate test query and retrieve from the set of
audio clips. The metric used is recallQK, where a given test query is assumed to be correctly
solved if the ground truth audio is retrieved within the top-K retrieved audio clips.
AudioCaps (AudioCaps) [Kim, 2019]. This is a dataset of audiovisual clips from YouTube
accompanied by textual descriptions. It consists of clips from the Audioset dataset as described
earlier. We use the splits as provided in [Oncescu, 2021], % which removes clips that overlap with
the VGGSound dataset. We end up with 48198 training, 418 validation and 796 test clips. We
only use the test set for zero-shot evaluation of our model. The task is text—audio retrieval,
and evaluation is performed using recall@K.

VGGSound (VGGS) [Chen, 2020a]. This dataset contains about 200K video clips of 10s
length, annotated with 309 sound classes consisting of human actions, sound-emitting objects
and human-object interactions. We only use the audio from the test set (with 14073 clips) for
0-shot classification. The evaluation is done using the top-1 accuracy metric.

SUN RGB-D (SUN). We use the registered RGB and Depth maps provided in the SUN
RGB-D [Song, 2015] dataset train set (~5K pairs) for training our model. We follow [Girdhar,
2022b] to post process the depth maps in two steps - 1) we use in-filled depth values and 2)
convert them to disparity for scale normalization. This dataset is only used in training, so we
do not use any metadata or class labels.

SUN Depth-only (SUN-D). We use only the ~5K depth maps from the val split of the SUN
RGB-D [Song, 2015] dataset and denote them as SUN Depth-only. This dataset is only used
for evaluation and we do not use the RGB images. We process the depth maps similar to SUN
RGB-D (in-filled depth, converted to disparity). We use the 19 scene classes in the dataset and
use their class names for constructing the zero-shot classification templates.

NYU-v2 Depth-only (NYU-D). We use the 794 val set depth maps from the NYU-v2
Depth-only [Silberman, 2012] dataset for evaluation only. We post-process the depth similar to

2. https://www.robots.ox.ac.uk/~vgg/research/audio-retrieval/resources/benchmark-files/
AudioCaps_retrieval_dataset.tar.gz
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Chapter 6. Learning a shared embedding space for six modalities with ImageBind

SUN Depth-only. We use the 10 scene class names in the dataset. The 10th scene class, called
‘other’, correspond to 18 different semantic classes — [’basement’, ’cafe’, ’computer lab’,
’conference room’, ’dinette’, ’exercise room’, ’foyer’, ’furniture store’, ’home
storage’, ’indoor balcony’, ’laundry room’, ’office kitchen’, ’playroom’, ’printer
room’, ’reception room’, ’student lounge’, ’study’, ’study room’]. For zero-shot eval-
uation, we compute the cosine similarity of the 10th class as the maximum cosine similarity
among these 18 classnames.

The LLVIP dataset [Jia, 2021b] consists of RGB image and Thermal (infrared
low-light) image pairs. The dataset was collected in an outdoor setting using fixed cameras
observing street scenes and contains RGB images taken in a low-light paired with infrared
images (8~14um frequency). The RGB thermal pairs are registered in the dataset release.
For training, we use the train set with 12025 RGB image and thermal pairs. For evaluation,
we use the val set with 3463 pairs of RGB and thermal images. Since the original dataset is
designed for detection, we post process it for a binary classification task. We crop out pedestrian
bounding boxes and random bounding boxes (same aspect ratio and size as pedestrian) to create
a balanced set of 15809 total boxes (7931 ‘person’ boxes). For zero-shot classification, we use
the following class names for the ‘person’ class - [’person’, ’man’, ’woman’, ’people’],
and [’street’, ’road’, ’car’, ’light’, ’tree’] for the background class.

Ego4D (Ego4D) [Grauman, 2022]. For the Ego4D dataset, we consider the task of scenario
classification. There are 108 unique scenarios present in the 9,645 videos of the EgodD dataset.
We filter out all videos annotated with more than one scenario which yields 7,485 videos with a
single scenario assigned. For each video, We select all time-stamps that contains a synchronized
IMU signal as well as aligned narrations. We sample 5 second clips around each time-stamp.
The dataset is split randomly such that we have 510,142 clips for training, and 68,865 clips for
testing. During training we only use the video frames and their corresponding IMU signal. We
use the test split to measure zero-shot scenario classification performance, where each clip of

IMU signal is assigned the video-level scenario label as its ground-truth.

6.5 Ablation Study

We investigate various design choices for learning a joint embedding space for different modal-
ities. Since the ablation experimental setup is similar to section 6.4, we only note the main
differences (full details in section 6.4.5). We report results on the ESC fold-1 for the ablation
study. We use a ViT-B encoder for the image, audio, depth, and thermal modalities by default
and train them for 16 epochs (vs. 32 epochs in section 6.4). For IMU we use a lightweight 6 layer
encoder with 512 dimensional width and 8 heads, and train it for 8 epochs. The text encoder
follows [Radford, 2021] and is a twelve layer Transformer with a width of 512 dimensions. We
initialize the image and text encoder from the CLIP model [Radford, 2021].
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Figure 6.6 — Scaling the image encoder size while keeping the other modality encoders’ size fixed.
We measure the performance on the emergent zero-shot classification of depth, audio, thermal, and IMU
modalities. Scaling the image encoder significantly improves the zero-shot classification results suggesting
that a stronger visual representation improves the ‘binding’ of modalities.

6.5.1 Scaling the Image Encoder

The central idea in IMAGEBIND is aligning the embeddings of all modalities to image em-
beddings. Thus, the image embeddings plays a central role in the emergent alignment of unseen
modalities and we study their effect on the emergent zero-shot performance. We vary the size of
the image encoder and train an encoder for the depth, audio etc. modalities to match the image
representation. To isolate the effect of the image representation, we fix the size of the other
modality encoders. We use the pretrained CLIP (ViT-B and ViT-L) and OpenCLIP (ViT-H)
image and text encoders for this experiment. Our results in fig. 6.6 show that IMAGEBIND’s
emergent zero-shot performance on all modalities improves with better visual features. For
depth and audio classification, the stronger ViT-H vs. the ViT-B image encoder, provides a gain
of 7% and 4% respectively. Thus, stronger visual features can improve recognition performance

even on non-visual modalities.

6.5.2 Training Loss and Architecture

We study the effect of the training design choices on the emergent zero-shot classification.
We focus on two modalities with different characteristics - depth which is visual and spatial,
and audio which is non-visual and has a temporal component. We found that studying these
diverse modalities led to robust and transferable design decisions.

Contrastive loss temperature. We study the effect of the temperature 7 ( eq. (6.1)) in ta-
ble. 6.6a. We experiment with a learnable temperature initialized to 0.07 (parametrized in the
log-scale) following [Radford, 2021] vs. various values of fixed temperatures. Unlike [Radford,

2021], we observe that a fixed temperature is best for depth, audio and IMU classification. Ad-
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Temp %‘Learn 0.05 0.07 0.2 1.0 Proj head %‘Linear MLP Batch size %‘ 512 1k 2k 4k
SUN-D | 24.1 27.0 27.3 26.7 28.0 SUN-D | 26.7 265 NYU-D |47.3 46.5 43.0 39.9
ESC 54.8 56.7 52.4 45.4 24.3 ESC 56.7 51.0 ESC 39.4 53.9 56.7 53.9
(a) Temperature for loss. (b) Projection Head. (c) Batch size.
Epochs %‘ 16 32 64 Data aug %‘Basic Strong
SUN-D [26.7 27.9 29.9 SUN-D |254 26.7 Spatial align %\None Aligned
ESC 56.7 61.3 62.9 ESC 56.7 22.6 SUN-D ‘ 16.0  26.7
(d) Training epochs. (e) Data aug for image. (f) Spatial alignment of depth.
Data aug —>‘None RandErase Temporal align—>‘None Aligned Data aug —>‘Basic +Freq mask
SUN-D [242 267 ESC |55.7  56.7 BSC 565 56.7
(¢) Depth data aug. (h) Temporal alignment of au- (i) Audio data aug.
dio.

Table 6.6 — Training loss and architecture design decisions and their impact on emergent zero-
shot classification. Settings for results in section 6.4 highlighted in gray. (a) A fixed temperature in
the contrastive loss outperforms a learnable one for all modalities. (b) A linear projection head for
computing the depth or audio embedding works better than an MLP head. (c) A smaller batch size
works better for depth classification presumably because of the smaller size of (image, depth) datasets.
(d) Longer training improves the zero-shot classification performance for both modalities. (e) Stronger
image augmentation improves depth classification while basic augmentation significantly improves audio
classification. (f, g) Using spatially aligned image and depth crops when training IMAGEBIND significantly
improves performance. Similarly, RandErase augmentation is critical to good zero-shot classification on
depth. (h, i) Temporally aligned audio and video matching gives improved performance and using
frequency augmentation for audio gives a slight improvement.

ditionally, we see that a higher temperature is better for training the depth, thermal, and IMU
encoders, whereas a lower temperature works best for the audio modality.

Projection head. We vary the projection head used for each encoder from a linear layer to
an MLP with 768 hidden dimensions. The results in table. 6.6b show that a linear projection
performs better for both modalities. This is in contrast to standard self-supervised methods like
SimCLR [Chen, 2020c] whose performance improves with MLP projection heads.

Training epochs. We vary the number training epochs and report the classification perfor-
mance in table. 6.6d. Longer training consistently improves the emergent zero-shot performance
for both modalities across all datasets.

Data augmentation for paired images. During IMAGEBIND training, we augment images
either using basic augmentation (cropping, color jitter) or strong augmentation that additionally
applies RandAugment [Cubuk, 2020] and RandErase [Zhong, 2020]. We specify the augmenta-
tion parameters in section 6.4.5. Stronger augmentation helps depth classification when training
on the small number of (image, depth) pairs from the SUN RGB-D dataset. However, for audio,
strongly augmenting the video makes the task too challenging, leading to a significant drop of
34% on ESC.

Depth specific design choices. We vary the type of spatial crops used for training in ta-
ble. 6.6f. Following CMC [Tian, 2019], we use two unaligned random crops from the correspond-
ing image and depth pair vs. our default choice of using spatially aligned random crops. Contrary

to CMC, we observe that random cropping severely degrades performance: more than 10% on
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Audio Encoder (ESC) Depth Encoder (SUN)
Image Encoder | ViT-S ViT-B ‘ViT—S ViT-B
ViT-B 52.8 56.7 30.7 26.7

ViT-H 54.8 60.3 33.3 29.5

Table 6.7 — Capacity of the audio and depth encoders and their impact on performance. A stronger
image encoder improves performance for both audio and depth tasks. As the number of (image, depth)
pairs is small, a smaller encoder improves performance for depth. For audio classification, a larger encoder
is better.

| INIK ESC SUN-D
Joint training 141 7.1 12.4
Update image only w/ text | 35.4 11.8  18.7

Table 6.8 — Different training procedures for IMAGEBIND where we train all encoders from scratch.
While joint training leads to worse performance, only updating the image encoder using the (image, text)
loss, and jointly training the models is better.

SUN-D. Unlike vanilla self-supervised learning, our image representations learned from image-
text pairs are more semantic and thus spatially misaligned crops hurt performance. In table. 6.6g,
we observe that RandomErase [Zhong, 2020] boosts performance on depth classification.
Audio specific design choices. We train for video-audio alignment using temporally aligned
samples or unaligned samples and measure the final performance in table. 6.6h. Similar to
the depth classification observation, temporally aligned samples lead to better performance.
table. 6.61 shows that using frequency masking augmentation for audio also provides a small
boost in performance.

Capacity of the audio and depth encoders and their impact of the classification perfor-
mance is reported in table. 6.7. A smaller encoder for depth improves performance presumably
because of the relatively small size of the (image, depth) dataset. Conversely, we observe that
larger audio encoder improves the performance, particularly when paired with a high capacity
image encoder.

Training procedure. We study the different choices in training procedure on images, text,
depth, and audio. We jointly train all the encoders and do not initialize the image and text
encoders. We use a subset of the image-text pairs from the LAION dataset [Schuhmann, 2021],
and use the same datasets for depth and audio modalities as in section 6.5.2. Full training
details are in section 6.4.5. We experiment with two settings in table. 6.8: (1) jointly training
all encoders; and (2) stopping the gradient to the image encoder when aligning with audio and
depth. Training the image representation solely from the text supervision (second setting) yields
the best results not only for zero-shot image classification but also for the emergent zero-shot
audio and depth classification.

ImageBind to evaluate pretrained vision models in table. 6.9. We initialize the vision
encoder using a pretrained model and keep it fixed. We use image-paired data to align and train
text, audio, and depth encoders. Compared to the supervised DeiT model, the self-supervised
DINO model is better at emergent zero-shot classification on both depth and audio modalities.

Moreover, the emergent zero-shot performance is not correlated with the pure vision performance
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[IN1IK|VGGS ESC|SUN-D NYU-D
DINO [Caron, 2021] | 64.4 | 17.2 44.7| 268 4838
DeiT [Touvron, 2021b] | 74.47 | 9.6  25.0| 25.2 48.0

Table 6.9 — ImageBind as an evaluation tool. We initialize (and fix) the image encoder with different
methods and align other modalities. IMAGEBIND measures the impact of visual features on multimodal
tasks. T trained with IN1K supervision.

on ImageNet suggesting that these tasks measure different properties. IMAGEBIND can serve as

a valuable tool to measure vision models’ strength on multimodal applications.

6.6 Discussion and Limitations

IMAGEBIND is a simple and practical way to train a joint embedding space using only image
alignment. Our method leads to emergent alignment across all modalities which can be measured
using cross-modal retrieval and text-based zero-shot tasks. We enable a rich set of compositional
multimodal tasks across different modalities, show a way to evaluate pretrained vision models for
non-vision tasks and ‘upgrade’ models like Detic and DALLE-2 to use audio. There are multiple
ways to further improve IMAGEBIND. Our image alignment loss can be enriched by using other
alignment data. Our embeddings are trained without a specific downstream task, and thus lag
the performance of specialist models. More research into adapting general purpose embeddings
for each task, including structured prediction tasks such as detection will be beneficial. Finally,
new benchmarks, e.g. our emergent zero-shot task, to measure emergent abilities of multimodal

models are essential to create new and exciting applications.
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Transformers are highly expressive and versatile, making them effective for various modal-
ities. Initially, Transformers were primarily used for machine translation and NLP tasks, and
it took a while for the computer vision research community to adopt them. However, the in-
troduction of Vision Transformers by Dosovitskiy et al. [Dosovitskiy, 2021a] ignited a surge of
research aimed at adapting these architectures to different vision tasks and addressing their
limitations. In this manuscript, we delved into Vision Transformers and tackled a number of
research questions relating to their design and application. First, we addressed their quadratic
complexity limitation. Afterward, we explored the synergy between Masked Image Modeling and
Transformers for self-supervised pre-training and image compression. Finally, we leveraged the
universality of Transformers architecture to enable the learning of general-purpose representa-
tions for modalities with limited data. The methods we have proposed in this thesis have pushed
the limit for state-of-the-art performance in a number of vision tasks and unlocked novel use
cases by utilizing the power of Transformers. Below, we first re-discuss the challenges faced when
first experimenting with Transformers, and how this has motivated some of our contributions.

Then we will discuss some perspectives related to the topic of this thesis.

7.1 Summary of Contributions

7.1.1 Reducing the quadratic complexity of Vision Transformers

The quadratic complexity of Transformers limits their applicability to vision tasks that re-
quire high image resolutions. We have experienced this first-hand with our effort to improve
image retrieval with Transformers [El-Nouby, 2021b]. We have observed that off-the-shelf Vision
Transformers can provide superior performance to their CNN counterparts for retrieval appli-
cations with low-resolution images. However, for particular object retrieval, where images are
typically high in resolution, using Transformers to extract descriptors was extremely challeng-
ing. This motivated us to tackle this shortcoming by proposing XCiT [El-Nouby, 2021c]. In
Chapter 3, we introduced cross-covariance attention, a novel transposed view of self-attention
that has linear complexity in terms of image resolution but quadratic complexity with respect
to the model’s hidden dimension, which we can control. We then presented XCiT, a model

architecture that relies on cross-covariance attention as its main building block. XCiT has a
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simple columnar structure similar to a standard ViT model, with cross-covariance attention
used as a drop-in replacement for self-attention. XCiT has several advantages over ViT and
other efficient attention variants. It achieves the strongest reduction in memory consumption
and latency while retaining performance on par or stronger than its counterparts. At the time
it was published, XCiT is the first columnar attention-based architecture that achieved strong
performance for dense tasks such as object detection and semantic segmentation. With XCiT,
we can develop more efficient and accurate models for a wide range of vision tasks, addressing

the limitations of traditional self-attention-based architectures.

7.1.2 Masked Image Modeling as a powerful tool

Masked language modeling has become a popular paradigm for learning strong representa-
tions for NLP tasks following the success of BERT [Devlin, 2018]. This has motivated works like
BEIiT [Bao, 2021] to adapt masked prediction to images. Therefore, Masked image modeling
initially arose as a tool for learning visual representations with efforts like BEiT [Bao, 2021],
MAE [He, 2021a], and SplitMask [El-Nouby, 2021a]. It has also been found as a useful tool for

other tasks like image generation [Chang, 2022] and image compression [El-Nouby, 2023].

Self-supervised pre-training. In Chapter 4 we investigated different self-supervised pre-
training paradigms such as contrastive and joint embedding methods. We delved deeper into
denoising autoencoding, in particular with masking as the form of noise, using Transformers.
Specifically, we proposed a novel self-supervised denoising objective called SplitMask, which
splits each image into disjoint sets and operates in a more sample-efficient manner compared to
other competing methods like BEiT. We conducted an in-depth analysis of the different prop-
erties of SplitMask and popular joint embedding methods, such as DINO, to demonstrate the
advantages of our proposed method. First, we showed that masked image modeling approaches,
in general, and SplitMask, in particular, have much higher sample efficiency during pre-training
compared to DINO and supervised approaches. Second, we observed that SplitMask can ef-
fectively learn using more diverse types of visual data compared to joint embedding methods,
which in turn have a strong bias towards object-centric images. Our findings indicate that novel
use cases can be enabled by methods such as SplitMask. For example, companies or individuals
can train strong visual models relying only on their private collection of data, eliminating the
dependence on any third-party large-scale datasets that are typically required for successful pre-
training. Our results show the utility of masked image modeling as a sample efficient objective.
However, the flip perspective of our observations indicate that this family of methods does not
exhibit a strong scaling behavior with respect dataset size, which stand in contrast with lan-
guage models like GPT [Brown, 2020] where immensely scaling the data was a key element of

their success.
Entropy Modeling. In Chapter 5, we presented an interesting application of masked image

modeling in the context of neural image compression. Initially, we revisited vector quantization,

demonstrating that while it can deliver satisfactory outcomes for extremely low bit-rates, the
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vocabulary sizes exhibit exponential growth as we increase the permitted bit-rates. This renders
vector quantization impractical except within a limited range of low bit-rates. In response to
this challenge, we proposed product quantization as a viable alternative. Product quantization
partitions the latent into multiple sub-vectors, each of which is quantized independently using
a moderately-sized vocabulary. This approach significantly simplifies the optimization problem
and yields an improved scaling behavior in relation to bit-rate. Subsequently, we turned our
attention to the role of the entropy model in influencing the compression rate. We introduced
PQ-MIM, a Transformer pre-trained for masked patch prediction, with an objective closely
mirroring those discussed in Chapter 4. Given a specific masked patch, PQ-MIM can serve as a
robust entropy model, estimating the assignment probability of each symbol in the vocabulary.
This estimation progressively improves with increasing the number of observed patches used for
conditioning. Hence, we introduced the Quincunx pattern where an image is segmented into
five subsets, following a generalized checkerboard pattern, effectively doubling the number of
patches included in each subset. We demonstrated that our final model which combines product
quantization and our MIM module with a Quincunx pattern, achieves robust rate-distortion
performance. This paves the way for extreme compression use cases, enabling the compression

of an image into an ASCII code equivalent to the size of a tweet.

7.1.3 Learning representations for data-scarce modalities

Finally, Chapter 6 introduced ImageBind, a novel approach for achieving strong zero-shot
and open-set recognition capabilities in multimodal models. Inspired by the success of con-
trastive vision and language models like CLIP, we investigate how to extend these abilities to
other modalities, such as audio, thermal, depth, and IMU. We leverage existing semantic align-
ment between the visual and textual modalities and propose a novel approach for aligning new
modalities to the visual modality. We utilize pre-trained vision-language models, such as CLIP,
which have been trained on large-scale collections of image-text pairs covering a wide range of
semantic concepts, to provide a supervisory signal to the other modalities. Since it is more fea-
sible to collect aligned visual data, we align the representations of the new modalities to that of
the vision-language model using a simple contrastive objective, such as InfoNCE. This approach
allows us to demonstrate that the resulting features for the new modalities are highly semantic,
leading to strong zero-shot performance. Additionally, we show that aligning all modalities in a
single shared embedding space enables interesting applications for manipulating representations
across modalities. For example, we showcase that descriptors from different modalities can be
aggregated via simple vector arithmetic, enabling advanced retrieval applications. Furthermore,
we demonstrate that ImageBind multimodal representations can power image generation using
audio input as well as object detection with audio queries. Overall, ImageBind provides a power-
ful framework for achieving strong zero-shot and open-set recognition capabilities in multimodal

models, opening up new avenues for research in this exciting field.
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7.2 Open Problems and Future Directions

In this thesis, we have taken steps towards adapting and pushing the limits of Transformer
architectures for various computer vision tasks as well as multimodality. While the community
has done significant progress, many use cases and applications require further research to be
unlocked. For example, we need more efficient attention for very long sequences as is the case
for videos. Additionally, to further improve the visual representations, we require self-supervised
approaches that are more scalable and general-purpose . Finally, taking multimodal learning to

the next level by supporting fully multimodal generative models.

7.2.1 Efficient Attention for Video Data

Despite XCiT’s compelling performance and reduced complexity for high-resolution images,
as discussed in Chapter 3, the model’s quadratic complexity in terms of hidden dimension
poses challenges for scaling to larger models. Moreover, more efficient attention mechanisms
is required for long-range video understanding and generation, where the sequence length can

grow significantly compared to the high-resolution image scenario we focused on with XCiT.

Advancing Representation Learning in Videos. As evidenced by the success of joint
embedding and masking-based methods such as SplitMask, self-supervised representation learn-
ing for images has seen significant advancements. The corresponding progress for video data
has been slower. Videos intuitively contain a wealth of information about the world, including
physics and inter-object relationships, yet unsupervised systems pre-trained on videos are yet
to outperform those trained on static images. A possible reason is the limited context (16 or 32
frames) typically used to train video models due to computational limitations. To maximally
exploit the informational richness of videos, we might need to consider longer contexts, which

necessitates a significantly more efficient attention formulation and implementation.

Enhancing Video Generation. The field has witnessed a revolution in image generation [Ramesh,
2022a], which has been followed by promising models for video generation [Singer, 2022]. These
video models, however, are not yet on par with their image counterparts. They heavily rely on
interpolation techniques and separable spatial and temporal attention to circumvent the com-
putational complexity of attending over long sequences of spatiotemporal patches. We believe
for video generation, even more than representation learning, unlocking the expressive power
of attention in exploiting long-range dependencies can be invaluable and it has the potential to

significantly enhance the quality of generations.

7.2.2 Improving the scalability of Self-supervised Learning

In Chapter 4, we presented the efficacy of self-supervised methods such as SplitMask for
the sample-efficient and robust pre-training of vision models. However, the denoising family of
methods, including SplitMask, MAE [He, 2021b], and BEiT [Peng, 2022], often exhibit weak
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linear probing performance, making finetuning generally necessary to reap the gains. This con-
trasts with joint embedding methods, which typically deliver strong off-the-shelf performance
without finetuning, but they also present challenges in terms of low sample efficiency, bias to-
wards object-centric images, and difficulty in scaling model parameters. A key research question

is to identify a family of models that can enjoy the benefits of both methods.

Scaling in terms of Data. Denoising autoencoding methods, particularly SplitMask and
MAE, show promising scalability in terms of model parameters due to their strategy of dropping
masked patches during pre-training. However, as discussed in Chapter 4 and confirmed by Singh
et al. [Singh, 2023], these methods do not demonstrate a clear benefit from additional data, which
is a significant limitation. An open research question is how to modify the training objectives
of these models to improve their scalability with respect to data, while retaining their sample

efficiency and other favorable properties.

Enhancing Off-the-shelf Performance. Another limitation of denoising autoencoder meth-
ods is their relatively weak off-the-shelf performance, likely due to the generative nature of the
training objective, which does not incentivize last-layer features to be highly discriminative, as
is the case for joint embedding methods. With the rise of general-purpose large language models
and interest in augmenting them with visual reasoning abilities, there is a growing need for un-
biased visual features that are not specifically tuned for a fixed set of categories, yet are highly
discriminative. Developing pre-training methods that overcome the drawbacks of both joint
embedding and denoising methods is a challenging and open research question that warrants

significant investigation.
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Chapter
Résumé Substantiel

L’apprentissage profond a eu un impact considérable dans le domaine de la vision par or-
dinateur. Cet impact a révolutionné notre maniere de percevoir, de comprendre et d’interagir
avec le monde numérique. Les progres rapides ont conduit au développement de nouveaux algo-
rithmes et d’architectures qui ont continuellement fait avancer 1’état de ’art dans les taches de
vision par ordinateur. Les avancées en matiere d’apprentissage profond ont surpassé les méthodes
classiques de vision par ordinateur et ont permis une large gamme d’applications telles que la
conduite autonome, l'analyse de l'environnement et la gestion de l'information. Par exemple,
la conduite autonome [Chen, 2015], 'imagerie et la vidéo [Ramesh, 2022a; Singer, 2022], ainsi
que l'analyse d’images médicales [Shin, 2016]. L’un des principaux facteurs qui ont contribué
au succes de I'apprentissage profond dans le domaine de la vision par ordinateur a été I'inno-
vation dans les architectures de réseau [Shin, 2016 ; He, 2016 ; Szegedy, 2015; Hu, 2018 ; Wang,
2018]. Ces innovations ont abouti & des modeles qui peuvent mieux apprendre et représenter des
modeles complexes a partir de données a grande échelle. De plus, elles ont permis le dévelop-
pement de modeles capables d’apprendre des représentations hiérarchiques, qui sont cruciales
pour comprendre la structure des données visuelles.

Les réseaux neuronaux convolutifs (CNN) [Fukushima, 1980 ; LeCun, 1989] sont depuis long-
temps considérés comme ’architecture de référence pour les tdches de vision par ordinateur. Ils
sont considérés comme ’architecture la mieux adaptée a ces taches. Les CNN se caractérisent
par leur biais inductif et leur efficacité d’échantillonnage, ce qui leur permet d’apprendre et de
généraliser efficacement a partir d’un nombre limité d’exemples d’apprentissage. Leur capacité a
apprendre les caractéristiques locales et a représenter de maniere robuste les hiérarchies spatiales
en fait ’architecture dominante pour les taches de vision. Le succeés des CNN peut étre attribué
a leur capacité a exploiter la structure spatiale inhérente aux images, ce qui leur permet d’ap-
prendre efficacement des représentations significatives. Malgré leur efficacité, les mémes biais
inductifs et restrictions de conception qui rendent les CNN efficaces peuvent potentiellement
limiter leur généralisation & mesure que la quantité de données d’apprentissage augmente. Par
exemple, les CNN sont connus pour avoir un fort biais en faveur de la texture, ce qui peut limiter
leur capacité a se généraliser a de nouveaux ensembles de données d’images diversifiées.

Le paysage de 'apprentissage profond a commencé a évoluer avec I'introduction de ’archi-

tecture Transformer [Vaswani, 2017b]. A I'origine congue pour la traduction automatique et
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les taches de traitement du langage naturel (NLP), larchitecture Transformer s’est avérée tres
efficace pour capturer les dépendances a long terme et les modeles complexes dans les données
séquentielles. L’innovation clé de cette architecture est le mécanisme d’auto-attention, qui per-
met au modele d’évaluer dynamiquement I'importance des différents éléments d’entrée dans le
contexte de la séquence entiere. Le succes des Transformers dans les tdches de NLP a incité les
chercheurs a explorer leur potentiel dans le domaine de la vision par ordinateur. Dans un pre-
mier temps, les mécanismes d’auto-attention ont été intégrés aux architectures CNN existantes,
donnant ainsi naissance a des modeéles hybrides [Wang, 2018] qui combinaient les avantages
des deux approches. L’étape logique suivante de cette évolution a été le développement des
transformateurs de vision (ViT) [Dosovitskiy, 2021a], qui s’éloignent considérablement des ap-
proches traditionnelles basées sur les CNN. Les modeles ViT sont entierement composés de
modules d’auto-attention et de perceptrons multicouches (MLP), éliminant complétement les
couches convolutives. Malgré ce changement radical d’architecture, les modeles ViT ont obtenu
des résultats de pointe dans une large gamme de taches de vision par ordinateur, surpassant
les performances de leurs homologues basés sur les CNN. De plus, les transformateurs de vision
présentent des propriétés différentes de celles des CNN, notamment une plus grande robustesse
face aux occlusions et aux perturbations, ainsi qu'un biais moins prononcé en faveur de la tex-
ture [Naseer, 2021]. Ces propriétés font des ViT des candidats prometteurs pour améliorer les
performances de généralisation dans de nombreuses téches visuelles.

Les transformateurs ont ouvert de vastes possibilités de recherche dans le domaine de la
vision par ordinateur. L’expressivité et la généralité des modeles Transformer les rendent tres
adaptables a de nombreuses taches et domaines. De plus, leur capacité a modéliser des dépen-
dances a longue portée leur permet de capturer de maniére plus efficace le contexte global et les
relations complexes au sein des données visuelles, par rapport aux CNN. Dans cette these, nous
plongeons plus profondément dans le monde des Transformers, explorant leur potentiel et leurs
applications dans diverses taches de vision par ordinateur. Nous examinerons les facteurs qui
ont contribué a leur succes et chercherons des moyens d’améliorer leur adaptation aux taches
de vision par ordinateur. De plus, nous explorerons comment I'unification des architectures a
travers les modalités peut conduire a des approches novatrices pour fournir une supervision aux

modalités disposant de peu de ressources, en s’appuyant sur des modeles de vision solides.

8.1 Défis

Les transformateurs ouvrent effectivement de nouvelles possibilités d’apprentissage pour ob-
tenir des représentations visuelles plus puissantes grace a I’apprentissage supervisé et non super-
visé. Ils permettent également de développer des approches plus homogenes pour "apprentissage
multimodal, c¢’est-a-dire 'apprentissage a partir de différentes modalités (par exemple, images
et textes) de maniére cohérente. Dans ce manuscrit, nous nous attaquons a plusieurs défis liés a

ces sujets passionnants.
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8.1.1 Complexité computationnelle

L’un des principaux défis posés par les transformateurs, tels qu’ils ont été introduits par VASWANI
et al. [Vaswani, 2017b], est la complexité quadratique en fonction de la longueur de la séquence.
Le mécanisme d’auto-attention utilisé par les transformateurs nécessite le calcul des interactions
entre chaque paire d’éléments de la séquence d’entrée, ce qui se traduit par une complexité de
I'ordre de O(N?), oul N est la longueur de la séquence. Dans le domaine de la vision par ordi-
nateur, cette complexité pose un défi pour I'application directe des transformateurs aux images
haute résolution, qui sont souvent nécessaires pour des taches telles que la détection d’objets,
la segmentation sémantique et la compression d’images. Pour surmonter cette limitation, il est
nécessaire d’innover au niveau architectural afin de réduire le cofit de calcul des transformateurs

pour les taches liées aux images haute résolution.

8.1.2 Apprentissage de la représentation a grande échelle et efficace en termes

d’échantillons

Les transformateurs excellent dans la capture des dépendances a longue portée et peuvent
apprendre efficacement les représentations hiérarchiques. A I'instar de leur impact sur Pappren-
tissage des représentations avec des approches telles que BERT [Devlin, 2018] et GPT [Radford,
2018], les transformateurs ont le potentiel de révolutionner le pré-entrainement auto-supervisé
pour les taches de vision. Cependant, pour réaliser pleinement ce potentiel, il est essentiel de
développer des méthodes plus efficaces en termes d’échantillonnage qui peuvent étre mises a
I’échelle. Des méthodes plus efficaces en termes d’échantillons et qui peuvent s’adapter plus fa-
cilement en termes de données et de calcul par rapport aux méthodes conjointes existantes. Le
pouvoir d’expression de ’architecture Transformer, lorsqu’elle est utilisée en conjonction avec
des méthodes plus génériques et moins biaisées, est un atout majeur. Avec des objectifs de dé-
bruitage plus génériques et moins biaisés, elle a le potentiel de fournir 'efficacité et ’évolutivité
nécessaires pour améliorer considérablement le pré-entrainement auto-supervisé des modeles de

vision.

8.1.3 Apprentissage multimodal

En tant qu’architecture universelle, le modele Transformer a été appliqué avec succes a di-
verses modalités. Cette polyvalence ouvre la voie a des principes de conception et a des compo-
sants communs qui peuvent faciliter I’apprentissage multimodal. En utilisant les transformateurs
comme base pour l'apprentissage multimodal, nous pouvons développer des méthodes qui in-
tegrent efficacement les informations provenant de diverses modalités et faciliter le transfert
transparent de connaissances entre différentes taches et domaines. Cependant, alors qu’il peut y
avoir une abondance de données pour certaines modalités, d’autres peuvent souffrir d’une grave
pénurie de données. Dans de tels cas, le transfert de connaissances rendu possible par I'utilisa-
tion d’un cadre commun tel que Transformers peut avoir un impact significatif sur la qualité des
données. En tirant parti des différentes modalités et en transférant les connaissances acquises

d’un domaine a ’autre, nous pouvons améliorer la performance des modeles dans des domaines
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ol la rareté des données est un probleme majeur.

8.2 Présentation et contributions

Le manuscrit commence par une discussion sur le contexte et la littérature pertinente dans
le chapitre 2. Ensuite, nous approfondissons les détails de chacune de nos quatre principales

contributions dans les chapitres suivants, comme indiqué ci-dessous.

8.2.1 Maitriser la complexité quadratique des transformateurs de vision

Dans le chapitre 3, nous étudions la complexité informatique des transformateurs de vi-
sion [Dosovitskiy, 2021a]. Plus précisément, nous constatons que 'opération d’auto-attention,
qui est au ceeur de l'architecture des transformateurs Transformer [Vaswani, 2017b], présente
une croissance quadratique en fonction de la résolution de I'image. Cette complexité peut rendre
les transformateurs de vision moins efficaces, en particulier lorsqu’il s’agit de traiter des images a
haute résolution, comme c’est souvent le cas dans les applications de vision par ordinateur, telles
que la segmentation sémantique et la détection d’objets. Pour relever ce défi, nous proposons
une nouvelle formulation alternative de I'opération d’auto-attention, que nous appelons Cross-
Covariance Attention (XCA) [El-Nouby, 2021c]. L’attention & covariance croisée présente une
complexité linéaire par rapport a la taille de ’entrée et peut étre intégrée de maniere transpa-
rente en remplacement de I'auto-attention dans les transformateurs de vision. Nous présentons
XCiT, une nouvelle architecture pour la vision par ordinateur qui utilise XCA comme élément
central. Nous démontrons que XCiT offre des améliorations significatives en termes de mémoire

et de débit tout en conservant les excellentes performances des transformateurs de vision.

8.2.2 Pré-entrainement auto-supervisé efficace avec Transformer

L’architecture Transformer a été un catalyseur pour I'innovation en matiére de pré-entrainement
auto-supervisé dans le domaine du traitement du langage naturel. Elle a conduit au développe-
ment de modeles influents tels que BERT [Devlin, 2018] et GPT [Radford, 2018]. Dans le domaine
de la vision par ordinateur, des méthodes telles que [Chen, 2020c ; He, 2020 ; Caron, 2021] se sont
imposées grace a leur grande adaptabilité et a leurs performances exceptionnelles. Elles ont dé-
montré leur compétitivité par rapport aux méthodes supervisées pour le fine-tuning des images.
Cependant, les méthodes d’intégration conjointe présentent certaines limitations, notamment
leur dépendance a I’égard de techniques d’augmentation de données congues manuellement et
adaptées a ImageNet [Deng, 2009b]. De plus, ces méthodes peuvent souffrir de problémes de
taille de modele, comme ’a souligné [Chen, 2021b]. Motivés par le succes de BERT dans le
domaine du NLP, dans le chapitre 4, nous étudions 'efficacité des méthodes de débruitage et
d’auto-codage lorsqu’elles sont utilisées en conjonction avec des transformateurs de vision pour
le pré-entrainement auto-supervisé. Tout d’abord, nous proposons SplitMask [El-Nouby, 2021a],
une nouvelle méthode de pré-entrainement auto-supervisée basée sur la modélisation d’images
masquées. De plus, nous constatons que SplitMask offre une meilleure efficacité d’échantillon-

nage et peut étre utilisée pour apprendre des représentations robustes en utilisant des ensembles
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de données de plusieurs ordres de grandeur plus petits que ceux requis par les méthodes d’inté-
gration conjointe. En outre, nous observons que SplitMask est bien adapté a 'apprentissage avec
une plus large gamme de données visuelles car il n’est pas biaisé par une distribution spécifique
d’images, contrairement aux méthodes d’intégration conjointe qui sont généralement centrées

sur 'objet d’ImageNet.

8.2.3 Modélisation d’images masquées pour une meilleure compression d’images

La compression neuronale des images s’est révélée étre une alternative prometteuse aux
codecs traditionnels en raison de sa qualité d’image supérieure sur le plan perceptif et psychovi-
suel. En général, les systemes de compression d’images neuronales se composent de trois éléments
principaux : un encodeur et un décodeur neuronaux profonds, qui apprennent & mapper I'image
et sa représentation latente inverse ; un quantificateur, qui fait correspondre les représentations
latentes continues & un ensemble de symboles discrets ; et un modeéle d’entropie, qui exploite les
redondances dans I’ensemble de symboles discrets pour réduire la longueur finale du flux binaire.
Dans le chapitre 5, nous proposons plusieurs contributions. Tout d’abord, nous adoptons XCiT
pour concevoir le codeur et le décodeur. Ensuite, nous utilisons la quantification par produit au
lieu de la quantification vectorielle. Enfin, nous proposons un nouveau modele d’entropie pour la
compression d’images neuronales basé sur la modélisation d’images masquées. Notre méthode,
PQ-MIM [El-Nouby, 2023], permet d’obtenir une forte réduction des débits par rapport aux
méthodes basées sur la fréquence, tout en offrant des avantages supplémentaires par rapport
aux méthodes autorégressives qui peuvent étre prohibitives pour les images a haute résolution.

Ainsi, PQ-MIM permet une compression extréme des images a la taille d’un tweet ou d’un SMS.

8.2.4 ImageBind pour apprentissage d’un espace d’intégration partagé pour
six modalités

Les transformateurs ont émergé comme une architecture polyvalente offrant des performances
exceptionnelles dans différentes modalités, telles que le texte [Devlin, 2018; Radford, 2018],
les images [Dosovitskiy, 2021a; Touvron, 2020], la vidéo [Gedas Bertasius, 2021 ; Tong, 2022],
laudio [Xu, 2022], et les graphes [Yun, 2019], entre autres. Cela ouvre des perspectives pas-
sionnantes pour le développement de systemes multimodaux avec des composants partagés et
des conceptions similaires. Cependant, ’approche prédominante pour former ces modalités re-
pose sur 'apprentissage supervisé, qui consiste a apprendre a partir d’entrées sensorielles un
ensemble d’étiquettes catégoriques. Malheureusement, ’apprentissage supervisé est limité par
la difficulté de collecter efficacement et de maniere évolutive des annotations. Pour surmonter
ce défi, I'apprentissage faiblement supervisé est apparu comme un paradigme alternatif qui se
base sur la collecte de grandes quantités de données avec des étiquettes bruitées, qui peuvent
étre plus faciles a acquérir. Ce paradigme a connu un immense succes dans 'apprentissage de
représentations visuelles, alimenté par des collections massives de paires d’images et de textes
provenant du web ouvert [Joulin, 2016 ; Radford, 2021 ; Zhai, 2022]. Cependant, la génération

de collections similaires pour d’autres modalités telles que 'audio, les images thermiques et les
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images de profondeur est beaucoup plus difficile. Dans le chapitre 6, nous abordons ce probleme
en introduisant ImageBind, une nouvelle méthode d’entrainement qui permet d’encoder six mo-
dalités différentes dans un espace latent partagé, en tirant parti des performances élevées des
modeles de vision et de langage existants.

Le manuscrit se conclut par le chapitre 7, qui résume nos principales conclusions et idées,
tout en abordant les limitations de nos approches et en proposant des pistes pour de futures

recherches.
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Appendix

A Additional results for XCiT

A.1 More XCiT models

We present additional results for our XCiT models in Table A.1. We include performance of
384 x384 images using a 16x 16 patch size as well as results for images with 224 x224 resolution

using patch size of 8x8.

Models Depth d  #Blocks #params P = (16 x 16) P=(8x38)
GFLOPs @224 @2247 @3841 | GFLOPs @224 @224 @3841

XCiT-N12 12 128 4 3M 0.5 69.9 72.2 75.4 2.1 738 76.3 7.8
XCiT-T12 12 192 4 ™ 1.2 771 78.6 80.9 4.8 79.7 81.2 82.4
XCiT-T24 24 192 4 12M 23 794 80.4 82.6 9.2 819 82.6 83.7
XCiT-S12 12 384 8 26M 4.8 82.0 83.3 84.7 189 834 84.2 85.1
XCiT-S-24 24 384 8 48M 9.1 82.6 83.9 85.1 36.0 83.9 84.9 85.6
XCiT-M24 24 512 8 84M 16.2  82.7 84.3 85.4 63.9 83.7 85.1 85.8
XCiT-L24 24 768 16 189M 36.1 829 84.9 85.8 1422 844 85.4 86.0

TABLE A.1 — ImageNet-1k top-1 accuracy of XCiT for additional combinations of image and patch sizes.

A.2 Image Retrieval

Context of this study. Vision-based retrieval tasks such as landmark or particular object re-
trieval have been dominated in the last years by methods extracting features from high-resolution
images. Traditionally, the image description was obtained as the aggregation of local descrip-
tors, like in VLAD [Jégou, 2012]. Most of the modern methods now rely on convolutional neural
networks [Berman, 2019; Gordo, 2017; Tolias, 2016b]. In a recent paper, El-Nouby et al. [El-
Nouby, 2021b] show promising results with vision transformers, however they also underline
the inherent scalability limitation associated with the fact that ViT models do not scale well
with image resolution. Therefore, it cannot compete with convolutional neural networks whose
performance readily improve with higher resolution images. Our XCiT models do not suffer
from this limitation : our models scale linearly with the number of pixels, like convnets, and
therefore makes it possible to use off-the-shelf methods initially developed for retrieval with

high-resolution images.
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Datasets and evaluation measure In each benchmark, a set of query images is searched in
a database of images and the performance is measured as the mean average precision.

The Holidays [Jégou, 2008] dataset contains images of 500 different objects or scenes. We
use the version of the dataset where the orientation of images (portrait or landscape) has been
corrected. Oxford [Philbin, 2007] is a dataset of building images, which corresponds to famous
landmark in Oxford. A similar dataset has been produced for famous monuments in Paris and
referred to as Paris6k [Chum, 2007].

number of images .
g nb of instances

Dataset database queries

Holidays 1491 500 500
R-Oxford 4993 70 26

TABLE A.2 — The basic statistics on the image retrieval datasets.

We use the revisited version of the Oxford benchmark [Radenovi¢, 2018a], which breaks down
the evaluation into easy, medium and hard categories. We report results on the "medium" and
"hard" settings, as we observed that the ordering of techniques does not change under the easy

measures.

Image representation : global and local description with XCiT We consider three
existing methods to extract an image vector representations from the pre-trained XCiT models.
Note that to the best of our knowledge, for the first time we extract local features from the
output layer of a transformer layer, and treat them as patches fed to traditional state-of-the-art

methods based on matching local descriptors or CNN.

CLS token. Similar to EL-NOUBY et al. [El-Nouby, 2021b] with ViT, we use the final vector as
the image descriptor. In this context, the introduction of class-attention layers can be regarded

as a way to learn the aggregation method.

VLAD. We treat the patches before the class-attention layers as individual local descrip-
tors, and aggregate them into a higher-dimensional vector by employing the Vector of locally

aggregated Descriptors [Jégou, 2012].

AMSK. We also apply the aggregated selective match kernel from Tolias et al. [Tolias, 2016a).
This method was originally introduced for local descriptors, but got adapted to convolutional
networks. To the best of our knowledge this is the state of the art on several benchmarks [Tolias,
2020].

For all these methods, we use the models presented in our main paper, starting from the
version fine-tuned at resolution 384 x384. By default the resolution is 768. This is comparable to
the choice adopted in the literature for ResNet (e.g., 800 in the work by Berman et al. [Berman,
2019)).
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Experimental setting : Image retrieval with models pretrained on Imagenetlk only
We only consider models pre-trained on Imagenet-1k. Note that the literature reports signifi-
cant improvement when learning or fine-tuning networks [Radenovié¢, 2018b; Tolias, 2020] on
specialized datasets (e.g., of buildings for Oxford5k and Paris6k). We consider only XCiT-S12
models, since they have a number of parameters comparable to that of ResNet-50. We report
the results in Table A.3.

Scaling resolution. As expected increasing the resolution with XCiT improves the perfor-
mance steadily up to resolution 768. This shows that our models are very tolerant to resolution
changes considering that they have been fine-tuned at resolution 384. The performance starts

to saturates at resolution 1024, which led us to keep 784 as the pivot resolution.

Self-supervision. The networks XCiT pre-trained with self-supervision achieve a comparati-
vely better performance than their supervised counterpart on Holidays, however, we have the

opposite observation for ROxford.

Impact of Image description. @ We adopt the class-token as the descriptor, and in our
experiments we verified that this aggregation method is better than average and GeM pooling
[Boureau, 2010 ; Radenovié, 2018b]. In Table A.3 one can see there is a large benefit in employing
a patch based method along with our XCiT transformers : XCiT-VLAD performs significantly
better than the CLS token, likely thanks to the higher dimensionality. This is further magnified
with AMSK, where we obtain results approaching the absolute state of the art on Holidays,
despite a sub-optimal training setting for image retrieval. This is interesting since our method
has not been fine-tuned for retrieval tasks and we have not been adapted in any significant way
beyond applying off-the-shelf this aggregation technique. A direct comparison with ResNet-50
shows that our XCiT method obtains competitive results in this comparable setting, slightly
below the ResNet-50 on ROxford but significantly better on Holidays.
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ROxford5k (mAP) Holidays (mAP)
Medium Hard
XCiT- class token

Base model parameters

XCiT-S12/16 30.1 8.7 86.0
XCiT-S12/8 33.2 12.1 86.4
XCiT-S12/16 resolution 224 12.7 2.4 71.5
XCiT-S12/16 resolution 384 20.1 4.6 83.4
XCiT-S12/16 resolution 512 26.6 5.8 84.6
XCiT-S12/16 resolution 768 30.1 8.7 86.0
XCiT-S12/16 resolution 1024 30.3 11.2 86.3
XCiT-S12/16 self-supervised DINO 35.1 11.9 87.3
XCiT-S12/8 self-supervised DINO 30.9 7.9 88.3
XCiT- VLAD
XCiT-S12/16 k=256 36.6 11.6 89.9
XCiT-S12/16 k=1024 40.0 13.0 90.7
XCiT- ASMK
XCiT-S12/8 k=1024 36.5 9.4 90.4
XCiT-S12/8 k=65536 42.0 12.9 92.3
XCiT-S12/16 k=1024 35.2 11.5 90.4
XCiT-S12/16 k=65536 40.0 15.0 92.0
ResNet-50 — ASMK
Resnet50 k=1024 41.6 14.6 86.0
Resnet50 k=65536 41.9 14.5 87.9
Multigrain-resnet50 k=1024 32.9 9.4 87.9

TABLE A.3 — Instance retrieval experiments. The default resolution is 768. The default class token
size is 128 dimensions. The "local descriptor" representation extracted from the activations is in 128
dimensions. To our knowledge the state of the art with ResNet-50 on Holidays with Imagenet pre-training
only is the Multigrain method [Berman, 2019], which achieves mAP=92.5%. Here we compare against
this method under the same training setting, i.e., off-the-shelf network pre-trained on Imagenetlk only
and with the same training procedure and resolution. We refer the reader to Tolias et al. [Tolias, 2020] for
the state of the art on ROxford, which involves some training on the target domain with images depicted
building and fine-tuning at the target resolution.
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RESUME

Les transformateurs ont révolutionné I'apprentissage de la représentation dans de nombreuses modalités, obtenant des
résultats de pointe dans le traitement du langage naturel, la vision par ordinateur, la parole et bien d’autres domaines.
Cette thése explore le potentiel des modéles de transformateurs pour la vision par ordinateur. Nous proposons des inno-
vations architecturales pour surmonter certaines de leurs limites. Nous développons des méthodes de pré-entrainement
auto-supervisé efficaces en termes d’échantillons, et considérons I'utilisation de ces transformateur dans un contexte
d’apprentissage multimodal. Dans un premier temps, nous proposons l'attention a covariance croisée pour réduire la
complexité quadratique de I'attention d’origine et obtenir des performances similaires avec une empreinte mémoire et un
colt de calcul moindres, ce qui permet d’appliquer les transformateurs de vision a des images a plus haute résolution.
Nous étudions ensuite le pré-entrainement auto-supervisé pour les transformateurs de vision. Nous proposons SplitMask,
une méthode de débruitage automatique basée sur la modélisation d'images masquées. Contrairement aux méthodes
de plongements conjointes, SplitMask ne nécessite pas d’ensembles de données de pré-entrainement a grande échelle
et peut étre appliqué a diverses données visuelles. SplitMask est aussi performant que les méthodes de plongements
conjoints lorsqu’il est entrainé sur des ensembles de données deux fois plus petits, ce qui met en évidence I'amélioration
de l'efficacité d’apprentissage avec peu de données. En outre, nous appliquons la modélisation d'images masquée a
la compression d’'images neuronales sous la forme d’'un modéle entropique amélioré. Cela permet d’obtenir de bonnes
performances en matiére de débit-distorsion dans les régimes ou la compression d'image est extréme, tels la taille d’un
SMS ou d’'un tweet. Enfin, nous proposons ImageBind, une méthode d’apprentissage d’un espace de plongement par-
tagé entre six modalités. En résumé, cette thése démontre le potentiel des transformateurs pour la vision par ordinateur
grace a des innovations architecturales, de nouveaux objectifs auto-supervisés et un transfert de connaissances multi-
modal. Les méthodes proposées dans cette thése repoussent les limites des transformateurs en vision en améliorant
leur passage a I'échelle et leur généralité, en permettant un apprentissage de la représentation plus efficace en termes
d’échantillons, et en facilitant le transfert entre les modalités.

MOTS CLES

transformateurs de vision, apprentissage auto-supervisé, apprentissage faiblement supervisé, apprentissage
multimodal, compression d’'image.

ABSTRACT

Transformers have revolutionized representation learning across modalities, achieving state-of-the-art results in natu-
ral language processing, computer vision, speech, and beyond. This thesis explores the potential of Transformer mo-
dels for computer vision. We propose architectural innovations to overcome their limitations, developing sample-efficient
self-supervised pre-training methods, and advancing multimodal learning with Transformers. First, we propose Cross-
Covariance Attention to reduce the quadratic complexity of self-attention achieving similar performance as vision trans-
formers with lower memory footprint and computational cost, enabling the application of vision transformers to higher-
resolution images. We then investigate self-supervised pre-training for vision transformers. We propose SplitMask, a
denoising autoencoding method based on masked image modeling. Unlike joint embedding methods, SplitMask does not
require large-scale pre-training datasets and can be applied to diverse visual data. SplitMask matches the performance of
joint embedding methods when pre-trained on datasets two orders of magnitude smaller, highlighting its improved sample
efficiency. Moreover, we apply masked image modeling to neural image compression in the form of an improved entropy
model yielding a strong rate-distortion performance and enabling the compression of images to the size of a short SMS
or tweet. Finally, we propose ImageBind, a method for learning a shared embedding space across six modalities. Image-
Bind leverages the abundance of images and text on the web to enable transfer to modalities with scarce annotations like
depth, thermal, audio, and IMU. In summary, this thesis demonstrates the potential of Transformers for computer vision
through architectural innovations, new self-supervised objectives, and multimodal knowledge transfer. The methods pro-
posed in this thesis push the boundaries of transformers in vision by enhancing their scalability and generality, enabling
more sample-efficient representation learning, and facilitating transfer across modalities.

KEYWORDS

vision transformers, self-supervised learning, weakly supervised learning, multimodal learning, image com-
pression
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