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Foreword
This document presents an overview of my research activities in neuroimaging reproducibility

for the past 10 years (since my PhD defense in May 2013).
I have been a postdoctoral fellow at the University of Warwick and Oxford University in the

UK (2013-2017). Then, I have been a research scientist at Inria in the VisAGes (and then Empenn)
team since 2017. After contributing as a PhD student to the field of neuroimaging statistics for
clinical datasets, as a postdoctoral fellow I decided to make neuroinformatics the focus of my
research. This change was driven by my growing interest in reproducible neuroimaging. Over the
years I have also increasingly contributed to Open Science.
I have co-supervised 1 PhD student: Xavier Rolland (with Dr. Christian Barillot and Dr. Pierre

Maurel), who successfully defended his thesis in May 2022. I have co-advised 4 international PhD
students on projects that were part of their thesis: Gregory Kiar (McGill Uni., Canada, advised
by Dr. Tristan Glatard and Prof. Alan Evans), Freya Acar (Uni. of Ghent, Belgium, advised by
Dr. Beatrijs Moerkerke), Alexander Bowring (University of Oxford, UK, advised by Prof. Thomas
Nichols) and Ruth Pauli (Uni. of Birmingham, UK, advised by Prof. Thomas Nichols in her pre-lab
year). I have co-advised 3 post-doctoral fellows Alexander Bowring (Uni. Oxford, UK, advised by
Prof. Thomas Nichols), Sofia Strubbia (Uni. of Nantes, advised by Dr. Alban Gaignard) and Aya
Kababra (Lebanese Uni., Lebanon, advised by Dr. Mahmoud Hassan). I have supervised 5 research
engineers: Aurélien Cornet (co-advised with Olivier Dameron, Alban Gaignard and Anne Siegel),
Rémi Adon, Thomas Betton, Hermann Courteille, and Cyril Regan.
I am currently co-directing the PhD fellowship of Elodie Germani (with Prof. Elisa Fromont), the

postdoctoral fellowship of Jérémy Lefort-Besnard (with Prof. Thomas Nichols), the M1 internship
of Emma Redor (with Dr. Fanny Dégeilh) as well as the engineering work of Boris Clenet.
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Chapter 1

Introduction

About 10 years ago, a series of publications pointed to the difficulty of reproducing published
findings through a re-analysis (Button et al. 2013b; Open Science Collaboration 2015). Evidence of
this phenomenon – later referred to as the reproducibility crisis – was identified in many scientific
fields including (to name only a few): Cancer research (Begley and Ellis 2012), Psychology (Open
Science Collaboration 2015) or Neuroscience (Button et al. 2013b). This lack of reproducibility of
research results has been a wake-up call for scientific communities to reconsider the way research
is done and to propose more robust approaches going forward.
My research is at the crossroads between reproducibility and brain imaging, a field known

as Neuroimaging reproducibility. In the following sections, I provide a brief overview of the type
of analyses I have been focusing on within brain imaging (see Section 1.1). Then, I present the
research topic of reproducibility in more details with examples stemming from neuroimaging (see
Section 1.2). Finally I present an overview of my contributions that are then described in details
in the remainder of the manuscript (see Section 1.4).

1.1 Brain imaging

Brain imaging - also known as neuroimaging - provides the ability to observe the living brain.
In my research, I have almost always worked with data from Proton Magnetic Resonance Imaging
(MRI). This imaging technique uses the magnetic properties of hydrogen and is best suited to
image soft tissue (such as muscles, fat or blood vessels). In its simplest form (no injection) MRI is
fully non invasive and is therefore a method of choice to measure signals inside the human body.
In particular, MRI can be used to image the brain with high resolution and full coverage.

Figure 1: Activations for a finger-tapping experiment in task-fMRI. Activated areas (red-to-yellow clusters)
are overlaid onto an anatomical image of a typical brain. Credits: Image generated by Neurosynth (Yarkoni et al.
2011) and displayed with mricron.

5
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Within brain imaging with MRI, I focused on one specific sub-type of images, known as task-
based functional Magnetic Resonance Imaging (task-fMRI) (also called BOLD for Blood Oxygen Level
Dependent fMRI ). Briefly, the goal of task-fMRI studies is to identify brain regions activated for a
task of interest. As an illustration, Fig. 1 presents activations identified using task-fMRI during a
finger-tapping experiment. Analysis of task-fMRI data proceeds by performing a statistic test in
each point in the brain (known as a voxel) to determine whether there is a significant activation.
Results of task-fMRI studies are therefore 3D images in which each voxel is identified as active or
inactive (i.e. no evidence for activation).
Task-fMRI is a particularly interesting modality to study as a methodologist (like myself)

because it is widely-used in the neuroimaging community. The principles for task-fMRI were
introduced in the early 1990’s and since then many studies have been using this imaging technique.
Neuroimaging is an interdisciplinary research field at the crossing of Cognitive neuroscience,

Psychology, Physics, Statistics and Computer Science, and the community has looked at the
problem of irreproducibility through different lenses.

1.2 On the meanings of reproducibility

The concept of reproducibility is core to the scientific process. Not only do scientists develop
their research by building upon existing findings (from the scientific literature) but reproducing
results (either one’s own or those of fellow scientists) is an important part of the scientific process
by which proposed results are vetted by the community.

Figure 2: The many R’s of reproducibility Credits: (Goble 2016)

In her keynote at the Alan Turing Institute Symposium on Reproducibility for Data-Intensive
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Research in April 2016 (Goble 2016), Prof. Carole Goble disentangled the different type of repro-
ducibility through 5 “R” verbs: Rerun, Repeat, Replicate, Reproduce and Reuse (see Fig. 2). Those
span the full research cycle: from testing of the robustness of one’s results before publication (Re-
run) to a fully independent reproduction (Reproduce) and then onto transfer (Reuse). Confusingly
the definitions of Replicate/Reproduce are reversed in some communities (see (Barba 2018) for a
more complete account of this issue).

1.3 When reproducibility fails

The way scientists understand and perceive the Reproducibility crisis can be very diverse across
fields. Indeed a lack of reproducibility can be the consequence of very different issues.
On one hand, one might not be able to replicate (i.e. same experiment, same set up, independent

lab) a published finding because the shared description of the methods was not detailed enough
or because one of the tools used (typically software) is no longer available. This case, in which
a scientist aims at reproducing the results of a published study under the very same conditions
(covering Repeat and Replicate from above) is often referred to as computational reproducibility.
Here, the goal is to obtain an exact (bit-wise) reproduction of existing results using the very same
tool/methods and data. In practice, computational reproducibility is only feasible with access to
the original code and data. The difficulty encountered to ensure long-term availability of such
artefacts makes it extremely difficult to comply with computational reproducibility in the long
run (see the “10 Year reproducibility challenge” (Perkel 2020) for a discussion on this topic).
At the other end of the spectrum, the end-goal of experimental sciences, such as neuroimaging,

is to uncover findings that hold in a wide multitude of contexts (covering Reproduce from above).
For example, findings should hold with different samples of participants, or different acquisition
instruments (such as different MRI scanners across hospitals) or using a methodology that is
similar but not strictly equal. The ability for a finding to hold in different contexts (and in particular
in different samples) refers to the property of generalizability. Some authors have argued that the
lack of generalizability was one of the root-causes of the reproducibility crisis (see (Yarkoni 2019)).

Figure 3: An overview of reproducible research according to The Turing Way. Credits: CC-BY reproducible
matrix ©The Turing Way Community

The Turing way – a collaborative open science handbook and community (Turing Way et
al. 2019) – highlights four different components of reproducible science (see Fig. 3): Repro-
ducible (same-data, same-analysis, i.e. equivalent to computational reproducibility above), Replica-
ble (different-data, different-analysis), Robust (same-data, different analysis) and Generalizable

https://github.com/the-turing-way/the-turing-way
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(different-data, different-analysis).
In the remainder of this manuscript we will use the term reproducibility in its most general form

(similarly to Prof. Carole Goble above), i.e. a finding is reproducible if it can be computationally
reproduced but also reproduced in different samples of the target population and using similar
but different methods. In the following sections we discuss different causes that can induce
irreproducibility in more details.

Lack of generalizability and fairness across the target population

Irreproducible results can be the consequence of a lack of generalizability of the findings. This
problem is particularly acute in brain imaging studies. Due to the high cost of running a brain
imaging study, often only a small number of participants can be recruited and sometimes those
participants come from the same location (e.g. in a close neighborhood around the MRI facility). If
this set of participants is not representative of the target population then the results can become
irreproducible when tested on new samples.
For example, in X-ray imaging, a recent study by Larrazabal and colleagues (Larrazabal et al.

2020) illustrated how a lack of representativity in the training data can lead to biased classifiers.
They showed how a classifier built to detect lung opacity would be more likely to fail on women’s
data when trained only on data from men (and conversely). In recent years, awareness of these
issues in the scientific community has grown and a number of initiatives have been proposed.
For instance, The Psychological Science Accelerator (PSA, https://psysciacc.org/) focuses on
running distributed studies in different parts of the globe to test the generalizability of psycholog-
ical constructs. Beyond differences across genders, the question of the applicability of research
findings to underrepresented groups is even more complex. Medical decision must provide equal
outcome for all subgroups and the topic of measuring the fairness and building fair solutions in
medical imaging is currently gaining strong interest (Ganz et al. 2021; Ricci Lara et al. 2022).

False positive findings

Irreproducible findings can also be observed in the presence of a false positive, i.e. when the
original finding turns out being artefactual. In theory, the methodology used should provide
guarantees that the rate of false positive findings will remain low. For instance, in a classical
statistical setting with a typical alpha-level of 0.05, we expect on average a result to be falsely
identified as positive 5% of the time (in the absence of true underlying evidence). But in real life,
this rate might be inflated due to questionable research practices or might not be informative
enough due to low statistical power.

Inflated false positive rates: Questionable Research Practices Practitioners face a highly
complex analytic landscape in which they have to choose from, in order to perform their study.
An example of a typical analytical choice is the selection of participants to be excluded from the
analysis. While this practice is important to ensure that all data included have a sufficient level
of quality, if not defined a priori, it can bias the final results. For instance, sequentially running
the analysis as participants are included can cause inflated false positive rate if the recruitment
stopping criterion depends on the results (Simmons et al. 2011). This phenomenon known as

https://psysciacc.org/
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analytical flexibility or as the researcher’s degree of freedom refers to the possibility to select
amongst a collection of possible analytical choices. If more than one test is performed (i.e. when
more than one analytical choice is explored) then, in theory, a correction for multiple comparisons
should be applied in order to keep the guarantee provided by the α-level across the family of
tests. This is often impractical and effectively leads to a case of selection bias. While this selective
reporting is in a few instances a case of malpractice (sometimes referred to as p-hacking) – in
which different analytical choices are purposefully tested in order to obtain the desired results –
the problem is most likely to arise from a mixture of practical reasons (e.g. brain imaging studies
have a very complex setup and often the definition of the pipeline is incremental) and a lack of
statistical training. This issue is known beyond neuroimaging (Simmons et al. 2011) and different
approaches have been proposed as a solution. In particular, some authors have proposed to select
the analytical pipeline a priori, for example, by pre-registering the analysis before the data is
acquired (Chambers et al. 2015).

Inflated false positive rates: Low statistical power One of the first and more pregnant
answers to the reproducibility crisis in the field of neuroimaging was to question the sample size
of neuroimaging studies. The impact of low samples on reproducibility was clearly demonstrated
by Butter and colleagues in a paper entitled Power failure: why small sample size undermines the
reliability of neuroscience that demonstrated how small sample size and small effect size led to
low power in neuroimaging and to small positive predictive values (Button et al. 2013a). Positive
predictive value corresponds to the proportion of detected true findings that are actually true,
i.e. with a low positive predictive value, a high proportion of the scientific literature is in fact
incorrect. This might be counter-intuitive as the α-level provides a guarantee on the number of
false positives. But this guarantee is only for null data (i.e. the proportion of false positive findings
when there is no effect to be found) and the literature is mainly made up of positive results as
negative results are much more difficult to publish (a phenomenon known as the file drawer).

Inflated false positive rates: other reasons Finally, inflated false positive rates can also
be observed when the methods used to analyze the data is inappropriate. A seminal paper was
published in 2016 (Eklund et al. 2016a) which led to many discussions and debates and even
to questioning the reliability of functional neuroimaging in the news. While some of the news
coverage was somewhat of an exaggeration, the discovery of inflated false positive rate was real. In
this paper, the authors demonstrated that a parameter of the clusterwise inference (a specific type
of inference that is done by considering cluster sizes) if not properly set could lead to inflated false
positive rates as big as 50%. While the conclusion on the range of valid values for this parameter
were known well before that paper (Flandin and Friston 2019), the default value in one of the
major software packages was not optimal. This effectively calls for more testing of neuroimaging
software packages, possibly through benchmarks and the development of best practices.

1.4 Overview of the contributions

I have contributed to the field of reproducible neuroimaging with research in informatics,
statistics and data science. I strive for the outputs of my research to be directly useful to the
neuroimaging community. This can first be seen in my continuous efforts, throughout my career,
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to implement my research into existing tools directly available to practitioners. But beyond, it has
shaped the directions of my scientific activities both in terms of the questions I chose to tackle
and in terms of the type of solutions I have proposed.
Within the field of neuroimaging reproducibility, I have focused on three main aspects that are

covered in the three next chapters of this manuscript (see Fig. 4).

Figure 4: Overview of my research contributions

In my first research axis, I contributed to the impetus towards data sharing focusing on the
research question: How can wemake neuroimaging data open?. Here, I focused on knowledge
representation but also on infrastructure building and, more recently, on the legal aspects of
sharing brain imaging datasets. This will be the focus of Chapter 2.
A key challenge to studying neuroimaging reproducibility is to understand the root-causes of

irreproducibility. This is a first necessary step before we can formulate solutions. In my second
research axis, I contributed to our common understanding of What is the impact of different
post-processing pipelines on neuroimaging results? Here, I was part of the community effort
that showed how the variability induced by different processing pipelines can lead to a vibration
of effects in brain imaging. This will be the focus of Chapter 3.
In my third research axis, I focused on the reuse of neuroimaging datasets. As data sharing has

taken a larger place in neuroimaging, there are increased opportunities to build new research on
pre-existing data. But moving from the status-quo in which a dataset was created for each new
research question opens up new challenges. I contributed to study: What are the limitations to
the reuse of derived neuroimaing datasets? Here, I derived statistical approaches to combine
pre-existing datasets in new studies or to inform new studies based on pre-existing data. This will
be the focus of Chapter 4.
Finally, I am also an advocate for a more Open Science and have participated actively in

international and national communities including: Brainhack, the International Neuroinformatics
Coordinating Facility (INCF), the Organization for Human Brain Mapping (OHBM) Open Science
Special Interest Group and the French Committee for Open Science (“Comité pour la science
ouverte” (CoSO)). This led me to contribute to a number of efforts to make Open Science more
widespread in neuroimaging and beyond. This will be the focus of Chapter 5.



Chapter 2

Opening up neuroimaging data

One of the first and main answers of the neuroimaging community to the reproducibility crisis was
to push for data sharing. The hope was that by pooling data, neuroimagers would achieve larger
sample sizes and therefore higher statistical power, leading to less false positive findings (see
chapter 1, section 1.3).

From sharing one study to building community resources

Data sharing in the neuroimaging community has been marked by the difficulties encountered
by the fMRIDC (Van Horn and Gazzaniga 2013) – a pioneer effort in the early 2000’s that focused
on sharing data accompanying neuroimaging publications. While agreements had been made
with journals to make data sharing the rule, the fMRIDC faced a high-level of reluctance from the
community and eventually had to be taken down. Community members specifically complained
about the time-consuming process of submitting datasets to the fMRIDC but also more generally
outlined cultural barriers such as their reluctance to share data in the fear of being scooped or
proved wrong. It is only about 10 years later that data sharing in neuroimaging was relaunched
and effectively adopted by a growing part of the community.
The first set of efforts, in the vein of the original fMRIDC, focused on sharing datasets

that were linked to a research publication. The OpenfMRI (Poldrack et al. 2013a) (now Open-
Neuro (Markiewicz et al. 2021)) was specifically dedicated to store and share task-fMRI data.
A bit later, researchers started to take this process more upstream and gathered in consortia

to collect similar data and achieve larger sample sizes at the onset of a study. One of the best
examples was the 1000 Functionnal Connectome Project, led by Biswal, in which researchers across
the globe joined forces to create a resting state fMRI dataset with an unprecedented size of 1000
participants. This collaborative effort proved the usability of resting state fMRI data (a specific
type of fMRI in which the participant is asked to rest and researchers study correlations across
the brain), which is now a flourishing sub-field of neuroimaging (Biswal et al. 2010) (see also B.
Biswal’s OHBM 2023 keynote1). This success led to the creation of the International Neuroimaging

1www.ohbmbrainmappingblog.com/1/post/2023/07/a-conversation-with-bharat-biswal-ohbm-2023-keynote-
interview-pt-8.html

11

www.ohbmbrainmappingblog.com/1/post/2023/07/a-conversation-with-bharat-biswal-ohbm-2023-keynote-interview-pt-8.html
www.ohbmbrainmappingblog.com/1/post/2023/07/a-conversation-with-bharat-biswal-ohbm-2023-keynote-interview-pt-8.html
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Data-sharing Initiative (INDI), a home for multiple consortia that have created and shared open
datasets including: The Consortium for Reliability and Reproducibility (CoRR) (Zuo et al. 2014),
ABIDE (Di Martino et al. 2014), NKI-Rockland Sample (Nooner et al. 2012) and more.
After this first era, in which scientists self-organized, funders started to get involved in data

sharing in the hope that this could counter the reproducibility crisis. As an example, Human
Connectome Project: Young Adult (HCP Young Adult) (Van Essen et al. 2013) (funded by NIH’s
Blueprint for Neuroscience Research) collected and shared data from over 1000 participants. More
recent efforts include the UK Biobank (Miller et al. 2016), a prospective data bank in the UK that
targets the imaging of 100 000 participants and the Adolescent Brain Cognitive Development
(ABCD) (Casey et al. 2018).
Throughout the years, this has led to the creation of resources with an increasing number of

subjects available. Those very large datasets that include a higher number of subjects typically
cover a limited subset of brain functions. More recently, efforts have been put into filling the
gap by acquiring datasets with a fewer number of participants but a very high number of experi-
mental protocols, an approach known as deep sampling. Deep sampling datasets include the my
connectome project (Poldrack et al. 2015), the courtois Neuromod project, the individual brain
charting (Pinho et al. 2018), the CNeuromod project (www.cneuromod.ca) or the Natural Scene
Dataset (Allen et al. 2022).

Data sharing as a way to improve reproducibility

By putting data in common, neuroimagers have achieved larger sample sizes and therefore higher
statistical power leading to less false positive findings. Beyond false positive findings, data sharing
is also helpful for other aspects of reproducibility. First, it is a stepping stone of computational
reproducibility and second, it provides opportunities to test the generalizability of findings across
different populations and experimental environments.

My contributions

The past 10 years have seen the emergence of data sharing (and pooling) in many scientific
communities beyond neuroimaging. This notably led to the proposal of best practices for data
sharing and in particular to the Findable, Accessible, Interoperable and Reusable (FAIR) princi-
ples (Wilkinson et al. 2016). In brief the FAIR principles can be described as: the ability to search
for and discover datasets (Findable), the possibility to download the data (Accessible) in a format
that is commonly used (Interoperable) and which provides a level of details that is sufficient to
enable reuse (Reusable). In practice, the emergence of FAIR has paved the way for the development
of community standards and repositories.

https://www.cneuromod.ca/


13

Community-driven standardization efforts in brain imaging

In neuroimaging, studies typically involve multiple participants that each have multiple images
(anatomical, functional, diffusion, etc.). When the first data sharing effort arose, there was no
standardized format or data structure to store information related to a study. Each tool or database
had its own version of how to store information about groups of participants and their data.
In a first set of contributions (see Section 2.1), I took part in two community-driven standard-

ization efforts to facilitate data sharing in neuroimaging.

Sharing results of task-fMRI studies

While most of the discussion above has focused on the sharing of raw datasets, sharing derived
datasets is also of growing interest. This not only opens up the possibility to perform meta-
analysis quantitatively and test convergence of results from the literature but is also a more
efficient approach to data reuse. In fact most of the large resources provide a preprocessed version
of their data to avoid costly recomputations.
In a second set of contributions (see Section 2.2), I introduced NIDM-Results as a standard to

share task-fMRI results. I also contributed to the development of the NeuroVault infrastructure
dedicated to the sharing of those results.

Providing guidelines for researchers to share their data while complying with European
regulations

A lot of the data sharing efforts in neuroimaging have been driven by efforts stemming from the
United States of America. Differences in regulations between Europe and the US – in particular
the fact that, under the European General Data Protection Rule (GDPR), a brain image is not
anonymous – require special attention so that European researchers can also share their data.
In a third contribution (see Section 2.3), I participated to the Open Brain Consent, a collaborative

effort to develop template documents to enable data sharing in Europe while preserving the
privacy of the participants.
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2.1 Community standardization efforts

This work was initiated as part of my postdoctoral fellowship at the University of Warwick and Oxford
University, UK. During that period, I was a member of the NeuroImaging Data SHaring task force (NIDASH).
NIDASH was an international collaboration, under the aegis of the International Neuroinformatics Coordinating
Facility (INCF)2, which brought together researchers from 10+ laboratories in the US, Canada, UK and Germany.
This working group led the development of the Neuroimaging Data Model (NIDM) standardization effort and
was at the inception of the creation of the Brain Imaging Data Structure (BIDS). Since then, I have continuously
contributed to the field of neuroimaging standard and in 2023, I joined the BIDS steering group.

Context When the focus of the neuroimag-
ing community turned to data sharing in the hope
to achieve higher sample sizes (and hence higher
statistical power), it created an acute need for com-
mon representations (or standards) to exchange data.
Since then (and to date), brain images in MRI had
typically been stored using one of the following two
formats:

• DICOM: a comprehensive data format that in-
cludes descriptive metadata about the imaging
acquisition and the participants. DICOM is
used by MRI scanners in hospitals. A 3D brain
image is made up of many DICOM images.

• NifTI: a lighter format that mainly includes the
image and information about its position in
space. NifTI is used by most post-processing
software. A 3D brain image typically corre-
sponds to 1 NifTI image.

DICOM has been ubiquitous in hospitals and is the
format of choice used by MRI manufacturers. NIfTI
has gained a lot of traction in post-processing, espe-
cially in a research setting (which is our focus here).

But while NifTI perfectly addressed the question
of sharing MRI images one-by-one, it was not de-
veloped to deal with multi-subject studies in which
multiple images (e.g. anatomical, functional, diffu-
sion) are associated with a participant and sets of
participants are organized into groups (e.g. controls,
patients). In addition, even though the NifTI format
was widely used by post-processing neuroimaging
tools, the DICOM to NifTI conversion included an
information loss that could be problematic for post-
processing (e.g. slice numbering was often lost al-

though it is required information to perform slice
timing).

This status-quo effectively led many labs to spec-
ify their own data structures, which sometimes even
varied across projects within a lab. This tremen-
dously limited the ability to reuse datasets and to
share datasets with other researchers.

Contribution Over the years, I contributed to
two standardization efforts: the Neuroimaging Data
Model (NIDM) and the Brain Imaging Data Structure
(BIDS).

NIDM was developed under an international
group - called NIDASH for Neuroimaging Data Shar-
ing - of the International Neuroinformatics Coordi-
nating Facility (INCF). NIDM is based on semantic
web technologies and the vision was to develop a
collection of specification documents as extensions
to the W3C PROV standard that would be suited
to the domain of human brain mapping (Keator et
al. 2013). NIDM used provenance information as a
mean to link components from different stages of the
scientific research process, from dataset descriptors
and computational workflows, to derived data and
publication (see Fig. 5).

Figure 5: The Neuroimaging Data Model (NIDM) Layer
Cake (inspired by the Semantic Web Layer Cake). Credits:
Nolan Nichols.

2https://www.incf.org/

https://www.incf.org/
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As part of NIDM, we developed NIDM-Results to
share results of task-fMRI studies (See section 2.2 for
more on this effort).

BIDS uses a set of conventions for naming and or-
ganizing files in a tree as well as schemas for accom-
panying JSON files that are used to include additional
metadada (Gorgolewski et al. 2016).

In its first iteration BIDS focused onmodelingMRI
datasets with multi-subjects and 3 types of imaging
data: anatomical, functional and diffusion MRI. The
main guiding principle to specify mandatory meta-
data was to include the minimal amount of informa-
tion required to allow for downstream processing
of the data. A schematic overview of the proposed
BIDS organisation is presented in Fig. 6.

Figure 6: The Brain Imaging Data Structure (BIDS). Credits:
CC-BY Fig. 1 from(Gorgolewski et al. 2016)

Results The NIDM-Results data model was
the first model released by the NIDM group in
2016 (Maumet et al. 2016). We worked closely with
the developers of the three main task-fMRI software
packages and proposed reference implementations
for two of them (see 2.2 for a full description). Beyond
this, NIDM prefigured a number of efforts that are
still ongoing, such as the DANDI archive - an online
archive for publishing and sharing neurophysiology
data - (dandiarchive.org).

BIDS has received strong support from the neu-
roimaging community. Throughout the years, many
of the scientists who had initiated NIDM also con-
tributed to BIDS. As an illustration, NIDM worked
hand-in-hand with BIDS to create the NIDM-Terms
ontology that includes all the terms and definitions
from the BIDS vocabulary (Queder et al. 2023)). In
another work, we focused on making both standards

converge on the same data format through the use of
JSON-LD 1.1 which is both JSON - as in BIDS - and
can store semantic web - as in NIDM - (Maumet et al.
2019). This work was then used for the BIDS-Prov
specification (see 3.3 for a full description) The adop-
tion of BIDS by the neuroimaging community has
been very quick, not only to share data but also, im-
portantly, to store and process data internally within
labs. A recent estimate showed that more than 1
million BIDS datasets have been created 3.

In 2018, BIDS started to extend beyond MRI data,
first focusing on Magnetoencephalography (Niso
et al. 2018). And then, reflexions started within
BIDS to extend BIDS to derived datasets with BIDS-
Derivatives.

This led to the formalization of a process to ex-
tend BIDS: the BIDS extension proposal (BEP). A BEP
is proposed and led by 1 or 2 community members
who gather a small group of 5-10 scientists who col-
laborate on writing a first version of the proposed
update. The draft is then open to contributions to
the wider BIDS community. Once all comments have
been addressed the BEP can be merged into the BIDS
specification and effectively becomes part of the stan-
dard.

The BEP process was quickly adopted and BIDS
was extended to electroencephalography (Pernet et
al. 2019), intracranial electroencephalography (Hold-
graf et al. 2019), positron emission tomography (Nor-
gaard et al. 2022) as well as other MRI modali-
ties including Arterial Spin Labeling (Clement et al.
2022). Twenty-five BEPs are currently under develop-
ment (See bids.neuroimaging.io/get_involved.html
for a full list).

Many of the historical/main software packages
in neuroimaging have updated their codebase to be-
come BIDS-compliant, including: SPM and FieldTrip.
There are also containerized applications (known as
BIDS-apps (Gorgolewski et al. 2017)) based on those
software, often developed by or with the software
developers of the main packages.

In 2019, BIDS evolved to have a governance struc-
ture that includes an (elected) steering group that
foresee all activities regarding BIDS. There is also a
group of maintainers from the community.

3nitter.net/chrisgorgo/status/1668701996000370689

https://dandiarchive.org/
https://bids.neuroimaging.io/get_involved.html
https://nitter.net/chrisgorgo/status/1668701996000370689 
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Take-Home Message
• The neuroimaging community has been rich in collaborative standardization efforts.

• BIDS has been well-adopted by the brain imaging community and quickly extended from
MRI to other imaging types.

• NIDM prefigured a number of applications as well as evolutions of BIDS (cf. NIDM-Results
in 2.2 and BIDS-Prov in 3.3) .

• BIDS now has its own governance structure.
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2.2 Sharing task-fMRI results

I spearheaded the development of NIDM-Results during my postdoctoral fellowship as part of the NIDASH
task force (see section 2.1 for more details on NIDASH). Ruth Pauli and Alexander Bowring jointly led the data
paper while they were respectively postgraduate and PhD students co-supervised between Prof. Thomas Nichols
and myself at the Uni. of Warwick (UK). To a smaller extent, I was also involved in the development of the
NeuroVault database, a collaborative effort led by Krzysztof Gorgolewski from the Max Planck Institute for
Human Cognitive and Brain Sciences (Germany) and then Stanford Uni. (USA).

Context Since its discovery in the early
1990’s, task-fMRI has been widely used leading to
rich scientific production. As an illustration, a search
of "task-fMRI" on PubMed reveals nearly 450 000
publications4 (Note: we limited the time-frame up
to 2016, i.e. the year in which our contributions
were published). Yet task-fMRI studies - as many
neuroimaging studies - have long suffered from low
sample sizes which dampened the reliability of single
experiments. This made the task-fMRI literature a
perfect candidate for meta-analyses in order to ex-
tract convergent patterns across studies.

However, in a typical task-fMRI study, only a tiny
fraction of the data and metadata produced was fi-
nally conveyed to the community (Poline et al. 2012).
Indeed, task-fMRI studies were reported with 2 main
components (see Fig. 7): 1- static figures showing the
location of the activations 2- a table listing the co-
ordinates and associated statistic values of the main
local maxima (also known as peaks) in each cluster.

Figure 7: Typical reporting of an task-fMRI study: 1.
graphical representation, 2. Table with statistical values
(max 3 per cluster) and peak locations

This limited reporting effectively restricted the
possibilities to perform meta-analyses and dedicated
methodologies (known as coordinate-based meta-
analyses) had to be developed. Those coordinate-
based meta-analyses were known to be sub-optimal
compared to image-based meta-analyses in which a
test is done at each voxel (see Chapter 4 section 4.1
for more on image-based meta-analyses). In fact,

good practices from Statistics would require the re-
sults of all statistic test to be reported regardless of
whether or not they reached significance.

Here, we proposed practical solutions to make it
easier for neuroimagers to provide a more complete
reporting in support of their task-fMRI studies.

Contribution We proposed three main con-
tributions. First, we introduced NIDM-Results, a spec-
ification providing a machine-readable description
of neuroimaging statistical results along with key im-
age data summarizing the experiment (Maumet et al.
2016). Second, we shared a dataset and its accompa-
gnying data paper (Pauli et al. 2016) with processed
task-fMRI results analyzed with AFNI (Cox 1996),
FSL (Jenkinson et al. 2012) and SPM (Penny et al.
2011), three of the most-widely used task-fMRI soft-
ware. Third, we introduced NeuroVault: a web based
repository that allows researchers to store, share, vi-
sualize, and decode statistical maps of the human
brain (Gorgolewski et al. 2015a).

A specification for task-fMRI results The goal
of NIDM-Results was to provide a unified represen-
tation of mass-univariate analyses that would make
it possible to perform both coordinate-based and
image-based meta-analyses. A mass-univariate anal-
ysis proceeds by performing a family of statistic
tests in parallel. This type of analysis is typically
employed in task-fMRI analyses in which a test is
performed independently at each location (or voxel)
in the brain.

Within NIDASH, we took special care to build
a harmonized representation across neuroimaging
software. An example of such endeavour is the clari-
fication of the different reference spaces used. While

4https://pubmed.ncbi.nlm.nih.gov/?term=fmri&filter=years.1990-2016

https://pubmed.ncbi.nlm.nih.gov/?term=fmri&filter=years.1990-2016
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most studies only mentioned standardization into
the "MNI space" - in reference to theMontreal Neuro-
logical Institute - this template was in fact available
in various versions and different neuroimaging pack-
ages had made different choices. Table 1 provides

a summary of the different MNI spaces (see the full
discussions on Github 5 for more context). These
descriptions were then used as the basis of the Coor-
dinate System in BIDS.

Name Short description Used by
Colin27 "stereotaxic average of 27 T1-weighted MRI

scans of the same individual"
SPM96

IcbmMni152 Lin-
ear

"average of 152 T1-weighted MRI scans, lin-
early transformed to Talairach space".

SPM99 to SPM8

IcbmMni152
NonLinear2009c
Asymmetric

"average of 152 T1-weighted MRI scans, non-
linearly transformed to MNI152 linear space".

DARTEL toolbox in SPM12b

IcbmMni152
NonLinear
6thGeneration

Reference space defined by the "average of
152 T1-weighted MRI scans, linearly and non-
linearly (6 iterations) transformed to form a
symmetric model in Talairach space"

FSL

Ixi549 average of the "549 [...] subjects from the IXI
dataset" linearly transformed to ICBM MNI
452

SPM12b

Table 1: Expliciting the MNI spaces

A dataset to explore the task-fMRI result
space We generated a set of task-fMRI result data
with AFNI, FSL and SPM. This was useful both to
better understand the task-fMRI result space as we
were developing NIDM-Results and to test and build
proof of concepts of NIDM-Results exporters. This
dataset eventually became the fmri comparison soft-
ware dataset and was realased on NITRC (Kennedy
et al. 2016) and shared with the community.

A repository for task-fMRI results Finally, the
goal of the NeuroVault repository was to create a
"home" for brain statistic maps in order to make full
statistic images available in support of task-fMRI
publications. Those images can be uploaded either
directly or using NIDM-Results.

Results The NIDM-Results standard
was defined by a W3C-style specification, pub-

licly available at http://nidm.nidash.org/specs/
nidm-results.html and by an ontology (owl) file
available at http://bioportal.bioontology.org/
ontologies/NIDM-RESULTS. It is comprised of a con-
troled vocabulary, as well as instructions of how to
use PROV to represent mass-univariate neuroimag-
ing results.

The model provides terms to describe key ele-
ments of neuroimaging methods using a common
framework across neuroimaging software packages.
For example, as illustrated in Fig. 8, error models are
described in terms of assumed variance (homoscedas-
tic, heteroscedastic), assumed covariance structure
(independent, spatially correlated, etc.) and how
these structures vary in space (defined independently
at each voxel, globally throughout the brain or spa-
tially regularized).

A NIDM-Results pack is a zip archive that includes:
5https://github.com/incf-nidash/nidm-specs/issues/52

http://nidm.nidash.org/specs/nidm-results.html
http://nidm.nidash.org/specs/nidm-results.html
http://bioportal.bioontology.org/ontologies/NIDM-RESULTS
http://bioportal.bioontology.org/ontologies/NIDM-RESULTS
https://github.com/incf-nidash/nidm-specs/issues/52
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a NIDM graph (containing all the metadata), a con-
trast map, a standard error map, a statistic map and
a representation of the design matrix used in the sta-
tistical test. The NIDM graph includes information

about the inferences, for instance the threshold used
(and the type of threshold) as well as the specific
template that was used for spatial registration into a
template space.

Figure 8: The different noise models in task-fMRI as specified in NIDM-Results

We focused on metadata that could be automati-
cally extracted but also included pieces of informa-
tion that were deemed crucial for meta-analysis. This
was the case for the number of subjects (an informa-
tion that is not automatically available by default).

Tools are available to export NIDM-Result graphs
and associated files from the widely used SPM and
FSL software packages, and the NeuroVault reposi-
tory can import NIDM-Results archives.

A set of results of mass-univariate task-fMRI anal-
yses was shared as the task-fMRI comparison software
library using the most common software packages:
AFNI, FSL, and SPM [which between them cover 80%
of published task-fMRI analyses (Carp 2012)], utiliz-
ing publicly available data from OpenfMRI (Poldrack
et al. 2013b). The analyses (‘variants’) proposed cover

the most common options available in each software
package at each analysis stage, from different Hemo-
dynamic Response Function (HRF) to varying group-
level tests. The variants are arranged so that readers
can compare the closest equivalent across software
packages.

NeuroVault has been well adopted by the neu-
roimaging community (in particular for task-fMRI
statistic maps). As of July 5th, 2023 the NeuroVault
repository contains 470 000+ images 6 grouped in
about 10 000 collections 7. By providing a very large
and diverse dataset of task-fMRI statistic maps, the
NeuroVault database has opened up new opportu-
nities for research. In particular it has been used in
multiple scientific papers to train machine learning
models (see for example (Menuet et al. 2022)).

6https://neurovault.org/api/images/
7https://neurovault.org/api/collections/
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Take-Home Message
• NIDM-Results provides a software-agnostic representation of task-fMRI results.

• We shared a dataset with 31 variants of the results of a mass univariate task-fMRI analysis
using 3 of the most widely-used task-fMRI software packages: AFNI, FSL, and SPM.

• NeuroVault is an online database for task-fMRI statistic maps with 470 000+ of images.
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2.3 Data sharing and privacy

This work was done as part of an international collaboration with 35+ researchers within the working group
Multi-site data integration of the European COST Action Glimr that was co-led by Dr. Cyril Pernet from Uni.
of Edinburgh (UK) and then Dr. Stephan Heunis from Research Center Jülich (Germany) and myself. The Open
Brain Consent project pre-dated this collaboration and was driven by Dr. Cyril Pernet, Dr. Yaroslav Halchenko
from Dartmouth College (USA), Dr. Peer Herholz from McGill Uni. (Canada) and Dr. Stephan Heunis. They
gathered multiple teams of researchers throughout Europe to propose translations that would be compliant
with local regulations. With Dr. Elise Bannier and Dr. Anne Hespel, both from Rennes hospital, we contributed
the French translation

Context A lot of the data sharing initia-
tives that have spread in the neuroimaging com-
munity come from the United States of America
(USA). This is for instance the case of many plat-
forms that are used for neuroimaging data sharing
such as Openneuro (Markiewicz et al. 2021) or Neu-
rovault (Gorgolewski et al. 2015a), but also of widely-
used open datasets such as The Human Connectome
Project (Van Essen et al. 2013). While these efforts
have been instrumental in triggering neuroimaging
data sharing, the fact that they are centralized in a
single country (the USA) is aweakness. First, because
there is growing evidence of the risks of creating bi-
ased models when training is done on datasets that
are too homogeneous (see for instance (Larrazabal
et al. 2020) for an illustration of gender bias in x-ray
imaging). Second, because USA-based infrastructure
might not be accessible to all scientists due to local
regulations. This is for instance the case of European
researchers.

A number of landmark efforts have emerged from
Europe such as the UK Biobank – A biobank, in-
cluding neuroimaging data that targets 100 000 par-
ticipants for the imaging part (Miller et al. 2016).
Yet, there is limited support and options available
to the individual researchers in Europe who would
like to share their neuroimaging data. The specificity
of European regulation makes it impossible for EU-
based researchers to use USA-based infrastructures
to share brain data (see for example OpenNeuro’s
note on GDPR in the FAQ8).

The GDPR requires stricter controls when sharing

individual human data. More specifically, there is a
crucial difference between what is defined as anony-
mous data in the USA versus in Europe. The USA
definition focuses on primary identifiable informa-
tion (i.e. name, date of birth, address and face) while
the European definition is much broader alluding to
correlation, individualization and inference. So what
does this mean for brain imaging data?

The property of individualization by itself is par-
ticularly stringent. The CNIL – i.e. the French Data
Protection Agency – defines individualization as the
possibility to isolate an individual in the dataset9.
This means that as soon as a dataset is a unique
signature of a participant it cannot be considered
as anonymous under European laws. Beyond facial
features that can be used to directly identify an indi-
vidual, multiple publications have shown that brain
images hold unique properties for each participant,
a characteristic known as fingerprinting (see for in-
stance in functional connectome (Finn et al. 2015)).
European laws have been built with stronger guar-
antees for the privacy of the participants but they
do enable a lot of possibilities for researchers. The
issue is not so much the law itself but its practical
application, a problem that is compounded by the
various interpretations across countries and even
across institutions.

Here, we proposed a simple approach to enable
GDPR-compliant data sharing. In practice, neu-
roimaging data can be shared provided that 1/ par-
ticipants are informed and their consent is collected
and 2/ researchers accessing the data agree to com-

8https://docs.openneuro.org/faq
9https://www.cnil.fr/fr/lanonymisation-de-donnees-personnelles
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ply with a number of terms (e.g. no attempt to de-
anonymize data).

Contribution The goal of this project called
The Open Brain Consent GDPR-edition was to share
two template files. First, a template consent form
that includes a paragraph explaining how data will
be reused so that participants can elect to agree or
not. Second, a template data user agreement to be
signed by researchers who would like to reuse the
data.

The first version was drafted in English and fi-
nalized during a workshop of the European COST
Action Glimr in November 2019 at the COST Asso-
ciation in Brussels. This event gathered researchers
from various fields in neuroimaging (cognitive neu-
roscience, clinical studies, neuroinformatics and data
management) as well as an expert in law. As a re-

sult of this meeting the English version was shared
with the Glimr network (and beyond) to create trans-
lations in as many European languages as possi-
ble. Special care had to be taken in order to make
the translations compatible with local regulations.
To this aim, each translation team involved a local
data protection officer. With Dr. Elise Bannier and
Dr. Anne Hespel - who is Data Protection Officer for
Rennes hospital - we were in charge of the French
translation.

Results The Open Brain Consent initiative
led to the creation of two template documents that
are openly shared at https://open-brain-consent.
readthedocs.io (Open Brain Consent working
group 2021). As of August 29, 2023, both documents
are available in 13 languages. In Rennes, the Open
Brain Consent GDPR consent form is at the Neur-
info10 platform.

Take-Home Message
• Open Brain Consent provides templates of GDPR-compliant consent form and data user
agreement for neuroimaging data sharing.

• Those documents are available in 13 European languages.
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quium: Data and artificial intelligence in healthcare, Faculty of Law and Political Science, Rennes
(France). url: https://inria.hal.science/hal-04323409.

“EU Cost Action GliMR - European multi-site data integration & large dataset creation for glioma
diagnostics” (2021). In: EORTC imaging group meeting, Online. url: https://inria.hal.
science/inserm-03193804.

Related work In a follow-up work of the European COST Action Glimr, spearheaded by Jérémy
Lefort-Besnard as part of his postdoctoral fellowship, we are currently reviewing infrastructure available
for neuroimaging data sharing in Europe.

https://inria.hal.science/hal-04323409
https://inria.hal.science/inserm-03193804
https://inria.hal.science/inserm-03193804


Chapter 3

On the vibration of effects in
neuroimaging

In their daily practice, researchers face a complex analysis landscape in which they have to choose
between different tools, different algorithms, and different parameters, available in different
environments in order to analyze their data. In the past few years, increasing evidence has shown
that the exact choice of analysis steps in the post-processing of the data (often referred to as a
"workflow" or "pipeline") can have a non-negligible impact on research findings, effectively giving
rise to a vibration of effects (i.e. a multiplicity of possible results for a given study).

Neuroimaging pipelines

The issue of the vibration of effects is compounded when the number of steps included in the
analysis is big. This is the case for neuroimaging studies in which the analytical pipeline is deep,
typically made up of 8-15 steps from pre-processing to the final statistical analysis.
An example for task-fMRI pre-processing is provided in Fig. 9. In brief, both an anatomical

and a functional image are needed. The two images can initially be processed in parallel. On one
hand, the anatomical image is treated to remove heterogeneity in intensities (that are observed
due to inhomogeneity of the magnetic field) then, if multiple anatomical images are available,
they are merged, and finally the skull is removed from the image to keep only brain tissues. The
anatomical image is then registered into a standardized space (so that later conclusions can be
drawn at the group level), segmented into grey and white matter and then the surface of the cortex
is extracted. On the other hand, the functional image is segmented to get a brain mask, then
realigned in space (to correct for any motion of the participant) and in time (to compensate for the
different acquisition time of different slices in the brain). Finally the anatomical and functional
images are aligned to each other and the functional images are smoothed with a Gaussian kernel.
After pre-processing, the task-fMRI image enters a multi-level statistical analysis. At the first-

level, subject-level statistics modelling and estimation are computed. At the second level, group
statistics modelling and estimation are computed to infer results at the level of a population.
Finally there is a phase of thresholding using a correction for multiple comparisons.
At each level (subject, group), the statistics are computed using a General Linear Model (GLM)

25
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Figure 9: An example of task-fMRI preprocessing pipeline: fMRIPrep. Credits: CC-By Fig. 1 from (Esteban et al.
2019)

at each voxel in the brain, an approach known as mass-univariate. Using the GLM, the task-fMRI
signal is modelled as a linear combination of a set of pre-defined regressors representing the
experimentally controlled factors as well as possible confounds.
The output of the overall process is a 3D thresholded brain map that indicates regions of

significant activation. In addition, the (unthresholded) statitstic map includes the output values
for all tests (one per brain location) regardless of whether they outlined a significant activation.

How analytical variability impacts reproducibility

The variability observed in the results of a study when varying the analytical pipeline is sometimes
referred to as analytical variability. Analytical variability can be induced by different levels of
variations in the analytical pipeline including: different software environments, different software
packages, different sets of parameters, different algorithms for each step in the pipeline. In addition,
scientists may vary the order of some of the steps, exclude and/or include additional steps. While
there are good practices to guide practitioners in those choices, there typically remains a large
space of possible pipelines (Carp 2012).
In practice, analytical variability can arise due to a variety of reasons: from unwanted variability

that is the consequence of a lack of robustness of the study, to variability of interest that informs
researchers on their scientific question (see Fig. 10).
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Same data,
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Figure 10: Different components of analytical variability and how this variability can be explained as a
continuum between unwanted variability related to a lack of robustness of the study up to variability of
interest that informs scientist on their research question.

A lack of robustness of the tools

Reaching different scientific conclusions when varying the operating system (while running
the very same analysis on the same data) is likely to be an indication of the lack of robustness of
the results obtained. This was well-illustrated in a study by Glatard and colleague (Glatard et al.
2015) who looked at neuroimaging reproducibility across different operating systems. The authors
observed that results varied depending on whether they were obtained using a CentOS or a Fedora
Linux operating system. After further investigation, they identified that differences in system
libraries handling floating point values were at the root of the divergent results and that errors
accumulated along the pipeline. While the researchers could relate the observed differences to
the use of different low-level libraries, in practice the fact that using a different operating system
leads to different scientific conclusions points at a lack of robustness of the original results.

As there is often no “ground truth” that could be used to act as a common benchmark, testing
biomedical software can be especially challenging (Lundgren and Kanewala 2016), and neuroimag-
ing is no exception. This issue is known as the oracle problem (Barr et al. 2015) in software
engineering. As a way to test the robustness of pipelines, some authors analyzed how generating
small variations in the input data induced changes in the results (Kiar et al. 2020), an approach
sometimes referred to as sensitivity analysis. If a small perturbation in the input data induces a
high level of variations in the output, then the method is not robust.
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On the trap of finding the “best” pipeline...

At the other end of the spectrum, researchers may reach different conclusions when using
different algorithms or different statistical models, effectively implying different assumptions on
their problem. Using a number of alternative approaches to test the robustness of the results or
to exclude pipelines that are not suited is typical in fields in which the analysis pipeline can be
characterized by many levels of variations. In principle, the goal is to exclude pipelines that are
not (or less) suited to answer the problem in question.
Each method comes with a set of assumptions. For example, a registration algorithm might

only be suitable for individual’s brains that are anatomically close to a standardized adult brain.
Sometimes methods will be robust to assumption violations - in the previous example, the same
registration algorithm might also provide good results when applied on infant brains even though
it was not intended for this usage. Other times, assumption violations will lead to the failure of
the method, which can manifest as inflated false positive rates (invalidity) (Eklund et al. 2018).
When processing real data, researchers strive to find a method for which the data does not break
assumptions, or a method that is robust to assumption violations (Mumford and Nichols 2009b) –
a subtle balance to be found. When it comes to scientific pipelines, this problem is exasperated,
as each individual step is characterized by its own assumptions and robustness. This effectively
creates a pyramid of assumptions that can be very difficult to assess.
But, by analyzing their data multiple times, practitioners can fall into the issue of p-hacking.

This issue is known beyond neuroimaging (Simmons et al. 2011) and different approaches have
been proposed as a solution. Some authors have proposed to select the analytical pipeline a
priori, for example, by pre-registering the analysis before data are acquired (Chambers et al.
2015). Other authors have proposed to combine results from multiple pipelines using specification
curves from instance (Bloom et al. 2022; Burns et al. 2019; Simonsohn et al. 2020); or multiverse
analysis (Steegen et al. 2016). Finally other authors, prefer to focus their efforts on reducing the
analytical space by proposing a single best practice pipeline. This is the approach proposed by
the fMRIPrep software (Esteban et al. 2019)). Other studies have focused on identifying optimum
pipelines with respect to a predefined criterion (e.g. predicting brain age (Dafflon et al. 2022)) or
to a specific metric (e.g. reproducibility (Strother et al. 2004)).
In conclusion, understanding why analytical variability arises is crucial in order to propose

solutions to these sources of irreproducibility. This is challenging in the context of methodological
variations because choosing a pipeline is a key part of the scientific process.

My contributions

Variability across software packages

While there is typically no ground truth that would make it possible to easily compare the
performance of two competing pipelines, one approach to identify possible discrepancies is to run
comparable pipelines and to check whether the results are consistent. Often the same conceptual
steps are available in multiple implementations in different software packages. This is similar to
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the approach used by N-version testing in software engineering (see (Barr et al. 2015) for a review
on software testing in the absence of ground truth). N-version tests run by comparing the outputs
of different implementations of the same piece of software. A lack of consistency in the results
indicates a failure of (at least) one of the implementations.
In a first set of contributions (see Section 3.1), we tested the output of three software packages

(AFNI, FSL and SPM) – selected for their large coverage of the task-fMRI literature – on three
neuroimaging studies. We proceeded by reproducing 3 publications and by generating carefully-
aligned pipelines in the alternative two research software.

Variability across experts

In a second set of contributions (see Section 3.2), as part of a large collaborative effort, we used
a similar approach to test whether the post-processing choices made by different experts can lead
to different conclusions (using the same data). This approach is also known as a Many analysts,
one dataset study.

Recording neuroimaging provenance

In a third contribution (see Section 3.3), in support of our future understanding of analytical
variability, we propose BIDS-Prov: a representation for neuroimaging provenance. In order to build
solutions to better understand (and eventually restrain) analytical variability in neuroimaging,
having a complete record of the steps that were applied to a dataset (including all parameters) is
an important first step.



30 CHAPTER 3. ON THE VIBRATION OF EFFECTS IN NEUROIMAGING

3.1 Same pipeline, different software: different results

This work was led by Alexander Bowring as part of his PhD and postdoctoral fellowship at Oxford University.
On these two projects, he was co-supervised by Prof. Thomas Nichols from Oxford Uni. and myself. The senior
authorship is shared between Prof. Nichols and myself on the two resulting publications.

Context Software is central to modern sci-
entific research and with the development of data
science and its subfields (such as bioinformatics or
neuroinformatics) the different tools and approaches
available to study a dataset have multiplied. Those
software have been very valuable to practitioners
and brought the capacity to process more data in a
shorter amount of time. But overall, they also pro-
vide a large number of possible analysis paths to
address a scientific question. Practitioners face a
highly-complex analysis landscape in which they
have to choose between different tools, algorithms,
parameters, all of which are available in different
environments (different operating systems, different
low-level libraries, etc.). While all options are not
equally appropriate for a given research problem,
there is most of the time a wide range of acceptable
options (see (Carp 2012)) for an illustration). Here,
we focused on evaluating the impact of using com-
peting neuroimaging research software on the same
task-fMRI dataset.

Data We selected 3 task-fMRI studies from
OpenfMRI (Poldrack et al. 2013b): ds000001 ver-
sion 2.0.4 (Schonberg et al. 2012), ds000109 ver-
sion 2.0.2 (Moran et al. 2012), and ds000120 version
1.0.0 (Padmanabhan et al. 2011). These datasets were
chosen following an extensive selection procedure in
which we sought to find studies with simple analysis
pipelines and clearly reported regions of brain acti-
vation that would be easily comparable to our own
results. Exclusion criteria included the use of cus-
tom software, activations defined using small volume
correction, and application of more intricate meth-
ods such as region of interest and robust regression
analysis, which we believed could be impractical to
implement across all analysis software.

Contribution In (Bowring et al. 2019), our
goal was to understand how the choice of a software

package impacts the analysis results. We re-analyzed
each of the 3 studies using three widely-used task-
fMRI software packages (AFNI, FSL, and SPM). We
obtained all information on how to process, analyze,
and model each dataset from the publications. In
a follow-up work (Bowring et al. 2021), we revis-
ited our findings, seeking to identify the stages of
the pipeline where the greatest variation between
analysis software was induced.

Wemade quantitative and qualitative comparisons
between our replications to gauge the scale of vari-
ability in our results and assess the fundamental dif-
ferences between each software package.

Results Qualitatively we found similarities
between packages both in terms of final activated
clusters (Fig. 11) and statistic maps (Fig. 12).

Figure 11: Activation clusters for each reproduction
(1 study per column, 1 software per row). The last
row includes a copy of the original results. Credit:
CC-BY Fig. 1 from (Bowring et al. 2019)
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Figure 12: Statistic maps for each reproduction (1
study per column, 1 software per row) Credit: CC-BY
Fig. 2 from (Bowring et al. 2019)

However, we also discovered marked differences,
such as Dice similarity coefficients ranging from
0.000 to 0.769. Overall the degree of variability in-
creased along the processing pipelines.

In a follow-up work, we carried out further analy-
ses on the three datasets in order to better understand
the sources of the observed variability. We employed
a common processing strategy across parts of the
analysis workflow (in particular fMRIprep (Esteban
et al. 2019) for preprocessing) and then used spe-
cific procedures from the three software packages
(AFNI, FSL and SPM) across the remaining steps of
the pipeline (see Fig. ??). Using our expertise, we

identified 5 possible sources of software variability:
1- Preprocessing, 2- 1st-level signal model (includ-
ing differences in HRF, orthogonalisation of regres-
sors), 3- 1st-level drift model (different approaches to
remove slow-signal drifts), 4- 1st-level noise model
(including differences in assumptions to estimate
noise parameters across the brain) and 5- 2nd-level
model and inference (including different assump-
tions for group modeling: heteroscedasticity versus
homoscedasticity). Of note, the analyses performed
in each of the three software had already been care-
fully aligned using all the available options in the
first set of results. But a perfect correspondence was
impossible and the goal here was to model the re-
maining variations which illustrate differences in
the underlying assumptions that are often encoded
deeply into the software package.

We used quantitative methods to compare the
statistical maps and isolate the main stages of the
workflow where the three packages diverge. Across
all datasets, we found that variation between the
packages’ results is largely attributable to a hand-
ful of individual analysis stages, and that these
sources of variability were heterogeneous across the
datasets (e.g. choice of first-level signal model had
the most impact for the ds000001 dataset, while first-
level noise model was more influential for ds000109
dataset). We also observed areas of the analysis work-
flow where changing the software package causes
minimal differences in the final results, finding that
the group-level results were largely unaffected by
which software package is used to model the low-
frequency task-fMRI drifts.

Figure 13: Step-by-step re-analyses from an AFNI analysis (1A) to an FSL analysis (7F ). For example: 3AF

is a hybrid re-analysis using the common preprocessing strategy (with fMRIprep), AFNI for 1st-level model,
drift and noise modelling and FSL for 2nd-level model and inference. Credit: CC-BY Fig. 1 from (Bowring et al. 2021)
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Take-Home Message
• task-fMRI results can vary across neuroimaging software packages even when considering
aligned pipelines. Observed variations were stronger for thresholded maps.

• Across the three reproductions performed, there was no consensus as to which steps were
the most impactful.

Publications

Bowring, Alexander, Camille Maumet*, and Thomas E. Nichols* (2019). “Exploring the Impact
of Analysis Software on Task fMRI Results”. In: Human Brain Mapping 40.11, pp. 3362–3384.
doi: 10.1002/hbm.24603.

Bowring, Alexander, Thomas Nichols*, and Camille Maumet* (2021). “Isolating the Sources
of Pipeline-Variability in Group-Level Task-fMRI results”. In: Human Brain Mapping. doi:
10.1002/hbm.25713.

Open artefacts All scripts and results are available through our Open Science Framework Projects at
https://osf.io/U2Q4Y/ and. https://osf.io/axy3w/ (for each publication). The resulting statistic maps
are available on NeuroVault: https://neurovault.org/collections/4110/ and https://neurovault.
org/collections/8381/ (ds0000001), https://neurovault.org/collections/4099/ and https://
neurovault.org/collections/7113/ (ds000109), https://neurovault.org/collections/4100/ and
https://neurovault.org/collections/9324/ (ds000120). All analysis scripts are available through Zen-
odo at https://doi.org/10.5281/zenodo.1413540 and http://doi.org/10.5281/zenodo.5070414.

Related work

Exploring analytical variability across tools in EEG: In a collaboration with Dr. Mahmoud Hassan,
specialized in EEG analysis, we proposed to use the same type of approach but applied to EEG preprocessing.
The work was initiated by Nina Forde during her internship at Inria and then continued by Dr. Aya Kabbara,
a postdoctoral fellow at Lebanese University, Lebanon. Both of themwere co-supervised between Dr. Hassan
and myself and the senior authorship is shared on the corresponding publication.

In (Kabbara et al. 2023) we studied software-induced variability in EEG. To this aim, we reproduced a
recent study by Williams and colleagues (Williams et al. 2021) that was characterized by the use of a dataset
with a large sample size (N=500) and was publicly available. We showed a good degree of convergence in
terms of the general profile of ERP waveforms, peak latencies and effect size estimates related to specific
signal features. However, considerable variability was also observed in the magnitude of the absolute
voltage observed with each software package.

Kabbara, Aya, Nina Forde, Camille Maumet*, and Mahmoud Hassan* (2023). “Successful repro-
duction of a large EEG study across software packages”. In: Neuroimage: Reports 3.2, p. 100169.
doi: 10.1016/j.ynirp.2023.100169.

* Both senior authors contributed equally.

https://doi.org/10.1002/hbm.24603
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https://neurovault.org/collections/7113/
https://neurovault.org/collections/4100/
https://neurovault.org/collections/9324/
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https://doi.org/10.1016/j.ynirp.2023.100169
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3.2 Same data, different experts: different results

This work was done as part of an international collaboration with 200+ researchers spearheaded by Rotem
Botvinik-Nezer and directed by Dr. Tom Schonberg from Tel Aviv University (Israel) in collaboration with
Prof. Russel Poldrack from Stanford University (USA). We participated with Prof. Thomas Nichols and Dr.
Alexander Bowring from Oxford University (UK) as one of the 70 recruited teams.

Context Using the same data to answer the
same scientific question, researchers may reach con-
tradictory conclusions depending on the analytical
pipeline they choose. For many years this problem
had remained rampant in experimental sciences but
recentlymany studies demonstrated this issue includ-
ing in: climate science (Knight et al. 2007), bioinfor-
matics (Cashman et al. 2018), psychology (Silberzahn
et al. 2018), social sciences (Breznau et al. 2021). Over-
all this phenomenon has reduced confidence in re-
search findings and is effectively an important driver
of the reproducibility crisis (Hoffmann et al. 2021).

Here, this phenomenon was tested in a task-fMRI
setting: 70 teams were recruited to analyze the same
dataset in order to answer the same set of nine yes/no
research questions. This approach, known as "many
analyst analysis" was initiated in the field of psychol-
ogy (Silberzahn et al. 2018) and is increasingly used
as a method to uncover analytical variability (Aczel
et al. 2021)

Data TheMRI dataset is publicly available on
OpenNeuro with DOI: 10.18112/openneuro.ds001734
under CC0 (Public Domain) and is described in de-
tails in a data paper (Botvinik-Nezer et al. 2019). The
dataset comprised data from N=108 participants (a
total of N=119 healthy participants completed the ex-
periment, 11 were excluded based on too many failed
trials or memory errors when processing the data).
All participants gave written informed consent. The
study was approved by the institutional review board
at the Sheba Tel Hashomer Medical Center and the
ethics committee at Tel Aviv University.

Contribution A task-fMRI dataset was ac-
quired in order to test a set of hypotheses extracted
from two prior (high-impact) publications that in-
vestigated a mixed gambles task (De Martino et al.

2010; Tom et al. 2007). The central question behind
this experiment was to better understand the neural
underpinning of losses and gains in the brain and
specifically whether loss and gain share the same sys-
tem (responding negatively to losses and positively
to gains) or if two separate systems are used. Spe-
cial care was taken in order to ensure that statistical
power would be sufficient, in particular by tailoring
the design of the experiment (task onset times).

Recruitment was performed through social media
(Twitter, Facebook) and in-person at the 2018 annual
meeting of the Society for Neuroeconomics. Teams
were tasked to independently analyze the data using
their favourite pipeline to answer 9 yes/no research
questions. All teammembers signed a non-disclosure
agreement in which they agreed not to discuss their
results with anyone until the end of the study.

The 9 yes/no research questions all referred to
the presence of activated voxels in a given brain
region for a given aspect of the task under consider-
ation. As an illustrative example, the first research
question was: Is there a parametric effect of gain: Pos-
itive effect in ventromedial prefrontal cortex (PFC) -
for the equal indifference group. In brief "parametric
effect of gain" means that the level of activation is
proportional to the amount of money won, the ven-
tromedial prefrontal cortex is a brain region and the
equal indifference group corresponds to a subset of
the participants for which the design of the experi-
ment involved potential losses that were half of the
potential gains (as opposed to equal range group for
which the range of gains was equal to the range of
losses).

For each of the 9 yes/no research questions (see
full list in the original publication (Botvinik-Nezer
et al. 2020)) each team had to provide a yes/no an-
swer and a level of confidence (from 1 (not at all) to
10 (extremely)). They were also requested to share
their results as statistic and activation maps. To de-

https://doi.org/10.18112/openneuro.ds001734.v1.0.4


34 CHAPTER 3. ON THE VIBRATION OF EFFECTS IN NEUROIMAGING

scribe their methodology each team had to provide
a complete checklist following the COBIDAS guide-
lines (Nichols et al. 2017b).

In our team, we chose to run a pipeline based
on SPM. We pre-registered our analysis on the
OSF: osf.io/dq9eg/.

Figure 14: The 9 research questions answered by
the 70 teams. Pink dots represent the proportion of
teams that replied yes (0 = all No; 1 = all Yes). (Note:
green and blue dots are related to the market analysis
not described in this manuscript) Credit: Reproduced with
permissions from Fig. 1 in (Botvinik-Nezer et al. 2020)

Results An interesting note is that, as a re-
sult of this experiment, each of the 70 teams had
chosen a different pipeline highlighting the diversity
of the approaches chosen by experts in task-fMRI.

The proportion of yes (versus no) answers across

teams for each of the hypothesis are presented in
Fig 14. Overall: 3 research questions (H7, H8, H9)
received a No answer from over 90% of the teams, 1
research question (H5) received a Yes answer from
over 80% of the teams. The remaining 5 research
questions (H2, H3, H4, H6 and H1) received between
20% and 40% of Yes leaving an overall conflicted pic-
ture.

Figure 15: Voxelwise correlation of the statistic
maps obtained by the 70 teams for the first research
question (H1). Credit: Reproduced with permissions from Fig. 2
in (Botvinik-Nezer et al. 2020)

When looking at the statistic maps, the picture
is less conflicted, showing a large proportion of the
teams presenting highly correlated maps and this
even for the research question that led to the highest
level of divergence (i.e. H1) (see Fig. 15).

Take-Home Message
• In a many analysts, one dataset approach, the so-called NARPS project demonstrated that
the same task-fMRI dataset could lead to different conclusions depending on how it was
processed.

• While yes/no answers could vary drastically across teams (up to a nearly 40% / 60% split),
statistic maps showed a more consistent picture.

https://osf.io/dq9eg/
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Publication

Botvinik-Nezer, Rotem, Felix Holzmeister, Colin F Camerer, Anna Dreber, Juergen Huber, Magnus
Johannesson, Michael Kirchler, Roni Iwanir, Jeanette A Mumford, R. Alison Adcock, Paolo
Avesani, Blazej M Baczkowski, Aahana Bajracharya, Leah Bakst, Sheryl Ball, Marco Barilari,
Nadège Bault, Derek Beaton, Julia Beitner, Roland G Benoit, Ruud M.W.J. Berkers, Jamil P
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Open artefacts Each team shared their results on NeuroVault
(See https://neurovault.org/collections/?q=narps). In addition a detailed description of the selected
pipeline was shared in compliance with the COBIDAS guidelines (Nichols et al. 2017b) in this sheet. The
pre-registration of the analysis for our team is available on the OSF at: osf.io/dq9eg/.

Related work

NARPS Open pipelines In a follow up project (currently ongoing), we propose to make pub-
lic reproductions of the code of the NARPS teams. This project named ‘NARPS open pipelines’ is
available https://github.com/Inria-Empenn/narps_open_pipelines and archived on Software Her-
itage swh:1:dir:b1885ec4e4ec39b18076d5009793fdba6ef45365. This work was initiated by Elodie Germani
as part of her Master 2 internship and is now led by Boris Clenet (research engineer) and funded by the
Inria exploratory action GRASP. Jérémy Lefort-Besnard (postdoc) has contributed as part of the MIND
project funded by the Brittany Region. All of them have worked under my supervision. This project has
also received contributions at multiple hackathons, see full list at: https://github.com/Inria-Empenn/
narps_open_pipelines#credits.

https://neurovault.org/collections/?q=narps
https://github.com/poldrack/narps/raw/master/ImageAnalyses/metadata_files/analysis_pipelines_for_analysis.xlsx
https://osf.io/dq9eg/
https://github.com/Inria-Empenn/narps_open_pipelines
https://archive.softwareheritage.org/swh:1:dir:b1885ec4e4ec39b18076d5009793fdba6ef45365
https://github.com/Inria-Empenn/narps_open_pipelines#credits
https://github.com/Inria-Empenn/narps_open_pipelines#credits
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3.3 BIDS-Prov: a provenance framework for BIDS

The development of the BIDS-Prov specification was done as part of an international collaboration with
15+ contributors based in the USA, Canada, Switzerland, UK and France (cf. full list here) co-led between
Prof. Satrajit Ghosh from MIT (USA) and myself. Four research engineers worked under my supervision at
INRIA to develop the set of examples: Rémi Adon, Thomas Betton, Hermann Courteille and Cyril Regan.

Context The NIDM standardization effort
(see 2.1 for more on NIDM) was built on the vision
that a dataset should be shared with its history. For
example, it should be possible to link back activation
clusters in task-fMRI to the original task and anatom-
ical images that were used to compute them. This is
important first to contextualize the findings but also
useful to understand dynamics of data reuse in the
community.

While the original NIDM-Workflows effort had
been dormant for a few years, the emergence of BIDS
(see Section 2.1 for more details) as well as a grow-
ing realization that analytical variability can have an
impact on neuroimaging findings (see Sections 3.1
and 3.2), created the perfect opportunity to revive
provenance in neuroimaging.

Here, we proposed the BIDS-Prov specification to
record neuroimaging provenance.

Contribution Provenance refers to a detailed
description of the sequence of steps that led to the
creation of a scientific artefact. Beyond the field of
brain imaging, there is a growing interest in many
scientific communities to store provenance, in the
perspective of improving data sharing through the
FAIRification of datasets (see Chapter 2 for more on
the FAIR principles). The W3C has proposed a flexi-
ble domain-agnostic representation for provenance
based on semantic web technologies. In brief the
W3C described 3 types of objects:

An entity is a physical, digital, conceptual,
or other kind of thing with some fixed
aspects; entities may be real or imaginary.
An activity is something that occurs over
a period of time and acts upon or with en-
tities; it may include consuming, process-
ing, transforming, modifying, relocating,
using, or generating entities.

An agent is something that bears some
form of responsibility for an activity tak-
ing place, the existence of an entity, or for
another agent’s activity.

In addition, each object has a set of predefined rela-
tions with other objects (see Fig. 16).

Figure 16: Overview of the W3C PROV model
With BIDS-Prov, we introduced provenance-

encoding based on PROV for BIDS. The main chal-
lenge was to introduce the use of semantic web tech-
nologies – that are better suited to encode graphs
such as the data flows described by provenance –
while complying with the general principles of BIDS.

A change of paradigm for BIDS While meta-
data in BIDS were encoded in JSON files, our goal
in BIDS-Prov was to use semantic web technologies
to allow for more flexible graph-like representation.
This seemed useful for multiple reasons:

BIDS was initially created to represent and share
raw data. In this context, identifying mandatory
parameters – i.e. parameters that if missing would
impede the analysis of the data – was feasible with
expert knowledge of the domain. As an illustration
for task-fMRI it was decided to include in BIDS the
timing of the task (see section 2.2 for more details on
task-fMRI) as further analyses of activation patterns
would be impossible without those.

https://bids.neuroimaging.io/bep028
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For derivative data (i.e. dataset obtained after
some form of processing), identifying which meta-
data are crucial for re-usability is extremely complex
(if not impossible). This was well-illustrated by the
studies that showed that analytical variability can
have impact on scientific findings (Botvinik-Nezer et
al. 2020; Bowring et al. 2019) or that invalidate the use
of certain sets of parameters (see for example (Ek-
lund et al. 2016b) on the value of cluster-forming
thresholds for cluster-wise inference).

In BIDS-Prov, contrary to BIDS derivatives, the
goal was to encode as many parameters as possible,
to make later exploration possible. In this context,
using an extensive graph structure to closely match
the steps used by a pipeline seemed ideal.

An extensible graph structure Another ad-
vantage of semantic web graphs is their ability to be
merged automatically based on identifiers. We used
SHA checksum so that files with identical contents
could be represented and identified across different
graphs. This may prove particularly useful in a con-
text of an increased used of shared datasets.

Results The BIDS-Prov specification is avail-
able at: https://bids.neuroimaging.io/bep028.
Following the BEP guidelines, this specification was
sent to BIDS steering committee (in view of opening
for community feedback) in September 2023.

A total of 50 examples were built to illustrate BIDS-
Prov on AFNI, FSL and SPM: https://github.com/
bids-standard/BEP028_BIDSprov.

Take-Home Message
• BIDS-Prov can be used to model provenance in neuroimaging, compatible with the widely-
used Brain Imaging Data Structure and with the W3C PROV.

• A set of 50 examples are available at github.com/bids-standard/BEP028_BIDSprov.

• BIDS-Prov was submitted to the BIDS steering committee.

Publications

Adon, Rémi, Stefan Appelhoff, Tibor Auer, Laurent Guillo, Yaroslav O Halchenko, David Keator,
Christopher J Markiewicz, Thomas E. Nichols, Jean-Baptiste Poline, Satrajit Ghosh, andCamille
Maumet (2021). “BIDS-prov: a provenance framework for BIDS”. In: Annual Meeting of the
Organization for Human Brain Mapping (OHBM). Online, South Korea, pp. 1–3. url: https:
//www.hal.inserm.fr/inserm-03478998/document.

Talks Follow the link to access the slides on HAL

“BIDS-Prov: Recording neuroimaging provenance” (2023). In: Brain Imaging Data Structure (BIDS)
derivatives meeting, Copenhagen (Denmark). url: https://inria.hal.science/hal-04137329.

“Reviewing neuroimaging flexibility: Components and records of provenance” (2022). In: OHBM
2022 - 28th Annual Meeting of the Organization of Human Brain Mapping. url: https://inria.
hal.science/hal-03705748.

https://bids.neuroimaging.io/bep028
https://github.com/bids-standard/BEP028_BIDSprov
https://github.com/bids-standard/BEP028_BIDSprov
https://github.com/bids-standard/BEP028_BIDSprov
https://www.hal.inserm.fr/inserm-03478998/document
https://www.hal.inserm.fr/inserm-03478998/document
https://inria.hal.science/hal-04137329
https://inria.hal.science/hal-03705748
https://inria.hal.science/hal-03705748


Chapter 4

Reusing neuroimaging data

With more and more data being shared across the scientific community, there is a paradigm shift
towards reusing existing datasets rather than producing new data for each new scientific question.
This practice is probably best illustrated by the growing use of community resources. As an
example, datasets from the International Neuroimaging Data-sharing Initiative (INDI) were used
in over 900 publications through the period 2010-2016 covering a wide range of scientific domains
including: biomedical science, computer science and mathematics (Milham et al. 2018).

Reusing data as the new normal

The experience of researchers who decided to reuse data rather than acquire their own has not
always been smooth. In an editorial, back in 2016, they were even accused of being so-called data
parasites (Longo and Drazen 2016). A nickname that led to the (satirical) creation of the Research
Parasite Award in 2017 (Research Parasite Award 2023), a prize that is still ongoing and recognize
original secondary use of scientific data (i.e. reuse of data for a different purpose than what they
were initially collected for).

While the term "data parasite" was rather strong, the editorial outlined a number of issues that
were real. Their first claim was about the expertise that is required in order to acquire and create
an original dataset. This echoed a lack of standard and best practices for data sharing that was
particularly pronounced a few years back. For example, back in 2016, there was no standard way
to store information about an MRI study, leading to a myriad of setups for data storage, rendering
impossible the application of any automatic pipeline. Since then, the emergence of best practices,
such as the FAIR principles (Wilkinson et al. 2016), as well as the development of standards in the
field of brain imaging, such as BIDS (See Section 2.1 for more on BIDS) have greatly improved the
process of data sharing.
In addition, the reluctance of part of the research community to see data being reused could

(and still can) be related to a lack of recognition for the efforts needed to perform data acquisition
and curation. While this problem is still unsolved and the question of credits for those who create
the data remains open (White et al. 2022), a number of initiatives have helped. For instance, data
papers (Gorgolewski et al. 2013) – scientific publications that are shared with the community
to introduce a dataset as an original contribution – are a first way to gain credit when sharing

39
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data. Finally, in a more global dynamic towards open science, sharing data can be beneficial
to the career of the individual sharing the data by providing more visibility and opportunities
for collaborations (McKiernan et al. 2016). For example, articles with shared data in an open
repository have been shown to attract more citations (Piwowar and Vision 2013)

Data reuse as a way to improve reproducibility

Data reuse can be useful to tackle different sources of irreproducibility, in that it is the logical
follow-up to data sharing and therefore allows for the same types of improvements: increasing
sample sizes, building more representative datasets, and providing opportunities to test for
generalizability (see Chapter 2 for more on data sharing). In addition, reusing and combining
existing data, especially in the form of meta-analyses, can be a mean to summarize the current
body of knowledge and better identify which results hold in multiple contexts (and are hence
generalizable) and which results are divergent from the rest of the literature.
Reuse is not only beneficial to reproducibility but also more sustainable – not only in terms of

computational time but also time required by experts and by participants – as it reduces the need
to re-acquire data to answer new research questions (Rae et al. 2022). Some authors have also
argued that sharing and reusing data is more ethical (Brakewood and Poldrack 2013) as it is the
best use of the data that required time from research participants as well as (often publicly-funded)
scientific resources. Yet a number of impediments are still in the way of efficient data reuse.

My contributions

Meta-analyses

While the sharing and secondary reuse of raw data is relatively new, there is one practice of
data reuse that has been going on many years: meta-analysis. The goal of a meta-analysis is to
combine results from previously published studies to analyze convergence (or lack thereof) across
published results.
In the task-fMRI literature, coordinate-based meta-analyses have traditionnally been favoured

(due to limited availability of data supporting the results, see section 2.2 for more info). Nowadays,
the increased number of statistic maps shared with accompanying publications make it finally
feasible to perform image-based meta-analyses.
In a first contribution, we tested the validity of meta-analysis methods on task-fMRI data

(see Section 4.1) and proposed best practices for neuroimaging reporting to facilitate future
meta-analyses.

Mega-analyses

Mega-analyses are a specific type of meta-analyses in which individual derived datasets from
previous studies are combined in a new statistical analysis. Mega-analyses can either be used in
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a similar way as a meta-analysis – i.e. mainly to identify convergence or divergence across the
literature – or lead to entirely new analyses. This is possible because the individual data are shared
and therefore provide more flexibility as to which scientific questions can be explored. Mega-
analyses are still seldomly found in the neuroimaging literature but with increasing individual
result data being shared, we can imagine that those could flourish in future years.
In a second contribution, we investigated the validity of statistical analyses comparing two

datasets derived from different pipelines in a mega-analysis 4.2).

Figure 17: Meta-analyses and mega-analyses.

Leveraging large data

Finally, data reuse paves the way for new types of analyses in which large amounts of data can
be used to inform smaller-scale studies. This is particularly important as large datasets, although
invaluable, cannot cover all scientific questions that the research community might want to
investigate. For instance, the UK Biobank provides task-fMRI data for an unprecedented number
of participants (target N=100 000) but only for a limited number of cognitive tasks. Although large
datasets may not be used to answer all research questions, there is an opportunity to leverage
them in an agnostic manner and then fine-tune towards a variety of problems.
In a third contribution, we showed how leveraging a large derived dataset can lead to more

generalizable representations and improve decoding in task-fMRI (see Section 4.3).
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4.1 Validity of meta-analysis methods for fMRI

I initiated this work as part of my postdoctoral fellowship at the University of Warwick and Oxford University
(UK). This was then continued as a collaboration with Prof. Thomas Nichols from Oxford University (UK).

Context Reporting of task-fMRI studies is
complex and historically the reporting of task-fMRI
studies has proceeded by sharing only the location of
a limited number of local maxima (or "peaks"). An ap-
proach that is still widespread in the literature (Acar
et al. 2022).

While this approach led to the development of so
called Coordinate-Based Meta-Analysis approaches,
the last ten years have seen increased interest
in sharing statistic maps in support of task-fMRI
studies (Gorgolewski et al. 2015b) (see section 2.2
for more on task-fMRI results and the NeuroVault
database) and contrast maps (Chen et al. 2017).

This open the door for Image-Based Meta-Analyses
(IBMA) that are more optimal as they can combine
sub-threshold statistic values (see Fig. 18) (Salimi-
Khorshidi et al. 2009).

Figure 18: A coordinate-based and an image-based
meta-analysis of the same study of pain (data cour-
tesy of the Tracey group at Uni. of Oxford).

Yet, traditional meta-analyses might not be well-
suited for task-fMRI data. Here, we assessed the va-
lidity of various meta-analyses methods in the pres-
ence of violation of their underlying assumptions (as
may typically be seen in task-fMRI).

Contribution Anumber of IBMA approaches
have been proposed combining: standardised statis-
tics (Z’s), just effect estimates (E’s) or both effect
estimates and their standard errors (E+SE’s). While

using E+SE’s and estimating between-study variance
should be optimal, the methods are not guaranteed
to work for small number of studies. Also, it is com-
mon to only see standardised estimates being shared,
reducing the possible meta-analytic approaches. Fi-
nally, because the BOLD signal is non-quantitative,
special care has to be taken in order to ensure that
E’s are expressed in the same units (Nichols 2012;
Pernet 2014). We will use the following notations:
for study i = 1, . . . , k we have contrast estimate β̂i,
its contrast variance estimate s2i (i.e. squared stan-
dard error), its equivalent Z-statistic map Zi and its
sample size ni.

Combining contrast estimates and their
standard error The recommended approach is
to fit contrast estimates and their standard error
with a hierarchical GLM (Cummings 2004), creat-
ing a third-level (level 1: subject; level 2: study;
level 3: meta-analysis). The general formulation for
the study-level data is a meta-regression:

β̂ = Xγ + ϵ (1)

where β̂ = [β̂1 . . . β̂k]
T is the vector of contrast es-

timates, X is the k × p study-level matrix. While
the design matrix X can take any form, typically a
one-sample model is used with p = 1 and X com-
prised of a column of ones. γ = [γ1 . . . γp]

T is a
vector of meta-analytic parameters to estimate and
ϵ ∼ N (0,W ) is the residual error term.

In the most general case of a random-effects meta-
analysis, i.e. assuming non-zero between-study vari-
ance,W is a diagonal matrix with entries τ2+σ2

i /ni

where τ2 denotes the between-study variance and
σ2
i /ni denotes the variance of the contrast estimate

for study i. Optimal estimation of Eq. (1) is obtained
by weighted least squares giving:

γ̂ = (XTW−1X)−1XTW−1β̂ (2)
Var(γ̂) = (XTW−1X)−1 (3)
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However in practice, the weight matrix W is un-
known and has to be estimated from the data. Given
Ŵ a consistent estimate ofW , the feasible general-
ized least squares (FGLS) estimator is:

γ̂ = (XT Ŵ−1X)−1XT Ŵ−1β̂ (4)
Var(γ̂) = (XT Ŵ−1X)−1 (5)

Although FGLS is asymptotically efficient, it has no
exact null distribution for finite samples (Greene
2012). We refer to this standard best-practice as
Mixed-effects (MFX) GLM.

In a fixed-effects meta-analysis, we assume that
there is no or negligible between-study variance. In
this case W is a diagonal matrix with entries σ2

i /ni,
and we obtain an FGLS estimate by replacing σ2

i /ni

with s2i . Inference uses a Student distribution with
(
∑k

i=1(n−1))−p degrees of freedom. This approach
will be referred to as Fixed-effects (FFX) GLM.

Combining contrast estimates If the s2i are un-
available, the contrast estimates β̂i can be combined
by assuming that the within-study contrast variance
is negligible in comparison to the between-study vari-
ance (σ2

i /ni ≪ τ2) or that σ2
i /ni is constant over

studies at each voxel. Then W has a constant diago-
nal equal to σ2

C , where σ2
C is equal to the sum of the

within and between-study variances, though note
that we do not separately estimate τ2 or σ2 (Mum-
ford and Nichols 2009a). Under these assumptions,
Eq. (1) can be solved by ordinary least squares giving:

γ̂ = (XTX)−1XT β̂ (6)
Var(γ̂) = (XTX)−1σ2

C (7)

Given σ̂2
C the unbiased sample variance, we ob-

tain the statistics presented in Table 2 for one sample
tests. This approach will be referred to as Random-
effects (RFX) GLM in the following. Inference can be
carried out by comparing the RFX GLM statistic to a
Student distribution with k − 1 degrees of freedom,
this result is not asymptotic, i.e. should work in small
samples (Greene 2012).

Combining standardised statistics When only
test statistic images are available there are sev-

eral alternative approaches available. Fisher’s meta-
analysis provide a statistic to combine the associ-
ated p-values (Fisher 1932). Stouffer’s approach di-
rectly combines the standardized statistic (Stouffer
et al. 1949). It has also been proposed to weight
each study’s Zi by the square root of its sample
size (Zaykin 2011), in an approach we’ll refer to as
Weighted Z. These three methods are all fixed effects
methods and do not account for between-study vari-
ance; further, they only apply for a one-samplemodel
(no meta-regression). The corresponding statistics
and nominal null distributions are presented in Ta-
ble 2. Non-parametric inference (Holmes et al. 1996;
Nichols and Holmes 2002) can also be obtained by
sign flipping on the Zi’s. This approach will be re-
ferred to as Z permutation.

Approximations In practice, all the methods are
either approximate in small samples or rely on as-
sumptions that might not be verified in the context
of neuroimaging meta-analyses. Methods based on
FGLS (MFX GLM and FFX GLM) have approximate
parametric null distributions. The nominal distribu-
tions of RFX GLM is under the (unrealistic) assump-
tion of homogeneous standard errors over studies;
even if all studies are ‘clean’ and conducted at the
same center, variation in sample size will induce dif-
ferences in s2i ’s. The fixed-effects methods (Fisher,
Stouffer, wieghted Z and FFX GLM) assume homo-
geneity across studies, i.e. zero between-study vari-
ance. All contrast methods (MFX GLM, RFX GLM,
Contrast permutation and FFX GLM) require the con-
trasts to be expressed in the same units.

Simulations We investigated the validity of each
estimator (see Table. 2)) with Monte Carlo simula-
tions under null hypothesis H0 with:

• κ ∈ 5, 10, 25, 50 studies; n = 20 subjects; also
κ = 25, n = 100.

• τ2 = 0 (homogeneity) or τ2 = 1;
• σ2

i = n × 0.25, 0.5, 1, 2, 4 (homoscedasticity)
or varying between 1 and α ∈ 2, 4, 8, 16,

• 106 realisations.
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Meta-analytic statistic Nominal H0 distrib. Inputs Assumptions
MFX GLM

∑
i κiβ̂i

/√∑
i κi Tk−1 β̂i, s

2
i IGE, large sample.

RFX GLM 1
k

∑
i β̂i

/√
σ̂2
C/k Tk−1 β̂i IGE; τ 2 + σ2

i = σ2
C ∀i

Contrast Perm. 1
k

∑
i β̂i

/√
σ̂2
C/k Empirical β̂i ISE.

FFX GLM
∑

i β̂i/s
2
i

/√∑
i 1/s

2
i T(

∑k
i=1 ni−1)−1 β̂i, s

2
i τ 2 = 0, large sample.

Fisher −2
∑
i

lnPi χ2
(2k) Zi τ 2 = 0

Stouffer 1
k

∑
i Zi

/√
1/k N (0, 1) Zi τ 2 = 0

Weighted Z
∑

i

√
niZi

/√∑
i ni N (0, 1) Zi, n τ 2 = 0

Z Perm. 1
k

∑
i Zi

/√
1/k Empirical Zi ISE.

Table 2: Meta-analysis statistics and their sampling distributions underH0. IGE=Independent Gaussian Errors,
ISE=Independent Symetric Errors. Note: κi = 1/(τ̂2 + s2i ), Pi = Φ(−Zi), σ̂2

C is the unbiased sample variance.

Robustness of the meta−analytic estimators under assumption violations
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Figure 19: Deviation from theoretical P-values under: small sample sizes (A), heteroscedasticity (B) and
heterogeneity (C). P-values are displayed using a negative log10 scale.



4.1. VALIDITY OF META-ANALYSIS METHODS FOR FMRI 45

Notations: τ2: between-study variance, σ2
i : ith

study’s variance, σ2
C : usual one-sample variance.

IGE=Independent Gaussian Errors, ISE=Independent
Symmetric Errors. Note: Pi = Φ(Zi)

Results Fig. 19A presents the one-sample
simulation results in small samples, i.e. under small
number of studies or small number of subjects. We
focus here on methods for which validity is only
guaranteed in large samples: FFX GLM and MFX
GLM, under ideal conditions otherwise (i.e. τ2=0
for FFX GLM and τ2=1 for MFX GLM). When the
number of subjects is small, FFX GLM is invalid for
all within-study variances investigated, regardless of
the number of studies included in the meta-analysis.
On the other hand MFX GLM is conservative for
small number of studies and constant within-study
variance. More surprinsingly, while MFX GLM is
valid for constant within-study variances it is invalid
in the presence of large variations in thewithin-study

variances, regardless of the number of subjects in-
cluded in each study.

Fig. 19B presents the one-sample simulation re-
sults under heteroscedasticity (σ2

i varying across
studies). We focus here on methods for which va-
lidity is only guaranteed under homoscedasticity:
RFX and Contrast permutation, in a sample of 25
studies with 20 subjects each under ideal conditions
otherwise (i.e. τ2=1). RFX GLM and contrast permu-
tation are robust to heteroscedasticity for all settings
studied. RFX GLM is closer to nominal. For small
P-values, Contrast Permutation is conservative as ex-
pected due to the discrete nature of its distribution.

Fig. 19C presents the one-sample simulation re-
sults under heterogeneity (τ2 > 0). We focus here
on methods fow which validity is only guaranteed
under homogeneity: Fisher, Stouffer, Weighted Z
and FFX GLM, with a sample of k = 25 studies with
n = 20 subjects each. All fixed-effects methods are
invalid under heterogeneity.

Take-Home Message
• When data are available, Image-Based is preferred to Coordinate-Based meta-analysis.

• In practice, it is difficult to use the gold standard Mixed-Effects GLM.

• Random-effect meta-analysis method is the most robust to small sample sizes, het-
eroscedastiscity and can handle heterogeneity.

Publications

Maumet, Camille and Thomas E. Nichols (2023). “Validity and Accuracy of Neuroimaging
Image-Based Meta-Analysis with Z-statistics”. Preprint in preparation.

Related work

Review and recommendations for task-fMRI reporting in view of future meta-analysis
In a project led by Freya Acar as part of her PhD fellowship at the Uni. of Ghent (Belgium) in co-direction
between Dr. Ruth Seurinck and Dr. Beatrijs Moerkerke, we reviewed existing practices to report task-fMRI
studies and summarized best practices to enable future image-based meta-analyses.

Acar, Freya, Camille Maumet, Talia Heuten, Maya Vervoort, Han Bossier, Ruth Seurinck, and
Beatrijs Moerkerke (2023). “Improving the Eligibility of Task-Based fMRI Studies for Meta-
Analysis: A Review and Reporting Recommendations”. In: Neuroinformatics. doi: 10.1007/
s12021-023-09643-5.

https://doi.org/10.1007/s12021-023-09643-5
https://doi.org/10.1007/s12021-023-09643-5
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Same data meta-analysis In an ongoing project, led by Dr. Jérémy Lefort-Besnard (part of his
postdoctoral fellowship under my supervision) in collaboration with Prof. Thomas Nichols, we study
different methods for same data meta-analysis. Those are specific types of meta-analysis that are suited
to combine results of previous studies obtained on the same dataset. Our objective with this work is to
propose statistical approaches to integrate results over different pipelines, an approach known as multiverse
analysis.

Lefort-Besnard, Jeremy, Thomas E. Nichols*, and Camille Maumet* (2023). “Systematic review and
evaluation of meta-analysis methods for same data meta-analyses”. In: Cogbases 2023 Workshop.
Paris, France. url: https://inserm.hal.science/inserm-04222730/document.

https://inserm.hal.science/inserm-04222730/document
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4.2 fMRI mega-analyses with different preprocessing

A work led by Xavier Rolland as part of his PhD in co-direction between Dr. Christian Barillot, Dr. Pierre
Maurel and myself. This work was then extended by Elodie Germani as part of her PhD in co-direction between
Prof. Elisa Fromont and myself, this project was co-supervised with Prof. Pierre Maurel.

Context Beyond meta-analyses that focus
on combining the results of previously published
studies (see Section 4.1), the goal of mega-analyses
(also known as Individual Participant Data (IPD)
meta-analyses) is to perform a new analysis by
reusing individual data from previous studies.

In the field of task-fMRI this can be made possi-
ble by the sharing of statistic maps at the participant
level. When raw data are available, another approach
for mega-analyses is to re-process all data through
the same preprocessing and subject-level analysis
pipelines. Yet, with the emergence of data sharing
and the increase in sample sizes there would be great
value in directly combining the subject-level statis-
tic map provided by each study. In fact this would
be similar to how typical coordinate-based meta-
analyses are performed, where studies are analyzed
together (regardless of the original preprocessing
and subject-level analysis pipeline) but would pro-
vide more flexibility as to which research questions
can be investigated.

In this work, we evaluated the statistical validity
of (two-sample) analyses that combine together task-
fMRI statistic maps that were obtained with different
pipelines. Our experiments were performed under
the null hypothesis and any excess detections are
therefore demonstrating invalidity.

Data We used data from the Human Con-
nectome Project: Young Adult (HCP Young Adult).
Written informed consent was obtained from partic-
ipants and the original study was approved by the
Washington University Institutional Review Board.
We agreed to the Open Access Data Use Terms1 be-
fore getting access to the data.

Contribution Our contributions are two-
folds. First, in (Rolland et al. 2022), we tested the va-

lidity of between-group analyses using subject data
processed with different pipelines. Second, in (Ger-
mani et al. 2023) we made the corresponding dataset
available as an open resource for the scientific com-
munity. We believe that this dataset will be useful to
neuroimagers who would like to get better insights
into analytical variability but also more broadly to
scientists studying software variability and their im-
pact on scientific findings (see for example (Acher
2022)).

In order to assess the validity of mega-analyses
combining data preprocessed with different
pipelines, we performed between-group analyses
under the null hypothesis (making any detection a
false positive) (see Fig. 20).

Figure 20: Between-group analyses were performed
using individual data processed with two different
pipelines. The second-level analysis was repeated
1000 times and false positive rate was estimated
across the repetitions. Credits: Fig. 1 from (Rolland et al. 2022)
adapted, © 2022 IEEE.

Participants were randomly drawn from the HCP
Young Adult and affected to Pipeline 1 or Pipeline 2.
The data were preprocessed according to the selected
pipeline (see below for the parameters that varied
across pipelines). We then performed a two-sample
t-test to detect any significant differences in mean
across the two groups (preprocessed with Pipeline 1
and 2 respectively). We thresholded the maps with
an FWE-corrected threshold at P < 0.05 for both
positive and negative effects. The empirical false pos-
itive rate was computed by counting the number of
observed significant differences across 1 000 repeti-
tions. We compared this empirical false positive rate

1humanconnectome.org/study/hcp-young-adult/document/wu-minn-hcp-consortium-open-access-data-use-terms

humanconnectome.org/study/hcp-young-adult/document/wu-minn-hcp-consortium-open-access-data-use-terms
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to the nominal rate (i.e. 5% in each tail and therefore
in total 10% chance to get at least one false positive
detection in the brain on average).

We varied 3 parameters in the preprocessing
pipeline: 1/ the smoothing kernel (the full width at
half maximum (FWHM) of the Gaussian kernel was
5mm or 8mm); 2/ the number of motion regressors in-
cluded as nuisance variables in the GLM for the first-
level analysis (0, 6 or 24 motion regressors); 3/ the
function used to model the brain response to a stim-
uli: the canonical HRF or an HRF with derivatives .
Those options were selected to reflect typical varia-
tions observed in the literature (Carp 2012). Apart
from these parameters, each pipeline used the default
settings. In total, we tested 12 different subject-level
pipelines (2 FWHM x 3 numbers of motion regres-
sors x 2 HRF), implemented with SPM (Penny et al.
2011).

Results To ease presentation of the results,
the pipeline with smoothing kernel 5mm, 24 motion
regressors and canonical HRFwas used as a reference
in the following (referred to as the default pipeline).
Using the default pipeline in both groups led to con-
servative results with a false positive rate of 0.040.
The empirical false positive rate obtained when com-
paring each of the 11 pipelines to the default pipeline
are presented in table 3.

Table 3: Empirical false positive rates for analyses
comparing the 11 alternative pipelines to the de-
fault pipeline (smoothing=5mm, canonical HRF. and
24 motion reg.) at FWE- corrected p < 0.1 two-
tailed. Bold indicates invalid results (i.e. > 0.1). The
false positive rate obtained for same pipeline analy-
sis (default pipeline in both groups, corresponding
to the grey cell) was equal to 0.040. reg.=regressors,
der.=derivatives. Credits: Table. 1 from (Rolland et al. 2022),
adapted © 2022 IEEE.

When varying a single factor (see cells with a blue
background in Table 3), the temporal derivatives of
the HRF were the least impacting of all three factors
with a false positive rate of 0.035, and similarly to

0.044 for 6 motion regressors (instead of 24). Smooth-
ing was the most impacting factor with a false posi-
tive rate of 0.113. When varying multiple factors,
all comparisons with different smoothing kernel
(FWHM=8mm) led to invalid results. Other parame-
ters being equal, comparisons with same smoothing
always led to smaller false positive rates (e.g. see
column 2 versus 4). Similarly, comparisons with dif-
ferent numbers of motion regressors (especially with
nomotion regressors in the alternative pipeline) gave
higher false positive rates than comparisons with the
same number of motion regressors (line 1 versus line
3). More generally, multiple varying factors always
led to higher false positive rates.

P-P plots are presented in Fig. 21. Positive dif-
ferences outside the confidence interval indicate in-
validity (P-values smaller than expected) whereas
negative differences indicate conservativeness.

Figure 21: P-P Bland-Altman plots for between-
group analyses between the default pipeline and
pipelines with one (top) or two (bottom) varying
parameters (as stated in the legend). The 95% confi-
dence interval is plotted as a grey shade. The curve
for the same pipeline analysis (alternative pipeline
equal to default) is plotted in red. Credits: Fig. 2 from (Rol-
land et al. 2022) © 2022 IEEE.
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The P-P plots confirm the behaviour observed on
the false positive rates: the choice of smoothing and
number of regressors have the strongest impact and

varying more parameters leads to stronger differ-
ences.

Take-Home Message
• task-fMRI results from different pipelines cannot be systematically combined directly in a
mega-analysis.

• This calls for sharing more information on the pipeline used when sharing data.

Publications

Germani, Elodie, Elisa Fromont, Pierre Maurel, and Camille Maumet (2023). “The HCP multi-
pipeline dataset: an opportunity to investigate analytical variability in fMRI data analysis”.
Preprint in preparation.

Rolland, Xavier, Pierre Maurel, and Camille Maumet (2022). “Towards efficient fmri data re-
use: can we run between-group analyses with datasets processed differently with spm ?” In:
IEEE International Symposium on Biomedical Imaging (ISBI). Calcutta, India: IEEE, pp. 1–4. url:
https://hal.science/hal-03607384.

Open artefacts All the scripts used to perform the study (subject-level processing and analysis,
group-level analysis, false positive rate estimation) are available at https://github.com/Inria-Empenn/
pipelines and archived on Software Heritage: swh:1:dir:a23afdc15cdf948445ec67ffea14e2c637925048. The
data paper is about to be shared as a preprint. The corresponding dataset will be shared on Public-nEUro.

https://hal.science/hal-03607384
https://github.com/Inria-Empenn/pipelines
https://github.com/Inria-Empenn/pipelines
https://archive.softwareheritage.org/swh:1:dir:a23afdc15cdf948445ec67ffea14e2c637925048
https://public-neuro.github.io/
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4.3 Leveraging large datasets for new analyses

A work led by Elodie Germani as part of her PhD in co-direction between Prof. Elisa Fromont and myself.

Context Asmore shared data aremade avail-
able to the research community there is an opportu-
nity to develop models of the brain that rely on larger
and crucially more diverse samples. This is essential
in order to get more generalizable models that can
be applied to different populations but also in differ-
ent contexts (different acquisition instruments and
protocols, different post-processing pipelines, etc.).

In particular the NeuroVault online database,
which is dedicated to the collection of statistic maps
from task-fMRI studies (see Section 2.2) has been
flourishing since its creation about 10 years ago. As
of today (October 24, 2023), it includes over 450 000
images 2. NeuroVault is not only large but also in-
cludes data from a wide range of contributors which
effectively covers a diversity of practices in the task-
fMRI community.

Here, we studied the benefits of using NeuroVault,
in a self-taught learning framework to model brain
statistic images. We then fine-tuned a classifier on a
decoding problem in which the goal was to predict
the task (or cognitive state) associated with a given
task-fMRI data.

Contribution First, we trained an autoen-
coder to learn how to recompute any statistic maps
from the NeuroVault database. This allowed us to ob-
tain a low-level representation of an task-fMRI statis-
tic map (known as latent space). Then, the encoding
part was used as an initialization and fine-tuned to
decode task-fMRI statistic maps (see Fig. 25 for an
overview).

Data The convolutional autoencoder was
built on a subset of the NeuroVault database in-
cluding 25 000+ statistic maps. Those were se-
lected according to the following criteria: modal-
ity was “fMRI-BOLD”; all required metadata were
present (“is_valid” to True), registered in MNI space
(“not_mni” to False); type of map was “T map” or

“Z map”; thresholded statistic maps were excluded.
The classification performance was assessed on two
datasets:

• Human Connectome Project (Van Essen et al.
2013): 18 000 statistic maps for a total of 787
subjects from HCP Young Adult Project 900 re-
lease corresponding to 7 tasks and 23 contrasts.

• Brainpedia (Varoquaux et al. 2018): 6 500 statis-
tic maps from 30 task-fMRI studies correspond-
ing to 36 cognitive processes.

Results Autoencoder Reconstructed statis-
tic maps using the autoencoder had a correlation
greater than 0.85 with the original maps. An exam-
ple of reconstruction is illustrated in Fig. 22.

Figure 22: A statistic map reconstructed with the
convolutional autoencoder (2nd row) compared to
the original (1st row). Credits: CC-BY Fig. 4 in (Germani et al.
2022).

Decoding performanceWe compared the per-
formance of the classifier pre-trained using the con-
volutional autoencoder (referred to as pre-trained
CAE in the following) with a classifier built from
scratch (referred to as Default algorithm). The classi-
fication task was performed in different contexts.

First, we tested the performance obtained for dif-
ferent sample sizes from subsets of the Human Con-
nectome Project (see Fig 24). Over all tested sample
sizes (N=50, 100, 200, 400) the pre-trained classifier
always outperformed the default classifier. But as

2https://neurovault.org/api/images/

https://neurovault.org/api/images/
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sample sizes increased the difference between the
two was less pronounced.

Figure 23: Mean accuracies and standard errors on
classification of the contrasts in the Human Con-
nectome Project dataset for the Default algorithm
(blue) and pre-trained CAE (orange). Credits: CC-BY Fig. 5
from (Germani et al. 2022)

Second, we studied the performance on a more

complex task using the Brainpedia dataset. The goal
was to predict the cognitive state (in each of the 30
studies) by training on a smaller number of samples
(see Fig 24). For both sample sizes the performance
of the pre-trained classifier were superior.

Figure 24: F1-scores and standard errors of the classi-
fication of mental concepts on the BrainPedia dataset
for the Default algorithm (blue) and pre-trained CAE
(orange). Credits: CC-BY Fig. 8 from (Germani et al. 2022)

Figure 25: Self-taught learning framework. NeuroVault dataset was used to train a convolutional autoen-
coder. The encoder was used to initialize a convolutional neural network and to train it to classify new
datasets. These classification datasets were split in 2 disjoints datasets: a “validation” set used to optimize
hyperparameters and a “test” set to evaluate performance. In each, a 5-fold cross-validation was performed.
Credits: Reproduced from CC-BY Fig. 1 in (Germani et al. 2022)
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Take-Home Message
• We leveraged the NeuroVault database in a self-taught learning framework to improve
decoding classification.

• We successfully built an autoencoder to reconstruct any statistic maps from Neurovault.

• We showed better decoding performance of the pre-trained classifier based on the au-
toencoder. The gap in performance is more marked on complex tasks (e.g. small samples,
heterogeneous data, etc.).

Publications

Germani, Elodie, Elisa Fromont*, and Camille Maumet* (2023). “On the benefits of self-taught
learning for brain decoding”. In: GigaScience 12, giad029. issn: 2047-217X. doi: 10.1093/
gigascience/giad029.

Open artefacts The code to run the experiments and create the figures and tables is avail-
able at https://gitlab.inria.fr/egermani/self_taught_decoding and archived on Software Her-
itage swh:1:dir:caaa671e678e14c874727d972052064a8802bfdc. The derived data produced in this study
are available on Zenodo DOI: 10.5281/zenodo.7046055.

* Both senior authors contributed equally.

https://doi.org/10.1093/gigascience/giad029
https://doi.org/10.1093/gigascience/giad029
 https://gitlab.inria.fr/egermani/self_taught_decoding
https://archive.softwareheritage.org/swh:1:dir:caaa671e678e14c874727d972052064a8802bfdc;origin=https://gitlab.inria.fr/egermani/self_taught_decoding;visit=swh:1:snp:289ee6f81cd88d26fa3f332eecfb86d3df1f114f;anchor=swh:1:rev:590ad8461f8ba311f17049a91419261c194c8445
https://zenodo.org/doi/10.5281/zenodo.7046055


Chapter 5

Open Science

The previous three chapters have provided an overview of my scientific contributions to the field
of neuroimaging reproducibility. Throughout my career, I have been lucky to interact closely with
the open (neuro)science community and this has shaped not only the way I do research but also
the type of research questions I would like to answer. In this last chapter, I focus on my path into,
and contributions to Open Science.

A personal journey into open science

The theme of my postdoctoral fellowship ("neuroinformatics methods for neuroimaging meta-
analysis") led me early on to interact closely with international collaborative efforts and to advocate
for sharing more than standard research papers in support of scientific findings. At that time,
open science to me was closely related to the notion of transparency and to computational
reproducibility, i.e. how we as researchers can share more than just papers so that others in
the community can fully understand what we have done and therefore better contextualize our
findings.
During that period, I attended my first Brainhack (Paris in 2013) and slowly I started to realize

that open science also brings a cultural change as to how research is done (and which type of
research we can pursue) towards more collaborations. The Brainhacks are hackathons for the
neuroscience community. Run over the course of 2 or 3 days, their motto is “collaboration not
competition”. The projects developed during those hackathons are proposed by the participants
themselves and the content evolves based on interactions between attendees. In addition to the
projects, there is also ample time for discussions amongst participants as well as lightning talks,
known as unconferences, in which attendees get the opportunity to share an issue they face, an
interesting program/tool, an open question etc. I was inspired by the welcoming atmosphere at
Brainhack and the opportunity to discuss how we do science as opposed to presenting shiny end-
results (as would typically be expected in other international conferences). With time, attending
the Brainhacks made me realize that we had an opportunity to do science more collaboratively:
exchanging ideas early on (to get feedback, collaborations, avoid duplicate work), finding new
collaborators with similar interests, building research projects that we could not achieve alone.
A few years later, I had the chance to meet with an incredible team of researchers as I chaired the

53
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Open Science Special Interest Group of the Organization for Human Brain Mapping (OHBM). This
group is in charge of the organization of two main events: the OHBM Brainhack (that happens a
few days before the main OHBM conference) and the Open Science Room (a mini-conference run
in parallel to OHBM with a program centered on open science). That year was marked by the
Covid crisis that forced us to pivot to building online events, just as we had secured a conference
room in Montreal. This intense experience made me realize the importance of inclusive events,
and the purposefulness required to make it all work. Inclusivity in open science is an answer to a
very simple question: "Open to who?". If I am making all my code publicly available but that code
requires an extremely high-powered computer that no one has, is it still open science? While this
is an extreme case, the same question applies to the use of proprietary software or more broadly to
expensive imaging instruments (such as MRI). The work on low-field MRI led by Prof. Obungoloch
from Mbarara University of Science & Technology (Uganda) (Obungoloch et al. 2018), which was
featured in the Open Science Room in 2019, is an illustration of imaging research that takes into
account the very limited availability of (high-field) MRI scanners in Africa. Inclusivity can be seen
as a necessity for social justice (and for everyone to get the opportunity to do science) but it is also
essential to produce the best science (see for example (Hofstra et al. 2020; Whitaker and Guest
2020)). Since then, I continuously took part in efforts that focus on bringing more inclusivity in
science. Locally, I joined the gender-equality committee of IRISA / Inria Rennes as a member in
2021 and I have been co-chair of this group with Dr. Nicolas Markey since 2021.
The three facets of open science described above are therefore: 1- sharing research artefacts for

transparency, 2- building a more collaborative research 3- acting for a more inclusive science. This
nicely echoes the definition of Open Science proposed by the UNESCO in its recommendations
on Open Science (UNESCO 2021) (see Fig. 26):

[...] open science is defined as an inclusive construct that combines various movements
and practices aiming:

• to make multilingual scientific knowledge openly available, accessible and reusable
for everyone,

• to increase scientific collaborations and sharing of information for the benefits of
science and society, and

• to open the processes of scientific knowledge creation, evaluation and communica-
tion to societal actors beyond the traditional scientific community.

Contributions

Since 2013, I have actively taken part in Open Science communities. The first ones included the
Brainhacks (Gau et al. 2021) and the INCF 1 NIDASH task force (see 2.1 for more on NIDASH). I
have then joined Mozilla Open Leaders 2, an international online program mixing training and
1www.incf.org/
2foundation.mozilla.org/en/initiatives/mozilla-open-leaders/

www.incf.org/
foundation.mozilla.org/en/initiatives/mozilla-open-leaders/


55

Figure 26: Open Science as defined by UNESCO. Credits: Reproduced from CC BY-SA 3.0 IGO figure, p.8 in (UNESCO 2021)

mentoring. This program has since expanded into domain specific programs (see for example
Open Life Science 3). Since 2018, I have joined the French Open Science Committee (“Comité pour
la Science Ouverte” or COSO4) in the group on research software, which then transformed into its
own college.
As an open science advocate I have been regularly invited to present about open science (see

below). Sometimes these activities have also led us to publish scientific contributions (see below).
The first contribution focuses on practical solutions for building online conferences that are more
inclusive. The second contribution describes the Brainhack hackathons in more details. The last
contribution is a guide to open neuroimaging.

Publications

Gau, Rémi, Stephanie Noble, Katja Heuer, Katherine Bottenhorn, Isil Bilgin, Yu-Fang Yang, Julia
Huntenburg, Johanna M.M. Bayer, Richard A.I. Bethlehem, Shawn Rhoads, Christoph Vogel-
bacher, Valentina Borghesani, Elizabeth Levitis, Hao-Ting Wang, Sofie van den Bossche, Xenia
Kobeleva, Jon Haitz Legarreta, Samuel Guay, Selim Melvin Atay, Gael Varoquaux, Dorien Hui-
jser, Malin Sandström, Peer Herholz, Samuel Nastase, Amanpreet Badhwar, Guillaume Dumas,
Simon Schwab, Stefano Moia, Michael Dayan, Yasmine Bassil, Paula Brooks, Matteo Mancini,

3openlifesci.org/publications.html
4www.ouvrirlascience.fr/home/

openlifesci.org/publications.html
www.ouvrirlascience.fr/home/
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James Shine, David O’connor, Xihe Xie, Davide Poggiali, Patrick Friedrich, Anibal Heinsfeld,
Lydia Riedl, Roberto Toro, César Caballero-Gaudes, Anders Eklund, Kelly Garner, Christopher
Nolan, Damion Demeter, Fernando Barrios, Junaid Merchant, Elizabeth Mcdevitt, Robert Oost-
enveld, R. Cameron Craddock, Ariel Rokem, Andrew Doyle, Satrajit Ghosh, Aki Nikolaidis,
Olivia Stanley, Eneko Uruñuela, Nasim Anousheh, Aurina Arnatkeviciute, Guillaume Auzias,
Dipankar Bachar, Elise Bannier, Ruggero Basanisi, Arshitha Basavaraj, Marco Bedini, Pierre
Bellec, R. Austin Benn, Kathryn Berluti, Steffen Bollmann, Saskia Bollmann, Claire Bradley,
Jesse Brown, Augusto Buchweitz, Patrick Callahan, Micaela Chan, Bramsh Chandio, Theresa
Cheng, Sidhant Chopra, Ai Wern Chung, Thomas Close, Etienne Combrisson, Giorgia Cona,
R. Todd Constable, Claire Cury, Kamalaker Dadi, Pablo Damasceno, Samir Das, Fabrizio de
Vico Fallani, Krista Destasio, Erin Dickie, Lena Dorfschmidt, Eugene Duff, Elizabeth Dupre,
Sarah Dziura, Nathalia Esper, Oscar Esteban, Shreyas Fadnavis, Guillaume Flandin, Jessica Flan-
nery, John Flournoy, Stephanie Forkel, Alexandre Franco, Saampras Ganesan, Siyuan Gao, José
García Alanis, Eleftherios Garyfallidis, Tristan Glatard, Enrico Glerean, Javier Gonzalez-Castillo,
Cassandra Gould van Praag, Abigail Greene, Geetika Gupta, Catherine Alice Hahn, Yaroslav
Halchenko, Daniel Handwerker, Thomas Hartmann, Valérie Hayot-Sasson, Stephan Heunis,
Felix Hoffstaedter, Daniela Hohmann, Corey Horien, Horea-Ioan Ioanas, Alexandru Iordan,
Chao Jiang, Michael Joseph, Jason Kai, Agah Karakuzu, David Kennedy, Anisha Keshavan,
Ali Khan, Gregory Kiar, P. Christiaan Klink, Vincent Koppelmans, Serge Koudoro, Angela
Laird, Georg Langs, Marissa Laws, Roxane Licandro, Sook-Lei Liew, Tomislav Lipic, Krisanne
Litinas, Daniel Lurie, Désirée Lussier, Christopher Madan, Lea-Theresa Mais, Sina Mansour L,
Jose Pedro Manzano-Patron, Dimitra Maoutsa, Matheus Marcon, Daniel Margulies, Giorgio
Marinato, Daniele Marinazzo, Christopher Markiewicz, Camille Maumet, Felipe Meneguzzi,
David Meunier, Michael Milham, Kathryn Mills, Davide Momi, Clara Moreau, Aysha Motala,
Iska Moxon-Emre, Thomas E. Nichols, Dylan Nielson, Gustav Nilsonne, Lisa Novello, Caroline
O’brien, Emily Olafson, Lindsay Oliver, John Onofrey, Edwina Orchard, Kendra Oudyk, Patrick
Park, Mahboobeh Parsapoor, Lorenzo Pasquini, Scott Peltier, Cyril Pernet, Rudolph Pienaar,
Pedro Pinheiro-Chagas, Jean-Baptiste Poline, Anqi Qiu, Tiago Quendera, Laura Rice, Joscelin
Rocha-Hidalgo, Saige Rutherford, Mathias Scharinger, Dustin Scheinost, Deena Shariq, Thomas
Shaw, Viviana Siless, Molly Simmonite, Nikoloz Sirmpilatze, Hayli Spence, Julia Sprenger, An-
drija Stajduhar, Martin Szinte, Sylvain Takerkart, Angela Tam, Link Tejavibulya, Michel Thiebaut
de Schotten, Ina Thome, Laura Tomaz da Silva, Nicolas Traut, Lucina Uddin, Antonino Vallesi,
John Vanmeter, Nandita Vijayakumar, Matteo Visconti Di Oleggio Castello, Jakub Vohryzek,
Jakša Vukojević, Kirstie JaneWhitaker, LucyWhitmore, SteveWideman, SuzanneWitt, Hua Xie,
Ting Xu, Chao-Gan Yan, Fang-Cheng Yeh, B.T. Thomas Yeo, and Xi-Nian Zuo (2021). “Brainhack:
Developing a culture of open, inclusive, community-driven neuroscience”. In: Neuron 109.11,
pp. 1769–1775. doi: 10.1016/j.neuron.2021.04.001.

Levitis, Elizabeth, Cassandra Gould van Praag, Remi Gau, Stephan Heunis, Elizabeth Dupre, Greg
Kiar, Katherine Bottenhorn, Tristan Glatard, Aki Nikolaidis, Kirstie Jane Whitaker, Matteo
Mancini, Guiomar Niso, Soroosh Afyouni, Eva Alonso Ortiz, Stefan Appelhoff, Aurina Ar-
natkeviciute, Melvin Selim Atay, Tibor Auer, Giulia Baracchini, Johanna Margarete Marianne
Bayer, Michael J. S. Beauvais, Janine Diane Bijsterbosch, Isil Poyraz Bilgin, Saskia Bollmann,
Steffen Bollmann, Rotem Botvinik-Nezer, Molly Bright, Vince Calhoun, Xiao Chen, Sidhant

https://doi.org/10.1016/j.neuron.2021.04.001
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Chapter 6

Conclusions and perspectives

Overview of the contributions

In this manuscript, I have proposed an overview of my research in neuroimaging reproducibility
for the past 10 years, organized in three main axes.
First, we tackled the questions of how to share neuroimaging data (see Chapter 2). I took part

in community-driven standardization efforts in order to build harmonized representations of
neuroimaging data along with key metadata. Sharing descriptive metadata is crucial in order
to enable reuse of shared data as emphasized by the FAIR principles (Wilkinson et al. 2016).
Specifically, we introduced NIDM-Results, a common representation for the results of mass-
univariate analyses (such as those used in task-fMRI studies) and the Brain Imaging Data Structure
(BIDS) which is now ubiquitous in brain imaging.

Second, we focused on analytical variability – i.e. the changes observed in the result of scientific
experiments when post-processing pipelines vary – (see Chapter 3). In the field of brain imaging,
until recently, this analytical variability was typically ignored, effectively considering that it
was negligible compared to other sources of variability (e.g. intra- and inter-subjects, test-retest,
measurement error, etc.). I contributed to demonstrate the impact of analytical variability in
neuroimaging. An important driver of this work has been to try and provide a better understanding
of why analytical variability arises so that we can, in the future, envision solutions.
Third, we investigated neuroimaging data reuse (see Chapter 4). On the statistical side, we tested

the validity of meta-analyses approaches for image-based meta-analyses. Then, we investigated
how, in practice, using different pipelines can impact our ability to reuse task-fMRI statistic
maps in a new analysis. Finally, we proposed an approach to leverage a very large dataset (the
NeuroVault database) to build a lower-dimensional representation of task-fMRI statistic maps.
This can be used as an initialization for all sort of classification problems.

Finally, since the start of my postodoctoral fellowship I have continuously contributed to open
science communities (see Chapter 5). Starting with the question of sharing more than scientific
papers (see Chapter 2), continuing into the realm of collaborative science (starting with the
Brainhack hackathons) and finally towards more inclusive neuroimaging.
My research is by essence collaborative and this work was only possible by working closely

with other scientists and engineers. I seek to find solutions at the intersection between neuroimag-
ing and other fields. Throughout the years I have collaborated with Statisticians, Physicians,
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Neuroscientists, Medical doctors from a variety of disciplines, Psychologists, other Computer
Scientists and lately with researchers in Privacy and Law.

Future work and research directions

In the past few years, an important focus of my research has been to understand analytical
variability and to try and propose solutions to keep it under control in neuroimaging studies. This
was at the center of Chapter 3 but also an important driver for the contributions of Chapter 4.
Now that the brain community has come to realize that a better understanding of the variability
induced by alternative analytical paths is crucial, the next step is to derive practical solutions.
My vision for the future is that we will be able to guide practitioners in their exploration

of the pipeline space and extend on the traditional neuroimaging analysis approach – which
typically reports results with respect to a unique analytical pipeline –. In the literature, researchers
sometimes demonstrate the robustness of their results or the impact of a set of parameters (e.g.
do the results still hold if the age of the participants is added as a covariate? Or if a specific
preprocessing step is removed?). The goal would be to extend this approach to provide practitioners
with a (limited) subset of analytical pipelines to be tested in order to investigate both the robustness
of their analysis and its variability in the pipeline space (see Fig. 27 top panel).

Figure 27: Tackling analytical variability in brain imaging studies

The first studies (including ours) that investigated analytical variability only looked at a tiny
proportion of the pipeline space. As a very coarse estimation – considering that an analytical
pipeline is made up of 10 steps, with 5 different software packages in 5 versions and 4 algorithms
with 10 parameter values at each step – a given brain imaging study has a total of 1030 possible
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alternative analysis paths. This high order of magnitude makes it impossible to use exhaustive
approaches (aka “brute force”) to explore the pipeline space at large.
In order to better understand the analytical space, I propose to tackle 3 objectives: 1/ to model

the pipeline space, 2/ to build solutions for sharing pipelines and 3/ to focus on detecting pipeline
failures (see Fig. 27 bottom panel).

Objective 1: Modelling the pipeline space

A first objective will be to get a concrete picture of the set of pipelines available to practitioners.
This is challenging because typically the description of the analysis is limited to the (free-form)
text included in the Methods section of the associated publication. Due to space limitation, those
descriptions are often sparse and lack the required level of details needed for computational
reproducibility. Recent efforts, such as the COBIDAS recommendations for MRI (Nichols et
al. 2017a) and electro/magnetoencephalography (Pernet et al. 2020), have helped by providing
guidelines on how to increase the level of details provided in Methods section. In addition, the
practice of code sharing is increasing in the community, effectively providing greater transparency
as to which analyses are used “in the wild”.
Beyond describing the pipeline associated with a single study, we need a common software-

agnostic model representing *all* possible alternatives. I propose to draw inspiration from the
study of variants in software engineering and view the multiplicity of analytical pipelines as a
software configuration problem. Due to their ubiquitousness, software engineering has been
increasingly interested in understanding the behavior of software with a very large number of
configurations (also known as software product lines (Apel et al. 2016)). The study of software
variability has been focusing on deriving methodologies to “sample, measure and learn” (Pereira et
al. 2021) in large configuration spaces: sampling from the configuration space in order to measure
and learn characteristics (e.g. compilation time, configuration failure) to get an overview of the
overall behavior over the full set of configurations. This idea is at the root of my research project
VICUNA funded by the French National Research Agency (ANR) young researchers program
(JCJC), in which I will co-supervise a PhD student with Prof. Mathieu Acher (expert of software
variants) and an engineer as of 2024.

Objective 2: Sharing scientific pipelines

Another important question is to get a better understanding of which pipelines are used by
practitioners. This is important first for transparency but also to help understand if specific
sub-parts of the pipeline space are more often used by the research community.
In an effort to build a community resource, we are currently developing theNARPS open pipelines

project (see Section 3.2 for more on NARPS). The goal of this project is to re-implement and
share the 70 pipelines proposed by experts in the original NARPS study. This work was initiated
by Elodie Germani as part of her Master 2 internship and is now led by Boris Clenet (research
engineer) and funded by the Inria exploratory action GRASP. Jérémy Lefort-Besnard has also
contributed as part of his post-dotoral fellowship funded by the MIND project of the Brittany
Region. NARPS open pipelines has received contributions at multiple hackathons, see full list
at: https://github.com/Inria-Empenn/narps_open_pipelines#credits.

https://github.com/Inria-Empenn/narps_open_pipelines#credits
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As the community realizes that pipelines are an important roadblock of the scientific process –
not only to enable computational reproducibility but also to understand analytical variability –
there is an opportunity for pipelines to become a first-class research output. BIDS-Prov by enabling
reporting of provenance in neuroimaging (see Section 3.3) was a first step in that direction. In the
future, we would like to be able to provide more insights about the pipelines. This is at the root of
my participation to the PEPR Santé numérique ShareFAIR led by Prof. Sarah Cohen-Boulakia, in
which I will co-supervise a PhD student with Dr. Elise Bannier.

Objective 3: Providing best practices

Finally, another research direction is to try and reduce the size of the pipeline space by pro-
viding best practices. This could be done for example by identifying analytical pipelines that
systematically fail in order to exclude them from the space of possible pipelines. As any piece of
software, neuroimaging analytical pipelines will inevitably fail in some instances. In particular,
pipeline might systematically (i.e. with all datasets) fail for two main reasons: 1/ Verification
failure: when the software behaves differently from what was intended due to an implementation
error (or bug) or 2/ Validation failure: when the software includes assumptions that were not
explicit and is therefore behaving differently to what experts would expect. Providing solutions to
more systematically test neuroimaging software is another open research direction that I would
like to pursue in the future.
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