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Résumé substantiel

Introduction

Ces dernières années, et particulièrement dans le contexte de l’épidémie mondiale
de COVID19, la vaccination s’est révélée être un réel succès dans la prévention et le
contrôle des maladies infectieuses et constitue un élément clé dans l’amélioration de
la santé publique mondiale. En plus du développement médical et biologique, de nou-
veaux outils statistiques sont nécessaires pour fournir une compréhension quantitative
des mécanismes d’action et d’efficacité des vaccins. En effet, l’un des principaux défis
que peuvent relever ces outils analytiques est l’accélération du développement vaccinal
et donc du processus long et coûteux des études précliniques et cliniques. A ce titre,
dans ce travail, nous nous intéressons plus particulièrement à deux questions applica-
tives : comment évaluer la protection conférée par la vaccination et quelle est la durée
de l’immunité conférée par la vaccination ? Bien que chaque partie soit motivée par
une application et profondément ancrée dans l’analyse de données cliniques, l’accent
est mis sur la combinaison et le développement de méthodes statistiques originales.
En particulier, nos travaux sont centrés sur l’utilisation de modèles mécanistes, c’est-à-
dire des modèles à effets mixtes non linéaires basés sur des équations différentielles, et
l’utilisation de leurs capacités prédictives. Le manuscrit est divisé en six chapitres dont
le contenu est décrit ci-dessous.

Chapitre 1: Contexte en immunologie et vaccinologie.

Dans ce chapitre, nous introduisons le contexte biologique général dans lequel s’inscrit
cette thèse. En particulier, nous présentons quelques notions clés en immunologie et les
principaux mécanismes biologiques entrant en jeu dans l’établissement et le maintien
d’une réponse immunitaire efficace suite à une infection virale ou vaccination. L’intérêt
majeur que représente la vaccination dans la lutte contre les maladies infectieuses est
ensuite abordé en introduisant les principes de cette stratégie de santé publique ainsi
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que le long processus et les challenges que représente le développement vaccinal.

Chapitre 2 : Contexte en mathématique et biostatistiques.

Ce chapitre décrit les méthodes mathématiques et statistiques mobilisées dans les
travaux de modélisation réalisés dans cette thèse. En effet, l’objectif de cette thèse
porte sur l’analyse de l’efficacité vaccinale, que ce soit en termes de protection ou
de la longévité de la réponse immunitaire induite par la vaccination. Dans cette per-
spective, l’ensemble des travaux reposent sur l’analyse longitudinale de marqueurs im-
munologiques et virologiques. Ainsi, nos méthodes se placent donc dans le contexte des
modèles à effets mixtes. Nous présentons dans ce chapitre deux approches auxquelles
nous avons recourt : des modèles descriptifs représentés principalement par les mod-
èles de régressions à effets mixtes, et les modèles dynamiques dits mécanistes basés
sur des systèmes d’équations différentielles ordinaires. Pour ces deux approches, nous
présentons le cadre mathématique ainsi que les techniques d’estimation utilisées. Par
ailleurs, nous introduisons le cadre général de la modélisation causale nécessaire à la
bonne compréhension du contexte dans lequel s’inscrit l’identification de corrélats de
protection, ainsi que son lien avec les modèles mécanistes et leurs capacités de prédic-
tion.

Chapitre 3 : Evaluation de l’efficacité d’un vaccin thérapeu-

thique chez les patients infectés par le VIH.

Dans ce chapitre, on s’intéresse au développement de vaccins thérapeutiques con-
tre le VIH et à l’évaluation de leur efficacité au cours d’essais cliniques. Requérant
l’interruption d’antirétroviraux (ART) chez des individus infectés par le VIH, ces es-
sais peuvent présenter un risque significatif pour les patients qui subissent un rebond
virologique. Ainsi, les ART sont souvent repris de manière précoce pour protéger le pa-
tient dès que leur charge virale devient trop importante. Un choix optimal des critères
de reprise de traitement et de jugement de l’efficacité est donc nécessaire. La charge
virale d’équilibre après plusieurs semaines sans traitement, couramment défini comme
le critère optimal de jugement de l’efficacité du vaccin à contrôler ce rebond, ne peut
pas toujours être observé. Nous présentons donc une analyse descriptive de données
longitudinales de charges virales dans de multiples essais afin de trouver le meilleur
descripteur virologique de substitution pour cette charge virale d’équilibre. Son appli-
cation sur les trajectoires virales obtenues au cours de trois essais vaccinaux permet
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d’identifier l’aire sous la courbe (AUC) comme un critère de substitution optimal. Une
analyse de l’impact de critères de reprise précoce des ART sur la relation charge vi-
rale d’équilibre/AUC montre l’intérêt d’un niveau de censure de charge virale au moins
supérieur à 100 000 cp/mL (i.e., niveau de charge viral pour laquelle la reprise des ART
est encouragée) ainsi que le recourt à une mesure de confirmation avant toute reprise
des ART.

Chapitre 4 : Critère d’évaluation dans les essais thérapeu-

thiques vaccinaux pour le VIH

Dans ce chapitre, on s’attache à développer un test statistique robuste permettant
de comparer entre plusieurs groupes de traitements des mesures synthétiques de dy-
namiques longitudinales, telles que l’aire sous la courbe du marqueur d’intérêt (AUC).
En particulier, on s’intéresse au cas de données longitudinales impactées par des don-
nées manquantes de type MAR monotone par sortie d’étude qui induisent un biais dans
le calcul de l’AUC. On propose alors un test paramétrique basé sur des modèles à effets
mixtes à splines pour rendre compte de ce biais. Au cours d’un travail de simulation
d’essais à 2 bras de randomisation, on démontre les bonnes propriétés statistiques de
ce test vis-à-vis de méthodes ad hoc classiquement utilisées ainsi que d’un test non-
paramétrique. Par continuité avec le chapitre précédent, on applique cette méthodolo-
gie dans le cadre de deux essais cliniques développant des vaccins thérapeutiques contre
le VIH requérant des périodes d’interruption de traitement antirétroviraux (ART) pour
rendre compte de l’efficacité vaccinale. L’AUC est alors utilisé comme critère de juge-
ment et le niveau de charge virale comme critère de reprise précoce des ART et donc
de sortie d’étude. Un travail préliminaire en vue de l’extension de cette méthode à
des modèles mécanistes basés sur des équations différentielles ordinaires est également
proposé en fin de chapitre consistant en une comparaison de trois modèles servant à
décrire le rebond de charge virale.

Chapitre 5 : Définition de corrélats de protection mécan-

istes dans les essais vaccinaux: application au SARS-CoV-

2.

Dans ce chapitre, on s’intéresse à l’évaluation de l’efficacité vaccinale dans le cadre
de la pandémie actuelle de SARS-CoV-2. Après avoir présenté le contexte de développe-
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ment vaccinal sans précédent dans lequel s’inscrit ce travail, nous rappelons la nécessité
que représente la connaissance de corrélat de protection (CoP) dans l’accélération du
processus de développement vaccinal. En particulier, nous mettons en avant l’absence
d’identification de CoP causalement liés avec l’effet protecteur des vaccins, aussi appelés
CoP mécanistes. Nous nous attachons ensuite à montrer l’apport qu’a représenté la mod-
élisation mécaniste intra-hôte dans la compréhension des mécanismes biologiques et im-
munologiques liés à cette infection virale, ainsi que sur les mécanismes de transmission
au sein d’une population. Par la suite, nous proposons une méthode d’identification
de CoP mécaniste, au sein d’essais précliniques, couplant une modélisation de la dy-
namique virale par modèles mécanistes et une analyse approfondie de marqueurs im-
munologiques se basant sur un algorithme de sélection de covariables dépendantes du
temps. Par application de cette méthode sur les données de trois essais vaccinaux, nous
pointons la robustesse des résultats trouvés par cette méthode vis-à-vis des approches
purement descriptives couramment utilisées ainsi que son apport à identifier les mécan-
ismes immunologiques sous-jacents.

Chapitre 6 : Evaluation de la longévité de la réponse hu-

morale: application au virus Ebola.

Contrairement aux chapitres précédents se focalisant majoritairement sur la dy-
namique virale, dans ce chapitre, on s’intéresse à l’évaluation de la longévité de la
réponse immunitaire humorale induite par la vaccination contre le virus Ebola. En parti-
culier, on se focalise sur la stratégie vaccinale prime/boost hétérologue à deux doses im-
pliquant les vecteurs viraux Ad26.ZEBOV et MVA-BN-Filo développée par Janssen Phar-
maceutical et testée au cours de multiples essais cliniques de phase I à III. On présente
un modèle mécaniste, basé sur des équations différentielles ordinaires, décrivant la dy-
namique des anticorps issus de deux populations sécrétrices (ASC), qui a été préalable-
ment estimé sur des données de trois essais de phase I ayant 1 an de suivi. En se basant
maintenant sur des données collectées chez 498 individus au cours de 3 essais de Phase
II/IIB suivis jusqu’à 2 ans après la première vaccination, nous démontrons la robustesse
de ce modèle ainsi que sa bonne qualité de prédiction à long-terme. Profitant du nombre
plus conséquent de participants ainsi que du suivi à plus long terme, nous ré-estimons
le modèle en utilisant une approche populationnelle. En particulier, nous démontrons
une survie plus longue des ASC à longue durée de vie que préalablement estimée et
nous confirmons une persistance plus longue des anticorps chez les européens que les
africains. Par ailleurs, un effet de l’âge et du sexe des participants est identifié sur la
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décroissance de la dynamique humorale. Une estimation de ce modèle sur des données
à plus long terme ainsi que l’estimation de modèles couplant à la fois l’établissement et
le maintien de la réponse humorale permettrait de confirmer et affiner ces résultats et
sont évoqués en fin de chapitre.

Conclusion

De nombreuses perspectives de développement sont envisageables pour la suite
de ces travaux, que ce soit dans la compréhension des réponses immunologiques dé-
clenchées par la vaccination ou dans le développement d’outils mathématiques et statis-
tiques efficaces pour optimiser l’évaluation des vaccins préventifs et thérapeutiques.
Tout d’abord, l’utilisation de modèles mécanistes dotés de capacités prédictives permet
de réaliser des simulations, ce qui peut constituer une formidable opportunité pour
optimiser la conception des essais cliniques et ainsi accélérer le développement des vac-
cins. De même, ils pourraient être utilisés pour la médecine personnalisée. Notre travail
méthodologique sur la dérivation de modèles mécanistes à partir de données ouvre cette
voie à leur utilisation dans de tels domaines. Une extension sérieuse qui pourrait ajouter
de la valeur à ce travail est de considérer des méthodes de moyenne de modèles, plutôt
que des méthodes de sélection de modèles comme cela a été fait dans ce travail lors de
la construction d’un modèle pour expliquer les données. En particulier, cela permettrait
de prendre en compte la mauvaise spécification du modèle et l’incertitude. Enfin, nous
nous sommes concentrés sur les dynamiques intra-hôte dans ce travail. Des modèles
multi-échelles, qui tiennent compte de la propagation des maladies infectieuses entre
les hôtes, les données génomiques qui tiennent compte de la diversité des patients et
les données phylogénétiques qui tiennent compte de la diversité virale, pourraient être
développés davantage et représentent une direction de recherche future intéressante.
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Introduction

In recent years, and particularly in the context of the global COVID19 epidemic,
vaccination has proven to be a real success in preventing and controlling infectious dis-
eases and is a key element in improving global public health. However, much progress
remains to be made to develop effective strategies against specific infectious diseases.
In particular, the development of prophylactic vaccines that prevent an individual’s vi-
ral infection and/or therapeutic vaccines that help the immune system to fight the virus
once the infection is established still require significant development work in the case
of viral infections such as chronic diseases like HIV, sporadic diseases like Ebola, or
even the recent case of COVID19. On top of medical and biological development, new
statistical tools are needed to provide a quantitative understanding of vaccines
mechanisms of action.

One of the main challenge that can be addressed with analytical tools is the acceler-
ation of the lengthy and costly process of preclinical and clinical studies evaluating
the tolerability, safety, immunogenicity, and ultimately the efficacy of a tested strat-
egy. During this process, many questions arise regarding the optimal strategy, which is
relatively dependent on the vaccine developed and the infection targeted. As we saw
in the case of SARS-CoV-2, the choice of vaccine type, a homologous or heterologous
strategy, and thus the sequence of vaccines, as well as the number of injections and the
time between each injection, is essential. However, exploring all possibilities of combi-
nations in clinical trials is not feasible. Computer-based simulations also known as in
silico approaches can further explore these scenarios. Furthermore, in addition to the
development of effective vaccines, the ability to evaluate their efficacy in clinical trials
is a critical element. Therefore, the definition of good criteria for endpoints, which
may extend to the identification of correlates of protection, is necessary. A correlate
of protection is defined as an immunological marker statistically associated with the
clinical outcome of interest and causally related to vaccination and induced protection.
The identification of the latter can then allow a significant acceleration of the process
of evaluating new vaccine candidates, especially in specific populations often at risk,
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such as the elderly, pregnant women, children, or immunocompromised individuals.
In this context, mathematical and statistical tools are crucial in understanding the
complex mechanisms of interaction between the virus and the immune system of
an infected or susceptible host and in elucidating the role of vaccination in these
interactions.

Two main questions are addressed in this thesis. The first is the evaluation of pro-
tection conferred by vaccination, which is a multi-layer question. It also depends on
what is the clinical outcome of interest. Protection provided by a vaccine can be dif-
ferent against disease acquisition (or eradication in case of therapeutic vaccine), symp-
tomatic infection or death. In this work, we define the efficacy of a vaccine as the
potential to prevent or clear an infection. To investigate this question, we model the vi-
ral dynamics observed during preclinical and/or clinical trials using so-called dynamical
mechanistic models or more descriptive mathematical models in order to identify/define
and evaluate optimal criteria for the efficacy of the tested vaccines. Of course, there is
no general method to achieve the general goal of evaluation of protection conferred by
vaccination. Answers are problem-specific and may depend on the disease biology and
outcome of interest. In this thesis, we focused on two main topics. In the field of HIV, in
collaboration with the Vaccine Research Institute, in the context of a therapeutic vaccine
trial against HIV EHVA T02, we investigated what could be the best primary endpoint
and how to analyse trials in which interruption of antiretroviral treatment is required.
Indeed, it creates a problem of non-ignorable missing data since individual who drops
out of the study are likely to be the one for which the vaccine was the less effective.
In the field of SARS-CoV-2, jointly with the Vaccine Research Institute and CEA as part
of a preclinical study on non-human primates (NHPs), we propose a model building
strategy to elicit mechanistic correlates of protection within a large number of immuno-
logical markers. Once efficacy against an infection has been proven, it is important to
focus on the problem of longevity of immunity conferred by vaccination, which is
the second problem addressed in these works. When investigating longevity, data ac-
cumulate with time. It is important to develop statistical analysis that are sequential
and allow to predict long-term abilities and evaluate the quality of model prediction
on subsequent data collection. In collaboration with Janssen Pharma as well as other
academic partners such as the College of Oxford or the London School of Hygiene &
Tropical Medicine under the European projects EBOVAC 1 and EBOVAC 2, funded by
the Innovative Medicines Initiative Ebola+, we proposed a pipeline of sequential analy-
ses to test the robustness of long-term predictions and used statistical tools to determine
the factors that explain the variability of response observed in participants.
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The manuscript is divided into three parts with six chapters. Although each part is
motivated by an application and deeply rooted in the analysis of clinical data, the focus
is on the combination and the development of original statistical methods.

The first part consists of two chapters (Chapter 1 and 2) and aims to introduce the
main biological and mathematical concepts necessary to fully understand the context
of the work performed. In particular, in the first chapter we introduce the key concepts
of immunology that are essential to understand the principle of vaccination, focusing
especially on the immunological mechanisms involved in the vaccine strategies used
in our work. We also present the different steps of the vaccine development process
and the need to identify correlates of protection when evaluating vaccine efficacy. In
the second chapter, we present the framework of linear and nonlinear mixed-effects
models and extend it to the so-called mechanistic model based on ordinary differen-
tial equations. We present methods of inference for estimation of parameters that are
then used as a "black-box" in the following chapters. We also define some concepts of
causality that are essential in order to ensure the predictive capability of our models.

The second part (Chapter 3, 4 and 5) of the manuscript contains the three chap-
ters that summarize the work done on the development of mathematical and statistical
tools to analyze viral dynamics and to determine optimal criteria for the clinical stud-
ies endpoints and immunological correlates of protection. Chapters 3 and 4 focus on
the development of therapeutic HIV vaccines. Chapter 3 presents a comprehensive
descriptive data analysis of multiple clinical trials that allow to identify the optimal
endpoint for HIV vaccine trials with interruption of antiretroviral treatment to assess
vaccine efficacy. Chapter 4 develops a robust statistical test to compare these criteria
between treatment groups in presence of informative study drop-out. In Chapter 5,
we propose a model building strategy in mechanistic models to define immunologi-
cal correlates of protection against SARS-CoV-2 among numerous time-varying immune
markers. As a prelude to this work, we present an editorial on the benefits of within-
host modeling in the SARS-CoV-2 pandemic.

Finally, the third part contains a single chapter (Chapter 6) dedicated to assess the
longevity of the humoral immune response elicited by vaccination. Accordingly, in
Chapter 6, we present a pipeline of analysis using mechanistic models to predict
long-term immunity based on phase I data, confirm the predictions on subsequent trials
in phase II and investigate possible factors of variability in the long-term responses.
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PART I

Biological and mathematical
background





Chapter 1

Biological background in immunology
and vaccinology

Abstract: In this chapter, we introduce the general biological context in which this work
operates. In particular, we introduce some key concepts of immunology and the main
biological mechanisms involved in the establishment and maintenance of an effective
immune response after viral infection or vaccination. We then discuss the great interest
in vaccination in the fight against infectious diseases by presenting the principles of this
public health strategy and the long process and challenges of vaccine development.
Keywords: Immune system ; dendritic cell ; B lymphocyte ; antibodies ; T lymphocyte
; vaccine development ; efficacy ; correlate of protection

29



Chapter 1. Biological background in immunology and vaccinology

In this chapter, we introduced key concepts of immunology and vaccinology that are
used in the various modeling proposed in the research presented in chapters 3, 4, 5
and 6. Of course, not all the mechanisms are presented in details here and a very good
introduction can be found in [Abbas et al., 2017]. In particular, the key components of
interest are the dendritic cells for intervening in the elaboration of promising vaccines
encountered in this thesis for HIV (see chapter 3) and SARS-CoV-2 (see chapter 5), the
B cell responses to understand the modeling work of humoral response for Ebola (see
chapter 6) and T cells and inflammatory markers measured as covariates in preclinical
study on correlates of protection (see chapter 5).

1.1 The immune system

The immune system is the body’s main defense against infections and is composed
of cells and molecules responsible for immunity by detecting and responding to various
pathogenic microbes (e.g. viruses, bacteria, fungi, toxins) [Chaplin, 2010]. Their coor-
dinated response against invading pathogens elicits an immune response. Immunity is
mediated by two sequential but deeply connected immune responses: innate immunity
(also called ’natural immunity’) followed by adaptive immunity (’acquired immunity’ or
’specific immunity’) [Hoebe et al., 2004].

1.1.1 The innate immune response

Innate immunity is the first line of defense against microbes by providing a quick
and non-specific response to infections. This immune response has a dual role: (1) a
defensive function resulting in the recognition and the early elimination of pathogens,
and (2) a warning function aiming at alerting and stimulating the adaptive immune
system.
In addition to the physical and chemical barriers (e.g. skin and mucosal surfaces) pre-
venting the entry of microbes into the organism, these two functions are fulfilled by
phagocytes and natural killer (NK) cells. Phagocytes, including neutrophiles, mono-
cytes, macrophages and dendritic cells (DCs), aim at identifying and ingesting pathogens.
Among them, DCs play a major role in the initiation of the immune response due to
their large ability to recognize microbes. Like all so-called antigen-presenting cells, DCs
present at their surface fragment of pathogens, called antigens. By presenting them to
the naive cells (cells that have never encountered the antigen) of adaptive immunity
and by secreting proteins called cytokines, DCs have the essential role to initiate and
enhance the immune response specific to these antigens. Finally, NK cells directly elim-

30



1.1. The immune system

inate infected cells and secrete cytokines that stimulate the other actors of the innate
response, like macrophages [Lodoen and Lanier, 2006].

1.1.2 The adaptive immune response

1.1.2.1 The main actors of the adaptive immunity

In contrast to innate immunity, adaptive immunity is stronger and antigen-specific.
The main components of the adaptive immune response are a type of white blood cell,
called lymphocytes, including NK cells, B lymphocytes, and T lymphocytes (also called
"B cells" and "T cells", respectively). Lymphocytes express at their surface diverse mem-
brane receptors enabling them to recognize a large number of antigens and activate
an immune response specific to each of them. Adaptive immunity can be splitted into
two types: humoral immunity (also called "antibody-mediated immunity") and cellular
immunity (also called "cell-mediated immunity").

Humoral immunity is mediated by Y-shaped proteins called antibodies, also called
immunoglobulins (Ig). Their main purpose is to prevent the spread of infection by
binding to extracellular pathogens and neutralizing their infectivity, either by tagging
antigens or infected cells and promoting their elimination by phagocytosis, or by neu-
tralizing them directly. Different classes of antibodies exist with distinct properties and
functionalities. However, in the scope of this thesis, we will focus exclusively on IgG, the
most abundant class, as no data on other types were encountered in our work. Antibod-
ies are produced by B cells and can be found in two distinct forms: membrane-bound
antibodies located on the surface of B cells and secreted circulating antibodies that can
be found in the blood and mucosal secretions. Initially produced in the bone marrow, B
cells undergo a complex series of maturation and differentiation steps, from stem cells
to antibody-secreting plasma cells (ASCs). Membrane-bound antibodies are produced
by immature and mature B cells (before activation) and aim at initiating the humoral
immune response by triggering maturation of B cells through antigen binding. Acti-
vation of mature B cells, leading to their differentiation into ASCs, is followed by the
production of highly antigen-specific IgG (also called affinity maturation), which im-
proves the quality of the humoral response. These circulating IgG are characterized by
a half-life, defined as the time required to divide the number of antibodies by 2, ranging
from 20 to 30 days [Mankarious et al., 1988]. The evaluation of the durability of the
humoral response after vaccination is a question we are addressing in this thesis
(Chapter 6).
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Although antibodies are the first line of defense to block infection and eliminate
extracellular pathogens, they are powerless against intracellular pathogens, such as
viruses, that infect and replicate directly in the infected cells. In this case, cell-mediated
immunity is required. As shown in Figure 1.1, cellular immunity is mediated by T lym-
phocytes. T cells aim at eliminating the reservoir of infection inaccessible to circulating
antibodies by inducing the lysis of infected cells or the destruction of pathogens hidden
within phagocytes. To initiate antigen-specific cellular immunity, similar to B cells, naive
T lymphocytes must recognize antigens presented by antigen-presenting cells inducing
their activation, proliferation, and finally their differentiation into effector cells. The
latter are able of eliminating intracellular pathogens. T cells can be derived into distinct
sub-populations of cells, each of which has specific functions. In our work, we focused
only on the two main classes: helper T cells, also called CD4+ T cells as they express
the cluster of differentiation (CD) 4 glycoprotein at their surface, and cytotoxic T cells,
referred as CD8+ T cells as expressing the CD8 glycoprotein at their surface. The role
of CD4+ T cells is to recruit and mediate functions of other immune cells by secreting
different types of cytokines (e.g. interleukin-2 (IL-2) or interferon γ (IFN-γ), among
others). In particular, CD4+ T cells stimulate the activation and the differentiation of
macrophages or NK cells to enhance pathogen elimination by phagocytosis, stimulate
antibody production by helping B cells to differentiate into ASCs or enhance differentia-
tion of T cells into effector cells. CD8+ T cells represent the first line of defense against
intracellular pathogens by killing infected cells via three different pathways: 1) secret-
ing cytokines to activate macrophages and induce inflammation, 2) secreting cytotoxic
granules inducing deterioration and apoptosis of target cells and 3) directly eliminat-
ing infected cells via receptor binding inducing signalling cascade leading to target cell
apoptosis. To avoid excessive activation of the immune system and an uncontrolled
inflammatory process, a sub-population of CD4+ T cells called regulatory T cells aims
at regulating the immune response to pathogens and self-antigens [Kondĕlková et al.,
2010]. As immunosuppressive T cells, regulatory T cells inhibit T cell proliferation and
cytokine production to maintain homeostasis and self tolerance.

As widely mentioned, the functions of both innate and adaptive immune cells are
mediated by proteins called cytokines, which are considered as the main actors of the
inflammatory response (or inflammation). This inflammation involves the development
of a pathogen-specific humoral and cellular immune response by recruiting and activat-
ing lymphocytes, macrophages, and plasma cells at the site of infection. Most cytokines
are called interleukin (IL) as they are mostly produced by macrophages, DCs, NK cells,
and T cells, and act on them. Initially produced at the site of infection, they can elicit
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Figure 1.1 – Classes of lymphocytes and their functions in adaptive immunity. Taken from
[Abbas et al., 2017].

both local and systemic actions. Without trying to provide an exhaustive list of all
cytokines, we focus on cytokines encountered in our projects (mostly in Chapter 5 as
immune markers, or in Chapter 3 as immunotherapy against HIV).

▷ Interleukin-2 (IL-2) is secreted by T lymphocytes, NK cells and, DCs and has a mul-
tivariate function in the immune system. In particular, it triggers the activation of
multiple immune cells such as T cells and is essential to their differentiation into
memory cells [Gaffen and Liu, 2004]. Due to its central role in the immune system
and especially on T cells, this cytokine has been widely studied as an immunotherapy
for HIV. The reader can refer to the work conducted in Chapter 3 for an example
of a clinical trial assessing the efficacy of IL-2 immunotherapy.

▷ Interleukin-8 (IL-8) is produced by multiple cells such as monocytes, neutrophiles,
epithelial and endothelial cells, and plays an important role in inflammation. In
addition, it contributes to the recruitment of T cells and non-specific inflammatory
cells into the site of inflammation [Qazi et al., 2011].

▷ Interleukin-10 (IL-10) is secreted by a variety of cells, but in the majority by CD4+
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T cells, monocytes, macrophages and DCs. Among its various functions in the in-
flammatory response, this cytokine aims at enhancing B cell survival, production,
and proliferation, as well as antibody production, and inhibits the synthesis of pro-
inflammatory cytokines by macrophages like IL-2, IFN-γ, TNF-α [Iyer and Cheng,
2012].

▷ Interleukin-12 (IL-12) is produced by dendritic cells. It stimulates the production of
IFN-γ by NK cells and T cells and promotes the differentiation of naive CD4+ T cells
(also called T helper 1 cells) into effector cells [McNab et al., 2015].

▷ Interleukin-13 (IL-13) is produced by CD4+ T cells and mast cells and aims at regu-
lating the functions of B cells and monocytes by activating them and regulating their
secretion of inflammatory cytokines [Zurawski and de Vries, 1994].

▷ Interferon γ (IFN-γ) is produced by macrophages, NK cells and T cells, activates
macrophages and stimulates both dendritic cells and macrophages in the activation
and differentiation of T cells (especially CD4+ T cells) through the production of
IL-12. It also enhances the recognition of antigens by T cells and promotes antibody
response by acting on B cells. Finally, it mediates the interaction between NK cells
and macrophages to avoid excessive activation of macrophages [Market et al., 2020].

▷ Tumor necrosis factor α (TNF-α) is produced mainly by macrophages and dendritic
cells but also NK and T cells. In addition to stimulating phagocyte recruitment and
activation, TNF-α also enhances the ability of macrophages and endothelial cells to
secrete chemokines. Finally, in severe infection, TNF can result in the systemic effects
of the inflammatory response [Feghali et al., 1997] such as fever, the production of
acute-phase proteins, similar to IL-6, and cachexia. It can also cause septic shock.

1.1.2.2 The phases and the properties of the adaptive immunity

Following the exposure of the human body to a foreign pathogen and its detection
by the main actors of innate immunity, the response of adaptive immunity is progres-
sively established in five consecutive phases: 1) antigen recognition, 2) lymphocyte
activation, 3) antigen elimination (effector phase), 4) apoptosis of effector cells and 5)
activation of memory lymphocytes. The different phases are presented in Figure 1.2.
Adaptive immunity is triggered by recognition of the pathogen by naive lymphocytes.
This initial phase relies on the first fundamental characteristic of the adaptive immune
response: its specificity. This property derives from a single lymphocyte precursor cell
that, even before encountering the antigen, develops many mature lymphocytes with
surface receptors, each specific for a single antigen. A clone will refer in the following
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Figure 1.2 – The 5 phases of adaptive immunity. Taken from [Abbas et al., 2017].

to a population of lymphocytes with identical antigen receptors and thus their speci-
ficity. The ability of the immune system to recognize a large number of antigens results
in the diversity of the lymphocyte reservoir. Once captured, antigen-presenting cells
present them to B cells and T cells. Accordingly, the presented antigens lead to the
selection of a pre-existing clone of specific lymphocytes and stimulate the proliferation
and differentiation of this clone into effector cells. This second phase is characterized
by a sharp increase of the immune response. This process is called the clonal expansion.
Although both B cells and T cells exhibit antigen-receptors at their surface, the major
difference is that B cells can only recognize free and unprocessed antigens, whereas T
cells can only recognize antigens associated with infected cells. As antigens are elim-
inated by both humoral and cell-mediated immune responses, the immune response
progressively declines. This decline is driven by the elimination of the effector cells by
apoptosis, until reaching a steady state referred as homeostasis. At the end of the im-
mune response, a small proportion of these antigen-specific B and T cells survives and
remains in the immune system. These cells, known as memory cells, are responsible
for the second fundamental characteristic of the immune system: its memory of prior
exposures to a specific antigen. This specificity of the immune system, referred as im-
munological memory, is responsible for its ability to induce a faster and more efficient
immune response at each exposure. This latter is essential for the success of vaccination,
the cornerstone of this thesis.
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1.2 Vaccination

1.2.1 Principle and brief history of vaccination

Vaccination is one of the brightest successes in the history of public health, saving
nowadays millions of lives every year [D’Argenio and Wilson, 2010]. It consists in pro-
tecting people from infection by stimulating their immune response through exposure
to attenuated or killed pathogens.
The initial idea of manipulating the immune system to control infectious diseases arised
centuries ago over the world. However, the concept of variolation (also called ’en-
grafting’) largely widespread in Europe at the beginning of the 18th century, when
an epidemic of smallpox ravaged the world [Riedel, 2005]. Empirically discovered,
immunization against smallpox following natural infection led to the commonly used
procedure of subcutaneous inoculation of a small amount of the virus into non-immune
individuals. Based on the observation that people initially infected with cowpox devel-
oped resistance to smallpox, Edward Jenner extended this concept, leading to its land-
mark publication in 1798 on vaccination [Riedel, 2005; Plotkin, 2014]. This discovery
enabled the worldwide eradication of smallpox in 1980 [Henderson, 1980]. Over the
years, advances in immunology, virology, and molecular biology enabled a rapid vaccine
development that led to the control of dozens of infectious diseases, including diphte-
ria, tetanus, measles, polio, yellow fever, Haemophilus influenzae type b, and hepatitis
B, among others [Delany et al., 2014; Plotkin and Plotkin, 2004; Bloom et al., 2017].
Until the second half of the 20th century, vaccine development was mostly based on
the principle of immunological memory using inactivated toxins (e.g. tetanus toxoid),
live-attenuated viruses (e.g. smallpox, polio, rabies, yellow fever), or inactivated/killed
pathogens (e.g. cholera, influenza). By inoculating a weakened version of the live virus,
these vaccines stimulate immunity of healthy people without causing serious infection
due to the removal of their infectivity and pathogenicity [Plitnick, 2013; Delany et al.,
2014]. Based on this concept, the best vaccines are those that stimulate the humoral
response through the production of plasma cells secreting neutralizing antibodies with
high-affinity (called long-lived plasma cells), and memory B-cells [Abbas et al., 2017].
Despite their widely approved efficacy and ability to reduce mortality, these vaccines
show limitations. As a matter of fact, live viral vectors can present high reversion to
natural virulence through mutations reactivating their pathogenicity (e.g. oral polio
vaccine). Moreover, the development of immunity against the viral vector, resulting ei-
ther from prior immunization (e.g. infection or vaccination) or from unexpected viral
antigens injected with the vaccine, could counteract the vaccine efficacy [Ulmer et al.,
2012]. Furthermore, in some cases, the humoral response might appear harmless in
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protecting people from pathogens. Indeed, while inactivated vaccines can either display
poor immunogenicity due to their nature or even induce the targeted pathology [Brisse
et al., 2020], host protection should be conducted by cellular immunity and not humoral
immunity as is the case with most parasites [Germain, 2010]. During the 20th century,
a new type of vaccine was developed to overcome all potential pathogen-induced dis-
eases: the subunit vaccine (also referred as ’protein-based vaccine’). These vaccines,
which contain only purified fragments (antigens) of pathogens, can safely stimulate the
immune system [Iwasaki and Omer, 2020]. However, their poor natural immunogenic-
ity and low-affinity of antibody responses (resulting from T cell-independent antibody
responses) must be compensated by their combination with proteins called adjuvants to
induce strong and long-term protective effects [Foged, 2011]. The first subunit vaccines
developed were composed of bacterial polysaccharide antigens and were used against
meningococcus, pneumococcus and Haemophilus influenzae [Plotkin, 2014]. To induce
a strong immune response against the targeted pathogens, the most recent vaccine
platforms directly integrate the genetic material of the targeted virus. These include
replicating and non-replicating viral vectors that integrate viral genetic material inside
another harmless virus that may or may not self-replicate, as well as RNA- and DNA-
based vaccines. The development of these vaccine platforms is broadly discussed in
Chapters 5 and 6 focusing exclusively on SARS-CoV-2 for mRNA- and DNA-based
vaccines and on Ebola virus disease for replicating or non-replicating viral vec-
tors.

1.2.2 Vaccine strategies

The initial purpose of vaccine development was to administrate a preventive treat-
ment, also called a ’prophylactic’ approach, against infectious diseases to reach both
individual and herd immunity [Sela and Hilleman, 2004; Kayser and Ramzan, 2021].
Over the years, the development of numerous safe and effective prophylactic vaccines
led to the eradication, or at least control, of vaccine-preventable infectious diseases. In
this thesis, we will focus on Ebola and SARS-CoV-2 for preventive vaccine strate-
gies. Nowadays, the use of vaccines has been extended by the development of therapeu-
tic vaccines. Similar to prophylactic vaccines, the mechanism of action of therapeutic
vaccines relies on the stimulation of the adaptive immune response during persistent
infection to reduce the viral burden. However, therapeutic vaccines are still at an early
stage of development [Boukhebza et al., 2012], with only a few products on the market
[Sela and Hilleman, 2004], although many of them have been evaluated [Leal et al.,
2020]. In our work, we focused exclusively on HIV for therapeutic vaccine de-
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velopment (see chapters 3 and 4). In the specific case of HIV, the development of
an effective therapeutic vaccine is a public health priority as it represents the best op-
portunity to slow down the epidemic [Girard and Koff, 2018]. In recent years, many
vaccine candidates have been investigated, including classical strategies, such as inac-
tivated viruses or protein subunits, or new promising strategies such as cell-mediated
immune-based vaccines (e.g. dendritic cell-based vaccines [Sadat Larijani et al., 2019])
or broadly neutralizing antibodies [Sok and Burton, 2018]. However, none provided
real evidence of efficacy and/or long-term control of infection. The failure of vaccines is
likely related to mechanisms of immune evasion by HIV. Among other mechanisms, we
can mention (1) its ability to persist in a latent state in the immune system by directly
integrating the genome of long-lived host immune cells, (2) its short viral generation
time resulting in a rapid replication rate and high mutation and recombination rates,
rendering the virus nearly invisible to the immune system, or (3) its ability to spread
from cell to cell within the host, protecting it from the immune effector cells [Girard
and Koff, 2018; Kirchhoff, 2010]. Accordingly, optimal HIV vaccine candidates should
be able to elicit both humoral and cellular responses.

In parallel with the choice of the optimal viral vector, the development of effective
vaccines relies on the optimization of the design of vaccine strategies. In particular,
some vaccine candidates will appear as inefficient to generate an effective and long-
term protection against infection after a single dose of the active agent and therefore
require multiple doses. In that vein, the so-called multi-doses vaccine regimens have
proven to be a highly effective approach to induce both humoral and cellular immune
responses [Kardani et al., 2016]. In this type of strategy, multiples factors will influ-
ence the outcome and should then be carefully defined to optimize the immunization
approach. The first factor is the number of viral vectors involved in the immuniza-
tion strategy. Indeed, while the prime/boost homologous strategies (i.e. single viral
vaccine) can elicit efficient protection against a particular infectious disease, the combi-
nation of multiple vaccines may elicit a stronger immune response against the pathogen.
These strategies are called prime/boost heterologous vaccine strategies. In addition to
the choice between homologous and heterologous strategies, factors such as the total
number of doses, the order of vector injections, the interval between two vaccinations,
among others, should be carefully selected. For instance, in this thesis, we espe-
cially worked on a prime/boost heterologous vaccine regimen against Ebola virus
involving two viral vectors, the adenovirus Ad26.ZEBOV and viral vector MVA-BN-
Filo, as the first and second injections, respectively, with an optimal interval of 56
days between the two doses. The reader can refer to this work in chapter 6.
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1.2.3 Clinical trials and vaccine development

The development of new drugs and vaccines is a long and complex process that usu-
ally requires 10 to 15 years. Typically, this process consists of four phases, referred as
clinical trials, which are conducted sequentially to evaluate the safety, toxicity, immuno-
genicity (i.e., the ability to induce an immune response), efficacy, and effectiveness of
the drug in humans [FDA, 2021] (Figure 1.3). Both vaccine efficacy and effectiveness
are related to the effects of a vaccine on specific outcomes but may often be confusedly
used. The major difference is that the term efficacy is used to talk about the action of
a vaccine in a specific population under controlled conditions (e.g. controlled clinical
trials), while the term effectiveness is more related to a "real-world" view of vaccine
effects. [Weinberg and Szilagyi, 2010; WHO, 2021d]. Considering only data collected
in controlled trials in our projects, the evaluation of effectiveness has been considered
as out of the scope of this manuscript.
The entire vaccine development process is strictly regulated by the public health reg-
ulatory authorities. They set the guidance to be followed and are the only authorities
able to license a product and thus approve it for the market. Among the well-known
regulatory authorities over the world, we can mention the U.S. Food and Drug Adminis-
tration (FDA) for the United States [Cohn et al., 2018], the European Medicines Agency
(EMA) for Europe [Johansen et al., 2018], including the Safety of Medicine and Health
Products in France.

1.2.3.1 The relevance of pre-clinical studies in vaccine development

In vaccine development, clinical trials are mostly preceded by nonclinical studies
called ’preclinical studies’. Two types of studies are commonly conducted: in-vitro stud-
ies in laboratories using human tissue- or cell-cultures, or in-vivo studies on animals.
The purpose of these studies is to evaluate the toxicity, safety and immunogenicity of
the tested vaccine before any test on humans [Wright, 2017]. To this end, pharmacoki-
netics, pharmacodynamics, and toxicology studies are performed. In particular, these
preclinical studies allow us to identify some biological, chemical, and physical proper-
ties of the molecule of interest as well as its mechanism of action [Honek, 2017]. Being
easier to implement, these studies offer the opportunity to evaluate and compare mul-
tiple vaccine strategies and/or study designs that could be more difficult to conduct on
humans. Accordingly, these studies can provide guidance for clinical trial design. Cou-
pled with toxicity studies [Ochoa, 2002], single- and multiple-dose range-finding stud-
ies (e.g. dose-escalation studies) [Wexler and Bertelsen, 2011; Iasonos and O’Quigley,
2014] are performed to quantify a safe starting dose for clinical trials. Similar to clinical
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trials, preclinical studies are conducted in compliance with the guidelines defined by the
Good Laboratory Practice as well as with guidelines on animal experimentation defined
by the national authorities [WHO, 2007]. In the frame of this thesis, we had the
opportunity to be enrolled in a project developing a new vaccine strategy against
SARS-CoV-2 that is currently being evaluated in preclinical studies in non-human
primates (NHPs). The related work is available in Chapter 5.

1.2.3.2 The different phases of the vaccine clinical trials

Figure 1.3 – Phases of a new vaccine development

The Phase I clinical trial represents an exploratory phase enrolling a small group
of participants (less than one hundred), usually healthy volunteers, and aims at find-
ing a proper way to administrate the vaccine by evaluating its safety and tolerability.
Among these clinical trials, the Phase I First-in-Human studies can be conducted in the
early phase of a new vaccine development, to mainly evaluate its pharmacokinetic (PK)
and pharmacodynamics (PD) in humans [Wexler and Bertelsen, 2011]. Despite the fact
that First-in-Human studies are essential in the development of new vaccines, Goetz
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et al. [2010] highlights the specificity of vaccine development, especially in infectious
diseases, compared with more traditional drug development (e.g. cancer treatment,
monoclonal antibodies), and the resulting lack of general guidance in this particular
case.
The phase II clinical trials are conducted on a larger number of participants (couple
hundred), and often represent the first opportunity to test the medication on patients af-
fected by the studied disease, like for therapeutic vaccines, or are still tested on healthy
volunteers in the case of prophylactic vaccines. Although the safety is further assessed,
these trials are specifically designed to get information about the vaccine-induced im-
mune response in the targeted population and start to assess its efficacy (usually based
on immune markers in Phase II). In addition to multiple dose testing, Phase II studies
can be conducted to evaluate the vaccine efficacy in various and specific populations
(e.g. infants, children, elderly, immuno-compromised, pregnant women).
The phase III studies (or "pivotal" studies) are performed on a large number of sub-
jects (from hundreds to thousands) and aim at formally evaluating the vaccine efficacy
(based on clinical outcomes) before its approval by authorities. Once approved, Phase
IV studies are conducted on thousands of volunteers to evaluate its effectiveness (see
Figure 1.3). We are not going into further details for these last two phases as only Phase
I and II studies were considered in our work.

1.2.3.3 Evaluation of vaccine efficacy

Through the different phases of clinical trials leading to the approval of the new
products, both safety and efficacy of vaccines need to be proven. To demonstrate vac-
cine benefit, investigators have to specify and describe in the protocol criteria in ac-
cordance with the objective of the trial reflecting its clinical outcome (i.e., a measure
of how patients feel, function, or survive). These criteria, referred as endpoints, can
then be defined either as a direct/true endpoint if they directly characterize the clinical
outcome (e.g. survival), or as a surrogate endpoint if they represent a substitute of the
clinical outcome [FDA, 2018]. In clinical trials, surrogate endpoints are widely related
to the notion of biomarkers, which have been defined by the WHO as "any substance,
structure, or process that can be measured in the body or its products and influence or
predict the incidence of outcome or disease" [WHO, 2001].

In Phase I and Phase II studies, primary (related to the primary objective) and sec-
ondary endpoints are typically safety and immunogenicity endpoints [Hudgens et al.,
2004]. In Phase IIb and Phase III trials, the clinical outcome of vaccination is the vac-
cine efficacy, also referred to as the percent reduction in the chance of developing clin-
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ical disease (also referred as "incidence", e.g. hospitalization, symptoms) among vacci-
nated people compared to unvaccinated in clinical trials [Weinberg and Szilagyi, 2010;
Hanquet et al., 2013; Fine et al., 2018]. As a matter of fact, in addition to its safety
and immunogenicity, the efficacy of a vaccine must be proven in order to be licensed.
Nevertheless, the evaluation of the vaccine efficacy as clinical measure requiring large-
scale controlled clinical trials, this one can only be directly observed under specific
and limited conditions (geographic regions, target populations, vaccine formulation,
...) [Gilbert et al., 2008; Qin et al., 2007], due to resource limitations and sometimes
ethical reasons. This is particularly true in the case of low incidence, as with Ebola,
or when other vaccines are available, as with SARS-CoV-2. Consequently, the identi-
fication of immunological surrogate endpoints/markers that could be used to predict
vaccine-induced benefits is a crucial goal of vaccine research. Besides accelerating the
clinical vaccine development, identification of immunological surrogate endpoints pro-
gressively enhances our understanding of the immune system, making the development
of new vaccine strategies/platforms possible. Nevertheless, the validation of such re-
lationship between the immune marker and vaccine efficacy is quite challenging [Qin
et al., 2007] and additional methods need to be developed to address this question.

In this manuscript, we will use the terminology introduced by Plotkin and Gilbert
[2012]. The definition of the different types of immune surrogate endpoints is quite hi-
erarchical and relies on the conceptual link between the treatment, the immune marker,
and the vaccine efficacy (protective effect). In particular, the type, the strength of these
links, and the amount of information required to evaluate them are key components
[Gilbert et al., 2008]. We refer to as an immune correlate any surrogate endpoint that
allows us to predict an important clinical outcome without measuring a clinical benefit
itself [Guideline, 1997]. As defined in Table 1.1 and in Figure 1.4, immune correlates
can be splitted into two categories according to their property to be directly impacted
by the treatment (also called “intervention”). First, as defined by Qin et al. [2007], a
biomarker will be categorized as a correlate of risk (CoR) if this latter is correlated with
the clinical outcome used to quantify the vaccine efficacy. Consequently, a CoR is not
necessary directly related to the treatment and can only reflect its effect on the clinical
outcome. For example, in 1943, a clinical trial evaluating a vaccine against influenza
was conducted, using the incidence of hospitalizations as primary efficacy endpoint. In
this trial, antibody titers against the Weiss strain A were assessed as CoR eliciting a sta-
tistically significant inverse association between antibody titers (immune marker) and
the incidence (clinical outcome) [Salk et al., 1945]. On the other side, we will define as
a correlate of protection (CoP) any immune correlate that can be used to reliably predict
vaccine-induced protection. In particular, all CoPs are assumed to be CoRs. In the liter-
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ature, this definition of CoP corresponds to the “surrogate of protection” defined by Qin
et al. [2007]. Nevertheless, it is important to notify that the definition of CoP and sur-
rogate defined by Plotkin and Plotkin [2008] is quite different. Namely, we referred as
CoP any biomarker that is statistically correlated with the vaccine efficacy, without any
specification about the causation of this link. As defined in Plotkin and Gilbert [2012],
a CoP can directly refer to the mechanism of protection induced by the vaccine and is
then causally responsible for the protective effect. In that case, this CoP is identified as
a mechanistic CoP (mCoP). Otherwise, this latter is defined as a non-mechanistic CoP
(nCoP) and is thus only correlated with the vaccine efficacy, without causal relation-
ship. These types of CoP refer to the notion of CoP and surrogate defined by Plotkin in
2008 and 2010 [Plotkin and Plotkin, 2008; Plotkin, 2010], respectively. The figure 1.4
displays this hierarchical link between the CoR, CoP, mCoP and nCoP. However, mCoP,
and nCoP are a partition (in mathematical sense) of the set of CoP meaning that a CoP
is either a mCoP or a nCoP (further details about causality and surrogacy are given in
section 2.2.3).

Table 1.1 – Definitions and properties of immune surrogate endpoints

Term Definition Reference
Immune correlate Surrogate endpoint predicting either the clinical outcome

used to measure vaccine efficacy or directly the vaccine ef-
ficacy

[Guideline, 1997]

CoR (correlate of risk) Immune marker statistically correlated with the clinical out-
come of interest, but not necessary with the treatment itself
(=Predictor of clinical outcome)

[Qin et al., 2007]
[Gilbert et al., 2008]

CoP (correlate of protection) Immune marker statistically correlated with vaccine efficacy
that may or may not be mechanistically and causally respon-
sible for protection (=Predictor of protection)

[Plotkin and Gilbert, 2012]
[Qin et al., 2007]
[Gilbert et al., 2008]
[Prentice, 1989]

mCoP (mechanistic CoP) A CoP that is mechanistically and causally responsible for pro-
tection (=Protective immune function)

[Plotkin and Gilbert, 2012]
[Plotkin, 2010]
[Plotkin and Plotkin, 2008]

nCoP (non-mechanistic CoP) A CoP that is not mechanistically and causally responsible for
protection (= immune function related to protection)

[Plotkin and Gilbert, 2012]
[Plotkin, 2010]
[Plotkin and Plotkin, 2008]

Absolute CoP A CoP that always provides approximately 100% of protec-
tion (= threshold level of immune response correlated with
protection)

[Plotkin and Plotkin, 2008]
[Plotkin, 2010]

Pr
op

er
ti

es

Relative CoP A CoP that usually provides protection but not always (= a
variable level of immune response correlated with protection)

[Plotkin and Plotkin, 2008]
[Plotkin, 2010]

VE: Vaccine efficacy ; RCT: Randomized controlled trial.

The immune system corresponds to the collaboration of various different types of
cells to protect an individual against foreign pathogens. Consequently, the protection
induced by a vaccine could result from many different immune responses. Nevertheless,
the majority of approved vaccines target the humoral response by enhancing the pro-
duction of antibodies. Consequently, nowadays, antibodies have been widely studied
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Figure 1.4 – Nested nomenclature of immune correlates.

and identified as CoP, whether as mCoP or nCoP, for various infectious diseases, such
as smallpox, diphtheria, Haemophilus influenzae type b, measles, rubella, and polio
[Plotkin and Plotkin, 2008]. For many of them, the level of antibody response required
to guarantee protection after vaccination has been quantified (see Table 4 in [Plotkin
and Plotkin, 2008]). These CoPs are then qualified as absolute. However, it is important
to notice that in some cases, a CoP can also be relative which means that a certain level
of the immune marker can be identified for which protection is almost always reached
but in some punctual cases, this level appears as ineffective and a higher response is
required.

Finally, it is important to understand that a single vaccine may be associated with dif-
ferent CoPs. Indeed, depending on the context and correlate of interest (e.g., infection,
disease, hospitalization, ...), different immune markers can be identified. Moreover,
for a given infectious disease, CoPs may vary between the response elicited by the vac-
cine and the immune response elicited by a natural infection. For example, in the case
of measles vaccines, it has been shown that an antibody titer between 120 and 200
mIU/ml, and thus vaccines that elicit a titer greater than 200 mIU/ml, provide protec-
tion against clinical symptoms but insufficient protection against infection with measles
[Chen et al., 1990]. As might be expected, the relevance of a CoP may also depend on
the vaccine platform used against a particular infection, due to the vaccine’s different
mechanism of action and depending on the target population (e.g., immunocompro-
mised, elderly, infants) or the challenging dose. Accordingly, identifying at least one
relevant CoP for a vaccine candidate is a major challenge.
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In this thesis, we focus mainly on three infectious diseases: HIV, Ebola, and
SARS-Cov-2. As will be described in detail in the next chapters, no CoPs have yet
been clearly identified for these three infectious diseases, although there is ample
evidence of a strong link between vaccine-induced protection and binding and/or
neutralizing antibody levels, particularly in the case of Ebola and SARS-CoV-2.

One of the most challenging aspect of vaccine development in many important
pathogens is their antigenic variability, which mainly results from a high mutation rate
and a genetic instability [Servín-Blanco et al., 2016]. Although a wide scale of vari-
ability may be observed between pathogens, for highly variable pathogens, such as HIV
and SARS-CoV-2, it confer to viruses the ability to escape protective immune responses
established by prior infection or vaccination. Accordingly, it can have a large impact on
vaccine design, efficacy and on the longevity of its induced immune response. Despite
its crucial aspect on vaccine development and identification of CoP, antigenic vari-
ability was not integrated in our work. In the case of SARS-CoV-2, our analyses
included only data collected after infection with a single known strain (wild-type)
while, in our work on HIV, we focused on the identification of an efficacy of a vac-
cine in a given RCT (i.e. comparing vaccine and placebo on the same and single
strain) and never tried to compare vaccines from various trials with each other.
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Chapter 2

Mathematical and statistical modelling
of infectious disease dynamics

Abstract: The aim of this thesis work is to analyze the efficacy of vaccines, whether
in terms of protection or longevity of the immune response induced by vaccination. In
this regard, all work is based on longitudinal analysis of immunological and virological
markers. Thus, our methods are in the realm of mixed-effects models. We present in
this chapter two approaches that we use: descriptive models, mainly represented by
mixed-effects regression models, and the so-called mechanistic dynamics, based on sys-
tems of ordinary differential equations. For these two approaches, we present both the
mathematical framework and the inference techniques used. In addition, we present
the general framework of causal modeling, which is necessary for a good understand-
ing of the context in which the identification of the correlates of protection takes place,
as well as for the use of mechanistic models and their predictive ability.
Keywords: Mathematical modelling ; longitudinal data ; within-host modelling ; mixed-
effects model ; maximum likelihood ; mechanistic model ; ordinary differential equation
; SAEM algorithm ; missing data ; censored data ; causal inference
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This chapter presents the general tools that have been pooled together for the re-
search and provides an overview of the current state of the art. Moreover, all the
methods of estimation are generally presented as "black boxes" in our different papers.
However, in the context of this thesis, we have deepened our understanding of these
algorithms, that is why we decided to present them in this chapter.

2.1 The role of mathematical modelling

Since the dawn of time, the world, and by extension mankind, has faced countless
outbreaks of infectious diseases. Despite the amazing discovery of vaccination, which
successfully allowed the eradication of smallpox and the control of many other infec-
tious diseases, endemic and epidemic infections are ubiquitous in our modern world.
Emerging infectious diseases such as HIV, influenza A strains, the Ebola virus with the
2014/2016 West Africa outbreak, or more recently the SARS-CoV-2 pandemics, rep-
resent a major threat to human health and worldwide challenge to daily life. These
last decades, the massive apparition of infectious diseases and their spread over the
world could result, at least in part, from our modern lifestyle which tends to enhance
their emergence and their spread [Heesterbeek et al., 2015]: population growth, ur-
banization with intensive national and international travel or rural modernization with
increasing production especially in cattle farming (new infections mostly arise from
wildlife and livestock). Over the last years, substantial efforts have been made in many
fields and interdisciplinary collaborations have been developed to tackle pandemics. In
addition to vaccine development, technical and theoretical progress in scientific fields
such as medicine, immunology, molecular biology, genetics, computer science, mathe-
matics, data management, but also in economy, sociology, anthropology, ecology, among
others, enabled the establishment of a global infectious disease surveillance network
[Grassly and Fraser, 2008; Siettos and Russo, 2013]. Moreover, these advances pro-
vided an improved understanding of the immune system, infections, and the underly-
ing biological processes or factors that could influence some of their features, such as
duration or infectiousness. Nevertheless, the multi-scale nature of the interaction be-
tween the host and the pathogen (also called "within-host" interaction) and between
hosts themselves (also called "inter-host" interaction) at both individual and popula-
tion level significantly increase the complexity to fully understand the underlying im-
mune mechanisms and control infectious disease outbreaks. Furthermore, although
vaccine development experienced major breakthroughs these last decades, it remains
a time consuming process from the theoretical development to the commercial pro-
duction and distribution, and faces many challenges such as with highly antigenically
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variable pathogens (e.g. HIV, malaria). In this context, mathematical, statistical and
computational tools are fundamental in public health strategies in various countries.
Firstly introduced in 1766 by Bernoulli to study the benefit of vaccination against small-
pox [Dietz and Heesterbeek, 2002], mathematical modelling is today a key feature to
analyze infectious disease epidemiology and widely help to define and take important
decisions. In combination with valuable data, mathematical models allow to synthe-
sis information, better understand epidemiological/immunological processes and test
many scientific hypotheses. Despite the interest that both inter- and intra-host mod-
elling scale could offer, we only focused on within-host modelling in the framework of
this PhD.

2.2 Descriptive models for longitudinal data in epidemi-

ology

In epidemiology and more specifically in clinical trials, longitudinal data are really
common. Collected in longitudinal studies, data consist in series of time-dependent
repeated measurements of variables of interest for each subject enrolled in the study.
Outcomes of interest are thus measured repeatedly over time for each individual. For
example, in clinical trials evaluating HIV vaccine candidates, the two outcomes most
commonly used to account for the clinical progression are viral loads and concentra-
tions of CD4+ T cells (also called CD4 count) [Boscardin et al., 1998]. In addition to
the outcome of interest, multiple variables can also be measured individually over time,
such as immune markers investigated as surrogate endpoints. For example, similar to
HIV trials, viral load measurements are widely used in SARS-CoV-2 studies to evalu-
ate the progression and severity of infection [Fajnzylber et al., 2020; Shenoy, 2021;
Yu et al., 2020a]. Nevertheless, trajectories of immune markers such as binding or
neutralizing antibody titers can also be collected [Roozendaal et al., 2021; Chia et al.,
2021]. Over the years, multiple methods have been developed to analyze this type
of data and quantify the potential effect of a treatment. In this manuscript, we will
mainly focus on two types of modelling approaches to evaluate this effect. These
two approaches rely on the modelling of individual trajectories of our outcomes us-
ing multiple types of mathematical models, but are distinguished by the methods used
to detect the treatment effect. While the first approach aims at summarizing trajec-
tories by a single variable compared between groups of treatment, the second one
focuses on the identification of this effect by directly integrating covariates into the
modelling process (e.g. adjustment of model parameters for groups of treatment).
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2.2.1 Incomplete longitudinal data

In longitudinal studies, whether in observational or experimental studies, the incom-
pleteness of data is a recurrent problem [Rubin, 1976]. Although missing data are less
common in controlled trials due to the establishment of protocols defining the number,
frequency, time-window or type of measurements, among others, for each subject, these
latter are likely to exist in practice. Among the most common reasons inducing missing
data, participants can be absent at specific visits, or can decide to prematurely leave the
study, whether for medical or personal reasons. In the case of survey data, missing data
can also occur when some parts of the questionnaire remain incomplete. Regardless of
the reason, missing data irremediably lead to a loss of information. Consequently, sta-
tistical analyses of incomplete data without any consideration for missingness patterns
often result in biased results [Ibrahim and Molenberghs, 2009]. To better integrate
missing data in the analysis, Little and Rubin [Rubin, 1976; Little and Rubin, 2019]
classified them into three categories according to their underlying processes. In order to
define these categories, we first introduce the notations used in Little and Rubin [2019]
to describe missing data. We note Y the vector of responses (outcome) which can be
partitioned into two sub-vectors such that Y = (Y o, Y m) with Y o and Y m being the
vectors of observed and unobserved (=missing) responses, respectively. We define the
vector X as an exploratory variable assumed to be completely observed and indepen-
dent of Y and the variable R as the following indicator variable: R(t) = 1 if Y (t) is
observed (Y (t) ∈ Y o) and R(t) = 0 if Y (t) is missing (Y (t) ∈ Y m). Based on these
definitions, missing data are said monotone if from a given missing observation, all data
presumably observed after this one are also missing. Monotone data are also termed as
dropout. Mathematically, data follow a monotone missing pattern if ∃T ∀t ⩾ T,R(t) = 0

or IP(R(t)|R(s) = 0, s < t) = 1. Otherwise, data are said non-monotone or intermittent.
According to the classification of Little and Rubin, data are defined as:

▷ missing completely at random (MCAR) if the mechanism of missingness is indepen-
dent on the date meaning that the variable R does not depend on Y :

IP(R|Y o, Y m, X) = IP(R|X)

▷ missing at random (MAR) if the mechanism of missingness depends on previous ob-
servations but not on missing data meaning that R depends on Y o but not on Y m:

IP(R|Y o, Y m, X) = IP(R|Y o, X)

▷ missing not at random (MNAR) if R depends on both observed and missing responses.
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These data are also called informative missing data.

While no bias is introduced with MCAR data, missingness should be carefully con-
sidered for MAR and MNAR data. In addition to missing data, the presence of a limit
of detection (LOD) in assays quantifying outcomes and immune markers of interest can
result in the left-censoring of data and biased estimates, if ignored. The consideration
of left-censored data is particularly relevant in the case of HIV viral load measurements
[Hughes, 1999, 2000; Jacqmin-Gadda et al., 2000; Lynn, 2001]. The efficacy of an-
tiretroviral treatments allows a fast decrease of the HIV RNA load, until becoming un-
detectable, but still present. Consequently, censored data should be carefully taken into
account in the estimation of the model parameters used, for example, to evaluate a
treatment efficacy and avoid as far as possible the introduction of a bias in this estima-
tion.
In the case of our work conducted on HIV, we will place in MAR setting with left-
censored data (see chapters 3 and 4).

2.2.2 The linear Mixed-Effects models

In longitudinal studies, the models that are the most commonly used to describe and
model individual trajectories over time are the mixed-effect models (MEMs) [Vonesh
and Chinchilli, 1996]. As a matter of fact, despite the relevance of using standard
regression models in many fields, repeated measurements collected for each individual
cannot be independently interpreted, as required by this type of model. MEMs have then
been introduced to account for within-subject correlations [Pinheiro, 2005; Laird and
Ware, 1982]. Consequently, they are build to incorporate the two sources of variation
found in longitudinal data: the between-individual and the within-individual variations
[Wu, 2009].

2.2.2.1 General model

In this section, we will exclusively focus on the linear MEMs which correspond
to the models used in chapter 4 to describe HIV viral load dynamics in therapeutic
vaccine trials.

In the following, let us denote Y the variable of outcomes with Yij being the obser-
vation of Y for the ith subject at the time tij, where i = 1, · · · , N and j = 1, · · · , ni with
N and ni being the number of subjects and the number of measures for the subject i, re-
spectively. For sake of simplicity without loss of generality to a broader framework, lets
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assume Y defined as a single variable outcome. In other words, we limit this mathe-
matical framework to univariate models,even though every results remain valid or have
been extended to multivariate models [Thiébaut et al., 2003, 2005]. We define X and
Z as the matrices of explanatory variables for fixed and random effects, respectively.
Explanatory variables can be defined as fixed variables in time, such as an intercept or
an indicator variable accounting for group of treatment (1=treatment, 0=control), or
as time-dependent variables, such as the time itself, polynomials or any more complex
functions of time such as splines (see Chapter 4) [Wand, 2003; Mackenzie et al., 2005;
Welham et al., 2007].

Introduced by Harville [1977] and Laird and Ware [1982], the standard linear
mixed-effects model (LMEM), assuming a Gaussian distribution of the variable Y , is
defined as follows

Yij = XT
ijβ +ZT

ijγi + εij with εij ∼ N(0, ω2) and γi ∼ N(0,Σ)

where Xij ∈ Rp and Zij ∈ Rq are the vectors of explanatory variables for fixed and
random effects for the subject i at time tij ; and β ∈ Rp is the vector of the fixed effect
parameters. The vectors γi ∈ Rq are vectors of random effect parameters assumed to be
identically and independently distributed (iid) and assumed to be normally distributed
with an unstructured covariance matrix Σ. Finally, we assume a constant error model
with the residual errors εij independent of the random effects γi. By denoting Yi =

(Yi1, Yi2, · · · , Yini
)T the outcome variable specific to the ith subject, Xi ∈ Mni×p and

Zi ∈ Mni×q its matrices of explanatory variables such that Xi = (XT
i1,X

T
i2, · · · ,XT

ini
)

and Zi = (ZT
i1,Z

T
i2, · · · ,ZT

ini
), and εi = (εi1, εi2, · · · , εini

)T , the LMEM can be written in
matrix formulation as

Yi = Xiβ +Ziγi + εi with εi ∼ N(0,Ω) and γi ∼ N(0,Σ) (2.1)

Given the random effects, the model can be re-written under the marginal formulation
[Jones and Boadi-Boateng, 1991] as:

Yi = Xiβ + εi with εi ∼ N(0,Vi = ZiΣZT
i +Ω)

Initially developed in a Gaussian context, the framework of the LMEM has been pro-
gressively extended to be applied in broader contexts. McCullagh and Nelder [2019]
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introduced the framework of the generalized mixed-effects models given the opportu-
nity to analyze other types of distribution of the outcomes, such as Binomial distribution
[Williams, 1982; Stiratelli et al., 1984] for binary data or Poisson distribution for count
data [Breslow, 1984]. Keeping the Gaussian distribution for the outcome, LMEM have
also been extended to account for non-linearity in the model parameters [Lindstrom
and Bates, 1990; Vonesh and Carter, 1992; Davidian and Gallant, 1993]. However, in
this section, we are not going into further details about the non-linear mixed effects
models. Nevertheless, these latter are further presented in section 2.3, in particular
with the description of the NLME-ODE framework that we used in our modeling
work available in chapters 5 and 6.

2.2.2.2 Statistical inference and model estimation using maximum likelihood es-
timation

The major problem in statistics is that data are generated by a process (or popu-
lation) with unknown properties (e.g. unknown probability distributions). Statistical
inference refers to the process of analyzing these data to learn information/properties
about this underlying process (or population). Considering the problem where our
observations Yij are assumed to be generated by MEM, we aim at estimating model
parameters using observations. This procedure is also referred as the inverse problem.
Although we are mostly interested in LMEMs, in this section, the general framework of
MEM is considered, as similar methods can be applied. Let us denote θ the vector of
parameters to estimate. In the model 2.1, this vector is defined as θ = (β,Σ,Ω).

In statistics, the maximum likelihood estimation is an approach commonly used to
estimate the vector θ. This approach consists of calculating the observed likelihood (i.e.
the likelihood of the observations), labelled p(θ;Y ), and to estimate θ as the param-
eters maximizing this observed likelihood. By assumption of independence between
individuals, the observed likelihood can be defined as

L(Y ;θ) = p(θ;Y ) =
N∏

i=1

p(θ;Yi) (2.2)

where p(θ;Yi) is the observed individual likelihood for the individual i which can be
computed by integration over the random effects γi. Assuming that the pairs (Yi,γi)

are mutually independent, the individual likelihood can be written as:

p(θ;Yi) =

∫

Rq

p(Yi,γi;θ)dγi =

∫

Rq

p(Yi|γi;θ)p(γi;θ)dγi
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with p(Yi,γi;θ) being the joint distribution of (Yi,γi), p(Yi|γi;θ) is the conditional dis-
tribution of the observations given the individual parameters and p(γi;θ) is the density
function of the random effects (i.e. distribution of the individual parameters within the
population). Based on these definitions, the observed log-likelihood of a general MEM
can be written as:

L(Y ;θ) = log p(θ;Y ) =
N∑

i=1

log

∫

Rq

p(Yi|γi;θ)p(γi;θ)dγi (2.3)

=
N∑

i=1

log

∫

Rq

ni∏

j=1

p(Yij|γi;θ)p(γi;θ)dγi

Once the integral evaluated, the estimation of the parameter θ is defined as the max-
imum likelihood estimates (MLE), meaning the parameter θ belonging to the set Θ

maximizing the observed likelihood, and labelled θ̂ such that:

θ̂ = argmax
θ∈Θ

L(Y ;θ)

To perform the maximization of the observed likelihood (or log-likelihood), iterative
optimization algorithms are commonly used, such as the well-known Newton-Raphson
algorithm [Lindstrom and Bates, 1988] (see section 2.2.2.3 for more details about these
algorithms).

In the case of LMEM, the use of normal density functions provides a closed-form of
the integral allowing an exact numerical computation of the integral defined in equa-
tion 2.3. This is in particular the method that we used in chapter 4 to estimate
our aforementioned splines-based MEM. A closed-form of the log-likelihood is more
difficult to obtain in a more general framework, especially in non-linear models. Con-
sequently, numerical approximations of the log-likelihood, and more precisely of the
integral, must be performed. The reader can refer to section 2.3 for further details
about the methods and numerical approximations that are commonly used in the case
of non-linear MEM (NLMEM).

2.2.2.3 Optimization algorithms

To maximize the likelihood, iterative algorithms have been developed. The most ef-
ficient algorithm is the Newton-Raphson algorithm [Lindstrom and Bates, 1988] which
belongs to the class of the Newton’s algorithms. These algorithms rely on the maximiza-
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tion of a continuous and twice differentiable function (the observed log-likelihood) by
moving step by step on the surface to maximize. At each iteration k, the direction of
the displacement is defined according the gradient of the function to optimize and the
curvature of this function. We aim at calculating the MLE defined by:

θ̂ = argmax
θ∈Θ

L(Y ;θ)

where L(Y ;θ) is the observed log-likelihood. Consequently, by denoting θ(k) the vector
of parameters estimated at the kth iteration, the general equation of displacement of
the Newton-Raphson algorithm is given by:

θ(k+1) = θ(k) +H−1
(
θ(k)
)
U
(
θ(k)
)

(2.4)

where the function U is the gradient (first derivative) of the observed likelihood and
H is the Hessian matrix. Assuming a population of N independent subjects and as de-
scribed in Equation 2.2, the global observed likelihood can be expressed as the product
of the observed individual likelihood. The observed log-likelihood L(Y ;θ) can then be
defined by summing the contribution of all the N subject as:

L(Y ;θ) =
N∑

i=1

log p(θ;Yi) =
N∑

i=1

Li(Yi;θ) (2.5)

Assuming the log-likelihood as twice-differentiable and noting P = |θ| the size of the
vector θ, the gradient and the Hessian can be written as:

U :RP−→ RP ; H :RP −→ RP × RP

θ 7−→
(
∂L(Y ;θ)

∂θp

)

p=1,··· ,P
θ 7−→

(
∂2L(Y ;θ)

∂θp∂θq

)

p=1,··· ,P
q=1,··· ,P

(2.6)

Numerically, the derivatives are approximated by multivariate finite differences such as:

∂L(Y ;θ)

∂θp
≈L(Y ; (θ1, · · · , θp + dθp, · · · , θP ))− L(Y ; (θ1, · · · , θp − dθp, · · · , θP ))

2dθp

∂2L(Y ;θ)

∂θp∂θq
≈L(Y ; (θ1, · · · , θp + dθp, · · · , θq + dθq, · · · , θP ))− L(Y ; (θ1, · · · , θp + dθp, · · · , θP ))

dθpdθq

− L(Y ; (θ1, · · · , θq + dθq, · · · , θP ))− L(Y ; (θ1, · · · , θP ))
dθpdθq

where dθp and dθq are infinitesimal movements on the surface to approximate, respec-
tively in the direction of θp and θq. To ensure the stability of the algorithm, the Hessian
matrix must be positive-definite, which is the case while the model is quite well speci-
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fied. In the case of model misspecification, various algorithms have been proposed to
correct the equation of displacement and retrieve a positive-definite matrix. The general
form of the equation of displacement is given by

θ(k+1) = θ(k) + ωkG
−1
(
θ(k)
)
U
(
θ(k)
)

(2.7)

where ωk is called the learning rate and quantifies the size of the displacement on
the surface to ensure the convergence of the algorithm towards at least a local ex-
tremum and G is the matrix defining the curvature. The matrix G(θ) is then build to
be definite-positive and such G(θ(k)) tends to H(θ̂) when θ(k) tends to θ̂. In particular,
the Marquardt algorithm [Marquardt, 1963] ensures this property, by applying a slight
correction of the Hessian matrix such that G(θ(k)) = H(θ(k)) + λPI, where I is the
identity matrix. Many other versions of this algorithm have been developed to propose
different approximations of the Hessian matrix [Berndt et al., 1974; Commenges et al.,
2006; Hedeker and Gibbons, 1994]. Others such as the simplex method developed by
Nelder and Mead in 1965 [Nelder and Mead, 1965] can be used to maximize the like-
lihood without calculation of the derivatives. Although this method is usually less time
consuming, it can also be less efficient leading to false convergence. To tackle this issue,
stochastic version of the algorithm has been proposed [Barton and Ivey Jr, 1991].

These algorithms are used to maximize the likelihood, whether in a linear or a non-
linear framework like NLME-ODE (see section 2.3).

Once the parameter θ estimated, its standard deviation, i.e. the uncertainty of the esti-
mates, is typically estimated using the Fisher Information matrix. Confidence intervals
and statistical tests, such as Wald test, on fixed parameters can then be performed. By
definition, whether for LMEM, generalized LMEM or non-linear MEM, the Fisher In-
formation matrix I is defined as minus the expected Hessian matrix of the observed
log-likelihood, such as:

I(θ̂) =

(
−E

(
∂2L(Y ;θ)

∂θp∂θq

))

p=1,··· ,P
q=1,··· ,P

The variance-covariance matrix of the estimated parameters θ is then defined as the in-
verse of the Fisher information matrix: Γ(θ̂) = [I(θ)]−1. Generally, a closed form of the
observed log-likelihood being not available, different approaches have been developed
to approximate the Fisher Information matrix. In particular, in the case of non-linear
MEM, the most commonly used approaches rely on the linearization of the system using
for example the methods FO, FOCE [Mentre et al., 1997; Retout et al., 2001; Lei et al.,
2010]. Alternative methods based on stochastic approximation of the likelihood are
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also quite common (e.g. Laplace approximation or SAEM) [Ueckert and Mentré, 2017;
Savic and Lavielle, 2009] (see [Bazzoli et al., 2009] for the comparison of multiple first
order approximation methods and stochastic approximation approaches).

2.2.2.4 Model with censored data

In the presence of censored data, a reliable inference of model parameters, that
can be used to evaluate the efficacy of a treatment, is more complex and requires spe-
cial attention. Many methods have been proposed to account for left-censored data
in the estimation of the parameters. These latter have been mostly developed to han-
dle left-censoring in HIV RNA. In addition to ad hoc approaches replacing censored
data by the LOD or LOD/2, or multiple imputations methods [Schafer, 1997, 1999;
Rubin, 2004], likelihood-based methods have been proposed, adapting the computa-
tion of the observed likelihood to left-censored data [Hughes, 1999; Jacqmin-Gadda
et al., 2000; Thiébaut and Jacqmin-Gadda, 2004; Lyles et al., 2000]. In particular, two
main formulations of the observed likelihood have been proposed. Considering the no-
tations defined in section 2.2.2.1, let Yij be the measure for the subject i at the time
tij, i = 1, · · · , N and j = 1, · · · , ni. For each subject i, the vector Yi can be written as
Yi = (Y obs

i ,Y cens
i ) where Y obs

i is a vector of size nobs
i gathering observed responses (i.e.

observations that have been really quantified) and Y cens
i is a vector of size ncens

i gath-
ering censored responses. The general idea consists in considering the contribution of
the censored responses to the likelihood as the probability that the censored response
should be lower than the censoring threshold while the contribution of observed re-
sponses remains unchanged. In the first approach, developed by [Hughes, 1999] and
[Jacqmin-Gadda et al., 2000; Thiébaut et al., 2003], the likelihood is formulated given
the observed responses, Y obs

i . We note Ci the vector of size ncens
i of censoring thresh-

olds for the subject i. At each time tij, we observe max(Cij, Yij) given the following
formulation of the likelihood:

p(Y ;θ) =
N∏

i=1

p(Y obs
i ;θ)Φ(Ci|Y obs

i ;θ)

where Φ(.) is the multivariate cumulative distribution function (CDF) such that Φ(Ci) =

P(Y cens
i > Ci). By definition of the CDF, the likelihood can be written as:
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p(Y ;θ) =
N∏

i=1

p(Y obs
i ;θ)

∫

H

p(u|Y obs
i ;θ)du

where H = H1 × · · · × Hncens
i

with Hd =] − inf;Cid] and u = (u1, · · · , uncens
i

). Conse-
quently, the computation of the likelihood requires numerical integration which can be
extremely time-consuming for a large number of censored data. In that case, the cal-
culation can be reduced using the second approach. This latter was proposed by Lyles
et al. [2000], in which the likelihood is formulated given the random effects. We define
the dichotomic variable δij = 1 if the observation Yij is detectable (i.e. Yij > LOD) and
0 if Yij is left-censored. Considering notations aforementioned, the observed likelihood
can be written as an adaptation of the equation 2.3 as:

p(Y ;θ) =
N∏

i=1

∫

Rq

ni∏

j=1

p(Yij|γi;θ)
δijΦ(Yij|γi;θ)

(1−δij)p(γi; δ)dγi (2.8)

In this expression, we can see that a detectable observation only contributes to the
conditional density function p(Yij|γi;θ), while an undetectable value only contributes
to the univariate cumulative distribution function Φ(Yij|γi;θ). This formulation of the
likelihood also requires numerical integration. Efficient for LMEM, these approaches
remain more difficult to apply for NLMEM because of the non-linearity of the regression
function in the random effects. Afterwards, several methods have been proposed to
obtain reliable estimation of the model parameters with left-censored data and NLMEM.
These methods are discussed later in section 2.3.3.4.

2.2.2.5 Estimation of individual parameters

When the parameters of the model θ have been estimated, we can perform the
estimation of the individual parameters. In particular, for each subject i, we can estimate
its random effects γi. To this end, Empirical Bayes estimates (EBE) [Laird and Ware,
1982; Morris, 1983] framework is applied. By definition, the estimated random effects
correspond to the expectation of the posterior distribution of γi given the observation
and the parameters θ: γ̂i = E(γi|Yi, θ̂). While a closed form of this expectation can
easily be computed in LMEM, in non-linear or non-Gaussian framework, its computation
requires an approximation of the conditional distribution. Using the Bayes law, the
conditional distribution of the random effects given the observations can be re-written
as
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p(γi|Yi; θ̂) =
p(Yi|γi; θ̂)p(γi; θ̂)

p(Yi; θ̂)

Both the conditional distribution of the observation given the random effects (p(Yi|γi; θ̂)),
and the density function of the random effects can be calculated by a closed form. The
density function of the observation p(Yi; θ̂) can be more difficult to estimate. However,
this lalter being independent on the random effects γi, the EBE can be directly estimated
as the mode of the conditional distribution as

γ̂i
mode = argmax

γi∈Rq

p(γi|Yi; θ̂)

= argmax
γi∈Rq

p(Yi|γi; θ̂)p(γi; θ̂)

Similar to the maximization of the likelihood, optimization algorithms can be used to
maximize the conditional distribution.

In this thesis, we were particularly interested in the evaluation of vaccine efficacy
and the identification of surrogate/immune markers that could be associated with the
vaccine-induced protection. Consequently, despite the relevance of using classic re-
gression models to analyze data and identify treatment effects in randomized placebo-
controlled, the identification of correlate of protection (CoP) and more specifically of
mechanistic CoP, requires the identification of a causal association between the surro-
gate endpoint and the vaccine efficacy. To this end, a mathematical framework has
been widely developed over the years to account for causal modeling. Although causal
models have not been directly studied in this thesis, the general framework of causal
modeling has been presented to better understand the properties and the type of rela-
tionship that surrogate outcome should have to be evaluated as CoP. Thereafter, these
properties will be used in association with the mechanistic mathematical framework
(see chapter 5) to propose an alternative approach to identify mCoP.

2.2.3 Surrogate endpoint in causal modeling framework

The identification of an immune marker that could be used to predict the level of
protection induced by a vaccine is crucial in vaccine development. Nevertheless, good
correlate of protection are quite difficult to identify and quantify in many cases. This
difficulty mainly results from the various degree of surrogacy that can exist between an
immune marker and the true clinical outcome. Mathematical frameworks have been
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introduced to validate the use of an immune marker as surrogate marker and to char-
acterize its degree of surrogacy. As briefly introduced in the previous chapter, the sur-
rogacy relies on two major concepts: 1) the paradigm of prediction (often referred as
"association") including correlate of risk and non-mechanistic CoP, and 2) the paradigm
of causality including mechanistic CoP [Holland, 1986; Joffe and Greene, 2009]. Both
concepts of surrogacy are relevant in vaccine development and distinct mathematical
frameworks are required to assess their related immune markers. While the associa-
tional inference requires quite standard statistical analysis like regression models, cor-
relations, descriptive analysis, classic statistical test (e.g student t-test, Wilcoxon rank
test)[Pearl, 2010; Corey et al., 2015; Lumley et al., 2020; Corbett et al., 2021a], the
paradigm of causal inference requires more sophisticated mathematical tools which are
more broadly presented in the following.
For sake of consistency, we denote by A the treatment variable, Y the outcome of inter-
est and S the surrogate marker we are evaluating. For a given surrogate S, we aim at
identifying whether S is only able to relate the association between A and Y or is able
to causally link these two variables making of S a valid surrogate endpoint. Without
loss of generality, we assume the case of a RCT with a dichotomic variable of treatment
(A = 0: control group, A = 1: treatment group). While Y refers to the true/clinical
outcomes in most cases, biomarkers could also be used as study endpoints. That is
especially the case in HIV vaccine trials, as developed in Chapter 3.

2.2.3.1 Introduction to the causal inference / paradigm of causal agent

The crucial distinction between the concepts of association and causation relies on
the fact that, while the relationships between variables of interest are evaluated un-
der static conditions in the first case, these relationships as well as their dynamics are
inferred under changing conditions in the second one. The basis of the causality con-
cept is that, contrary to associational assumptions, causal assumptions cannot be ver-
ified outside controlled experimental studies. The first mathematical formulation of a
causal relationship was introduced by Wright [1921] with structural equation models
and graphical models called "path diagram". This latter is a graphical representation
of the situation highlighting causal relationships that could or could not exist between
variables exposure. Now a days, path diagrams correspond to directed acyclic graphs
[Robins, 1987; Pearl, 1995].
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(a) Naive causal relationship. (b) Causal relationship impacted by a con-
founding variable, U .

Figure 2.1 – Causal diagrams for surrogate outcomes. Causal relationships between the
treatment A and the clinical outcome Y with the immune marker S (mCoP) defined as a medi-
ating variables. The direct effect of treatment is represented by the path A → Y (black arrow),
the indirect effect by the path A → S → Y (blue arrows) and the effect of the confounding
variables by the paths U → S and U → Y (orange arrows).

2.2.3.2 Direct and indirect causal effects

Let us assume a mediation analysis relating a naive causal relationship between the
variables A and Y and involving a mediating variables, such as the mCoP (S) (see
Figure 2.1(a)). The so-called causal effect of A on Y is defined as the total effect
(TE) of A on Y and is given by E(Y |A = a1) − E(Y |A = a0), with a0 and a1 being
two values of treatment post-intervention such as a0 = 0 and a1 = 1 in the case of
RCT with placebo group. Nevertheless, when the effect of A on Y is mediated by a
surrogate marker, the causal effect is partitioned into two effects: the direct and the
indirect effect. The direct effect (DE) corresponds to the effect of A that is not mediated
by other variables in the model (i.e. surrogate assumed as fixed) and can be written
as DE = E(Y |A = a1, S = s) − E(Y |A = a0, S = s), with s being the value of the
surrogate fixed by physical intervention. At the opposite, the indirect effect (IE) is
seen as the effect of the change of the value of the surrogate marker in the control
group: IE = E(Y |A = a0, S = s1) − E(Y |A = a0, S = s0). The total effect of A on
Y is then defined as TE = DE + IE. Further formal definitions of the direct and
indirect effects have been rigorously exposed in [Pearl, 2001; Robins and Greenland,
1992; Aalen et al., 2012; Pearl, 2011], in particular for non-linear systems. In the
configuration presented in Figure 2.1(a), the immune marker, and more specifically the
mCoP, is considered as a true mCoP if the direct effect is negligible. However, this
diagram is usually an incomplete version of the real situation. Indeed, as displayed
in Figure 2.1 (b), the effect of S on the outcome Y can be impacted by confounding
variables U . For example S and Y can result from a common cause [Joffe and Greene,
2009]. These confounding variables can then be measured or not. Nevertheless, the
absence of adjustment of statistical model for variables U modifies the relationships
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between A, Y and S leading to a potential bias of effect mediated by S. Extensive
works have been conducted to incorporate confounding in causal analysis [Rosenbaum,
1984; Robins, 1986; Pearl et al., 2000; Frangakis and Rubin, 2002].

2.2.3.3 Analytic methods of estimation

Two different analytic methods can be used in large clinical trials to evaluate whether
an immune correlate can be defined as mCoP or not. The first approach relies on the
three criteria required by Prentice [Prentice, 1989] to validate surrogate as a true mCoP:
(a) S must be identified as a CoR in each of the treatment and control group, meaning
that S must be correlated with Y , (b) S must be impacted by the vaccination A and
(c) the relationship between S and Y must be the same within the two groups meaning
that the effect of A on Y should be totally mediated by S: Y |= A|S (conditioned on S

the direct effect of A on Y must be null). This approach to identify a mCoP leads to the
definition of a statistical mCoP (mCoPS)[Qin et al., 2007].

The second approach, defining a mCoP as principal (mCoPP ), refers to the counter-
factual approach which was initially introduced by Neyman [1923] and often termed
as Rubin’s model [Holland, 1986; Rubin, 1974, 1977, 1978]. The previous approach
aimed at identifying causal effect at group level by comparing outcomes between indi-
viduals randomly assigned to groups of treatments. On the contrary, the counterfactual
approach aims at identifying causal effect at individual level by answering the question
What is the effect that the treatment of interest has on a specific subject ? However, that
is a question that experimental studies can not answer directly, as an individual can
only belong to a single group. This approach is then based on the concept of actual and
counterfactual outcomes for a given individual, which are respectively the true observed
outcome and the one that should have been observed if this individual had received the
other treatment. Based on this definition, the causal effect is defined as the difference
of the actual and the counterfactual outcomes [Frangakis and Rubin, 2002; Joffe and
Greene, 2009; Aalen et al., 2012; Dawid, 2000]: Causal Effect = Ya=1 − Ya=0. Never-
theless, the estimation of this causal effect being impossible to estimate at an individual
level in most cases, the counterfactual theory focuses on the average causal effects:
E(Ya=1 − Ya=0) = E(Ya=1)− E(Ya=0). Although well defined theoretically, this approach
can be performed only in RCT, to either be able to fully control experimental conditions
(e.g. by blocking biological pathways in a given group to mimic the counterfactual out-
come) [Aalen et al., 2012] or to be able to make the strong assumption that the control
group represents a good counterfactual for the treatment group.

To assess an immune marker as a mCoP in Phase IV trials, meta-analysis approach
are usually performed [Qin et al., 2007; Gilbert et al., 2008]. However, this manuscript
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being exclusively focused on the evaluation of the vaccine efficacy in RCT, we shall not
got into more details.

2.2.3.4 Limits of the causal inference

The identification of mCoP faces many difficulties, whether for statistical or prin-
cipal ones. The first limitation impacting both types of mechanistic CoP corresponds
to their high sensitivity to the existence of confounding variables and thus the neces-
sity to adjust causal effects on all these variables [Frangakis and Rubin, 2002; Gilbert
et al., 2008]. A part from that, the major problem to identify a mCoPS is linked to
Prentice’s first criteria and its necessity to observe variability in the immune response of
unvaccinated while subjects have not been exposed to the pathogen. In the case of the
counterfactual approach, the difficulty relies on the principle of the approach itself as it
imposes either to make the strong assumption that the placebo group is a good coun-
terfactual for the treatment group, or to manipulate/hold the value of the surrogate at
an inconsistent level for treatment group (e.g. high viral load for HIV-infected patient
taking antiretroviral treatment in the case of HIV). This approach can then be ethically
questionable under certain conditions [Aalen et al., 2012] and results may be difficult to
interpret. However, the major limitation of this approach remains the surrogate paradox
introduced by Chen et al. [2007] and defined as follows:
"It is possible that a treatment has a positive averaged effect on the surrogate, which in
turn is strongly and positively associated with the true endpoint, but the treatment has a
negative averaged effect on the true endpoint. [Chen et al., 2007]"
Without going into further details, the reader can refer to [VanderWeele, 2013] for a
deeper understanding of this paradox and to [Moore, 1997] for the most well-know
case in which the surrogate paradox was involved.

In longitudinal studies, the time is a relevant parameter that should be taken into
account in the identification of a valid CoP and consequently in the causal inference.
Despite the absence of consideration for time in many statistical analysis, the counter-
factual framework was extended to time-varying treatment and surrogate/confounders
[Robins, 1986; Pearl and Robins, 1995; Arjas and Parner, 2004; Robins and Hernán,
2009] ; and a global review is available in [Richardson and Rotnitzky, 2014]. Over the
years, many methods have been developed to account for time-dependent processes and
their interaction in the establishment of causation, such as marginal structural models
or structural nested models and their respective integration of time-dependent con-
founders via g-estimation or the inverse-probability of treatment weights [Robins et al.,
1992; Robins, 1997, 2000]. Nevertheless, most of them have been developed in the
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case of discrete time-dependent variables. In the continuity of these works, some other
works have been conducted to extend the Robin’s theory of causal inference to dynam-
ical problems, in the sense of time continuous processes [Gill and Robins, 2001; Lok
et al., 2004]. However these processes were still based on random variables. There-
after, the development of dynamical models allowed to analysis causality in a time
continuous way [Commenges and Gégout-Petit, 2009; Aalen et al., 2012].

2.3 Modeling of biological processes via mechanistic mod-

elling

The introduction of stochastic processes and the concept of system enabled to extend
the notion of causality to dynamical problems and progressively led to the use of dynam-
ical models in this mathematical framework [Aalen, 1987; Aalen et al., 2008; Granger,
1969; Aalen and Frigessi, 2007]. In addition, the consideration of the notion of system
gave the opportunity to incorporate phenomenological knowledge and physical mean-
ing in the process instead of only describe data. Let us denote X = (Xk, k = 1, · · · , K)

a multivariate stochastic process describing a system of K components, with Xk =

(Xkt)t⩾0, and their relationships called "direct influence". Contrary to causal models
introduced in the previous section, a component Xj can influence another component
Xk and in the same time, Xk can also influence Xj. Similarly to directed acyclic graphs
and "path diagrams", graphical models have been developed to represent the stochastic
processes. In particular, Fosen et al. [2006] and Didelez et al. [Didelez, 2007, 2008]
respectively introduced the "dynamical path diagram" and the directed (possibly) cyclic
diagram. According to the Doob-Meyer decomposition [Aalen, 1987], the stochastic
process X can be derived as the sum of a stochastic term Mt (sequence of random
variables called martingale) and predictable/deterministic term Λt such as:

Xt = Λt +Mt, t ⩾ 0 (2.9)

Commonly, the process Λt is characterized as a (multivariate) function of the compo-
nents Xkt. In the framework of this thesis, we focused on mechanistic dynamical
models which correspond to a subset of those dynamical models. The term mech-
anistic refers to the fact that the processes running inside the system are described by
differential equations.
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2.3.1 The different type of mechanistic models

Mechanistic models are widely used to investigate processes in finance, engineering
and science, whether in physic, biology or epidemiology, as they are build to express
physical law. By definition, differential equations are equations describing the relation-
ship between the components/variables of the process and their changes over time us-
ing derivatives. Accordingly, the differential equations characterizing the system evolve
in a time continuous way and the deterministic process Λt defined in equation 2.9 is
assumed to be differentiable such as Λt =

∫ t

0
λudu. Nevertheless, observations are mea-

sured at discrete timepoints. Moreover, in cases of complex systems (e.g. multivariate
systems), observations may not correspond directly to the components of the system.
Consequently, the basic structure of a mechanistic model for a given system is the com-
bination of a system of differential equations and an equation, potentially multivariate,
for the observations, linking them to the components of the system. A mechanistic
model can then be written as follows:

dXt = Λ (Xt;Ψ(t))dt+ dMt, ∀t ⩾ 0 (2.10)

Yj = f
(
Xtj ;Ψ(tj)

)
+ εj ∀j ∈ {1, · · · ,m} (2.11)

where Ψ is the vector of parameters, Λ is the function representing deterministic law of
evolution of the system, Yj is the vector of observations at time tj, f is a known function
linking observations to the components of the system, and εj is a measurement error.
Based on this general definition of a mechanistic model, different types of differential
equations can be distinguished [Commenges and Gégout-Petit, 2009] such as ordinary
differential equations (ODEs), partial differential equations or stochastic differential
equations. In this thesis, we only focused on ODEs. These equations are defined
as deterministic equations, meaning without stochastic process, such as in equation
2.9, M = 0. Although the system described by the system of ODEs can dependent on
multiple variables, ODEs only involve first order derivations with respect to only one
variable, usually the time. In life science, the first ODE-based model was introduced by
Lotka [Lotka, 1925] and Volterra [Volterra, 1926] to describe the system of predation
of a specie by another. Since then, ODEs have been widely used in epidemiology to
describe viral infection (e.g. HIV infection) by modelling virus transmission or the effect
of drug therapy [Perelson and Ke, 2021]. ODEs are also a key point in pharmacology to
study the pharmacokinetic process of a drug called ADME for absorption, distribution,
metabolism, excretion [Zarnitsyna et al., 2021]. In the scope of this thesis, we used
these equations in the study of the three viral infections HIV, SARS-CoV-2 and
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Ebola infections, as shown in appendix B for HIV and in chapters 5 and 6 for
SARS-CoV-2 and Ebola respectively.

2.3.2 The ordinary differential equations system in population ap-

proach

In the context of a population approach, we consider a mechanistic model defined
as an ODE-based non-linear mixed-effects models (NLME-ODE) and build as the combi-
nation of three modeling layers. Using the notations previously defined in section 2.2.2,
let us consider N independent subjects longitudinally monitored over time. Assuming
a multivariate outcome for each individual, we note Yijm the observation for the ith
subject at the time tij measured for the mth marker, such that Yij = (Yij1, · · · , YijM)T

where i ∈ {1, · · · , N}, j ∈ {1, · · · , nim} and m ∈ {1, · · · ,M}, with M being the num-
ber of markers measured in the study and nim the number of observations for the mth
marker for the subject i. The first layer of the mechanistic model used to model these
observations consists in a mathematical model based on a system of ODEs describing
the dynamics of the biological process, X(t). This ODEs system is composed of K com-
ponents (also called compartments) such as X(t) = (X1(t), · · · , XK(t))

T , for t ∈ R+.





dXk

dt
= Fk

(
X(t),Ψ, t

)
, k ∈ {1, · · · , K}

Xk(0) = Hk(Ψ), Xk ∈ X
(2.12)

with ξ ∈ Rnp the vector of biological parameters, and F = (F1, · · · ,FK) and H =

(H1, · · · ,HK) two vector-valued functions with values in RK , assumed to be bijective
and at least twice differentiable. To respect some biological or computational con-
straints, transformation functions can be applied to parameters. For example, a log-
arithmic transformations is usually applied to ensure the positivity of the parameters,
while logit or probit transformations are considered for parameters with values in ]0; 1[.
In complex ODEs models, the log10 transformation can sometimes be used to improve
the convergence of the model estimation. We define the transformation function h as:

h : Rp −→ χp ⊂ Rp

Ψ 7−→ h(Ψ) = (hp(Ψp))p=1,···np

with hp(.) being the transformation function applied to the pth parameters with hp(Ψp) =

Ψ̃p. To account for inter-individual variability in the population approach, the second
layer of the mechanistic model consists in a statistical model describing each parameter
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of the compartmental model by a linear mixed-effects model which can depend on co-
variates. By definition of a LMEM, we can define each parameter Ψp for each subject i
as:

Ψ̃i
p = Ψ̃p0 + βT

p Z
i
p + ui

p (2.13)

where Ψ̃p0 is the intercept (fixed effect) representing the mean value of the parameter,
Zi

p and βp are respectively the vectors of ne explanatory variables which can potentially
dependent on time and regression coefficients related to the parameter Ψp, and ui

p is
the individual random effect assumed to be normally distributed with a variance ω2

p.
For each individual, this equation can be re-written in matrix formulation as Ψ̃i =

Ψ̃0+Aiβ+ui where random effects are assumed to be independent such as ui ∼ N(0,Ω)

with Ω defined as a diagonal matrix, and applied only on a subset of nq parameters
(nq ⩽ np). Assuming the independence of individuals and combining equations 2.12
and 2.13 allows to define the ODE system for the subject i which can be written as:





dX i
k

dt
= Fk

(
X i(t),Ψi, t

)
, k ∈ {1, · · · , K}

X i
k(0) = Hk(Ψ

i), Xk ∈ X
(2.14)

Finally, the third layer of the model is the observational model. As previously introduced
in equation 2.11, this model aims at linking observations with ODE compartments using
link functions fm evaluated at discrete time of observations tijm. Commonly, the link
functions are chosen to ensure normality and heteroscedasticity of the measurement
errors [Box and Cox, 1964] (e.g. log10 transformation of the viral load or the fourth
root transformation of the CD4 count in the case of HIV infection). To account for mea-
surement errors, the structural model f = (f1, · · · , fM),m = 1, · · · ,M , is augmented by
a residual error model g = (g1, · · · , gM). The observational model can then be written
as :

Yijm = fm
(
X i(tijm),Ψ

i
)
+ gm

(
X i(tijm),Ψ

i, ξm
)
εijm (2.15)

where the intra-individual errors εijm are assumed to be i.i.d εijm ∼ N(0, 1), the link
functions fm are usually non-linear functions of (Ψ0,β,ui) and the variance functions
gm are dependent on fm and a parameter vector ξm. Common choices for the error
model are gm = a + bf c

m with ξm = (a, b, c) = (a, 0, 0) for a constant error model to
assume homogeneous variances and ξm = (a, b, c) = (0, b, 0) for a proportional error
model or ξm = (a, b, c) = (0, 0, c) for a power model to introduce heterogeneous vari-
ances. In this mathematical framework, we essentially focus on the so-called inverse
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problem which consists in inferring the values of the model parameters using the obser-
vations. In other words, we want to use the observed data to estimate the parameters
of the model built to describe those same data. We denote θ the vector of unknown
parameters to be estimated in this mechanistic model:

θ = [Ψ0,β,Ω, ξ] =

[
(Ψp0)p=1···np

, (βp,e)p=1···np
e=1···ne

, (ωp)p=1···nq
, (ξm)m=1···M

]

The mechanistic model resulting from the three modeling layers given by equations
2.13, 2.14, and 2.15 corresponds to a multivariate non-linear mixed-effects model. This
type of mathematical modelling was considered in the two chapters 5 (SARS-CoV-
2) and 6 (Ebola), as well as a small modeling work conducted in the case of HIV
infection and therapeutic vaccine (see Appendix B).

2.3.3 Estimation methods of NLME-ODE

Many methods have been developed to numerically approximate the log-likelihood
and estimate the parameters in NLMEM. The first ones were based on the approxima-
tion of the log-likelihood by linearization of the model, such as the "First-Order" (FO)
linearization developed by Sheiner and Beal [Sheiner and Beal, 1980; Beal and Sheiner,
1982], the "First-Order Conditional Estimate" (FOCE) linearization proposed by Lind-
strom and Bates [1990] or even the Laplace’s approximations [Tierney and Kadane,
1986; Wolfinger, 1993]. These methods aim at approximating the NLMEM by its first
order Taylor approximation to be able to apply the classic methods of the LMEM frame-
work thereafter, as presented in section 2.2.2.2. Although these methods are quite easy
to implement and are less time consuming than methods based on the exact maximum
likelihood, these latter can induce a large bias in the approximation of the observed
likelihood [Davidian and Gallant, 1992]. Consequently, alternative and more efficient
methods have been developed on the exact formulation of the maximum likelihood.
Among the most common methods, we can identify the Gaussian quadrature developed
by Davidian and Gallant [1992] in which the integral is approximated by a weighted
sum evaluated at specific points of domain of integration. This method has been proven
more effective than the aforementioned approximations [Lesaffre and Spiessens, 2001]
and is widely used nowadays [Guedj et al., 2007]. Other methods based on simu-
lations, such as the importance sampling [Geweke, 1989] (also called Monte-Carlo
approximation) [Pinheiro and Bates, 1995], appear as quite efficient. Nevertheless,
the log-likelihood being defined as a multiple integral on Rq, similarly to the Gaussian
quadrature, these methods are extremely time-consuming as soon as the number of ran-
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dom effects q becomes significant [Vonesh et al., 2002]. An alternative approach to the
maximum likelihood estimate has been proposed by Dempster et al. [1977] to overcome
the issue in the numerical computation of the likelihood: the Expectation-Maximization
(EM) algorithm.

2.3.3.1 The Expectation-maximization (EM) algorithm

The EM algorithm is an iterative algorithm relying on the concept that observations
can be viewed as incomplete data and that a closed-form of the observed likelihood
can be obtained from the complete data. Let us denote X the complete data such that
X = (Y ,ϕ) with Y being the observed data and ϕ the non-observed or the latent data.
The objective of the EM algorithm is to compute the maximum likelihood estimator of
θ by maximizing the observed likelihood p(θ;Y ). However, this algorithm relies on the
concept that the complete likelihood defined as p(Y ,ϕ;θ) is easier to compute than the
observed likelihood p(θ;Y ) =

∫
p(Y ,ϕ;θ)dϕ. The complete data being not available,

the algorithm simplifies the computation of the likelihood by its expectation given the
observations, enabling in the same time to retrieve the targeted observed likelihood. In
the context of a mixed-effects model, the non-observed data are characterized by the
random effects, which by definition can not be observed.
At each iteration k of the iterative algorithm, two steps are performed to compute the
MLE: the Expectation step (E-step) and the Maximization step (M-step).

▷ Expectation-step: Computation of the expectation of the complete log-likelihood
with respect to the distribution of the non-observed data ϕ, given the observed data
Y , and the current estimated parameter θ(k−1):

Q(θ|θ(k−1)) = E(log{p(Y ,ϕ;θ)}|Y ,θ(k−1)) (2.16)

=

∫
log p(Y ,ϕ;θ)p(ϕ|Y ;θ(k−1))dϕ

▷ Maximization-step: Update of the current value of the parameters by maximizing
the Q-function:

θ(k) = argmax
θ∈Θ

Q(θ|θ(k−1))

In the cases in which the maximization of the Q-function remains difficult, Dempster
et al. [1977] derived a generalized EM algorithm. Instead of targeting the maximiza-
tion of the Q-function, this version of the algorithm only focuses on its improvement
at each step such that Q(θ(k)|θ(k−1)) ⩾ Q(θ|θ(k−1)). In addition to the generalized EM,
many extended version of the algorithm have been developed. For example, Silverman
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et al. [1990] and Nychka [1990] proposed a smoothed version of the algorithm (EMS)
to account for the specific case of indirect observations and non-parametric curves de-
scribing observations, by adding a smoothing step after the E and M steps. Other ver-
sions of the EM algorithms have been proposed such as the adaptation of the algorithm
for the penalized likelihood [Green, 1990; Van Dyk and Tang, 2003] or the adaptation
of the M-step of the algorithm to incorporate prior information on the distribution of
the parameters given rise to the maximum a posteriori estimation of θ [Green, 1990;
Wang and Gindi, 1997]. In addition to this non-exhaustive list of extended algorithms,
three major stochastic versions of the algorithm have been developed: the stochastic
version of the EM algorithm (SEM) [Broniatowski et al., 1983; Celeux and Diebolt,
1988, 1992; Celeux et al., 1995] ; the stochastic approximation EM (SAEM) algorithm
[Delyon et al., 1999] and the MCEM algorithm approximating the E-step by numerical
Monte-Carlo simulation [Wei and Tanner, 1990; Levine and Casella, 2001]. These algo-
rithms have been developed for the cases in which the computation of the expectation
of the likelihood requires numerical computation of the integrals. That is especially true
in the case of non-linear models.

2.3.3.2 Estimation with Monolix: the SAEM algorithm

In this manuscript, parameter estimation of ODE system was performed using the
Stochastic Approximation Expectation-Maximization (SAEM) [Delyon et al., 1999] al-
gorithm implemented in the software Monolix (Non-linear mixed-effects models or
"MOdèles NOn LInéaires à effets miXtes in French) [Kuhn and Lavielle, 2005]. Devel-
oped by ©Lixoft, Monolix is widely used for model based drug development, whether
for preclinical or clinical PK/PD modeling.
For sake of simplification of the writing, we assume in the rest of the chapter a mecha-
nistic model with an univariate response Y (m = 1). However, the methods described
in this section can be expanded to multivariate models.

The SAEM algorithm
In the case of non-linearity, the evaluation of the Q-function can not be performed in
a closed form. Consequently, the SAEM consists in replacing calculation of the integral
(see equation 2.16) by splitting the E-step into two steps: 1) a simulation step to gen-
erate realizations of the incomplete data (Ψ) using their posterior distribution given
the observed data and 2) a stochastic averaging procedure. At each iteration k, the
algorithm is defined as follows:

▷ Simulation-step: Generation of m(k) realizations {Ψ(k,l), l = 1, · · · ,m(k)} of the
random parameters under the conditional distribution p(Ψ|Y ;θ(k−1))

70



2.3. Modeling of biological processes via mechanistic modelling

▷ Stochastic approximation-step: Update of the current approximation of Q(θ|θ(k−1)),
labeled Qk(θ), according to

Qk(θ) = Qk−1(θ) + γk


 1

m(k)

m(k)∑

l=1

log p(Y ,Ψ(k,l);θ)−Qk−1(θ)


 (2.17)

where (γk)k⩾1 is a decreasing sequence of positive step size.

▷ Maximization-step: Update of the current value of the parameters by maximizing
the approximation of the Q-function Qk(θ):

θ(k) = argmax
θ∈Θ

Qk(θ)

Delyon et al. [1999] demonstrated the ability of the SAEM algorithm to converge to a
maximum (at least local) of the observed likelihood under general conditions.

Likelihood computation
By independence of N individuals, the complete likelihood is defined as:

p(Y ,Ψ;θ) =
N∏

i=1

ni∏

j=1

p(Yij,Ψi;θ) (2.18)

Considering the framework given by equations 2.13, 2.14 and 2.15 in an univariate
form, the complete log-likelihood can be written as:

log p(Y ,Ψ;θ) =−
N∑

i=1

ni∑

j=1

log
[
g
(
Xi(tij , Ψ̃i), ξ

)]
− 1

2

N∑

i=1

ni∑

j=1



Yij − f

(
Xi(tij , Ψ̃i)

)

g
(
Xi(tij , Ψ̃i), ξ

)




2

(2.19)

− N

2
log(|Ω|)− 1

2

N∑

i=1

(
Ψ̃i − Āiβ̄

)T
Ω−1

(
Ψ̃i − Āiβ̄

)
− Ntot

2
log(σ2) + cte

where Ntot =
∑N

i=1 ni is the total number of observations, X i(tij, Ψ̃i) represents the
trajectories predicted by the ODE system for the subject i at time j with the individual
parameters Ψ̃i; Āi = [1 Ai] and β̄ = (Ψ̃0,β)

T such that Ψ̃i = Āiβ̄.
At each realization m of the kth iteration, the stochastic approximation-step consists
in updating the current value of Qk(θ) by evaluating the complete log-likelihood given
in equation 2.19 with Ψ = Ψ(k,l). Mostly considered in the scope of this thesis, we
will assume in the following a constant residual error model such that g = a. As
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defined, the complete model belongs to the exponential family reducing the stochas-
tic approximation-step to the update of three sufficient statistics as defined by [Du-
val and Robert-Granié, 2007; Lavielle and Mentré, 2007; Duval et al., 2009]. Let us
define S

(k)
1,i = E[Ψi|Y ;θ(k−1)], S

(k)
2,i = E[

∑
iΨiΨ

T
i |Y ;θ(k−1)] and S

(k)
3,i = E[

∑
i,j(Yij −

f(X i(tij, Ψ̃i)))
2|Y ;θ(k−1)], with S̃

(k)
1,i , S̃

(k)
2,i and S̃

(k)
3,i being respectively their stochastic

approximations. The update of the stochastic approximation of the Q-function defined
in equation 2.17 is equivalent to the following updates:

S̃
(k)
1,i = S̃

(k−1)
1,i + γk


 1

m(k)

m(k)∑

l=1

Ψ
(k,l)
i − S̃

(k−1)
1,i


 (2.20)

S̃
(k)
2,i = S̃

(k−1)
2,i + γk


 1

m(k)

m(k)∑

l=1

∑

i

Ψ
(k,l)
i Ψ

(k,l)T

i − S̃
(k−1)
2,i


 (2.21)

S̃
(k)
3,i = S̃

(k−1)
3,i + γk


 1

m(k)

m(k)∑

l=1

∑

i,j

[
Yij − f

(
Xi(tij , Ψ̃

(k,l)
i )

)]2
− S̃

(k−1)
3,i


 (2.22)

Based on these approximations, the value of θ(k) provided by the maximization-step is
given by the following equations, with µ = (Ψ0,β):

µ(k) =

(
N∑

i=1

ĀT
i Āi

)−1 N∑

i=1

ĀT
i S̃

(k)
1,i

Ω(k) = diag

(
1

N

[
S̃

(k)
2,i −

N∑

i=1

(Āiµ
(k))S̃

(k)T

1,i −
N∑

i=1

S̃
(k)
1,i (Āiµ

(k))T +
N∑

i=1

(Āiµ
(k))(Āiµ

(k))T

])

a(k) =

√
S̃

(k)
3,i

Ntot

For models that do not belong to the exponential family (e.g. with g = a + bf c) the
quantity S

(k)
3,i can not be approximated by a stochastic approach and consequently the

M-step can not directly be performed. Newton’s-like optimization algorithms presented
in section 2.2.2.3 can be used to overcome this problem [Duval et al., 2009].

2.3.3.3 Extensions of the SAEM algorithm

In general cases, the conditional distribution of the random effects given the ob-
servations required for the simulation-step of the SAEM algorithm is not known in a
closed form. Consequently, the simulation step can not be performed directly as afore-
mentioned presented. To overcome this problem, Kuhn and Lavielle [2004] proposed

72



2.3. Modeling of biological processes via mechanistic modelling

to combine the SAEM algorithm with a Markov Chain Monte Carlo (MCMC) proce-
dure. To this end, at each iteration k of the algorithm, the simulation step of the SAEM
algorithm is replaced by L iterations of the Hastings-Metropolis algorithm [Chib and
Greenberg, 1995]. The reader may refer to the following articles for more details about
the MCMC-SAEM algorithm [Duval and Robert-Granié, 2007; Duval, 2008; Duval et al.,
2009; Kuhn and Lavielle, 2004].

2.3.3.4 Model with censored data

In the presence of left-censored data, the estimation problem with non-linear MEM
requires further development. While some efficient methods have been proposed to
handle this problem in the linear framework, the introduction of non-linearity in the
random effects make the problem more complex. To overcome the difficulty of the
non-linearity, many authors proposed to approximate the likelihood using a linearized
version of the model function f [Beal and Sheiner, 1982; Lindstrom and Bates, 1990;
Wolfinger, 1993; Wu and Wu, 2001]. Nevertheless, as previously mentioned these
linearization algorithms tend to induce a bias in the estimation of the model param-
eters. Taken advantage of the framework of incomplete data introduced by the EM
algorithms, other authors proposed adapted versions of the EM algorithm to deal with
censored data. These algorithms rely on the fact that both individual parameters and
censored data can be seen as non-observed data. Accordingly, considering the nota-
tions introduced in section 2.2.2.4, for each subject i, complete data can be written as
(Y obs

i ,Y cens
i ,Ψi) with both Y cens

i and Ψi seen as unobserved data. Based on the theory
of incomplete data, the observed likelihood can then be written as:

p(Y ;θ) =
N∏

i

∫ ∫
p(Y obs

i ,Y cens
i ,Ψi;θ)dΨidY

cens
i

where p(Y obs
i ,Y cens

i ,Ψi;θ) is the likelihood of the complete data for the subject i. Simi-
larly to the method proposed by Lyles et al. [2000] for linear models (see equation 2.8),
the complete likelihood can be written according to the conditional distribution of the
observed and censored data:

p(Y obs
i ,Y cens

i ,Ψi;θ) =

ni∏

j=1

p(Y obs
ij |Ψi;θ)

δijp(Y cens
ij |Yi;θ)

(1−δij)p(Ψi;θ)

with δij = 1 if Yij is observed and 0 if Yij is left-censored, p(Y obs
ij |Ψi;θ) = π(Y obs

ij ; f(Ψitij),

g2(Φi, tij, ξ)) and p(Y cens
ij |Yi;θ) = π(Y cens

ij ; f(Ψi, tij), g
2(Φi, tij, ξ)) where π(x;m, v) is the

probability density function of the Gaussian distribution evaluated at x with mean m
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and variance v. Considering this expression of the complete likelihood, Samson et al.
[2006] proposed an extension of the SAEM algorithm to deal with left-censored data
which is currently implemented on Monolix. The reader can refer to the paper [Samson
et al., 2006] for a deeper understanding of the algorithm.

2.3.4 Mechanistic models describing within-host infectious disease

dynamics

In the analysis of various infectious diseases such as HIV, hepatitis B and C, influenza,
Zika or more recently SARS-CoV-2, mechanistic models are widely used to improve our
understanding of the dynamics of these infections. The majority of the models that are
used today to study the underlying biological mechanisms of these infections arise from
the first models that have been built with the emergence of HIV and the development of
antiretroviral treatments. Thereafter these latter have been progressively extended and
applied to other infections. Moreover, the reader can refer to the following reviews for
an exhaustive description of the models that have been developed in the last decades
[Xiao et al., 2013; Ciupe and Heffernan, 2017; Best and Perelson, 2018; Conway and
Ribeiro, 2018; Perelson and Ke, 2021].

The first modeling works, conducted by Ho et al. [1995], Wei et al. [1995] and
Perelson et al. [1996], aimed at developing simple models to describe the viral dynamics
during the acute phase of the infection and led to the standard model of viral dynamics,
named "target-cell model", presented by Perelson [Perelson et al., 1996]. This well-
known three-compartment model, describing the interaction between the virus and its
target cells, is characterized by a sharp increase of the viral load until reaching the peak
of the dynamics before progressively stabilizing at a constant level of viruses for a long
period of time, also called viral setpoint. In the model, the setpoint is depicted by a
steady-state (an equilibrium point) and corresponds to the chronic phase of the HIV
infection. This model describes the interaction between the virus (V ), its target cells
(T ), which are predominantly CD4+ T cells in the case of HIV, and infected target cells
(I). The model can be written as:





dT

dt
= λT − µTT − βV T

dI

dt
= βV T − δI

dV

dt
= πI − cV
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where the target cells are produced at a constant rate λT , are eliminated at a rate µT per
cell and become infected with a true infection rate β when free HIV virions interact with
them. Infected cells are thus generated at a rate βV T and eliminated at a rate δ per
cell. Finally, viruses are produced by infected cells are a rate π and are cleared at a rate
c per virion. The integration of both natural production and elimination of target cells
in this model allows to take into account the stabilisation of the viral dynamics during
the chronic phase in untreated patients and accordingly the definition of a non-trivial
steady state (i.e. with V not null).

Since 1996, numerous extensions of the target-cell model have been proposed in-
tegrating progressively knowledge learnt on the HIV virus and its interaction with the
immune system but also by using this model to describe the viral dynamics for other dis-
eases. As a matter of fact, in the case of acute infections (i.e. without chronic phases)
such as influenza, Zika or more recently SARS-CoV-2, the natural mechanisms of re-
plenishment and elimination of targets cells are considered as negligible (λT ≈ µT ≈ 0)
during the short infectious period [Perelson and Ke, 2021]. The dynamics of the target
cells being only defined by the term of infectivity βV T , the resulting model, known as
"limited target-cell model", describe a viral dynamics that progressively tends toward
the trivial equilibrium state (i.e. with V = 0). The reader can refer to Chapter 5 for
an application of the target-cell limited model in the case in SARS-CoV-2 infection.
To take into account the time required for a newly infected cell to produce infectious
virions, representing the time of the virus replication cycle, Herz et al. [1996] intro-
duced the notion of the "eclipse phase". Initially introduced into the standard model
by transforming it into a system of delayed differential equations, many other solu-
tions have been proposed since then, as presented in [Best and Perelson, 2018]. In this
manuscript, the eclipse phase has been integrated by dividing infected cells I into two
states, each described by an ODE-compartment: latent infected cells (I1), meaning un-
productively infected cells, that become productively infected cells (I2) after an eclipse
phase lasting 1/k days (see chapter 5). Other types of target cells can be distinguished
in the model to describe the complex interactions of the virus with its host. For exam-
ple, Prague et al. [2012] included quiescent CD4+ T cells (Q) in the model to account
for CD4+ T cells that have the ability to proliferate but, being not activated, can not
be infected by the virus [Commenges et al., 2008]. The inclusion of HIV reservoir in
the model, meaning latent infected cells, could be made by including quiescent infected
cell compartment [Luo and Zurakowski, 2008]. Other models have been proposed to
integrate the effect of the innate immune response on the viral dynamics by adding
compartments for IFNg its cytotoxic effect on infected cells or directly IFNg producting
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cells (macrophages, NK cells) [Xu and Sneppen, 2021]. Finally, bigger models have
also been proposed to couple both the viral and the adaptive immune dynamics. For
example, some of them described the effect of effector cells (e.g. CD8+ T cells) on
infected cells [Prague et al., 2019] while others included interactions with the humoral
immune response (antibodies, B-cells, ASCs)[Ciupe et al., 2014; Wang and Zou, 2012].
In the frame of this thesis, a mechanistic model including only the dynamics of the
humoral response has been consider in a work conducted to assess the longevity
of the humoral response (see Chapter 6). Target cell models have also widely been
adapted to model and study the effect of drug therapies on the viral dynamics. How-
ever, this type of model is outside the scope of the work carried out in this thesis and
the reader can refer to the aforementioned reviews papers for a broader description.

In the four following chapters, we present the different works conducted during
this thesis that aim at providing answers to the two main questions addressed in
this manuscript: the evaluation of the protection induced by vaccination (chapters
3, 4 and 5) and of the longevity of the immunity conferred by vaccination (Chapter
6).
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Chapter 3

Evaluation of therapeutic vaccine
efficacy in HIV-infected patients

Abstract: This chapter focuses on the development of therapeutic HIV vaccines and the
evaluation of their efficacy in clinical trials. Because these trials require interruption
of antiretroviral treatment (ART) in HIV-infected individuals, they expose patients to a
significant risk because they experience virologic rebound. In this case, ART is often re-
sumed early to protect the patient when viral load exceeds a certain threshold. Optimal
choice of ART resumption criteria and endpoint in the study is therefore necessary. The
viral set point, i.e., the equilibrium viral load after several weeks without ART, which is
commonly defined as the optimal criterion for evaluating the efficacy of the vaccine in
controlling this rebound, cannot always be observed. We therefore present a descriptive
analysis of longitudinal viral load data from multiple studies to find the best surrogate
virologic descriptor for the setpoint. Application to viral load trajectories collected in
three vaccine trials allowed identification of the area under the curve (AUC) as this op-
timal descriptor. Analysis of the impact of ART resumption criteria on the relationship
between setpoint and AUC revealed that viral load censoring of at least 100,000 cp/ml
(i.e. the minimal viral load for which ART resumption is indicated) and confirmatory
measurement before restart ART are of interest.
Keywords: HIV ; therapeutic vaccine ; antiretroviral treatment ; ATI ; viral rebound ;
virological descriptor ; criteria endpoint ; setpoint ; AUC ; descriptive analysis
Dissemination:
▷ Article in preparation Alexandre Marie, Prague Mélanie, Thiébaut Rodolphe, coau-

thors and VRI studygroup, Optimization of the choice of the primary endpoint in HIV
therapeutic vaccine trials.

▷ Written communication (poster) at international conference
Alexandre M, Prague M, Lévy Y, Thiébaut R. Modelling Viral load Rebound in HIV
Therapeutic Vaccine Studies. Population Approach Group in Europe (PAGE), Stock-
holm, Sweden, 2019.

▷ Oral communication at international conference
Alexandre M, Richert L, Lévy Y, Prague M, Thiébaut R. Evaluation of primary end-
point assessing HIV therapeutic vaccine efficacy during analytical treatment interrup-
tion studies. Workshop on Virus Dynamics, 4th, Paris, France, 2019.

▷ Invited talk at French seminar
Alexandre M. Mechanistic modelling and optimization of vaccine response in HIV.
Summer School MPCI - "Science and Health", Marseille, France, 2019
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3.1 Biological and clinical context

3.1.1 General introduction on HIV infection

3.1.1.1 Epidemiological context

The human immunodeficiency virus (HIV) has been discovered in the early 1980s
[Barré-Sinoussi et al., 1983; Gallo et al., 1983]. Since its declaration as pandemic in
1987 [Mann et al., 1988], many programs have been developed to generate a global
mobilization of people, institutions and resources against acquired immunodeficiency
syndrome (AIDS). Recently in 2021, the UNAIDS new Global AIDS Strategy 2021–2026,
has been adopted in Geneva [UNAIDS, 2021d]. The overall objective of this program is
to get every country and every community on track to end AIDS as a public health threat
by 2030 [UNAIDS, 2021b]. In 2020, global HIV statistics established that 79.3 million
[55.9 million - 110 million] people have been infected since its emergence [UNAIDS,
2021a] and 36.3 million [27.2 million - 47.8 million] AIDS-related deaths have been
reported [UNAIDS, 2021e]. As shown in Figure 3.1, the creation of prevention pro-
grams allowed to decrease by 29% the number of new infections since 2010 (from 2.1
million [1.5 million - 2.9 million] to 1.5 million [1 million - 2 million]). Moreover, the
development of efficient treatment and their intensive use, as shown by the significant
increase of the percentage of HIV-infected people living with ART ranging from 25%
[18% - 30%] in 2010 to 73% [56% - 88%], led to the decrease of 48% of the number
of AIDS-related deaths since 2010 (from 1.3 million [910 000 - 1.9 million] to 680 000
[480 000 - 1 million]).

(a) Evolution of the numbers of newly HIV-
infected people (in orange) and AIDS-related
deaths (in blue), from 1990 to 2020.

(b) Evolution of the number of people living
with HIV (in black) and among them, those
with ART (in cyan), from 1990 to 2020.

Figure 3.1 – Global summary of the AIDS epidemic since 1990. Prevalence, incidence,
related deaths and drug use against HIV/AIDS in the world, from 1990 to 2020. Solid lines
represent the estimates and the shaded areas the boundaries around these estimates based on
the best available information. Data used for these figures were extracted from the spreadsheet
available in [UNAIDS, 2021c].
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3.1.1.2 Some generalities about the virus

Human immunodeficiency virus is a retrovirus that causes HIV infection by targeting
cells of the human immune system. Belonging to the subfamily of lentivirus, HIV is
characterized by a long incubation period from infection to the apparition of the first
clinical symptoms and therefore to the most advanced stage of HIV infection: AIDS.
HIV can be divided into two main types (also called strains): HIV-1 and HIV-2, both
of them leading to AIDS. Nevertheless, HIV-1 strain being the most widespread and
virulent type inducing approximately 95% of HIV infections over the world and our
works involving data only from this specific strain, we will exclusively focus on HIV-1
in the manuscript. HIV-1 has been classified into four phylogenetic lineages [Hemelaar,
2012]: Group M (for "major) which is mostly responsible for the pandemic and can
be subdivided into nine subtypes (A-K), Group O (for "outlier") that causes hundred
thousands cases in West-Central Africa [D’arc et al., 2015], Group N (for "non-M and
non-O") identified in dozen of people in Cameroun and Group P newly discovered in
2009 in Cameroonian individuals [Plantier et al., 2009]. Divided into nine groups (A-I),
only two of them (A and B) are characterized as pandemic while the others appeared
as mostly asymptomatic lineages [Visseaux et al., 2016]. All of this genetic diversity
represents a major challenge in the development of an effective vaccine.

3.1.1.3 HIV replication cycle

An HIV virion is a spherical membrane-enveloped particle containing a genome com-
posed of two identical single-stranded RNA molecules encapsulated within a capside
along with enzymes important for virus replication. HIV virions infect the host by di-
rectly targeting its immune system and its immune cells expressing CD4 glycoprotein at
their surface. Accordingly, CD4+ T lymphocytes represent the main HIV target, along
with monocytes, macrophages or DCs. Without going into to much details (the reader
can refer to [NIH, 2021b] for further details) and as displayed in Figure 3.2, the HIV
replication cycle can be divided into seven steps: 1) the binding of the virus to its target
cell, 2) its entry into the cytoplasm of this cell after fusion of cell membranes, 3) the
release of the viral genome into the cytoplasm of the host-cell (uncoating) and its re-
verse transcription into proviral DNA, 4) integration of the viral DNA into the genome
of the infected cell, 5) the replication of the viral genetic material by the infected cell,
6) the synthesize of new viral structural proteins and the formation of an non-infectious
virion and 7) the release of this virion out of the infected cell and its maturation into an
infectious one (budding). One of the greatest strength of HIV is its ability to escape the
human host’s immune system due to its huge genetic variability [Bebenek et al., 1989;
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Sarafianos et al., 2009], resulting from a high rate of mutations [Preston, 1996] and a
rapid rate of replication [Ho et al., 1995; O’Brien and Hendrickson, 2013].

Figure 3.2 – The seven steps of the HIV replication cycle. Figure extracted from [NIH, 2021b]
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3.1.1.4 Natural HIV disease progression and immune response

The dynamic of the interaction between HIV and the immune system is highly re-
lated to the clinical course/symptoms of HIV infection. In the blood, HIV viruses are
quantified by RT-PCR amplification methods [Fiebig et al., 2003] given the so-called
viral load defined as the concentration of the copies of HIV RNA in blood. In parallel,
the quantification of the CD4+ T cells, termed CD4 count, is widely used as surrogate
marker for disease progression, as CD4+ T cells represent the major HIV target cells
[Cenderello and De Maria, 2016], and is usually made by flow cytometry techniques
evaluating. Without treatment, the natural progression of the disease can be divided
into three phases (Figure 3.3): (1) the acute phase (also termed the "phase of pri-
mary infection") lasting a dozen weeks after infection, the chronic phase (also termed
"asymptomatic phase") that can last months to years depending on the people, and AIDS
referred as the most advanced stage of the infection. In this work we will focus on
individuals that are in the clinical latency phase.

Figure 3.3 – Natural HIV disease progression. Dynamics of the HIV RNA load and CD4 count
over the three clinical phases of HIV infection. Figure adapted from [O’Brien and Hendrickson,
2013] and [McMichael et al., 2010].
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3.1.2 Treatment strategy

Nowadays, no effective drugs have been developed to eradicate HIV. Nevertheless,
some HIV-infected people have shown an ability to long-term control of the virus repli-
cation in the absence of treatment following an early initiation of antiretroviral ther-
apy (ART) [Sáez-Cirión et al., 2013]. Moreover, two individuals worldwide have been
reported as cured of HIV [Leal et al., 2020]. Both of them, undergoing allogeneic
haematopoietic stem-cell transplantation procedures using cells from CCR5∆32/∆32
donors to cure their respective myeloid leukemia and Hodgkin’s lymphoma, display to-
day undetectable HIV viral load after years of ART interruption [Hütter et al., 2009;
Gupta et al., 2019]. Although this procedure cannot be seen as potential standard
treatment against HIV due to its high risk of mortality, it provides hope to find a cura-
tive treatment one day.

3.1.2.1 Antiretroviral therapies

The generic term "antiretroviral" was introduced to refer to any drug used to pre-
vent retrovirus’ replication. Initially developed as monotherapies, antiretroviral thera-
pies (ART) comprise today a combination of antiretroviral drugs developed to block the
virus replication at different stages. Historically presented in 1996 at the International
AIDS conference in Vancouver as "Highly active antiretroviral therapy" (HAART) [Vella
et al., 2012], these combined therapies are more generally termed combination an-
tiretroviral therapies (cART) today. Despite the lack of curative treatment against HIV,
the development of ART allowed to significantly reduce the number of AIDS-related
deaths, enhancing life expectancy and improve the daily life of HIV-infected people. In
particular, HIV patients under ART have the opportunity to retrieve their normal life ex-
pectancy (e.g. up to 80 years for a 35-year-old HIV-positive person) [May et al., 2014].
By blocking viral replication,ART aim at reducing HIV viral load until an undetectable
level and maintaining this level which progressively leads to the recovery of the im-
mune system functionality, mostly depicted by the increasing level of CD4+ cell count.
By maintaining an undetectable viral load level, ART also allow to reduce the HIV trans-
mission. In this thesis, we will not detail in great extend the list of antiretroviral and
their combination in cART.

Despite the success of the latest generation of ART which transformed a fatal disease
into a chronic and manageable ones, HIV-infected people are still facing some difficul-
ties that should be kept in mind. In particular, three types of treatment failure can be
characterized: clinical, immunological and virological failures [Lenjiso et al., 2019].
The clinical failure is mainly driven by the appearance of adverse effects. The immuno-
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logical failure was defined by the WHO as a decrease of CD4+ T cell count at or below
250 cells/mm3 (pre-therapy baseline being below 350 cells/mm3), or a 50% decrease
from the peak of CD4+ T cell count during the treatment, or a persistent CD4+ T cell
count below 100 cells/mm3 after ART initiation [WHO, 2017; Asefa et al., 2019; Dessie
et al., 2021]. In this thesis, we particularly focus on a concept related to virological fail-
ure which refers to the difficulty for a patient to reduce and maintain its viral load at a
low level [NIH, 2021a]. More specifically, the WHO defines it as the virologic response
of a patient having a HIV RNA load above the threshold of 1000 copies/mL for at least
two consecutive measurements in a 3-months interval after a minimum of 6 months of
a given ART regimen, and assuming a perfect adherence [WHO, 2017].

3.1.2.2 Therapeutic vaccines as functional cure against HIV

cART have been proven to be highly efficient to suppress HIV viral load and reduce
morbidity and mortality in infected people. Nevertheless, as mentioned above, some
patients can face cART failures. Moreover, cART is expensive and there is a burden of a
daily lifelong treatment [Cohn et al., 2020]. Despite their ability to maintain viral loads
at an undetectable level, when successful, HIV infection persists in all individuals on
treatment, cART being not able to totally eradicate the infection. Consequently, cART
interruption will irremediably results in a viral load rebound within a few weeks with-
out any further intervention. This rebound results from the existence of a latent HIV-1
reservoir [Barton et al., 2016] which is defined as a pool of long-lived/memory infected
CD4+ T cells [Wong et al., 1997; Finzi et al., 1997; Murray et al., 2016] that are in a la-
tent state (i.e. transcriptionally silent) but keep the ability to produce infectious virions
after cART interruption [Vanhamel et al., 2019].This HIV-1 reservoir is established in
the early phase of the infection [Chun et al., 1998] and is expected to have an half-life
of several years [Bachmann et al., 2019]. Although multiple studies have shown that
the total size of this latent reservoir, including multiple distinct small reservoirs, should
be limited by the earliness of the beginning of the antiretroviral treatment [Strain et al.,
2005; Jain et al., 2013] and that its size seems to slowly decrease over time [Chomont
et al., 2009], the eradication of the HIV reservoir represents a major challenge and
induces a growing interest for the development of curative treatments.

Over the last decades, significant advances in our knowledge about the immune
system and the HIV-1 reservoir allowed to propose and develop multiple potential ther-
apeutic vaccines. However, the ability of the HIV virus to escape immune system made
the development of efficient vaccines difficult. Multiple therapeutic approaches have
been tested in clinical trials, but no relevant results have been obtained up to date Lari-
jani et al. [2019]. In the frame of this thesis, we focused exclusively on three different
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vaccine therapeutic approaches: (a) IL-2 immunotherapies, (b) dendritic-cell vaccines
and (c) the prime-boost therapeutic immunization including the recombinant DNA vac-
cine GTU-MultiHIB B and the lipopeptide vaccine (HIV-LIPO-5). The reader can refer to
[Pham and Mesplède, 2018; Larijani et al., 2019] for a broader review about therapeu-
tic strategies against HIV. Due to the absence of relevant surrogate immune marker of
the viral load after cART interruption and thus accounting for virological control an/or
the reduction of the size of the HIV-1 reservoir, analytical treatment interruption (ATI)
is today the only available tool to assess the efficacy of the tested intervention and thus
its ability to control the viral replication cART [Julg et al., 2019; Zheng et al., 2021].

3.1.2.3 Analytical treatment interruption

Over the years, many types of analytical treatment interruption have been used ac-
cording to the type of trials and the therapeutic strategy evaluated. Our work being
focused on HIV therapeutic vaccines we only considered trials with ATI evaluated after
discontinuation of all interventions, meaning cART in our case. Moreover, we consid-
ered ATI trial that have been designed to ensure the safety of the patients. As a matter
of fact, cART interruption representing an increasing risk for patients due to virological
rebound, ATI are designed as short-term cART interruption period (e.g. around 12-
16 weeks) and imply an intensive monitoring of patient viral loads [Lau et al., 2019].
Moreover,these study require the definition of multiple primary outcomes to character-
ize the viral rebound but also a list of prematurely cART resumption criteria to ensure,
once again, the safety of the patients. As reviewed by Julg et al. [2019] following a
consensus meeting about the recommendations for ATI in HIV trials, two major criteria
endpoints are used to evaluate the vaccine efficacy according to the objectives of the
study: the time to viral rebound, considered as the safest endpoint, when the curative
properties of the therapeutic strategies is triggered, and the viral setpoint when the
control of HIV infection is investigated. The time to rebound is currently defined as the
time during which the viral load is maintained below a given threshold (e.g limit of de-
tection). This endpoint has been used as primary outcome in many studies [Rasmussen
et al., 2014; Mothe et al., 2015; Scheid et al., 2016; Bar et al., 2016; Sneller et al., 2017;
Kroon et al., 2020]. While the time to rebound is more related to the characteristics of
the virus and/or the HIV-1 reservoir, the setpoint, being defined as the stabilization of
the viral load after an increased dynamics, is more related to the properties of the im-
mune system to fight the viral infection. Accordingly, a low setpoint results in a better
control of the infection. Contrary to the time to rebound which is considered as the
safest endpoint being observed in the early part of the dynamics, the observation of the
setpoint requires a longer follow-up increasing substantially the risk for the patients. In
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fact, this endpoint being reached only after the rebound of the viral load, patients must
be observed for several weeks with high viral load [Zheng et al., 2021]. Due to early
cART resumption, under certain circumstances, the setpoint might be not observed for
some patients. In addition to these two commonly used virological endpoints, other
primary outcomes are commonly used to understand the viral kinetics. For example,
we can define the peak of the viral dynamics or the area under the curve.

The research was carried out within the protocol of the EHVA T02 (NCT04120415)
phase II HIV therapeutic vaccine trial with a 12-ATI week to evaluate and compare
the efficacy of three vaccine arms with MVA HIV-B, vedolizumab and placebo. Our
work consisted of determining the optimal criteria for the endpoints. Specifically, the
setpoint was initially assumed to be optimal. However, because it is not always observed
in patients, we attempted to find an early surrogate endpoint for the setpoint. Using
data from three different HIV vaccine therapy trials with a protocol very similar to
EHVA T02, we attempted to find this/these surrogate marker(s), which then became
the primary endpoint of the EHVA T02 clinical trial. Ultimately, another version of the
protocol of EHVA T02 used the outcome we identified in the following study as the
primary endpoint. This work was the subject of an article in preparation, which can be
found in the next section.

3.2 Optimization of the choice of primary endpoint in

HIV therapeutic vaccine trial

This work was conducted in deep collaboration with the Vaccine Research Institute.
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Optimization of the choice of primary endpoint in HIV
therapeutic vaccine trials

Alexandre Marie1,2, Prague Mélanie1,2, Thiébaut Rodolphe1,2, coauthors2, and VRI studygroup2

1Bordeaux University, Department of Public Health, INSERM UMR 1219, Bordeaux Population Health
Research Centre, Inria SISTM, Bordeaux,France

2Vaccine Research Institute, Créteil, France

Abstract: HIV therapeutic vaccine development is an important component in the search for long-term
HIV viral control strategies. Vaccine efficacy is assessed in trials with analytical treatment interruption (ATI)
in which antiretroviral treatments are interrupted over a period of time. The setpoint is a major criterion
used to estimate the ability of the tested vaccine to control viraemia. However, this latter can not always be
observed. Consequently, we aim at identifying easily measurable and accurate viral load endpoint defined as
an early surrogate of the viral setpoint during ATI. We propose a descriptive data analysis of three clinical
trials to identify this optimal endpoint and highlight the good properties of the area under the HIV RNA load
curve to be used as primary endpoint.
Keywords: HIV , therapeutic vaccine , ATI , setpoint , descriptive analysis , AUC

Introduction

Antiretroviral treatments (ART) have proven to be highly efficient to suppress HIV viral load and to reduce
morbidity and mortality in infected people, representing today one of the most effective treatment to fight
HIV in the absence of curative ones. Transforming fatal HIV infection into a chronic daily manageable
disease (Deeks et al. 2013), ART are still subject to some disadvantages and limitations that can rapidly lead
to adherence issues, such as the burden of a daily lifelong treatment, the cost of this latter, their toxicity or
the development of drug resistance, among others (Cohn et al. 2020, Dybul et al. 2021). Moreover, ART
can not eliminate latent HIV reservoir (Vanham & Van Gulck 2012, Vella et al. 2012, Barton et al. 2016)
which irremediably results in viral load rebound after any ART interruption period. The eradication of the
HIV reservoir represents today a major challenge and induces a growing interest for the development of
curative treatment, such as HIV therapeutic vaccines. These alternative strategies aim at stimulating the
immune system of HIV-infected people to induce or improve the immune response to HIV (Larijani et al.
2019) resulting in the suppression or at least the control of HIV replication in the absence of ART (Leal et al.
2020). The absence of relevant surrogate immune marker of the viral load after ART interruption makes
analytical treatment interruption (ATI) the most suitable approach to assess HIV therapeutic vaccine efficacy
in controlled clinical trials (Julg et al. 2019, Leal et al. 2020, Lévy et al. 2021). ATI represents short-term
period(s) of ART interruption, following vaccine injection, during which free-of-ART HIV-infected patients
undergo virological rebound and are closely and intensively monitored to prevent any uncontrolled increase
of viral load. Similarly to more classic clinical trials, the assessment of the HIV therapeutic vaccine efficacy,
and thus their ability to avoid or to control the viral rebound, requires the definition criteria endpoints. As
reported by Julg et al. (2019) following the consensus meeting about the recommendations for ATI in HIV
research trials, two major criteria endpoints are recommended to evaluate vaccine efficacy according to the
objective of the study: the time to rebound as a test of cure, and the setpoint of rebound as a test of control of
the infection, as targeted by many developed therapeutics. Commonly defined as the time during which viral
load remains undetectable in the organism, the time to rebound occurs in the early part of the viral rebound
dynamics minimizing the duration of the period of ART interruption and consequently the risk for patients.
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At the opposite, the setpoint, being defined as the stabilization of the viral rebound, requires a longer
follow-up to be observed increasing significantly the risk for the patients. To ensure patient safety, ART
resumption criteria are carefully defined in ATI protocols. In addition to patient’s wishes, non-related HIV
clinical reasons or the observation of side effects, criteria defining a threshold of tolerated viral load and/or
CD4+ T cell count measures are usually considered, compelling premature ART resumption. Consequently,
the primary outcome defined as the setpoint of the viral rebound can not always be observed.

In this context, the objective of our work is to identify virological descriptors that could be used as an
early surrogate of the setpoint, and thus by extension to the control of the viral infection during ATI. To
this end, we propose to analyse viral load dynamics collected in three different HIV therapeutic vaccine
clinical trials using descriptive analysis of these trajectories. The work is organized as follows: in a first part,
materials and methods are described including the presentation of the data, the definition of the descriptors
defined to describe viral load trajectories and the various analyses performed on them such as a correlation
analyse. In the second part, we present the results of these analysis and identify the area under the curve as
the optimal surrogate endpoint. Finally, we summarize and discuss our results.

Materials and Methods

Virologic measurements
In this work, we considered the data of three HIV therapeutic vaccine trials using ATI to evaluate the

virological efficacy of interventions in maintaining low viral replication after ART interruption.

The first study is the VRI02 ANRS 149 LIGHT trial (Lévy et al. 2021), registered at ClinicalTrials.gov
under the number NCT01492985, referred as LIGHT in the following. LIGHT is a multicenter, double-
blind, placebo-controlled, randomized Phase II clinical trial evaluating the safety and immunogenicity
of a therapeutic prime-boost vaccine strategy against HIV-1. As shown in Figure 1, the prime-boost
therapeutic immunization is based on three doses of a recombinant DNA vaccine (GTU-MultiHIV B) as
prime vaccination at weeks 0, 4 and 12, followed by two doses of a lipopeptide vaccine (HIV-LIPO-5) as
boost vaccination at weeks 20 and 24. This trial included a total number of 103 HIV infected patients treated
with cART for at least 6 months before their inclusion and exhibiting plasma HIV RNA load < 50 copies/mL
and CD4+ T cell count ⩾ 600 cells/mm3. Participants were randomly assigned, with a 2:1 ratio, into two
groups to receive either the prime-boost therapeutic vaccine strategy (n=68, vaccine group) or placebo (n=35,
placebo group). At week 36, antiretroviral treatments were interrupted for patients with plasma HIV RNA
load < 50 copies/mL and CD4+ T cell counts ⩾ 600 cells/mm3 until week 48. During this 12-week ATI
period, patients were regularly monitored in particular with immunological (CD4+ and CD8+T cell counts)
and plasma HIV RNA load measurements every two weeks (weeks 36, 38, 40, 42, 44, 46, 46 and 48). In this
study, the primary endpoint was defined as the maximum HIV RNA load value (in log10 copies/ml) reached
during the ATI. Many different clinical, virological and immunological secondary endpoints were defined
(the reader may refer to (Lévy et al. 2012) for the exhaustive list of secondary endpoints), in particular CD4+
T cell counts and HIV RNA load at different timepoints (weeks 40, 44, 48 and 74), the percentage of patients
maintaining their viral loads below 10 000 copies/mL at the end of the ATI or the percentage of patients
resuming prematurely their cART. In our analysis, we included only the 89 participants who started ATI at
week 36 (n=32 in placebo group and n=57 in vaccine group).

The second study is the ANRS 118 ILIADE trial (Lévy et al. 2012), registered at ClinicalTrials.gov
under the number NCT00071890, referred as ILIADE in the following. ILIADE is a multicenter, open-label,
two parallel group randomized Phase II/III clinical trial evaluating the benefit of IL-2 immunotherapy in the
maintenance of low viral replication after ART interruption and the ability to keep a level of CD4+ T cell
count above 350 cells/mm3. As shown in Figure 2, the IL-2 therapy consisted in three cycles of recombinant
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Figure 1 – VRI02 ANRS 149 LIGHT HIV vaccine trial - Study design

IL-2 (2 injections of 6×106 international units (IU) per day for 5 days) subcutaneously injected at weeks
0, 8 and 16. This trial included 148 HIV-infected patients treated with cART for at least 1 year before the
study, exhibiting plasma HIV RNA load < 50 copies/mL and CD4+ T cell counts ⩾ 500 cells/mm3 for at
least 3 months before their inclusion and having a nadir (lowest value reached) of CD4+ T cell counts > 200
cells/mm3 before the study. Participants were randomly assigned, with a 1:1 ratio, into two groups to either
receive IL-2 subcutaneous therapy (n=81,IL-2 group) or not (n=67, control group). At week 24, patients
with CD4+ T cell counts ⩾ 500 cells/mm3 stopped ART until reaching a CD4+ T cell counts lower than 350
cells/mm3 or in case of personal or medical requirements. From their inclusion to week 72, patients were
monitored every 8 weeks (weeks 24, 32, 40, 48, 56, 64 and 72). After week 72, an extended period of ATI
was proposed to participants, under the same conditions, up to week 228. In this trial, the primary endpoint
was the cumulative proportion of subjects over the 72-week ATI period filling the following conditions
of success: (1) ART interruption at week 24, (2) no CD4+ T cells counts below 350 cells/mm3 for two
consecutive measures, (3) no cART resumption before week 72, (4) no AIDS-related events and (5) no loss
to follow-up. Secondary immunological endpoints were defined as changes from baseline in T cell counts
(CD4 and CD8) and in plasma HIV RNA load (the reader can refer to (Lévy et al. 2012) for an exhaustive
list of all secondary endpoints). In our analysis, we included only the 140 participants who received at least
one dose of the treatment and initiated ATI at week 24 (n=63 in control group and n=77 in IL2-group).

Figure 2 – ANRS 118 ILIADE HIV vaccine trial - Study design

The third study is the ANRS/VRI DALIA trial (Cobb et al. 2011, Lévy et al. 2014, Thiébaut et al.
2019), registered at ClinicalTrials.gov under the number NCT00796770, referred as DALIA in the following.
DALIA is a single-center, single arm phase I clinical trial, conducted in the USA, evaluating the effects of a
dendritic cell vaccine loaded with five HIV-derived lipopetides on the immune system and the control of viral
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replication. The trial included 19 infected patients treated with ART before the study and exhibiting plasma
HIV RNA load < 50 copies/mL and CD4+ T cell counts> 500 cells/mm3 for at least 3 months before their
inclusion and having a nadir of CD4+ T cell counts ⩾ 300 cells/mm3 and never experienced AIDS-related
events. The therapeutic strategy consisted in four vaccinations with dendritic-cell vaccine at weeks 0, 4
8 and 12 (see Figure 3). At weeks 24, patients with plasma HIV RNA load < 400 copies/mL interrupted
cART for 24 weeks. During the 24-week ATI period, patients were monitored every 1 to 4 weeks with
measurements of plasma HIV RNA load and CD4+ T cells counts and could prematurely resume ART in
case of immunological failure characterized by a CD4+ T cell counts dropping below 350 cells/mm3, with
confirmation two weeks later with additional measurements, or in case of personal or medical requirement.
In this vaccine trial, the primary endpoint was a safety endpoint defined as the occurrence of adverse event
while the secondary endpoints corresponded to the proportion of cART resumption, CD4+ T cells count
dropping below 350 cells/mm3 and the occurrence of AIDS-related or serious non-AIDS-related events.

Figure 3 – ANRS/VRI DALIA HIV vaccine trial - Study design

Based on these three studies, we analyzed the HIV viral load trajectories collected for a total of 248
participants. In the following, time of viral load measurements were re-scaled within each study in order to
consider the time of ART interruption as the initial time (t=0).

Definition of the descriptors of the viral dynamics
To analyze the dynamics of viral rebound induced by the interruption of the antiretroviral treatments

and identify endpoints that could be used in HIV clinical trials to assess vaccine efficacy, we performed
a descriptive analyse of these trajectories. In the following, we noted Yij = Yi(tij) the HIV RNA load
measured during ATI for the ith patient at the time tij , for i ∈ {1, · · · , N} and j ∈ {1, · · · , ni}. Numerous
endpoints, defined as summary measures, were evaluated to describe viral dynamics. Throughout the rest of
this work, these virological indicators are termed "descriptors".

As shown in the Figure 4, five main descriptors were defined to describe the viral dynamics. The objective
of this work being to identify early surrogates of the setpoint, this latter was the first descriptor included
in our analysis. Furthermore, as mentioned in Julg et al. (2019), we considered the time to viral rebound
as the second most recommended endpoint in ATI protocols. The time to viral rebound, defining the time
required to observe a rebound of viraemia after cART interruption, was mathematically evaluated as the
delay between the cART interruption and the first detectable HIV RNA load. For each individual, the time of
cART interruption being set at 0, the TTR of the ith patient is given as follows:

TTRi = min ({tij |Yij > LODi})

where LODi corresponds to the limit of detection related to the patient i. In particular, the limit of detection
was 40 copies/mL in LIGHT and 50 copies/mL in both ILIADE and DALIA. Viral blips (e.g. viral replication
< 100 copies/mL) before the true viral rebound were ignored. In addition to the setpoint and the TTR, we
included three other main descriptors: the peak of the dynamics defined as the first local maximum, the slope
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Figure 4 – Graphic illustration of the virological descriptors. Dots and circles represent a typical HIV RNA
load dynamics in HIV infected patient after cART interruption and display respectively detectable and undetectable
measures. The period of ATI is delimited by the vertical orange dashed lines. The virological descriptors are: (1)
the peak (red circle) defined as the the first local maximum, (2) the slope of the rebound (red dotdashed line) defined
as the slope between the last undetectable measure and the peak, (3) the setpoint (violet solid line) representing the
plateau reached after the peak, (4) the time to rebound (TTR) (blue horizontal arrow) defined as the time from cART
interruption to the first detectable measure, (5) the Area under the curve (AUC) (blue area) defined as the area under
the HIV RNA load curve during ATI. The horizontal gray dotted line represents the limit of detection.

of the viral rebound defined as the slope between the last undetectable observation after cART interruption
and the peak, and the AUC described as the area under the HIV RNA load curve while the patient is free of
cART (see Figure 4). Accordingly, we evaluated these descriptors via equations 1, 2 and 3 respectively.

Peaki = Yi(T
peak
i ) (1)

Slopei =
Peaki − LODi

T peak
i − TLOD

i

(2)

AUCi =

∫

ATI
Yi(t)dt ≃

ni∑

j=2

(tij − tij−1)

2
(Yij + Yij−1) (3)

where T peak
i and TLOD

i are respectively the time at which the peak of the viral dynamics is reached and the
time of the last undetectable measure and are defined as T peak

i = min ({tij |Yij−1 ⩽ Yij & Yij ⩾ Yij+1})
and TLOD

i = max
(
{tij |∀j′ ⩽ j, Yij′ ⩽ LODi}

)
. Similarly to the TTR, individual adjustment of the peak

and the slope of the rebound were performed in case of viral blips. To approximate the calculation of the
integral defining the AUC, the classic trapezoid method was used. Nevertheless, being calculated as an
integral over the ATI period, the AUC is directly dependent on its duration and as described in data, the
expected time of ATI differed from a trial to another: a 12-week ATI in LIGHT, a minimum of 48-week
ATI in ILIADE and a minimum of 24-week ATI in DALIA. To take into account this variability in the
calculation of the AUC but also the variability at the individual level resulting, for example, from an early
cART resumption, a normalized version of the AUC was evaluated, as widely used in the literature (Brundage
et al. 2018, Hill et al. 2018, Zecca et al. 2019, Kosulin et al. 2019). Accordingly, we defined the normalized
(also termed time-averaged) AUC (nAUC) as the AUC divided by the individual duration of ATI:

nAUCi =
1

Ti

ni∑

j=2

(tij − tij−1)

2
(Yij + Yij−1) (4)
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with Ti being the duration in week of ATI for the ith patient. Based on this definition, the nAUC is a
virological descriptor that can be compared between trials or individuals.

As previously mentioned, a strict definition of the setpoint was more difficult to establish. In the literature,
multiple definitions of this endpoint can be found. This criterion characterizing the stabilization of the viral
dynamics, this heterogeneity results from the absence of a clear definition a stabilized dynamics as well as its
high dependence on the design of the study. In particular, the observation of a setpoint is conditioned by
the duration of the ATI period (the longer the ATI period, the more possible its observation), and the time
between two virological measurements. Because of these differences of protocols, we initially estimated
setpoints based on visual inspection of individual trajectories. Afterwards, an algorithm was derived to
retrieve similar results. Accordingly, in our analysis, setpoints were defined for patients having at least
two observations after the peak of their dynamics and highlighting a stabilized dynamics. Dynamics were
assumed as stable as long as a time point can be identified after the peak such that, from this time point, the
mean of all the slopes between two consecutive observations is lower than a given threshold, in absolute
value. If a such time of observation could be found, the setpoint was defined as the mean of observations
from this specific time to the cART resumption. Mathematically, the setpoint itself were defined as follows:

T setpoint
i = min







tij |j ⩽ ni − 1, tij > T peak

i ,

∑ni−1
j′=j

Y
ij

′
+1

−Y
ij

′

(tij′+1
−t

ij
′ )

ni − 1− j′ ⩽ Thresh








Setpointi = mean
(
{Yij |tij ⩾ T setpoint

i }
)

(5)

where T setpoint
i is the time of the beginning of the setpoint and Thres the threshold value characterizing

stabilization of the dynamics. This variable was fixed at 0.109 log10 cp/mL/week to retrieve closed results to
those found during the initial estimation.

In addition to these five main descriptors, many others have been studied (results not shown) such as
(1) the time of the peak, as previous mentioned (T peak

i ), (2) the composite, defined as the slope between
the time of cART interruption and the peak, (3) the maximum value of the viral dynamics, defined as the
global maximum of the dynamics, (4) the fold change, defined as the ratio between the first two detectable
values divided by the delay between these two measures, (6) the doubling time, defined as the time needed to
double the viral load at the beginning of the rebound using the first two detectable measures. However, in this
paper, we mainly focused on the TTR, the setpoint, the peak, the slope and the nAUC being the descriptors
depicting the more interesting results.

Analyse and comparison of descriptors
To analyze the viral dynamics observed in the three trials, the 248 HIV-infected patients were subdivided

into five groups according to their trial and group of treatment: (1) LIGHT Placebo, (2) LIGHT Vaccine, (3)
ILIADE IL-2, (4) ILIADE Control and (5) DALIA. Despite the absence of treatment in both LIGHT Placebo
and ILIADE Control, these two groups remained as distinct because of their difference of study design and
more specifically the duration of the ATI period and the delay between two HIV RNA load measurements.

A preliminary descriptive analysis of the viral dynamics during ATI at the different time points was
performed to describe and summarize the dynamics within each group. This analysis was conducted to
identify potential differences of the viral dynamics between the groups of treatment which could impact
the estimation and the comparison of the virological descriptors across the groups. Statistical differences
of HIV RNA load were evaluated at each time point, using classic two-sample two-sided t-tests, with a
confidence level of 0.95, implemented in R. For each comparison, a prior F test comparing the variances of
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the two compared samples allowed to determine whether a pooled variance t-test or a Welch’s t-test should be
performed. In the case of comparison of groups originating from distinct trials, comparisons were performed
at the time points shared by the two compared groups. In that way we compared groups from LIGHT and
ILIADE only at weeks 0 and 8, from LIGHT and DALIA at weeks 0, 2, 4, 8 and 12 and from ILIADE and
DALIA at weeks 0, 8, 16, 24 and 32. To take into account the number of t-test performed, p-values were
adjusted for test multiplicity with Benjamini and Hochberg (1995) correction (Benjamini & Hochberg 1995)
using the classic R function p.adjust.

In a second time, a descriptive analysis of the virological descriptors, defined in the previous section and
estimated for all the patients, was performed. Similarly to the previous analysis, statistical differences of the
descriptors using t-tests and test multiplicity was conducted to identify similarities and/or differences across
the five groups of patients.

The main objective of this work being to identify potential early surrogate of the setpoint, correlations
between the different virological descriptors within each group were evaluated. To avoid the restriction of the
study of correlations to linear relationships, Spearman correlations (Wissler 1905) were calculated to identify
monotonic functions between the descriptors. By definition, the Spearman correlation is a non-parametric
measure evaluating a statistical difference between two rank variables. Let us note X and Y two variables
and Xi and Yi their respective ith observation, for i ∈ {1, · · · , N}. The Spearman correlation coefficient ρ
between X and Y is given by:

ρ =
Cov(R(X), R(Y ))

σ(R(X))× σ(R(Y ))

with R(X) and R(Y ) being the ranks of X and Y respectively, Cov(R(X), R(Y )) the covariance of the
ranks variables and σ(R(X)) and σ(R(Y )) their standard deviations. Once again, p-values of these different
statistical tests were adjusted for multiplicity.

Impact of the upper threshold of viral load defining study dropout
To ensure the safety of HIV-infected patients undergoing ATIs, cART resumption criteria are carefully

defined in the protocol. Despite the large number of HIV therapeutic vaccine trials conducted so far using
ATI to assess vaccine efficacy, no really consensus has been fixed about the cART resumption criteria.
Mostly chosen as virological endpoints, these latter are usually chosen according to the objective of the
study. As aforementioned, in addition to non-HIV related causes or the evidence of disease progression with
HIV-related symptoms, virological or CD4 count criteria are usually determined. This work being initiated
to identify the optimal primary outcome to use in the HIV vaccine trial EHVA T02, we mainly focused on
the envisaged virological cART resumption criteria: the resumption of cART when the viral load rebound
above a given threshold. Based on the recommendations of Julg et al. (2019), several values of this threshold
were explored and more particularly 10 000, 50 000 and 100 000 cp/mL representing respectively 4, 4.7
and 5 log10 cp/mL. In this following, this virological threshold is termed "right censoring threshold" as it
represents an upper boundary of the viral inducing study dropout.

As shown in Figure 5a, we studied the effect of the right censoring threshold on the value of the nAUC
and by extension on its ability to remain a surrogate of the setpoint. In other words, we studied the impact of
missing data, induced by early cART resumption, on the calculation of the correlation between the setpoint
and the nAUC. Let us note X the right censoring threshold and TTX and nAUCX the time interval and
the nAUC calculated from cART interruption to the first observation above the threshold X . As widely
encountered in protocols, we also evaluated the relevance of considering a confirmation measure before
any validation of cART resumption. In that respect, we studied the scenario in which cART is resumed
as soon as the HIV RNA load exceed the right censoring threshold at two consecutive time points. We
note TTXconf and nAUCconf

X the time interval and the nAUC calculated from cART interruption to the
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(a) Without confirmation measure (b) With confirmation measure

Figure 5 – Graphical illustration of the nAUC in the presence of a right censoring threshold. The vertical green
long-dashed lines represent the threshold of X log10 copies/mL of HIV RNA load. On the figure (a), the green area
represents the AUC calculated without confirmation measure (AUCX ), meaning from the cART interruption to the first
observation above the threshold X . On the figure (b), the green area represents the AUC calculated with a confirmation
measure (blue dot) (AUCconf

X ), meaning from the cART interruption to the first two consecutive observations above
the threshold X .

confirmation measure. Mathematically, the two right censored nAUC can be written as follows for the ith
patient:

nAUCX,i =
1

TTXi

JX,i∑

j=2

(tij − tij−1)

2
(Yij + Yij−1)

nAUCconf
X,i =

1

TTXconf
i

J̃X,i∑

j=2

(tij − tij−1)

2
(Yij + Yij−1)

where JX,i and J̃X,i are respectively the number of the first observation of the ith sub-
ject above X and above X with the previous observation also above X , and are de-
fined as JX,i = min

({
j ∈ {1, · · · , ni}|Yij ⩾ X, ∀j′

< j, Yij′ < X
}
∪ {ni}

)
and J̃X,i =

min
({

j ∈ {1, · · · , ni}|Yij ⩾ X,Yij−1 ⩾ X, ∀j′
< j − 1, Yij′ < X

}
∪ {ni}

)
. In both scenarios, if

the condition of cART resumption is not met, nAUC is calculated as previously defined in equation 4. As
shown in Figure 5 and similarly to the previous study, right censored nAUC are calculated on observation in
log10 scale.

As first analysis, we evaluated within each of the five groups of treatment the correlations between the
setpoint and both nAUCX and nAUCconf

X . The right censoring threshold X was then set at three distinct
values: 100 000, 50 000 and 10 000 copies/mL. Showing a significant decrease of the correlation coefficient
as well as a loss of significance under some conditions, a second analysis was performed to identify the
optimal conditions allowing to keep the highest significant correlation as possible between the setpoint and
the nAUC. To this end, the same correlations were calculated for a threshold X ranging from 2.0 to 6.0 log10
copies/mL. In both parts of this work, we kept for the setpoint the values estimated without right censoring
of the viral load, assumed to be the "true" values of the descriptor.

Page 8 of 20



Article in preparation

Results

Descriptive analysis of the data

(a) LIGHT trial: 12-week ATI period with monitoring
every two weeks.

(b) ILIADE trial: 144-week ATI period, with monitoring
every 8 weeks.

(c) DALIA trial: 36-week ATI period with monitoring
every 1 to 4 weeks.

(d) Comparison of the 3 trials during the first 40 weeks
of ATI.

Figure 6 – HIV RNA load dynamics in the three HIV therapeutic vaccine trials LIGHT, ILIADE and DALIA
during the period of cART interruption. Solid and dashed lines represent medians in therapeutic groups and
control/placebo groups respectively, and error bars represent the interquartile range (IQR). Grey area correspond to the
limit of detection (40 copies/mL in LIGHT and 50 copies/mL in ILIADE and DALIA). In (d), blue squares, green
triangles and orange circles represent the mean observations in LIGHT, ILIADE and DALIA respectively.

As preliminary work, we conducted a descriptive analysis of the dynamics of the viral rebound after
cART interruption within and across the five groups of treatment. The plasma HIV RNA load measures
obtained during the ATI period for the 248 HIV-1 infected patients are summarized in Table 1. As shown
in Figures 6a and 6b, comparable dynamics were observed between the two groups LIGHT Placebo and
LIGHT Vaccine, and between ILIADE Control and ILIADE IL2, respectively. These results were confirmed
by the absence of statistical significant differences at each time point between the two compared groups
(lowest p-value in LIGHT: 0.95 ; lowest p-value in ILIADE: 0.79). Similarly, as displayed in the Figure
6d comparing the dynamics of the five groups of treatment during the first 40 weeks of ATI, HIV-infected
patients enrolled in DALIA showed similar viral load measurements, in average, than those in ILIADE
(Control and IL2) at week 8, 16, 24 and 32 with p-values closed to 1. Nevertheless, it is important to keep in
mind that comparisons were performed at specific time points and thus it does not signify that the overall
dynamics are similar. Due to the difference in protocol between LIGHT and ILIADE, only a single time
point is shared between the 4 groups, at week 8. Once again, no statistical differences were highlighted at
this time point between the groups, as shown by the overlapped confidence intervals in Table 1. Finally,
while the comparisons of the groups LIGHT Placebo and LIGHT Vaccine with DALIA at week 0, 2, 4, 8 and
12 concluded to the absence of statistical differences between their respective viral load measurements, after
multiplicity corrections these results were less obvious than the previous ones at week 2 and 4. In particular,
p-values of 0.07 were found at week 4 for both LIGHT Placebo and LIGHT Vaccine and at week 2 for
LIGHT vaccine, and a p-value of 0.1 at week 2 for the comparison between DALIA and LIGHT Placebo.
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Table 1 – Plasma HIV RNA load, in log10 scale, (in copies/mL) in each group of treatment of the three HIV vaccine
trials, LIGHT, ILIADE and DALIA, in ATI period.

LIGHT (n=89) ILIADE (n=140)Weeks post-HAART
interruption Placebo (n=32) Vaccine (n=57) Control (n=63) IL2 (n=77) DALIA (n=19)

Number part. 32 57 63 77 19
Censored (%) 31 (97) 56 (98) 57 (90) 72 (94) 19 (100)W0
Mean [IQR] 1.65 [1.60 ; 1.60] 1.60 [1.60 ; 1.60] 1.81 [1.70 ; 1.70] 1.76 [1.70 ; 1.70] 1.70 [1.70 ; 1.70]
Number part. 18
Censored (%) 17 (95)W1
Mean [IQR] 1.75 [1.70 ; 1.70]
Number part. 32 57 18
Censored (%) 14 (44) 23 (40) 11 (61)W2
Mean [IQR] 2.56 [1.60 ; 3.36] 2.54 [1.60 ; 3.38] 2.05 [1.70 ; 2.13]
Number part. 19
Censored (%) 8 (42)W3
Mean [IQR] 2.79 [1.67 ; 3.39]
Number part. 32 55 19
Censored (%) 3 (9) 8 (15) 5 (26)W4
Mean [IQR] 4.21 [3.54 ; 5.36] 4.12 [3.44 ; 4.99] 3.26 [1.72 ; 4.51]
Number part. 31 55
Censored (%) 2 (6) 4 (7)W6
Mean [IQR] 4.40 [4.08 ; 4.95] 4.33 [4.06 ; 5.13]
Number part. 29 50 61 76 19
Censored (%) 1 (3) 3 (6) 2 (3) 4 (5) 2 (11)W8
Mean [IQR] 4.16 [3.74 ; 4.76] 4.31 [4.16 ; 4.92] 4.28 [4.01 ; 4.76] 4.17 [3.86 ; 4.76] 4.15 [3.90 ; 4.99]
Number part. 25 46 17
Censored (%) 1 (4) 3 (7) 0 (0)W12
Mean [IQR] 3.98 [3.73 ; 4.58] 4.07 [3.79 ; 4.67] 4.36 [3.96 ; 4.66]
Number part. 59 72 17
Censored (%) 2 (3) 2(3) 1 (6)W16
Mean [IQR] 4.26 [3.94 ; 4.90] 4.21 [3.89 ; 4.73] 4.27 [3.91 ; 4.79]
Number part. 16
Censored (%) 1 (6)W20
Mean [IQR] 4.31 [4.01 ; 4.76]
Number part. 55 70 16
Censored (%) 2 (4) 3 (4) 0 (0)W24
Mean [IQR] 4.21 [3.98 ; 4.83] 4.16 [3.88 ; 4.65] 4.15 [4.13 ; 4.75]
Number part. 10
Censored (%) 1 (10)W28
Mean [IQR] 4.04 [4.14 ; 4.64]
Number part. 47 66 6
Censored (%) 2 (4) 3 (5) 1 (17)W32
Mean [IQR] 4.09 [3.89 ; 4.65] 4.22 [3.97 ; 4.72] 3.97 [3.95 ; 4.66]
Number part. 6
Censored (%) 1 (17)W36
Mean [IQR] 4.01 [4.06 ; 4.67]
Number part. 44 65
Censored (%) 2 (4) 1 (2)W40
Mean [IQR] 4.18 [3.88 ; 4.71] 4.17 [3.78 ; 4.73]
Number part. 40 63
Censored (%) 1 (3) 1 (2)W48
Mean [IQR] 4.13 [3.84 ; 4.73] 4.14 [3.83 ; 4.63]
Number part. 35 57
Censored (%) 1 (3) 1 (2)W60
Mean [IQR] 3.92 [3.60 ; 4.50] 4.14 [3.92 ; 4.77]
Number part. 35 55
Censored (%) 1 (3) 1 (2)W72
Mean [IQR] 4.05 [3.38 ; 4.88] 4.22 [3.88 ; 4.69]
Number part. 29 50
Censored (%) 1 (3) 0 (0)W84
Mean [IQR] 3.99 [3.46 ; 4.65] 4.24 [4.00 ; 4.69]
Number part. 26 49
Censored (%) 1 (4) 1 (2)W96
Mean [IQR] 3.97 [3.47 ; 4.70] 4.24 [3.97 ; 4.75]

As shown by the lower mean viral load and the highest percentage of censored data in DALIA compared
to LIGHT groups (see Table 1), these results seemed in accordance with a slower viral rebound in patients
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Table 2 – Descriptive analysis of the virological descriptors in the five groups of treatment.
LIGHT (n=89) ILIADE (n=140)

Placebo (n=32) Vaccine (n=57) Control (n=63) IL2 (n=77) DALIA (n=19)

Time to rebound (TTR) - weeks
N(%) 31 (97) 54 (95) 59 (94) 77 (100) 19 (100)
Median [IQR] 2.00 [2.00 ; 4.00] 2.00 [2.00 ; 4.00] 8.00 [8.00 ; 8.00] 8.00 [8.00 ; 8.00] 3.00 [2.00 ; 6.00]
Peak - log10 copies/mL
N(%) 32 (100) 57 (100) 61 (97) 77 (100) 19 (100)
Median [IQR] 4.96 [4.57 ; 5.74] 4.96 [4.62 ; 5.36] 4.57 [4.21 ; 5.01] 4.66 [4.19 ; 4.99] 4.94 [4.10 ; 5.18]
Slope - log10 copies/mL/week
N(%) 31 (97) 54 (95) 55 (87) 76 (99) 19 (100)
Median [IQR] 0.84 [0.55 ; 1.07] 0.75 [0.57 ; 1.00] 0.29 [0.15 ; 0.37] 0.22 [0.14 ; 0.35] 0.52 [0.36 ; 0.89]
Normalized AUC (nAUC) - log10 copies/mL
N(%) 32 (100) 57 (100) 61 (97) 77 (100) 19 (100)
Median [IQR] 3.74 [3.31 ; 4.18] 3.80 [3.32 ; .20] 4.19 [3.74 ; 4.43] 4.25 [3.81 ; 4.50] 4.00 [3.68 ; 4.29]
Setpoint - log10 copies/mL
N(%) 20 (62) 31 (54) 48 (76) 70 (91) 17 (89)
Median [IQR] 4.29 [3.87 ; 4.71] 4.59 [4.20 ; 4.88] 4.32 [3.82 ; 4.71] 4.39 [3.91 ; 4.70] 4.38 [4.05 ; 4.55]
Time to setpoint - weeks
N(%) 20 (62) 31 (54) 47 (75) 70 (91) 17 (89)
Median [IQR] 8.00 [6.00 ; 8.00] 8.00 [6.00 ; 8.00] 16.00 [16.00 ; 24.00] 16.00 [16.00 ; 24.00] 12.00 [8.00 ; 16.00]

enrolled in DALIA. A deeper analysis of the comparison of LIGHT and DALIA viral load measurements in
particular at week 4 may be relevant afterwards.

To conclude, no significant differences were observed between the five groups of treatment at the distinct
time points. However, it is important to keep in mind that these results are influenced by the duration of
the ATI period and the delay between two HIV RNA load measurements and that these two elements could
influence the estimation of the virological descriptors. This dependence highlights the interest for modeling
work.

Descriptive analysis of the virological descriptors
As described in Materials and Methods (see section Definition of the descriptors of the viral dynamics),

we focused our analysis on five virological descriptors: the time to rebound, the peak, the slope, the setpoint
and the normalized AUC of the viral rebound. As described in Table 2 summarizing their distributions for
each of the five groups, these latter were evaluated considering the viral load in log10 scale.

In addition to these virological indicators, we initially analyzed the time required to reach the setpoint.
As displayed in Figure 7f, the distributions of this specific time across the groups of treatment are highly
heterogeneous. In particular, the time to setpoint is highly trial-specific and is significantly higher in ILIADE
than in both LIGHT (p-value< 10−4) and DALIA (p-value<0.001) trials and significantly higher in DALIA
than in LIGHT (p-value<0.001). In LIGHT, the estimation of the time to setpoint was conditioned by the
short 12-week ATI and the delay of two weeks between observations. Indeed, our definition of the setpoint
requiring a minimum of two observations after the peak, the time limit for the beginning of the setpoint was
8 weeks after cART interruption, which corresponds to the value found in 51% of the patients. The high
percentages of patients for whom no stabilization of the dynamics was observed (38% in LIGHT Placebo
and 46% in LIGHT Vaccine) are in accordance with this limitation. The significantly higher time to setpoint
observed in both ILIADE and DALIA compared to LIGHT mostly resulted from the longer duration of ATI
in these two trials. As a matter of fact, the majority of their patients showed a time to setpoint higher than 12
weeks: 98% and 71% respectively. This results highlights the importance of the choice of the ATI period. A
short period of cART interruption is safer for patients but can prevent a good observation of the setpoint.
Furthermore, it confirms the interest of finding early surrogates of the setpoint, especially for trials with
short-term ATI. While the estimated time to setpoint appeared as well distributed among DALIA’s patients
with a robust mean, estimations in ILIADE are directly impacted by the choice of the interval between two
virological measurements. Although the longer follow-up of patients allowed to reach higher values of
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(a) Time to rebound (TTR) - weeks (b) Peak - log10 copies/mL

(c) Slope of the rebound - log10 cp/mL/week (d) Setpoint - log10 cp/mL

(e) Normalized AUC (nAUC) - log10 cp/mL (f) Time to setpoint - weeks

Figure 7 – Descriptive analysis of the descriptors. Comparison of the estimated descriptors between the five
groups of treatments: LIGHT-placebo, LIGHT-vaccine, ILIADE-Control, ILIADE-IL2 and DALIA. Classic t-test
were performed to compare mean values between the groups and p-values were adjusted for test-multiplicity with
Benjamini and Hochberg correction. P-values of significant differences are displayed above brackets with (*):p ⩽ 0.05,
(**):p ⩽ 0.01, (***):p ⩽ 0.001, (****):p ⩽ 0.0001

the time to setpoint, the lower bound of this distribution was fixed by the interval of 8 weeks between two
measures.

Despite the dependency of the time required to reach a setpoint on the virological monitoring, no
statistical differences of the setpoint were observed across the five groups of treatment (see Figure 7d), with
mean values ranging from 4.29 to 4.59 log10 copies/mL. Similarly, comparable values of the peak were
observed in the five groups.

The analysis of the slope of the rebound seemed to reinforce the impact of the interval between two
observations on the observed dynamics of the viral rebound, and more specifically on the early part of
this dynamics. As shown in Figure 7c, the slopes estimated in ILIADE were significantly lower than the
slopes estimated on both LIGHT and DALIA groups, with the mean value in ILIADE (both groups pooled)
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being 70% lower than in LIGHT (both groups pooled) and 64% lower than in DALIA. On the opposite,
no statistical differences were observed between LIGHT and DALIA. By definition, the slope is estimated
between the last undetectable observation and the peak. However, the value of the peak and the limit of
detection being comparable between the groups, this latter is only dependent on the interval between the
last undetectable observation and the time of the peak, or by extension on the TTR and the time of the peak.
As displayed in Figure 7a or summarized in Table 2, the time to rebound is significantly higher in ILIADE
than in the two other trials. This difference results from the fact that the first detectable measures is mostly
observed before the week 8 in LIGHT and DALIA and thus before the first observation collected in ILIADE
after cART interruption. The time required to reach the peak is consequently higher in ILIADE, which
explained the lower estimations of the slope.

Finally, the analysis of the normalized AUC displayed quite comparable results between the groups of
treatment, even though this descriptor was significantly slightly higher in ILIADE than in LIGHT. This
difference can be explained by the difference of follow-up between the two trials. In particular, despite
the normalization of the AUC, the dynamics after the week 12 in ILIADE being characterized by higher
observations than the nAUC estimated in LIGHT, as shown by the value of the setpoint, the longer follow up
in ILIADE allowed to progressively increase the value of its nAUC. In other words, the longer follow-up
with stabilized dynamics allowed to progressively reduce the weight of the first low observations in the AUC
calculation. As shown in Table 2, the gap between the values of the setpoint and the nAUC in ILIADE (0.13
and 0.14 log10 cp/mL in Control and IL2 groups, resp) is significantly lower than in LIGHT (0.55 and 0.79
log10 cp/mL in Placebo and Vaccine groups, resp) and DALIA (0.38 log10 cp/mL), with p-values lower than
0.0001 and 0.01 respectively. Accordingly, this descriptive analysis highlighted the influence of the times of
observations on the estimation of the descriptors.

Study of the correlations between the descriptors
The preliminary descriptive analysis of the dynamics of the viral rebound showed no statistical differences

between the dynamics of the five groups of treatment. Nevertheless, the descriptive analysis of the virological
descriptors highlighted different patterns according to the descriptors of interest. In particular, this analysis
pointed out the high dependency of the time to viral rebound, the slope of the rebound and the time to the
setpoint on the study design. By contrast, the distributions of the individual estimations of the descriptor of
interest, the setpoint, appeared as comparable between the five groups. The objective of this work being to
identify early surrogate of the setpoint, the peak and the nAUC of the viral dynamics depicting quite constant
distributions between the groups, these latter appeared as the more promising candidates.

In Figure 8, the results of the Spearman correlation analysis conducted to identify potential relationships
between the descriptors are given. Despite the difference of virological monitoring and the duration of
ATI between the five groups of treatment, correlation matrices display strong similarities in the type of
relationships linking the descriptors. In addition to the five main descriptors described in Material and
Methods (see section Definition of the descriptors of the viral dynamics), we added the maximum value of
the viral replication in this analysis. As expected, the peak and the maximum value are significantly and
highly positively correlated in all groups. In LIGHT and DALIA (Figures 8a, 8b and 8e), the correlations
being higher than 0.974 and given their definition, the two descriptors are assumed to be equal for almost all
patients. The variation between them could then be induced by measurement errors in the HIV RNA load
observations. In ILIADE, smaller correlation coefficients were estimated with values approximating 0.80.
These weaker correlations result from the loss of the long-term virological control in some patients. Leading
to a sharp increased HIV RNA load dynamics at the end of the dynamics (after the setpoint) requiring cART
resumption, this loss of control induced an higher maximum value than the peak.

This correlation analysis pointed out the absence of the correlations between the time to rebound and
both the slope and the setpoint. The TTR and the setpoint are two virological endpoint widely recommended
to assess vaccine efficacy in HIV therapeutic vaccine trials (Julg et al. 2019). While the TTR is usually
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(a) LIGHT Placebo (b) LIGHT Vaccine

(c) ILIADE Control (d) ILIADE IL2

(e) DALIA

Figure 8 – Spearman correlation matrices of the virological descriptors. Heatmaps of the Spearman correlations
between the five main descriptors and the maximum value. Color gradient represents the magnitude of the correlations
with the red and the blue scales indicating positive and negative correlations, respectively. P values, adjusted for test
multiplicity with Benjaminin and Hochberg correction, are given in brackets such as: (*): p ⩽ 0.05, (**): p ⩽ 0.01,
(***): p ⩽ 0.001, (***): p ⩽ 0.0001.
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used to evaluate the curative effect of the vaccine, the setpoint is used when the ability of the therapeutic
treatment to control the virological rebound, and by extension the HIV reservoir, is evaluated. The absence
of correlation between these two endpoints emphasizes this differentiation and shows the impossibility to
use the TTR as surrogate of the setpoint in ATI. The two weak and non-significant relationships of the TTR
with the setpoint and the slope suggest an independence between the time required to reach visible viral
replication and both the speed of the rebound and the viral level at which the HIV RNA load dynamics could
stabilize after the peak in the settings of these trials. In other words, the virological rebound being related the
HIV reservoir, the capacity of the immune system to control the virus as well as the speed of the rebound are
not conditioned by the reactivation of the reservoir. In addition to the slope and the setpoint, the TTR appears
as uncorrelated to the peak of the rebound. Consequently, the magnitude of the rebound is not directly linked
to the time required to reach visible viral replication.

As shown in Figure 8, we identified a low significant and positive correlation between the slope and
the peak of the rebound for all groups, except for LIGHT placebo. According to the sign of the correlation
coefficients, the magnitude of the rebound might be related to its speed such that the faster the viral rebound,
the stronger it is. However, the absence of significance of this relationship in DALIA as well as the value of
the correlation coefficients might mitigate this result.

The most unexpected result revealed in the correlation matrices, apart from the one of the group LIGHT
Placebo, is the absence of correlation between the slope and the setpoint. In that respect, the ability of a
patient and its immune system to control the viral replication is independent from the speed of the rebound
and thus the power of the viral reservoir to restart the viral replication and widespread the virus in the human
body. This result translates the fact that a patient with a strong HIV reservoir, inducing a fast rebound and
overwhelming the immune system after cART interruption, can have a strong enough adaptive immune
system to better control the virus at the end than an individual with a weaker reservoir. This non-significant
relationship being observed in both therapeutic and control groups, the control of the virus is not induced by
the vaccine efficacy. Finally, these non-significant relationships spotlight the absence of correlation between
the early part of the viral rebound dynamics, which is mostly related to the action of the HIV reservoir, and
the end of the dynamics which characterize the ability of the immune system to control the virus.

In the five groups of treatment, strong significant and positive correlations were identified between the
setpoint and both the peak and the nAUC of the viral dynamics. The correlations between the setpoint the
peak, ranging from 0.575 to 0.841, indicate that the lower the magnitude of the rebound, the more the patient
is able to stabilize his viral load at a low level. Despite the strength of these correlations, within each group
the relationship between the nAUC and the setpoint is described by higher correlation coefficient, ranging
from 0.789 to 0.985. In both DALIA and ILIADE, correlations appear as stronger than in LIGHT. This result
is accordance with the fact for patients showing an immune control of the virus, the longer the follow-up, the
more the nAUC is correlated to the setpoint. As a matter, as already mentioned in the descriptive analysis of
the nAUC, the more longer and stable the follow-up, the more the weight of the beginning of the dynamics
in nAUC calculation decreases. In other words, assuming a patient infinitely, when the time of the follow-up
tends to infinity, the nAUC tends to the setpoint. Nevertheless, even in a short-term follow-up like in LIGHT,
nAUC is strongly correlated with the setpoint. Moreover, contrary to the peak which characterizes the
dynamics only at a specific time, the nAUC is able to reflect the entire dynamics and its evolution can be
followed over time.

To conclude, among all of our virological descriptors, the nAUC appears as the most reliable one to be
used as surrogate of the setpoint. In the following of this work, we focused only on the nAUC.

The crucial choice of the right censoring threshold of the viral load inducing study dropout
The results of the correlation analysis evaluating the impact the right censoring of the viral load on the

correlation between the true setpoint and the censored nAUC is displayed in Figure 9. In particular, we
studied six scenarios: (1) correlation between the setpoint and nAUC100000, (2) correlation between the
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Figure 9 – Spearman correlations between the setpoint and the right censored nAUC. Each row represents the
heatmap of the correlations between the setpoint and the right censored nAUC within one of the five groups of treatment.
The first three columns show the correlation with the nAUC censored at the level X, without confirmation measure and
the following three columns show the same correlation with a confirmation measure. The last column represents the
correlations without any right censoring of the nAUC. Three for the threshold X were considered: 100 000, 50 000 and
10 000 cp/mL. Color gradient represents the magnitude of the correlations with the red and the blue scales indicating
positive and negative correlations, respectively. P values, adjusted for test multiplicity with Benjaminin and Hochberg
correction, are given in brackets such as: (*): p ⩽ 0.05, (**): p ⩽ 0.01, (***): p ⩽ 0.001, (***): p ⩽ 0.0001.

setpoint and nAUC50000, (3) correlation between the setpoint and nAUC10000, (4) correlation between the
setpoint and nAUCconf

100000, (5) correlation between the setpoint and nAUCconf
50000 and (6) correlation between

the setpoint and nAUCconf
10000. To evaluate the impact of the right censoring on the magnitude and the

significance of the correlation between the two descriptors of interest, we compared the results for each
scenario to the correlations obtained in the previous analysis between the setpoint and nAUC (column 7 in
Figure 9). Without confirmation measures, the significance of the correlations between the two descriptors
is lost in most of the cases. Except for ILIADE depicting significantly positive correlations for the highest
threshold value for ILIADE IL2 and for the values of X for ILIADE control, all other correlation coefficients
were estimated as lower than 0.326, in absolute value. The nAUC being evaluated here as surrogate of the
setpoint characterising the efficacy of the vaccine the control the viral replication after cART interruption, the
use of such cART resumption criteria would led to a wrong conclusion about the vaccine efficacy. The high
correlation obtained in ILIADE for the threshold of 100 000 copies/mL, compared to LIGHT and DALIA,
could be explained by the longer time interval between two observations. As a matter of fact, the peak of
the dynamics for these groups being mostly observed before the week 8 and higher than 10 000 copies/mL
(see Figure 7b), the probability to be censored before the patients enrolled in ILIADE is extremely high.
The consideration of a measure of confirmation allows to retrieve higher positive correlation coefficients. In
particular, the choice of the highest value of the right censoring threshold exhibits significant and positive
correlations for the five groups. To conclude, as expected, these initial results pointed out the necessity of
using a confirmation measure and consider the highest value of the right censoring threshold as possible.
Indeed, both of these elements allow a longer follow-up of the patient. Consequently, the difficulty results in
the identification of the value of the threshold allowing the right balance between the longer and the safer
follow-up for the patients.
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The estimation of the correlation between the setpoint and both the nAUCX and nAUCconf
X for a right

censoring threshold ranging from 102 to 106 (or 2.0 to 6.0 log10 copies/mL) allowed to graphically visualize
the dependence of the correlation coefficient to the value of the threshold and confirmed the necessity of a
confirmation measure.

(a) DALIA (b) LIGHT Placebo

(c) ILIADE IL2

Figure 10 – Evolution of the correlation between the setpoint and nAUC as function of the right censoring
threshold. The y-axis represents the values of the right censoring threshold. and the y-axis the Spearman correlation
coefficient between the setpoint and and the censored nAUC. The setpoint estimated on the raw data (without right
censoring) is considered. Solid lines and dashed lines represent the results with and without a confirmation measure in
the calculation of the nAUC. Significant correlations are highlighted by colored circles (with confirmation measure)
and triangles (without confirmation measure). The darker the dots, the more significant the correlation. The vertical red
dotted line display the transition from positive and negative correlations.

In Figure 10, displaying the results for the two groups DALIA and LIGHT Placebo (Figures 10a and
10b), whatever the value of the right censoring threshold, the consideration of a confirmation measure before
cART resumption provides an higher correlation than without it. Moreover, two ranges of threshold lead
to the possibility of significant correlations: a) lower than 3.0 and b) higher than 5.0 log10 copies/mL. The
first one arises from the fact that a too low cut-off only select data closed to the limit of detection and on a
really short follow-up which reduce the variability of the estimated nAUC. Despite the significance of these
relationships, the choice of such low threshold has no biological sense as no viral rebound can be observed or
at least initiated. Accordingly, the choice of a threshold higher than 100 000 copies/mL with a confirmation
measure seems to be the optimal scenario to retrieve a significant and positive correlation closed to the one
estimated without right censoring. Moreover, as showed on the Figure, the use of a threshold between 3
000 and 50 000 log10 copies/mL is not advised for those data. In ILIADE trial (see Figure 10c), despite the
impact of the large time interval between two observations on the value and the significance of correlations,
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results confirm the benefit of the confirmation measure and the additional care required for right censoring
thresholds between 10 000 and 100 000 copies/mL.

Discussion

In this work, we analyzed the dynamics of the viral rebound induced by cART interruption in HIV therapeutic
vaccine trials. We applied a descriptive method breaking down the viral dynamics as a multitude of virological
descriptors and using Spearman correlations to determine the one that could be used as an early surrogate of
the setpoint, and by extension a primary outcome in trials assessing vaccine efficacy. The descriptive and
correlation analysis of these virological descriptors on data from the three HIV trials LIGHT, ILIADE and
DALIA allowed us to identify the nAUC as the optimal endpoint. In addition to the nAUC, the peak of the
rebound depicted similar properties than nAUC. Furthermore, this study gave us the opportunity to highlight
unexpected properties of the dynamics of the viral rebound. Due to the absence of significant correlations of
the time to rebound and the slope with the setpoint, we found a total independence between the early part
of the dynamics and the stabilization of the viral load after the peak. By extension, these results could be
explained by the interplay of two immunological mechanisms: the activation of the HIV reservoir causing
the relaunch of viral replication, and the efficacy of the adaptive immune system to counteract the spread
of the virus and control, at least for short-term periods, the viraemia of the host. Finally, the consideration
of an upper virological threshold as cART resumption criteria allowed to identify the value of 100,000
copies/mL as an acceptable viraemia cut-off to maintain the optimal properties of the nAUC as primary
outcome. However, we pointed out the necessity of a confirmation measure validate cART resumption
inducing study dropout.

Initiated during the protocol development of the HIV-1 therapeutic vaccine trial EHVA T02
(NCT04120415), these findings allowed to optimize the choice of its primary and secondary outcomes
and cART resumption criteria during ATI. Accordingly to our results, the AUC was defined as the primary
outcome while the time from cART interruption to the right censoring threshold of 100,000 copies/mL, with
a confirmation measure, as well as the peak and the setpoint were used as secondary outcomes. Finally,
in addition to the commonly defined criteria, a confirmed rebound of the viral load above the virological
threshold of 100,000 copies/mL was used as preliminary cART resumption criteria.

Although this work provided crucial results, our approach has some limitations. First of all, we performed
our analysis as a pure descriptive method considering HIV RNA load measurements as the true observations.
Therefore, all measurement errors, arising for instance from measurement techniques, were neglected. By
definition, this omission led to a greater or lesser underestimation of the variability of our data. Statistical
tests performed on this work, such as t-tests or Spearman correlations, being dependent on the variance of our
data, the underestimation of the variance may lead to biased results (Ree & Carretta 2006). In particular, the
greater the measurement error, the more the chance to wrongly conclude to non-significant result increases
(Charter 1997). To overcome this issue, some corrections have been proposed to take into account error
measurements in classic statistics (Durvasula et al. 2012, Kitagawa et al. 2018, Kim & Wilhelm 2021).

As widely mentioned in the Results section, the estimation of the virological descriptors, and by extension
the results and the conclusion of this work, are highly dependent on the designs of the three studied trials
(LIGHT, ILIADE and DALIA). In particular, we showed that the variability of the ATI period influenced the
calculation of the nAUC and the time interval between two observations may play a role on the estimation of
the peak, the TTR or the slope. For that reason, we mainly focused on the results obtained on DALIA to
optimize the protocol of EHVA T02, these two latter having quite closed study design.

Another limitation of the proposed approach is the fact that we limited the analysis to HIV RNA load
dynamics. As a matter of fact, CD4+ T cell being the main target cells of HIV virus, CD4 count are widely
monitored in HIV vaccine trials and a lower bound of CD4 count is usually defined as cART resumption
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criteria (e.g. 350 cells/mm3 in EHVA T02). The combined analysis of HIV RNA load and CD4 count may
led to a more global overview of the situation and even identify descriptors of CD4 count dynamics (e.g.
initial value, slope of the decrease, setpoint) as new surrogate of the virological setpoint. Similarly, baseline
and demographic characteristics of the patients could bring additional information. In particular, additional
work may be conducted to identify whether some characteristics are specific to good responders by adjusting
virological descriptors for patient characteristic. Trials with high samples should be considered for this type
of analysis to ensure the power of the results.

Finally, as mentioned in the descriptive analysis, the estimation of virological descriptors is highly
dependent on the study design. Accordingly, the extension of this work to a modeling approach, using in
particular mechanistic models based on ordinary differential equations, appears as relevant and could allow
to integrate both viral load and CD4 count in the analysis.
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3.3. Perspectives

3.3 Perspectives

The descriptive data analysis performed on multiple clinical trials allowed us to
identify the time-averaged AUC as a valid and powerful surrogate endpoint for the
setpoint. Nevertheless, in this analysis, we did not directly considered the effect that
missing data could have on this criteria. Consequently, we propose in the next chapter
(Chapter 4) an extension of this work to evaluate the impact of missing data, induced by
premature ART resumption (or study dropout), on the AUC calculation and we present
a parametric statistical test evaluating the difference of AUC between two groups of
treatment when data are subject to both left-censoring and study dropout.
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Chapter 4

Endpoints in HIV therapeutic vaccine
trials
Abstract: In this chapter, we focus on the development of a robust statistical test to
compare between different treatment groups summary statistics of longitudinal dynam-
ics, such as the area under the curve of the outcome of interest (AUC). In particular, we
are interested in the case of longitudinal data affected by MAR monotonic missing data
due to study dropouts, leading to biases in the calculation of AUC. We then propose
a parametric test based on spline mixed-effects models to account for this bias. In a
simulation of two-arm trials, we demonstrate the good statistical performances of this
test compared to commonly used ad hoc methods as well as to a nonparametric test.
Continuing from the previous chapter, we apply this methodology in the context of two
clinical trials of therapeutic vaccines against HIV that require interruption of antiretro-
viral treatment (ART) to account for vaccine efficacy. AUC is then used as the criterion
for endpoint and viral load level as the criterion for early ART treatment resumption
and thus study discontinuation. A preliminary work to extend this method to mech-
anistic models based on ordinary differential equations is also proposed at the end of
the chapter and consists of a comparison of three models to describe viral load rebound
after ART interruption.
Keywords: HIV ; Therapeutic vaccine ; ATI ; Efficacy ; AUC ; Missing data ; Study
dropout ; Censoring ; Bias ; Parametric test ; Mixed-effects model ; Clinical trial
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4.1. Introduction of the context

4.1 Introduction of the context

In the previous chapter, we identified, with a method based on the descriptive anal-
ysis of the virological trajectories, a statistically relevant surrogate marker of the HIV
therapeutic vaccine efficacy. In particular, we pointed out that, in therapeutic vaccine
trials using virological rebound dynamics induced by cART discontinuation (ATI) to
account for vaccine efficacy, AUC is a good surrogate endpoint of the setpoint. Still
positioning ourselves in the context of the design of the protocol of the phase II HIV
therapeutic vaccine study EHVA T02 (NCT04120415), we want to be able to use the
AUC to compare the vaccine efficacy between the different treatment arms.

In longitudinal studies, AUC is a measure widely used to summarize trajectories,
either at individual or populational levels, and compared between groups of treatment
(e.g. vaccinated group and placebo group) to evaluate some properties of the devel-
oped drugs. In the context of HIV-1 treatment development, AUC of plasma HIV RNA
load, reflecting the total viral exposure over a period of time, is increasingly used to
compare treatment effect between groups of treatment. For example, as described by
Li et al. [2014], the time-averaged AUC was used as co-primary endpoint in a placebo-
controlled trial evaluating the effect of a therapeutic rAd5 HIV-1 gag vaccine on the
HIV-reservoir during a 16 week-ATI period. Since the AUC is defined as a summary
measure, the use of classic statistical tests comparing means between treatment groups,
such as the two-sample students parametric t-test [Kim, 2015] or the non-parametric
Wilcoxon rank sum test [Divine et al., 2013], seems relevant. The null hypothesis is
then defined as the equality of the mean AUCs or the identity of the AUC distribution
[Spritzler et al., 2008]. Nevertheless, the specificity of the context of ATI requires spe-
cial cares to develop a statistical test with great properties. In therapeutic vaccine trials
with ATI period, the increasing risks of virological relapse incurred by HIV-infected pa-
tients while free of cART, makes prematurely cART resumption plausible. In particular,
as studied in the previous chapter, cART resumption criteria are directly defined in the
protocol to ensure patient safety, such as a right censoring threshold. Once cART pre-
maturely resumed, the evaluation of the treatment efficacy is no longer possible for the
given patient. Consequently, cART resumption is considered as a study dropout and
all observations obtained from that specific time are categorized as missing data. Us-
ing the classification of missing data previously introduced in Chapter 2 (see section
2.2.1), early resumption of antiretroviral treatment in ATI period induces monotonic
(once missing, always missing) MAR missing data. In the previous work, we pointed
out the necessity to take into account a confirmation measure in the AUC calculation in
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Chapter 4. Endpoints in HIV therapeutic vaccine trials

order to maintain a relevant association between the AUC and the setpoint. The benefit
provided by this additional measure can be explained by the fact that, in presence of
missing data, the AUC calculation is biased [Bell et al., 2014; Spritzler et al., 2008]
(see Figure 4.1(a)). Despite the robustness of the classic statistical in the case of com-
plete data, these later must be carefully used in the presence of missing data. In most
cases, these tests are applied without any consideration of the incompleteness of the
data which can lead to a biased estimate of the AUC calculation and consequently to a
potential biased conclusion. In addition to missing data, it should be kept in mind that
left-censoring may also be a source of bias in AUC calculation.

(a) AUC calculation impacted by missing data (b) Correction of AUC calculation by imputa-
tion of missing data using model predictions

Figure 4.1 – Impact of early cART resumption on AUC calculation. Example of virological
rebound dynamics after cART interruption impacted by a study dropout inducing missing data.
Vertical orange dashed lines represent the expected duration of ATI. The vertical dashed red line
display the premature cART resumption. White and black filled circles represent the observed
data, either impacted or not by left-censoring, while gray crosses represent missing data, mean-
ing data that should have been observed without early cART resumption. Dark green colored
area displays the AUC calculated from cART interruption to the true cART resumption while the
light green area displays the additional area that should have been calculated without study
dropout. On Figure (b), blue crosses display data imputed as the predictions of a mathematical
model estimated on observed data and the solid and dashed blue lines represent the estimation
and the prediction of the model, respectively.

Accordingly, we aimed at proposing a statistical test comparing the AUC between
groups of treatment taken into account MAR monotonic missing data as well as left-
censored data. We proposed a statistical parametric test for AUC based on splines-based
MEMs. As shown in Figure 4.1(b), the underlying idea behind this statistical test is that
biased calculation of AUC could be corrected by "imputing" missing data using a mathe-
matical model (e.g. mixed-effects model, mechanistic model) estimated on all patients
via a population approach.
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4.2. Between-group comparison of area under the curve in clinical trials with censored
follow-up

This work was the subject of an article published in Statistical Methods in Medical Re-
search: Vol 30, Issue 9, 2021, Pages 2130-2147, [Alexandre et al., 2021]. Supplementary
information related to this article are available in Appendix A.

4.2 Between-group comparison of area under the curve

in clinical trials with censored follow-up
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Between-group comparison of area
under the curve in clinical trials with
censored follow-up: Application to HIV
therapeutic vaccines
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Abstract

In clinical trials, longitudinal data are commonly analyzed and compared between groups using a single summary statistic

such as area under the outcome versus time curve (AUC). However, incomplete data, arising from censoring due to a

limit of detection or missing data, can bias these analyses. In this article, we present a statistical test based on splines-

based mixed-model accounting for both the censoring and missingness mechanisms in the AUC estimation. Inferential

properties of the proposed method were evaluated and compared to ad hoc approaches and to a non-parametric

method through a simulation study based on two-armed trial where trajectories and the proportion of missing data

were varied. Simulation results highlight that our approach has significant advantages over the other methods. A real

working example from two HIV therapeutic vaccine trials is presented to illustrate the applicability of our approach.

Keywords

Area under the curve, longitudinal data, statistical test, mixed-effects model, study drop out, left-censoring

1 Introduction

The area under the curve (AUC) is a summary measure commonly used in various applications when the outcome

of interest is based on a quantitative variable such as a biomarker concentration. In pharmacokinetics, the AUC

of the drug concentration versus time is typically analyzed to account for drug exposure and clearance from the

body1 or to evaluate the bioequivalence of vaccines,2 or the quality of life by summarizing individual scores.3–6 In

preclinical cancer drug screening tumor xenograft experiments, the ratio or the difference of AUC can be used to

replace the commonly used treatment-to-control ratio7,8 or summarize symptoms9 to evaluate therapy effective-

ness. In infectious diseases, the AUC can summarize the exposure to the HIV virus10 or influenza.11,12 When AUC

is an outcome to be compared between arms in a clinical trial, estimates can be biased because of incomplete data.

Two frequent sources for the lack of completeness can arise: censoring due to a limit of detection (LOD) of assay

and study drop out.
In this context, various methods for the calculation of AUC have been proposed. Allisson et al.13 and Venter

et al.14 compared different approaches based on incremental AUC. Incremental AUC consists in computing the

AUC only for observations that are above a threshold, which can be viewed as particularly compelling when there
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is left-censored observations. However, Potteiger et al.15 pointed out the potential bias in resulting conclusions
when using incremental AUC even in presence of complete data. Wilding et al.16 have developed an approach to
evaluate treatment effect by comparing longitudinal data from two groups of patients through AUC calculation
when data are subject to missing completely at random (MCAR) missingness process. Bell et al.17 extended this
method to missing at random (MAR) data and incorporated the within-subject variability through random effects
using linear mixed effects models (LMEMs). In both cases, the comparison of the mean AUC using maximum
likelihood (ML) between groups was more robust than the comparison of the average individuals’ AUC with
standard two-sample t-tests. Furthermore, the estimation of the mean AUC using LMEM can be adapted to
outcomes subject to left-censoring.18

In this paper, we propose a statistical parametric test for AUC based on splines-based MEMs which is
extending the previously described approaches by adding flexibility in the modeling, accounting for left-
censored data and dealing with MAR monotonic censored follow-up. Estimation of parameters in LMEMs
model is possible using ML-based approach leading to robust inference in presence of right-censored19 and
left-censored outcome.20,21 To do so, we use an expectation-maximization EM algorithm for computing the
maximum likelihood in nonlinear mixed effects models with censored response as describe in Vaida et al.22

Multiple other non-parametric approaches have been developed to solve this type of problem. Schisterman and
Rotnizky23 developed a semi-parametric estimator of a K-sample U-statistic when data are missing at random
combining information from both outcomes and auxiliary variables. Thereafter, Spritzler et al.24 extended these
results by proposing a valid semi-parametric two-sample test of equal AUC when observations are MAR mono-
tonic and/or missing completely at random (MCAR). Both works are based on weighting approaches and thus
require strong assumptions on the missing data process. Alternative non parametric tests have been developed by
Vardi et al.25 based on permutation tests. However, parametric approaches may help in the situation of incom-
plete data.

This work was motivated by the evaluation of HIV therapeutic vaccine in clinical trials where high rate of
censoring can occur. The goal of the vaccines in HIV-infected patients is to boost the immune system to control
the viral replication when antiretroviral treatments (ART) are interrupted. Hence, analytical treatment interrup-
tion (ATI) is the ultimate way to assess the ability of new vaccine strategies to control viral replication after ART
discontinuation.26 However, HIV-infected patients undergoing ATIs are subject to high risks of immune damage
with expansion of the existing reservoir, clinical symptoms, resistance emergence, increased risk of HIV trans-
mission as well as loss of therapeutic benefits from ART.27,28 Therefore, ATI periods are short and patients are
followed carefully. Specification of criteria determining ART resumption may vary from one study to another:
development of Grade-3 adverse events or AIDS-related events, the CD4 cell count fell below 350 cells/mm3, or a
HIV RNA load exceeding a given virologic threshold.29–34 Following these criteria, ART resumption may occur
before the end of the planned ATI period leading to missing data comparable to study drop out. Also, HIV RNA
viral load is subject to left censoring due to LOD usually around 50 copies/mL.20 Therefore, the comparison of
AUC in HIV therapeutic vaccine trials constitutes a particularly relevant context for the application of the
method described in the paper.

The article is structured as follows. In section 2, we briefly describe two HIV therapeutic vaccine studies which
motivated the development of our ML based-model proposed approach to estimate the difference of mean AUCs
between two groups of patients when observations are left-censored and subject to follow-up censoring presented
in section 3. In section 4, we investigate the inferential properties of this method and compare them with both
traditional methods and a non-parametric test through simulation studies. To illustrate the applicability of the
approach, we provide a real working example from the two motivating examples in section 5. To conclude, we
summarize the paper and propose future research in section 6.

2 Motivating examples

In this paper, we focus on two HIV therapeutic vaccine trials testing the efficacy of vaccines through ART
interruption in HIV-1-infected patients. The first one is the HIV therapeutic vaccine trial VRI02 ANRS 149
LIGHT.35 This study is a randomized double-blind, two-arm placebo-controlled Phase-II trial. Its primary objec-
tive was to evaluate the virological efficacy after ART interruption of a therapeutic immunization compared to a
placebo. The therapeutic immunization is based on a recombinant DNA vaccine (GTU-MultiHIV B) and a
lipopeptide vaccine (LIPO-5). This study enrolled 105 patients (35 in the placebo control group vs. 70 in the
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vaccinated group) whose 91 of them (32 placebo and 59 vaccinated) experienced ATI. HIV RNA load was

repeatedly measured at times 0, 2, 4, 6, 8 and 12weeks after ATI. The second study is the HIV therapeutic

vaccine trial ANRS 093 Vac-IL2 (Vac-IL2).36 This study is a randomized two-arm placebo-controlled Phase-II

trial enrolling 71 patients (37 in the control group and 34 in the vaccinated group). Its primary objective was to

evaluate the immunogenicity of a therapeutic immunization strategy combining two different vaccines, recombi-

nant ALVAC-HIV (vCP1433) and Lipo-6T (HIV-1 lipopeptides), followed by the administration of subcutaneous

interleukin-2 (IL-2). Therapeutic immunization was followed by 12weeks of ATI with repeated measures of HIV

RNA load at times 0, 1, 2, 3, 4, 6, 8, 10, 12weeks after ATI.

3 Method

3.1 Definition of the AUC by interpolation method

We consider N subjects divided into G vaccine arms, with N ¼
XG

g¼1
ng, with ng being the number of patient in

group g. Let Yij;g be the response measured for the subject i belonging to group g at its jth time point, tij;g, with

i 2 f1; � � � ;Ng; j 2 f1; � � � ;mig and g 2 f1; � � � ;Gg. Moreover, we define ftij;gg as the set of time points at which

data are observed for the patient i and mi ¼ jftij;ggj the cardinal of this set. At group level, we equivalently note

ftj;gg ¼ [i2gðftij;ggÞ the set of time points at which outcome of interest is measured for at least one patient in g,

whose mg is the cardinal. As defined, this framework allows the consideration of unbalanced group design and

group-specific time points. The area under the response of interest curve can be calculated by the trapezoid

interpolation method. The AUC summary measure for the ith subject belonging to the group g and summary

statistics for the entire group g can then be approximated by the following equations. Without loss of generality,

we define the lower limit of the integration interval as well as the first time point in each group as zero

AUCi ¼
Z Ti

0

Yi;gðtÞdt ’
Xmi

j¼2

ðtij;g � tij�1;gÞ
2

ðYij;g þ Yij�1;gÞ

AUCg ¼
Z Tg

0

YgðtÞdt ’
Xmg

j¼2

ðtj;g � tj�1;gÞ
2

ðYj;g þ Yj�1;gÞ

where Yj;g is defined as the mean value of the outcome Y in the gth group at its jth time point, Yj;g ¼
1
ng

X
i2gYij;g; Ti ¼ maxjð tij;g

� �Þ and Tg ¼ maxjðftj;ggÞ the individual and group time of follow-up. Whereas the

trapezoid method is known as the cumulative area over m – 1 time period in which the value of interest Y is

approximated by a straight line between two adjacent points ðtj�1; yj�1Þ and (tj, yj), two other interpolation

methods have been studied in this work to approximate AUC using either global or piecewise cubic polynomials

instead of linear function: (1) the Lagrange method and (2) the Spline method (see Online Appendices A and B for

more details, respectively). These methods are not described in the main body of the article as they provide similar

results to the described trapezoid interpolation method.
When calculating individual’s AUC, it is usual to divide the AUC by the delay of follow-up to take into

account the variability in follow-up due to early drop-out for example.37–40 Although we propose in this article a

method based on modeling that would allow to work directly on the raw AUC, we will use a normalized AUC

(nAUC), that is the AUC divided by the number of days/weeks of follow-up, for the sake of comparison with

individual level methods. The nAUC are given by equations (1) and (2)

nAUCi ¼ 1

Ti

Z Ti

0

Yi;gðtÞdt ’ 1

Ti

Xmi

j¼2

ðtij;g � tij�1;gÞ
2

ðYij;g þ Yij�1;gÞ (1)

nAUCg ¼ 1

Tg

Z Tg

0

YgðtÞdt ’ 1

Tg

Xmg

j¼2

ðtj;g � tj�1;gÞ
2

ðYj;g þ Yj�1;gÞ (2)
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3.2 Estimation of nAUC by mixed effects model

We assume the MEM given by equation (3) to describe the outcome Yij;g of the subject i in the group gi at the jth

time point

Yij;gi ¼ f0ðtij;giÞ þ
XG
g¼1

11½gi¼g� � Fgðtij;gÞ þ hiðtij;giÞ þ eij (3)

where the function f0 gathers all non-group-specific terms, e.g. an intercept, the functions Fg are non-linear

smooth functions of time describing the fixed effect specific to each group and hi are polynomial time-

dependent random effects modeling the inter-individual variability. In the following, the functions Fg are set to

linear combinations such as Fgðtij;gÞ ¼
XKg

k¼1
bgkf

k
gðtij;gÞ where Kg is the number of time-dependent components

describing the group-specific dynamics, e.g. spline basis, and bgk are the regression coefficients.

For generalization purpose, the LMEM given in equation (3) can be re-expressed with matrix formulation as

follow

Y ¼ X0cþ Xbþ Zbþ e

where Y is the vector of the outcome of interest, X0, X, and Z are respectively the design matrices for the non-group-

and group-specific fixed effects and random effects. Because vaccine or randomized controlled trials involve often

adjustment of treatment effects on covariates, such as baseline covariates, the use of MEM allows it through the

definition of the design matrices, whether at population, group or individual level. The vectors c; b and b are the

unknown non group- and group-specific fixed parameters and the random parameters respectively, while e is

the vector of error terms supposedly normally distributed such as EðeÞ ¼ 0 and VarðeÞ ¼ H. Moreover, we

assume that EðbÞ ¼ 0 and VarðbÞ ¼ X, with b??e. By construction, the matrix X is defined as a diagonal block

matrix such as X ¼ diag X1; � � � ;XGÞð , where each sub-matrix Xg is group-specific. Similarly, the vector b can be

written as bT ¼ b1
T

; � � � ; bGT
� �

, each vector bg being only specific to the group g. It can be demonstrated that the

estimate of the nAUC in group g (2) can be re-expressed as a linear combination of the responses at each time, as

nAUCg ¼ 1

Tg

Xmg

j¼1

wj;gYj;g ¼ 1

Tg
wg

TYg (4)

where wg ¼ ðw1;g; � � � ;wmg;gÞT; Yg ¼ ðY1;g; � � � ;Ymg;gÞT, with

wj;g ¼

tjþ1;g � tj;g
2

; j ¼ 1

tj;g � tj�1;g

2
; j ¼ mg

tjþ1;g � tj�1;g

2
; otherwise

8>>>>>><>>>>>>:
(5)

In our method, the approximation of the summary statistics nAUC is obtained post-estimation of the MEM

parameters. To this end, we denote blg ¼ EðbYgÞ being the expected value of the estimation of Y in the gth group,

where blg ¼ ðbl1;g; � � � ; blmg;gÞT with blj;g ¼ Eð bYj;gÞ and bYg ¼ ð bY1;g; � � � ; bYmg;gÞT. It follows that blj;g is expressed as a

linear combination of the fixed parameter estimates denoted bb and bc for the group- and non-group-specific.

Indeed, by noting X
½g�
0 the sub-matrix of X0 corresponding to the group g, we obtain blg ¼ X

½g�
0 bcþ Xg

bbg leading to

blj;g ¼
XdimðbcÞ
v¼1

X
½g�
0jv � bcv þXKg

v¼1

Xgjv � bbg

v

Replacing Yg by blg in equation (4), the approximation of nAUC in the group g, dnAUCg, can be written as

dnAUCg ¼ 1

Tg
wT
gblg (6)
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3.3 Statistical testing of difference between groups

We want to identify whether or not two groups of treatment can be differentiated by their mean value of the area
under the response curve. Consequently, we defined the hypotheses of interest for the two compared groups g and
~g as the equality and the difference of their nAUC for the null hypothesis, H0 and the alternative one, H1,
respectively.

While the mechanism of follow-up censoring and the resulting missing data have no direct impact on the
method of the MEM estimation, the statistical test must be written to take it into account. The presence of
informative censoring impacting directly the time of follow-up and thus the time interval of AUC calculation for
each group, ½0;Tg�, the statistical test is build to compare the mean value of AUC on the same time interval. To do
this, we define the upper integration limit for nAUC calculation as T ¼ minðTg;T~gÞ given the time restricted
nAUC for each group calculated as

dnAUC
rest

g ¼ 1

T

Z T

0

blgðtÞdt ’
1

T
x˚
T

g blrestg (7)

where x˚ g ¼ ðx1;g; � � � ;xm
˚
g;g
ÞT and blrestg ¼ ðbl1;g; � � � ; blm

˚
g;g
ÞT with m

˚

g ¼ jftj;gjtj;g � Tgj.
Based on equation (7) of the approximation of nAUC in the group g, the test hypotheses may be re-expressed

in terms of model fixed parameters such as

H0 : dnAUC
rest

g ¼ dnAUC
rest

~g () 1

T
x˚
T

g X˚
½g�
0 bcþ X˚ gbbg� �

¼ 1

T
x˚
T

~g X˚
½~g�
0 bcþ X˚ ~gbb~g

� �
(8)

H1 : dnAUC
rest

g 6¼ dnAUC
rest

~g () 1

T
x˚
T

g X˚
½g�
0 bcþ X˚ gbbg� �

6¼ 1

T
x˚ ~gT X˚

½~g�
0 bcþ X˚ ~gbb~g

� �

where ðg; ~gÞ 2 ð1; � � � ;GÞ2; g 6¼ ~g and X˚
½g�
0 and X˚ g, respectively, defined as X

½g�
0 and Xg but restricted to the time

interval ½0;T�. Because b and c are the parameters of a mixed model and assuming normality hypothesis, it follows
that their respective maximum likelihood estimates are approximately normally distributed following the laws

Nðbb;dVarðbbÞÞ and Nðbc;dVarðbcÞÞ and implies that both blrestg and dnAUC
rest

g are normally distributed. Let note bR the

variance-covariance matrix of the estimated fixed parameters given by the inverse of the Fisher information

matrix and bRg the sub-variance covariance matrix of ðbcT; bbgTÞT 2 M
dimðbcÞþKg;1

ðRÞ. By construction we obtain,

Eðblrestg Þ ¼ X˚
½g�
0 cþ X˚ gb

g; Varðblrestg Þ ¼ ðX˚ ½g�0 X˚ gÞbRgðX˚ ½g�0 X˚ gÞT and Eð dnAUC
rest

g Þ ¼ 1
Tx

˚ T

g Eðblrestg Þ;Varð dnAUC
rest

g Þ ¼
1
T2 x

˚ T

g ðX˚
½g�
0 X˚ gÞbRgðX˚ ½g�0 X˚ gÞT x˚ g. Consequently, the asymptotic normal distribution of the estimated difference of

the restricted nAUC between the two groups can be inferred with

D dnAUC
rest

g�~g �N E D dnAUC
rest

g�~g

� �
;Var D dnAUC

rest

g�~g

� �� �

with EðD dnAUC
rest

g�~gÞ ¼ 1
Tx

˚
~gTEðblrest~g Þ � 1

T x˚
T

g Eðblrestg Þ and VarðD dnAUC
rest

g�~gÞ ¼ x˚
TðX˚ 0 X˚ ÞbRðX˚ 0 X˚ Þ x˚ ; x˚ 2

M
m
˚
gþm̊ ~g;1

ðRÞ being defined as 1
T ð0T;x˚

T

~g ÞT � 1
T ðx˚

T

g ; 0
TÞT. For a test of the null hypothesis defined in equation

(8), we can build the standard normally distributed Z-statistic given by

Z ¼ D dnAUC
rest

g�~gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var D dnAUC

rest

g�~g

� �r

Under the null hypothesis, the Z-statistics follows a Nð0; 1Þ. By weighted averaging incomplete measures, the
impact of potential heteroscedasticity is reduced due to the AUC-based approach. If still variance heterogeneity
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between the group occur, the Z-statistics can be modified into a Student’s t-test like statistics with degree of

freedom s (equals to1 in case of Z-statistic). As matter of fact, in case of remaining heterogeneity, data specific to

each group should be fitted with specific and independent mixed effects model. The T-statistic resulting from this

procedure will differ from our Z-statistic by its standard deviation simply defined as the squared root of the sum

of the variances of the group-specific nAUC, and with a degree of freedom defined by the Satterthwaite

approximation41,42

s ¼
Var dnAUC

rest

g

� �
þ Var dnAUC

rest

~g

� �� �2
Var dnAUC

rest

g

� �
ng�1

þ Var dnAUC~g
rest

� �
ng�1

Similarly, in case of small sample size, our Z-test can be modified into Student’s t-test with degree of freedom

defined by the Kenward-Roger approximation.43 Similarly to Bailer,44 a 100(1�a)% confidence interval for

D dnAUC
rest

g�~g can be derived from the statistic, as

D dnAUC
rest

g�~g�zs;a=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var D dnAUC

rest

g�~g

� �r

where zs;a=2 is the (1�a/2)100th percentile of the distribution.
An extension to k-sample design is straightforward deriving a one-way ANOVA testing the equality of nor-

malized AUCs. Similarly to our Z-statistics, nAUCs are compared on the same interval of calculation ½0;T� with
T ¼ ming2f1;���;GgðTgÞ.

H0 : dnAUC
rest

1 ¼ dnAUC
rest

2 ¼ � � � ¼ dnAUC
rest

K ;

H1 : 9ði; jÞ j dnAUC
rest

i 6¼ dnAUC
rest

j

8<:
where K is the number of groups compared by the k-sample test, K � G. Similarly to classic one-way ANOVA,

we define the statistic F following Fisher law as

F ¼
SSbetween

K�1
SSwithin

NK�K

�FðK� 1;NK � KÞ

where NK ¼
XK

g¼1
ng and SSbetween and SSwithin define respectively the inter- and intra-group variability and are

calculated as

SSbetween ¼
XK
g¼1

ng dnAUC
rest

g � 1

K

XK
k¼1

dnAUC
rest

k

 !2

SSwithin ¼
XK
g¼1

n2gVarð dnAUC
rest

g Þ

4 Simulation study

In this section, we conduct a simulation study to analyze the statistical properties of our approach. The simulation

setting is driven by the motivating examples described in section 2.
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4.1 Generation of simulated data

We simulate longitudinal data mimicking a randomized HIV therapeutic vaccine trial involving two groups of
treatment in which the outcome of interest is the HIV RNA load measurement. We simulated data using a
LMEM as described by (9)

Yij;g ¼ c0 þ 11½g¼1�
XK1

k¼1

b1k/
1
kðtij;1Þ þ 11½g¼2�

XK2

k¼1

b2k/
2
kðtij;2Þ

þ b0i þ
XKi

k¼1

bkiW
i
kðtij;gÞ þ eij

(9)

where Yij;g is the outcome of the ith subject belonging to the gth group at the jth time point where i 2
f1; � � � ; ngg; j 2 f1; � � � ;mgg and g 2 f1; 2g. In this model, the non-group-specific function f0 is a global intercept
labeled c0, while random effects are described by individual smooth cubic B-splines curves defined as linear
combination of the cubic B-spline basis Wi ¼ ðWi

1; � � � ;Wi
Ki
ÞT with bi ¼ ðb1i; � � � ; bKiiÞT as regression coefficients,

8i 2 f1; � � � ;Ng; N ¼ n1 þ n2. Similarly, the group-specific fixed effects are modeled by cubic B-spline curves with
/g ¼ ð/g

1; � � � ;/g
Kg
ÞT and bg ¼ ðbg1; � � � ; bgKg

ÞT as spline basis and regression coefficients, respectively. Random
effects describing the inter-individual variability are assumed to be normally distributed b�Nð0;XÞ as well as
the error terms eij �Nð0; r2eÞ. Based on the HIV RNA load data from the Vac-IL2 trial (see section 2, Motivating
Examples), we evaluated the regression coefficient estimates c0; b

1; b2 and b as well as the parameters Kg and Ki

being respectively the number of spline basis involved in the group-specific and individual spline curves. The
model involving a global intercept c0, the splines basis have been built without including intercept terms making
Kg and Ki equal to the sum of the number of internal knots and the degree (fixed at 3 in our case) of the respective
spline curves.

For the purpose of examining the properties of the proposed approach developed to test the equality of
nAUCs, we generate numerous vaccine trials. As illustrated in Figure 1, we simulated two types of mean trajec-
tory profiles: one in which the timing of viral rebound is similar in control and treatment group but the magnitude
of the rebound may differ, and one in which the timing of viral rebound is expected to be longer in the treatment
group compared to the control group. Finally, outcomes are measured at a constant time interval such as t ¼
ð0; 1; 2; � � � ; 24ÞT weeks and the number of patients by group n ¼ n1 ¼ n2 varied amongst 20, 50 and 100. They
reproduce the trajectories found in the Vac-IL2 and LIGHT trials (see section 2, Motivating Examples). Based on
the Vac-IL2 data, we set the values of r2e ¼ 0:2, the fixed intercept c0 ¼ �0:44 and the fixed parameters of the first
group of treatment (g¼ 1) seen as the control group, b1 (see Table 1). The five fixed parameters of the treatment
group in both profiles b2 have been chosen such as given values of DnAUC1�2 are targeted to specific values. To
test the properties of the method, we simulated data with DnAUC1�2 taking values of 0, –0.1 and –0.25 log10 cp/
ml. We defined the number of fixed splines basis as K1 ¼ K2 ¼ 5 for both profiles with the two internal knots fixed
at ð0:25; 5:62Þ weeks for both groups in profile 1 and ð0:25; 5:62Þ and ð3:23; 7:63Þ weeks in profile 2 for control and
vaccine groups, respectively. Similarly, we fixed the number of random spline basis Ki¼ 5 with ð2:0; 4:5Þ weeks as
internal knots in profile 1 and ð2:0; 4:5Þ and ð5:0; 8:0Þ weeks in Profile 2 for control and vaccine groups, respec-
tively. Number and positions of internal knots have been optimally chosen on Vac-IL2 data by applying the R-
package freeknotspline45 using AIC as optimization criterion.

The covariance matrix of the random effects X is defined as diagonal such as X ¼ r2bIKiþ1 where the value of r2b
has been chosen according to the targeted values of VarðnAUCgÞ. The estimated variances of nAUC were 0.027
and 0.021, respectively, in the control and the treatment group in Vac-IL2 trial. Hence, in simulations, we tested
the impact of the intra-group variability when VarðnAUCgÞ was equal to 0.02 and 0.1, in both groups.

We generated MAR monotonic missing data as follows. For each subject i at each time point j, the outcome
Yij;g was labeled as missing if Yij;g 2 fYij;gj9 j0 � j; fYij0;g 	 ag \ fYij0�1;g 	 agg, with a being a fixed threshold. A
patient dropped out from the trial if his/her HIV RNA load exceeded the threshold a at two consecutive time
points. The subsequent measurements were considered as missing. We investigated the impact of the missing data
on the robustness of the method by considering three values for the threshold a: 100,000 (5log10), 50,000
(� 4:7log10) and 10,000 (4log10) cp/ml. As illustrated in Figure 2 for the profile 1, the percentage of drop-out
in each trial was inversely linked to the value of a. Due to the difference of nAUC between the two groups, each
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value of a generated both equal (DnAUC ¼ 0, blue curves) and unequal (DnAUC 6¼ 0, blue curve for control and
green/pink curves for treatment group) drop-out rates. While a ¼ 100,000 cp/ml leaded to approximately 30% of
drop-out in control group and respectively 30%, 15% and 5% in treatment group when DnAUC ¼ 0; 0:1 and
0.25, for VarðnAUCÞ ¼ 0:02, these percentages increased respectively until 75%, 75%, 60% and 35% for a ¼
50,000. Finally, the choice of a ¼ 10,000 allowed to test the method with extremely high percentages of drop-out
which were in the neighborhood of 100%. The consideration of the second profile of data simulation leaded to a
slight increase of these percentages of approximately 7% when the variance of nAUC was equal to 0.1 and 10%
for 0.02.

We also generated left-censored outcomes using the limit of detection for viral load at 50� 1:7log10 cp/ml,
which has been chosen in accordance with values typically encountered in our motivating examples. This choice of
LOD generated mean percentages of undetectable data in each group ranging from 7.30% to 7.70% for profile 1
and from 7.30% to 8.70% for profile 2, representing approximately two time points with undetectable
outcome over 25.

Table 1. Fixed parameter values used to simulate control and vaccine groups for both profiles, according to DnAUC values.

Treatment group Profile 1 Profile 2

Control group, b1 ð�0:55; 4:72; 4:96; 5:18; 4:64Þ ð�0:55; 4:72; 4:96; 5:18; 4:64Þ
DnAUC¼ 0; b2 ð�0:55; 4:72; 4:96; 5:18; 4:64Þ ð1:38; 5:57; 4:53; 5:20; 4:74Þ
DnAUC¼ 0:1; b2 ð�0:54; 4:61; 4:85; 5:07; 4:54Þ ð1:35; 5:44; 4:43; 5:09; 4:63Þ
DnAUC¼ 0:25; b2 ð�0:52; 4:46; 4:69; 4:90; 4:39Þ ð1:31; 5:26; 4:28; 4:92; 4:48Þ
Note: The value of the global intercept was fixed at c0 ¼ �0:44.

Figure 2. Percentages of censored follow-up when data simulated by both profiles are impacted by the threshold of lost of follow-up
a. Note: Lines display percentages obtained for the profile 1 with solid and dashed lines representing data simulated with
VarðnAUCÞ ¼ 0:02 and 0.1, respectively. Blue lines describe both Group 1 (Control) and Group 2 (treatment) when DnAUC with
Group 1 is equal to 0, green and pink lines represent Group 2 when DnAUC ¼ 0:1 and 0.25, respectively. Marks display percentages
obtained for the Profile 2 with empty and full marks representing data simulated with VarðnAUCÞ ¼ 0:02 and 0.1, respectively. The
squares, triangles and circles describe Group 2 when DnAUC ¼ 0, 0.1 and 0.25 with the control group in blue, respectively. Vertical
dotted lines highlight the positions of a ¼ 100,000, 50,000 and 10,000 cp/ml.

Figure 1. Simulated mean trajectories of HIV RNA load over time for both profiles 1 and 2. Note: Red solid line represents Group 1
(Control), dashed, dot dashed and dotted lines represent Group 2 (treatment) when DnAUC with Group 1 is equal to 0, –0.1 and
–0.25, respectively. Orange dashed line and area delimit the LOD¼ log10ð50Þ. LOD: limit of detection.
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4.2 Analysis of simulated data

We analyzed the simulated data using a well-specified model. Formulas for nAUC are derived from equation (9).
MEM estimations took into account left-censored outcomes using an hybrid EM-algorithm implemented in the

R-package lmec.46 Let note ðbc0;bb1;bb2ÞT the vector of the estimated fixed parameters where bbg ¼ ðbbg

1; � � � ; bbg

Kg
ÞT, for

g 2 f1; 2g. Using the model in equation (9), the expected value of Y in the gth group at any time tj;g isblj;g ¼ bc0 þXKg

k¼1
bbg

k/
g
kðtj;gÞ, which allows to approximate the nAUC in each group, its variance and the difference

in nAUC as follows

dnAUCg ¼ Kcgbc0 þXKg

k¼1

bbg

kCkg

D dnAUC1�2 ¼ bc0ðKc2 � Kc1Þ þ
XK2

k¼1

bb2

kCk2 �
XK1

k¼1

bb1

kCk1

Varð dnAUCgÞ ¼ ðKcgÞ2Varðbc0Þ þXKg

k¼1

ðCkgÞ2Varðbbg

kÞ þ 2
XKg�1

k¼1

XKg

~k¼kþ1

CkgC~kgCovðbbg

k;
bbg

~kÞ

þ2
XKg

k¼1

KcgCkgCovðbc0; bbg

kÞ

where Ckg and Kcg are defined by Ckg ¼ 1
Tg

Xmg

j¼2

ðtj;g � tj�1;gÞ
2

½/g
kðtj;gÞ þ /g

kðtj�1;gÞ� and Kcg ¼ 2
Tg

Xmg

j¼2

ðtj;g � tj�1;gÞ
2

.

For each combination of simulated datasets and missing data patterns, 1000 replications were performed with
the objective of evaluating the robustness of the method to test the equality of areas under the curves between the
two groups through its type-I error, its power and the bias in the estimation of the difference of nAUC. We
compared the results provided by our method with a standard two-sample t-test for the difference of nAUC

between the two groups, i.e. H0 : nAUC2 � nAUC1 ¼ 0 where nAUCg ¼ 1
ng

Xng

i¼1
nAUCi with nAUCi defined by

equation (1). We performed this test without accounting for missing data and using two common ad hoc
approaches: the last observation carried forward (LOCF) where missing data are imputed by the last observed
value before the follow-up censoring, and the mean imputation where missing observations are imputed by the
mean of the observations before this follow-up censoring.

In addition to the standard two-sample t-test, we compared our method with the t-test version of the non-
parametric two-sample test proposed by Vardi et al.25 This test was developed to compare a one-dimensional
variable such as AUC between two groups of treatment when individual follow-up is subject to informative
homogeneous or heterogeneous censoring. In order to be able to compare the results provided by this test and
our method, we applied this test to normalized AUC. The test is based on U-statistics defined as

Um1;m2
¼ 1

m1m2

Xm1

i1¼1

Xm2

i2¼1

Di1;i2

where m1 and m2 are respectively the number of subjects in the first and the second compared groups, g1 and g2,
while Di1;i2 is defined as the paired cross-treatment contrast for the cross-treatment pair ði1; i2Þ 2 g1 � g2

Di1;i2 ¼
1

Ti1 ^ Ti2

Z Ti1
^Ti2

0

Yi2;g2ðtÞ � Yi1;g1ðtÞ
� �

dt

¼ 1

Ti1 ^ Ti2

AUCi2 ½0;Ti1
^Ti2

� �AUCi1 ½0;Ti1
^Ti2

�
			 i			
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where Ti1 ^ Ti2 ¼ minðTi1 ;Ti2Þ. The variable Di1;i2 is then defined as the difference of nAUC between the subjects

i1 and i2, restricted to their common time of follow-up. Similarly to the simulation studies conducted in their

paper, we defined the variance of the U-statistic as equation (2.15) in Vardi’s paper25

br2
m1;m2

¼
Xm1

i1¼1

Di1: �D::

� �2
m1ðm1 � 1Þ þ

Xm2

i2¼1

D:i2 �D::

� �2
m2ðm2 � 1Þ

where Di1: ¼
X

i2
Di1;i2=m2; D:i2 ¼

X
i1
Di1;i2=m1 and D:: ¼ Um1;m2

and we considered the following null hypothesis

H0 : the distribution of D is symmetric about 0.
Five procedures are then compared for testing the equality of nAUC including three ad hoc methods respec-

tively called Indiv. nAUC Data, Indiv. nAUC LOCF and Indiv. nAUCMean Imp., the non-parametric test called

NP nAUC and our approach called MEM nAUC.

4.3 Simulation results

The results of our simulations evaluating the robustness of the test of equality of nAUC are displayed in Table 2.

Although only results for simulations involving ng¼ 50 patients by group are presented in the main body of the

article, extended results for ng¼ 20 and 100 can be found in Online Appendix C, Tables C.2a and C.3a. In these

simulations, as expected with a well-specified model, when there is no censored follow-up and no left censoring

using individual nAUC, non-parametric approach or our method based on MEM nAUC are identical in term of

type-I error, which are kept to their nominal level of 5% (between 0.044 and 0.06). However, the power seems to

be consistently higher for MEM nAUC in particular when the inter-individual variability is high. When intro-

ducing the LOD at 50 cp/ml, the results are similar for profile 1 but tend to show a superiority of MEM nAUC for

profile 2 in which there are a larger number of left-censored observations due to delay in viral rebound in one

group. This is explained by the fact that MEM nAUC, contrary to individual nAUC involved either in indiv.

nAUC or NP nAUC methods, accounts for left censoring instead of considering censored data fixed to their

censorship level value. When the threshold of HIV RNA defining drop-out, a, is equal to 100,000 and 50,000 cp/

ml, all individual methods (with or without adjustment for missing data) fail in term of type-I error in the second

profile with lagged increasing trajectories of viral load (see Figure 1). Even when the type-I error is controlled such

as for profile 1 (with the same shape of mean trajectories see Figure 1), the power for raw data and mean

imputation approaches is low for most settings. While the NP nAUC method shows controlled type-I error

between 0.048 and 0.057 for profiles 1 and 2 when a is equal to 100,000 cp/ml and for profile 1 when the threshold

is equal to 50,000 cp/ml, we observe an inflation of the type-I error up to 0.075 for the second profile. On the

contrary, the MEM nAUC method shows type-I error between 0.048 and 0.064 for profiles 1 and 2. When

variability is low, the power is also good and higher than 76% for the two methods. In all cases, the power

found in these settings is similar in magnitude to the power obtained when there is no censored follow-up and no

left censoring for viral load. When the threshold a is equal to 10,000 copies/ml, while all individual methods and

the non-parametric approach fail to control the type-I error for the profile 2, our approach MEM nAUC suc-

cessfully gets a type-I error around the nominal value for both profiles. This result is mainly driven by the

difference of the shapes of the mean trajectories for the two compared groups in Profile 2. In fact, as shown in

Figure 1, the difference of nAUC appears as quite homogeneously distributed over the time of follow-up in profile

1 leading to robust results for all methods despite an early drop out for a high percentage of subjects. However, in

profile 2, the value of DnAUC resulting from the compensation of the beginning and the end of the dynamics, only

the parametric method is able to capture the true difference of nAUC regardless of the premature censored follow-

up for more than 80% of individuals.
In addition, we graphically illustrated the estimated bias and standard error for DnAUC obtained for each

method in Figure 3. For all profiles, when there is no drop-out or when the threshold a is high enough (equal to

100,000 and 50,000 cp/ml), the bias is closer to 0 for MEM nAUC compared to other methods. Also, the standard

error of DnAUC calculated with MEM nAUC is similar to the non-parametric approach and closer to all the ad

hoc individual methods to the theoretical values of standard error of DnAUC, respectively 0.028 for

VarðnAUCÞ ¼ 0:02 and 0.063 for VarðnAUCÞ ¼ 0:1. This mostly explains the comparable robustness between

MEM nAUC and NP nAUC and their better performances in term of power compared to individual methods.

When a is equal to 10,000 cp/ml, the inflated type-I errors observed for individual and non-parametric methods
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are explained by biased estimates of DnAUC which are not compensated by an increased value of the standard

error, unlike the MEM nAUC method.

4.4 Relaxing the correct model specification assumption

The validity of the method relies on the correct specification of the MEM as described in equation (3) in the

section Method. To relax this assumption, we conducted additional simulations to evaluate the method when data

are fitted with another MEM. To evaluate the performances in a setting closer to real-data, the number and

position of the knots in the MEM defined in equation (9) were also estimated with the data. We used the R-

package freeknotspline to estimate and replace the two sets of fixed two internal knots (2.0, 4.5) and (5.0, 8.0)

involved in the build of group-specific spline curves by a set of knots optimizing the fit of data. Moreover, spline

basis was built with external knots chosen as (0, Tg) instead of (0, 24) considering the real observed time of follow-

up, which can be modified with censored follow-up. For each simulation, the number of internal knots for a given

group is optimized between 1 and 3 as well as their position using AIC as optimization criterion. Three other

selection criteria have been tested: BIC, adjAIC, adjGCV and compared to AIC. Similar results of power and

type-I error have been obtained for the four criteria (results not shown). Spline basis involved in random effects

were similarly built chosen (0, Ti) as boundary knots and the number of internal knots chosen between 1 and 2.

This adaptive feature of the model allows to build group-specific spline basis taken into account both left-

censored and missing data. The results obtained by this model are displayed in Table 3 for ng¼ 50 subjects by

group. Similar results are presented in Online Appendix C in Tables C.2b and C.3b for ng¼ 20 and 100,

respectively.
In all settings except for high level of censored follow-up with a ¼10,000, using adaptive MEM led to equiv-

alent type-I error (between 0.046 and 0.063 instead of 0.044 and 0.064) and power than with the well-specified

model, for both profiles. Using adaptive MEM slightly increased the type-I error when the threshold for drop-out

Figure 3. Comparison of the estimated bias and standard error of DnAUC obtained by the three individual methods Indiv. nAUC
Data, Indiv. nAUC LOCF, Indiv. nAUC Mean Imp., the non-parametric test Non Param. and our method MEM nAUC. Both criteria
were estimated for data subject to a LOD, with or without censored follow-up, with ng¼ 50 subjects by group, mean trajectories
following both profiles, for 1000 replications. Note: Pink dashed lines and triangles represent Ind. nAUC LOCF, green dot-dashed lines
and crosses represent Indiv. nAUC Mean Imp., green solid lines and circles represent MEM nAUC, blue solid lines and stars represent
NP nAUC and purple dotted lines with squares represent Indiv. nAUC Data. In standard Error plots, black dashed lines display the
theoretical values (0.028 when VarðnAUCÞ ¼ 0:02 and 0.063 for 0.1); LOCF: last observation carried forward.
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is 10,000 (between 0.061 and 0.078 instead of 0.051 and 0.073), while the estimated power remained unchanged.

Altogether, even when the MEM structure is not known, this simulation shows that it is possible to use adaptive

MEM for the modeling of the marker trajectories without invalidating the method, making it more relevant on

real data.

5 Application on real clinical data

As illustrative examples, we applied the presented approach to the log-transformed HIV RNA load data from the

Vac-IL2 and LIGHT trials (see section 2, Motivating Examples). Exploratory plots of the individual and mean

HIV RNA load dynamics for control and vaccine groups are shown in Figure 4(a) and (b), for VAC-IL2 and

LIGHT trials, respectively. As illustrated in table in Figure 4(c), longitudinal data in both trials are subject to left-

censoring. While two values of LOD are considered in Vac-IL2 trial, 20 and 50 cp/ml (� 1:3 and 1:7log10 cp/ml),

impacting a total of 28.2% and 33.5% of observations for control and vaccine groups, only a LOD at 40 cp/ml

(� 1:6log10 cp/ml) is involved in LIGHT trial, leading to 27.9% and 29.8% of observations in the respective

groups. In addition to left-censoring, those data are impacted by drop-outs. In LIGHT trial, ART resumption was

required in case of serious AIDS or non-AIDS adverse events, when two consecutive of CD4þ T cells counted

below 350 cells/mm3 within at least a two weeks’ time interval as well as for specific patient or physician willing-

ness. Approximately 20% of patients were concerned by these rules and resumed ART before the end of the

predefined 12weeks of ATI (see Figure 4(d)) being considered as drop-outs. In Vac-IL2 trial, 63% and 84% of

drop-outs occurred in vaccine and control group respectively, as the result of HIV RNA load exceeding 50,000 cp/

ml at four or sixweeks post-ATI or exceeding 10,000 cp/ml after eight weeks of ART interruption.
We applied the proposed approach discussed in the manuscript using the MEM described by equation (9)

where the number and the position of internal knots for both population and individual levels are optimized on

data using the R-package freeknotspline and AIC criteria. Also, the structure of the covariance matrix of random

effects being unknown, we estimated this matrix as unstructured instead of diagonal. Moreover, we verified the

applicability of our method on these real data by checking the normality of the distribution of the residuals

provided by the MEM as well as the homoscedasticity of its error model for both trials (see Online Appendix E).

We compared the results obtained by our approach, where the difference of nAUC between the two groups of

Figure 4. Exploratory plots and table for the control and vaccine groups from the Vac-IL2 and LIGHT HIV therapeutic vaccine trials.
Observations are subject to LODs of 40 cp/ml or 20 and 50 cp/ml for LIGHT and Vac-IL2 trial, respectively. LOD: limit of detection.
(a) Outcome trajectories for the control and vaccine groups of the Vac-IL2 HIV therapeutic vaccine trial, with two LOD ¼ log10ð50Þ
and log10ð20Þ cp/ml. (b) Outcome trajectories for the control and vaccine groups of the LIGHT HIV therapeutic vaccine trial, with
LOD ¼ log10ð40Þ cp/ml. (c) Mean number by patient and global percentage of observations below the LOD. (d) Percentage of missing
data over time. Note: In (a) and (b), thick lines describe mean dynamics and thin lines individual ones, solid lines represent control
group and dashed lines represent vaccine group. In (d), black lines with circles describe data from LIGHT trial, grey lines with crosses
describe data from Vac-IL2 trial, solid lines represent control groups and dashed lines represent vaccine groups.
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treatment is calculated with fixed parameter estimates, with the traditional ones where the nAUC is calculated
using the trapezoidal method for every individual and compared at group level with a two-sample t-test. Similarly
to the study of simulated data, estimates of individual nAUCs are computed using either log-transformed raw
data without any transformation, LOCF or mean imputation ad hoc approaches. In addition, we applied the non-
parametric approach NP nAUC briefly defined in section 4, Simulation study. The results are gathered in Table 4.
In vac-IL2, the proposed approach concluded a significant difference between the two groups of treatment with a
p-value of 0.031. Similar result is obtained with raw data with p-value slightly lower than 0.05. However, both
LOCF, mean imputation ad hoc methods and non-parametric method are unable to reject the null hypothesis. All
the tests lead to the same conclusion of no difference between groups in the LIGHT study. Considering the mean
trajectories of the control and vaccine groups displayed in Figure 4(a) and (b), all the results obtained with our
new approach are consistent with expected conclusions.

6 Discussion

In this paper, we proposed a splines-MEM based approach to estimate and compare the normalized area under
the longitudinal outcome curve when observations are subject to left-censoring, induced by an LOD, and MAR
monotonic missing data, due to drop-out. We demonstrated in a simulation study that incomplete data leads to
biased estimates of nAUC resulting in invalid inferences regarding the difference in nAUC between groups with
individual methods even when using simple ad hoc missing data correction, such as LOCF and mean imputation.
Compared to the latter, we illustrated the superiority of our approach in term of type-I error and power. In
addition, although the non-parametric approach developed by Vardi et al.25 provided as robust statistical prop-
erties as our proposed method while the percentages of left-censored data remained lower than 50%, correspond-
ing to a threshold of ART resumption higher than 100,000 copies/ml, the lack of information induced by higher
percentages of drop out resulted in weaker results under certain conditions of simulation and more biased
estimations of the difference of nAUC. We also highlighted that when the amount of data with drop-out is as
high as 80% such as in a situation when ART are resumed if HIV RNA viral load exceeds 10,000 copies/mL in
ATI trial, only the parametric approach appeared efficient to compare nAUC between groups. An application of
two ATI trials for HIV illustrates the superiority of our method on real data.

Limitations of the proposed method include some assumptions induced by the use of MEM such as the
normality and the homoscedasticity. However, we demonstrated that on clinical data these assumptions are
realistic. As briefly noticed in section 3 (Method), two other versions of the proposed method are presented in
Online Appendix replacing the estimation of DnAUC through the most commonly used trapezoid method by its
estimation with either Lagrange or Spline interpolation methods. No significant differences of robustness have
been observed in the application of those three methods on our well defined and tightened simulated trial designs.
However, Lagrange and Splines methods could present more robust results in case of sparse designs. Also, in our
simulations, we assumed a balanced longitudinal design with equal number of measurements and constant time
points for every subject. Although clinical trials are commonly designed with the same monitoring for all partic-
ipants, in reality the observed follow-up may deviate from the expected one. Moreover, some clinical trials could
be designed to compare different monitoring designs among group in addition to treatment efficacy. As defined,
the proposed method, being based on a discrete method of AUC calculation, should be biased by unbalanced
times of measurements among groups with varying number of time points as well as different and irregular time
steps between groups. As mentioned by Chandrasekhar et al.,18 the consideration of time as continuous variable

Table 4. Summary of results from both Vac-IL2 and LIGHT studies.

Methods

Estimate (SE) 95% CI p-value Estimate (SE) 95% CI p-value

Vac-IL2 trial LIGHT trial

Data �0.346 (0.170) [�0.680; �0.013] 0.046 �0.030 (0.175) [�0.312; 0.372] 0.864

LOCF �0.382 (0.198) [�0.770; 0.007] 0.060 �0.018 (0.186) [�0.382; 0.346] 0.924

Mean Imp. �0.345 (0.312) [�0.957; 0.266] 0.276 0.217 (0.245) [�0.263; 0.697] 0.959

NP nAUC �0.349 (0.205) [�0.751; 0.053] 0.089 0.042 (0.178) [�0.306; 0.390] 0.813

Adap. MEM �0.459 (0.213) [�0.877; �0.041] 0.031 0.095 (0.216) [�0.329; 0.519] 0.660

SE: standard error; CI: confidence interval; NP: non parametric; Individual ad hoc methods (Indiv. nAUC): 1. Data: raw data, 2. LOCF: last observation

carried forward, 3.Mean Imp.: mean imputation.
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in the AUC calculation could be a solution to handle this problem. To this end, we could either refine the time

grid to mimic continuous time in the AUC calculation step, or use more complex AUC approximation methods

such as Gaussian quadrature methods. The choice of Gaussian quadrature methods requires thus the use of a

resampling procedure, such as bootstrapping to estimate the standard error. In clinical trials, the sample size

calculation, resulting in the determination of the number of participants in each arm needed to detect a clinically

relevant treatment effect, is one of the major steps in designing the study. The proposed statistics being defined as

classical Z-statistics, typical formulas of sample size calculation can be derived from it. As defined by Hazra

et al.,47 the general formula for two-sided test can be given by n ¼ ðZ1�a=2 þ Z1�bÞ2 � r2=d2 where a represents the
accepted type-I error, b the type-II error, r the standard deviation of the outcome being studied and d the size

effect defined as the targeted DnAUC=2 in our case. Adjusted formulas can also be derived from this latter to

account for unequal sized groups or unequal variance of outcomes using pooled variances. Simulations can be

found in Online Appendix (see Figure F.1 in Online Appendix F) and showed good concordance between the-

oretical and practical power when there is no missing data. When missing data arise due to left censoring (LOD)

or informative drop out, one need to take it into account in the sample size calculation.
The simulation study has been led under model correct specification assumption, i.e. the model used to analyse

the data corresponds to the true data generation process. We further relaxed this assumption by using adaptive

splines model for which some parameters, such as the location and number of knots for splines are supposed

unknown.
Various extensions of this work could be guided to address the problem when there are a high proportion of

drop-outs. The incorporation of prior information could be done through several ways. The study of more

constrained splines through the addition of penalty on spline coefficients (P-splines)48 or monotony and boundary

conditions49 (natural splines) is an option. In the same perspective, future research aims to extend this method to

the use of mechanistic models.50 In addition to introducing biological interpretation of the parameters, these

models could incorporate more easily additional information such as asymptotic behaviors with steady states.
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Chapter 4. Endpoints in HIV therapeutic vaccine trials

4.3 Perspectives

In this chapter, we focused on the evaluation of vaccine efficacy in HIV therapeu-
tic vaccine trials with ATI using AUC as primary outcome. We proposed a parametric
statistical test based on splines-MEM to assess the difference of AUC between vaccine
and placebo group taking into account both left-censoring and monotonic pattern of
missingness of observations induced by study dropout. This work highlighted the good
statistical properties of this test that appeared as robust to MAR monotonic missing
data. Moreover, we showed the superiority of this approach compared to imputation
methods that are commonly used in longitudinal studies as well as its ability to outper-
form a non-parametric test, developed by Vardi et al. [2001] in the same context, to
deal with bias of AUC calculation induced by high level of missing data.

For sake of continuity with the results of the previous section and for fair comparison
with individual methods, the methodology has been derived to compare the normalized
AUC between groups of treatment. However, it is important to underline that, by con-
struction, the normalization has no effect on the statistical test. Only the temporal
restriction compelling the comparison of groups on the same time interval plays a role
on the statistical properties.

Although the proposed method allowed to reduce the bias induced by monotonic
missing data in the calculation of AUC, another source of bias should be carefully con-
sidered: the choice of the method used to approximate the AUC. As a matter of fact,
the calculation of the AUC requires integral approximation methods that have been per-
formed in this work on each interval delimited by two observations. We derived the
framework for the three basic methods of approximation: (1) the trapezoid method
which is the most commonly used in this type of work, (2) the Lagrange interpolation
method and (3) the Spline interpolation method, all three of them providing quite sim-
ilar results. However, as discussed in the paper, this conclusion could have been driven
by the choice of the non-sparse design of the simulation study. For further develop-
ments, the use of less coarse approximation methods could be expected, such as Gaus-
sian quadrature [Place and Stach, 1999]. Another possibility could be to significantly
reduce the time step used in the AUC calculation with the simple methods. Neverthe-
less, as depicted by equation (7) in the article above, the approximation of the integral
is directly dependent on the number of observations/time points used to calculate the
AUC. Consequently, the more the time grid is chosen thin, the more the calculation is
time consuming. In randomized studies, time of observations must be carefully chosen
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in order to miss as less as possible information that could be crucial for the evaluation
of the study endpoint.

From a theoretical point of view, it would be interesting to extend the proposed
statistical test to NMAR longitudinal data, which is also referred as informative and
non-ignorable dropout. In this case, the majority of the methods used to handle missing
data such as univariate/multivariate analysis of variance (ANOVA/MANOVA), MEM or
single and multiple imputations methods, are not appropriate and irremediably lead
to biased results. The difficult results in the fact that the probability of dropout is as-
sumed to be related to the value of the observation that should have been observed
in absence of missing data. Two types of joint models have been widely reviewed for
this specific case: the selection models and the mixture-pattern models. The general
idea of these models consist in jointly estimate the model for longitudinal data and the
probability of missingness. These two classes of joint models differ in the manner to
define the dependence between the two models. While selection models condition the
probability of missingness on the variable outcome, and thus on unobserved outcomes,
the pattern-mixture models condition the model for longitudinal outcomes on process
of missingness requiring explicit assumptions about the unobserved responses [Little,
1993; Fitzmaurice, 2003; Lu, 2014; Nakai and Ke, 2011]. In particular, the use of these
joint-models may be relevant to integrate multiple sources of missingness [Moore et al.,
2017].

Two related significant limitations of the proposed approach are: (1) the necessity
to know the literal expression of the function describing the outcome variables and (2)
the development of the method only in the case of linear models. These two limitations
enabled us to express the AUC directly as a linear function of the model parameters
(see equation (8) of the article). To extend the method to non-linear models, the main
difficulty resides in the estimation of the variance of the AUC. During the thesis, we
started to work on the extension of the method to non-linear model with known literal
expression, such as the Gompertz model [Vaghi et al., 2020], and we adapted our sta-
tistical test using the Taylor theorem [Papanicolaou, 2009] to approximate the variance
of AUCs (results not shown). Thereafter, we adapted the methodology to all models
by using the model predictions of the outcome to estimate the AUC within each group
of treatment and by considering a bootstrap approach based on population parameters
sampling, using the Fisher Information matrix, to approximate the variance of AUCs
within each group.
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Finally, an interesting extension of the proposed statistical test is its adaptation to
mechanistic models. As a matter of fact, while the use of splines functions in the MEM
easily allowed to model flexible dynamics characterizing the virological rebound, these
models remain purely descriptive. On the opposite, mechanistic models could allow to
incorporate more biological aspect in the modeling and thus could provide potential in-
formation about vaccine-induced immune response. Moreover, these models could give
the opportunity to fill some lack of information provided by the early study dropout by
incorporating additional data such as CD4+T cell count. However, numerous models
with variable complexity and based on different biological hypothesis can be used to
describe the same dynamics and provide similar fits. The common approach consists
in using model selection methods based on selection criteria like AIC, BIC, etc, to se-
lect the optimal model for the given criteria. However, the optimal selected model can
be highly dependent on the selection criteria [Zhang et al., 2014]. After selecting the
single so-called optimal model, the uncertainty introduced by the model selection is
usually ignored [Hjort and Claeskens, 2003]. Moreover, the developed statistical test
being a parametric test, this latter should be dependent on model misspecification. Con-
sequently, to take into account all of these limits, we are currently trying to extend the
statistical parametric test to the model averaging [Buckland et al., 1997]. More specifi-
cally, we focus on its frequentist version [Yang, 2001; Hansen, 2007; Liang et al., 2011]
applied to mechanistic ODE-based models. Briefly, this approach consists in defining
a variable of interest (e.g. parameters, outcomes) as the weighted sum of this same
variables estimated by different models, with the weights being usually defined as a
function of the likelihood of the models. This work was initiated during the second year
of this thesis but was put on hold due to the urgency of the project about SARS-CoV-2
presented in the next chapter.

Additional work: Mechanistic modelling of viral rebound in HIV vaccine trials
For the purpose of the extension of the proposed approach to mechanistic models and
model averaging, an additional work was performed and has done the subject of a
poster at the Population Approach Group in Europe (PAGE) annual meeting in 2019, in
Stockholm. The poster is available in Appendix B.
The objective of this work was to model the viral rebound during ATI using multiple
mechanistic ODE-based models and to compare their ability to well fit and predict the
data and consequently to capture the variability in the trajectories of the viral rebound.
We firstly used models found on the literature, for which we studied the identifiability
with the software DAISY, before estimating them on LIGHT data by performing sen-
sitivity analysis and using a population approach (see section 2.3). In particular, we
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considered a multivariate observation model with two outcomes: the viral load and the
CD4+ T cell count. Based on these estimations, models were compared on the basis
of their values of Akaike information criterion (AIC) and the root mean squared error
(RMSE). In a second time, we used data from ILIADE (data described in Chapter 3) as
external data validation. To this end, population parameters of the models were con-
sidered as fixed at the values estimated on LIGHT data and only random effects were
update on this new dataset. Similar to the previous analysis, models, and their ability to
predict data from another trial, were compared on the AICs and RMSEs. As described in
the poster (see Appendix B), we especially focused on three ODE-based models: (1) the
well-known target-cell model developed by Perelson [Perelson et al., 1996] and already
presented in section 2.3.4, (2) the activated-cell model (or delayed target-cell model
in the poster) widely described and studied by Prague et al. [2012] and accounting for
an additional state for quiescent target-cells and (3) the model developed by [Prague
et al., 2019] integrating the interactions of the target cells and the virus with the im-
mune system represented by the precursor and effector immune cells. In addition to the
contribution of immune cells, the third model integrated the reactivation of the HIV-1
reservoir (i.e. infected cells) as a stochastic event. The comparison of the model on
LIGHT data identified the second model and the third model as the best ones in terms
of AIC and RMSE on viral load respectively while the three models appeared as equiv-
alent in term of RMSE on CD4+ T cell trajectories. The application of the models on
ILIADE data highlighted their ability to predict dynamics of new individuals and led to
similar results in terms of model comparisons. To conclude, this work highlighted the
best ability of the model integrating immune control to fit the viral load trajectories but
interestingly not the CD4+ T cell count. These results are in accordance with our will-
ingness to use model averaging and take advantage of multiple models and their ability
to well fit at least a part of the dynamics.

In the next chapters, we exclusively focus on the development of mechanistic
ODE-based models either in a project conducted to identify mechanistic correlate
of protection against SARS-CoV-2 in NHP studies (Chapter 5) or in a project con-
ducted to evaluate the longevity of the humoral response induced by an Ebola
vaccine (Chapter 6).
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Chapter 5

Mechanistic correlates of protection in
vaccine trial: application to
SARS-CoV-2.
Abstract: In this chapter, we focus on evaluating vaccine efficacy in the context of the
current SARS-CoV-2 pandemic. After setting the context of the unprecedented vaccine
development in which this work is taking place, we recall the need to find good correlate
of protection (CoP) to accelerate the development of an effective vaccine. In particular,
we note that no CoP have yet been identified that are causally linked to the protective
effects of vaccines, also called mechanistic CoP. We then focus on the contribution of
within-host mechanistic modeling to understanding the biological and immunological
mechanisms of this viral infection, as well as the mechanisms of transmission within a
population. We finally propose a method for identifying mechanistic CoP in preclinical
studies that combines modeling of viral dynamics by mechanistic models and a model
building strategy to down-select time-dependent immunological markers. By applying
this method to data from three vaccine studies, we highlight the robustness of the results
found with this method compared with commonly used purely descriptive approaches
and its contribution to the identification of underlying immunological mechanisms.
Keywords: SARS-CoV-2 ; vaccine ; correlate of protection ; within-host modelling ;
mechanistic model ; ordinary differential equation ; immune marker ; preclinical study
; binding antibody ; neutralization ; viral infectivity ; covariate
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5.1 Biological and clinical context

5.1.1 General introduction on COVID-19

5.1.1.1 The COVID-19 pandemics

Coronavirus disease (COVID-19) is an infectious disease caused by the severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) virus. Officially named by the WHO
in February 11, 2020 [Wu et al., 2020], COVID-19 emerged at the end of 2019 in
Wuhan, China, with the first case related on 12 December 2019 [Zhou et al., 2020], be-
fore rapidly spreading and infecting numerous countries over the world in the following
months. Becoming a global health threat and causing an unprecedented pandemic, on
January 30, 2020, COVID-19 was declared as a Public Health Emergency of Interna-
tional Concern by the WHO under the recommendations of the Emergency Committee
[WHO, 2019b] and a pandemic on March 11, 2020 [WHO, 2020d]. From December
12, 2019 to March 02, 2022, 437 338 859 confirmed cases and 5962 972 SARS-CoV-2-
related deaths were reported worldwide to WHO [WHO, 2022b].

5.1.1.2 The SARS-CoV-2 virus

Coronaviruses belongs to the subfamily Coronavirinae, in the family of Coronaviri-
dae, which contains four genera: Alphacoronavirus and Betacoronavirus infecting mam-
mals and Gammacoronavirus and Deltacoronaviruses infecting only birds [Schoeman
and Fielding, 2019; Hasöksüz et al., 2020]. Today, seven coronaviruses infecting hu-
mans have been reported. While four of them are responsible for mild to moderate
illness, the three others induce severe to lethal respiratory illness: the severe acute res-
piratory syndrome coronavirus identified in 2003 in China with 8098 cases and 774
deaths related [CDC, 2017a; WHO, 2003], the Middle East respiratory syndrome coro-
navirus emerged in 2012 in Saudi Arabia and responsible 2600 cases and 943 deaths
related in 2022 [CDC, 2017b; WHO, 2019a; ECDC, 2022] and the SARS-CoV-2.

The SARS-CoV-2 belongs to betacoronavirus genus. Its genome is a single-stranded
positive sense RNA encapsulated into a capsid composed of nucleocapsid protein (N)
ensuring its binding within the virion. As shown on figure 5.1, this structure is itself con-
tains into an envelop composed of three structural proteins: membrane proteins (M),
spike proteins (S) and envelope proteins (E) [Wang et al., 2020]. Each of these four
structural proteins (N, M, S and E) plays an individual role in the replication cycle of
the virus. The SARS-CoV-2 replication cycle can be subdivided into multiple steps (see
Figure 5.2). The reader can refer to [Hardenbrook and Zhang, 2022; V’kovski et al.,
2021; Zhang and Tang, 2020], among others, for deeper description of the replication
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Figure 5.1 – The Structure of SARS-CoV-2 virus and ACE2 protein. This figure was extracted
from [Hasöksüz; 2020].

cycle. The SARS-CoV-2 life cycle begins with the attachment and the entry of the virus
into the host cell that is mediated by the spike protein. The receptor binding domain
(RBD), located on one of the two segments constituting the spike protein (S1) recog-
nizes and binds to the angiotensin-converting enzyme 2 (ACE2) receptor located on the
surface of host cells, in particular on its endothelial cells [Shang et al., 2020]. After
the entry into the cell and the fusion between the viral envelope and the membrane of
the host cell, the viral genome is released into the cytoplasm of the cell (uncoating),
and translated into replicase proteins. Viral RNA synthesis is then performed followed
by the assembly of the replication-transcription complexes and the transcription of the
four structural viral proteins (N, S, M, E) from the RNA genome. Viral proteins S, M
and E are then inserted into the endoplasmic reticulum membrane while multiple copies
of proteins N are responsible for packaging the viral RNA into ribonucleoprotein com-
plexes (nucleocapsid) in the cytoplasm [Hardenbrook and Zhang, 2022]. Endoplasmic
reticulum moves then to the endoplasmic reticulum-Golgi intermediate compartment
to merge with the nucleocapsid and assembles the virion. Finally, the small protein E,
which constitutes a major component of the viral envelope, mediates the budding and
the release of the virion outside the host cell [Mandala et al., 2020].
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Figure 5.2 – Replication cycle of SARS-CoV-2. Figure extracted from [Burmer et al., 2020]

5.1.2 Vaccine development

5.1.2.1 An unprecedented worldwide effort

Since the beginning of the COVID-19 pandemic, the development of vaccines for
SARS-CoV-2 moved at an unprecedented speed. Started in March 2020 with the first
phase I clinical trial, on March 3, 2022, 189 vaccine candidates are evaluated in a
total of 650 vaccine trials (numbers extracted from [COVID-19 vaccine tracker, 2020]).
As shown in Table 5.1, these vaccine candidates are varied belonging to eight distinct
vaccine platforms. Six of them are based on viral components: (1) protein subunit
vaccine, (2) virus-like particle vaccine, (3) DNA- and (4) RNA-based vaccine, (5) non-
replicating and (6) replicating viral vectored vaccine. The two others platforms are
vaccines based on the whole virus, either live-attenuated or inactivated. Among them,
protein subunit vaccines are the most numerous, with more than a third of vaccine
candidates.

To date, based on their efficacy to prevent COVID-19, 10 COVID-19 vaccines have
been granted an Emergency use listing (EUL) by the WHO [WHO, 2022a]. Created
in response to the 2014-2016 Ebola outbreak in West Africa, the EUL identifies unli-
censed treatments like vaccines or therapeutics that have proven to be safe and efficient
enough to be used mainly during public health emergency of international concern
(PHEIC) [WHO, 2020c]. Among these granted vaccines, five have been approved by
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Table 5.1 – Number of vaccines candidates in clinical development. Vaccines candidates
are splitted according to the phase of development and the vaccine platforms. Data were
extracted from [COVID-19 vaccine tracker, 2020] on March 3, 2022.

Phase I Phase II Phase III Approved1 WHO , EUL 2 Total
Protein Subunit 11 26 26 13 2 63
Virus-like protein 0 5 2 1 0 7
DNA 6 6 4 1 0 16
RNA 8 18 11 3 2 37
Non replicating viral vector 12 7 9 6 3 28
Replicating viral vector 3 3 2 0 0 8
Inactivated 5 3 13 11 3 21
Live attenuated 1 0 0 0 0 1
Total 46 68 67 35 10 181
1 Vaccines that have been approved by at least one country over the world.
2 Vaccines granted an Emergency use listing (EUL) by the WHO

the European Medicines Agency (EMA) [EMA, 2020b,e,a,d,c], three have been granted
an emergency use authorization (EUA) by the FDA [FDA, 2021c,b, 2022] and two have
been formally approved by the FDA [FDA, 2021a,d]. Both of these vaccines belong to
the RNA vaccine platform and demonstrated high efficacy. The BNT162b2 COVID-19
vaccine (Pfizer) is a nucleoside-modified RNA vaccine encoding the SARS-CoV-2 spike
protein developed by BioNTech and Pfizer and is the first COVID-19 vaccine that has
been granted an EUA on December 11, 2020 and approved by the FDA on July 16, 2021.
Initially recommended to prevent COVID-19 for people older than 16 years based on its
high efficacy after two doses (95% [90.3% ; 97.6%]) evaluated in a pivotal efficacy
trial conducted on more than 40 000 persons [Polack et al., 2020], this vaccine demon-
strated an efficacy of 100% [75.3% ; 100%] [Frenck Jr et al., 2021] on adolescents
from 12 to 15 years. The BNT162b2 COVID-19 vaccine was additionally granted on
May 10, 2021 for 12 to 15 aged people. Today, Phase I dose-finding study as well as a
Phase II/III trial (still ongoing) are conducted on children from 6 months to 11 years to
assess safety, immunogenicity and efficacy with encouraging first results of 90% [67.7%
; 98.3%] vaccine efficacy [Walter et al., 2022].
The mRNA-1273 COVID-19 vaccine (Moderna) is a nucleoside-modified RNA vaccine
encoding the SARS-CoV-2 spike protein developed by Moderna Biotech and is the sec-
ond COVID-19 vaccine that has been granted an EUA on December 19, 2020 and ap-
proved by the FDA on August 06, 2021. The vaccine was recommended to prevent
severe COVID-19 disease for adults based on its efficacy after two doses (94.1% [89.3%
; 96.8%]) evaluated in a phase III RCT enrolling more than 30 000 persons [Baden
et al., 2020]. Currently, Phase II/III RCT is conducted to evaluate its safety on 12 to 17
years adolescents, with first conclusive results [Ali et al., 2021].
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5.1.2.2 The necessity to identify immune correlates of protection

Despite the efficacy of these vaccines currently used on a large scale population,
many challenges point out the need to continue vaccine development [Wouters et al.,
2021]: the considerable worldwide demand for vaccine doses causing manufacturing
challenges, the lack of information about the longevity of the vaccine efficacy, and thus
the time interval between two injections, as well as about the vaccine efficacy in spe-
cific population (e.g. immunosuppressed individuals, pregnant women). In addition, as
shown with the emergence of the different variants of concern, the efficacy of these vac-
cines, which are based on the original Wuhan SARS-CoV-2 spike, and/or the longevity of
the vaccine-induced response can be significantly decreased [Castro Dopico et al., 2022;
Shepherd et al., 2022]. In particular, since the emergence of the B.1.1.529 (omicron)
variant, declared as variant of concern on November 26, 2021 by the WHO [WHO,
2021a], a faster decrease of vaccine effectiveness was observed during the omicron
wave, whether for the mRNA-1273 or the BNT162b2 COVID-19 vaccine [Collie et al.,
2021; Hansen et al., 2021; Abu-Raddad et al., 2022; Tseng et al., 2022]. To acceler-
ate the vaccine development and more specifically the approval of vaccine candidates
in specific populations, the identification of immune correlate of protection (CoP) (see
chapter 1 for further information about CoP) is highly requested. However, no SARS-
CoV-2 CoP has been currently identified [Gilbert et al., 2022; Perry et al., 2022]. Al-
though both natural infection and vaccination against SARS-CoV-2 induce protection
against future infections, the underlying immune mechanisms and the longevity of the
induced protection remain unclear. Moreover, the lack of standardization of laboratory
assays makes the identification of CoP more difficult [Zhu et al., 2022]. In a systemic
review, Perry et al. [2022] reported a large number of studies identifying a robust asso-
ciation between antibodies levels, in particular neutralizing and anti-S antibody, and VE,
viral load levels or risk of infection. Even though these results tend to support antibody
as potential CoP [Feng et al., 2021; Gilbert et al., 2022; Cromer et al., 2022; Goldblatt
et al., 2022; Castro Dopico et al., 2022], other results show contradictory results. For
instance, some individuals have been infected despite their high levels of neutralizing
antibodies while other studies pointed out the importance of other components in the
induction of the protection. In particular, we know that both humoral and cellular re-
sponses play a role in protection [McMahan et al., 2021]. Consequently, all of these
results tend to conclude that antibodies (neutralizing and anti-S) may be relevant CoP
but not an absolute one for the moment.

Although many analysis have been conducted to evaluate correlates of protection
[Yu et al., 2020b; Corbett et al., 2021b; Vidal et al., 2021; Corbett et al., 2021a; McMa-
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han et al., 2021], none of them has been conducted to evaluate mechanistic CoP, as
defined in chapter 1 and 2, meaning with a causal relationship between the surrogate
marker and the clinical outcome of interest. While Gilbert et al. [2021] developed a
causal inference approach to evaluate CoP in clinical trials using only vaccine arms, we
proposed in this chapter a mathematical framework based on mechanistic models to
identify mechanistic correlate of protection. We applied this methodology on data col-
lected in three preclinical studies performed on non-human primates assessing efficacy
of vaccines for SARS-CoV-2. This work has been the subject of an article currently under
revision in Elife.

In addition, the interest of our team for the within-host modeling and its application
on the context of the COVID-19 pandemic gave us the opportunity to realize an editorial,
to which I participated to the writing, for the journal Anaesthesia Critical Care & Pain
Medicine on the benefit of using within-host models and their application on SARS-CoV-
2 [Prague et al., 2022].

5.2 Editorial about within-host models and their appli-

cation on SARS-CoV-2
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Editorial

Within-host models of SARS-CoV-2: What can it teach us on the
biological factors driving virus pathogenesis and transmission?

Viral dynamics is a field of research that develops mathematical
models based on biological knowledge to characterise the
evolution of virological and immunological markers during
infection. Analogous to epidemiological models, these models
view the human body as a series of compartments composed of
different cell or virus types that evolve over time (Fig. 1, panel
‘‘within-host modelling’’).

In its most basic formulation, the model assumes three
compartments: free virus particles infect target cells, which
become productively infected cells, that are then gradually lost
as a result of viral cytopathicity and/or immune response.
Analogous to epidemiological models, one can define a ‘‘within-
host’’ basic reproductive ratio (R0) that quantifies how many
infected cells arise from a single infected cell at the beginning of
infection and depends on the balance between the processes of
virus production and elimination. When R0 > 1, the virus grows
exponentially until most target cells are depleted. Thereafter, the
virus declines rapidly at a rate that reflects the loss of infected cells
that can either be eliminated or cured of their viral content. Over
the past 30 years, many models have been developed that go
beyond this simple ‘‘target-cell limited model’’ and incorporate
more biological processes: the intracellular life cycle, the role of
the innate and adaptive immune response, virus mutation, or
pharmacological interventions [1] for a comprehensive set of
reviews for various infectious diseases. In the context of SARS-CoV-
2 infection, viral dynamic models are used for three main
purposes: (i) characterising the association of viral load with
transmission and with clinical evolution, (ii) optimising treatment
and vaccine strategies, and (iii) understanding the viral-host
interactions.

From a public health perspective, these models can quantify the
parameters that determine the kinetics of viral load and its
distribution in the population. An important observation that has
been made is that the peak of viral load coincides with the

symptom onset, at least in the pre-vaccination and Omicron era
[2–4]. This means that patients may shed large amounts of virus in
the few days that precede their symptom onset, and underscores
the problem of infections occurring during the pre-symptomatic
phase of the disease. When longitudinal studies are nested within
epidemiological studies, longitudinal profiles of individuals can be
used to assess the heterogeneity of viral dynamics, and evaluate
the impact of variants of concern or vaccination [5,6], or suggest
strategies to improve testing strategies [3,5,7]. If both the index
and its high risk contacts are followed prospectively [8], modelling
can also be used to reconstruct viral load at the time of contact, and
explore the accrued risk of transmission caused by increased levels
of viral shedding and temporal changes in infectiousness [9] (Fig. 1
arrow 1).

In the past, these models have also been widely used to
optimise antiviral therapies (Fig. 1, arrow 2). By fitting frequent
nasopharyngeal viral load data, it was found that R0 was close to
10, albeit with variability across studies [10,11]. As the within-host
equivalent of the herd immunity threshold, antiviral treatment
must be above 1-1/R0 = 90% to dramatically reduce viral replica-
tion. Given the in vitro estimated drug EC50 (half maximal effective
concentration) and their pharmacological properties, we have
shown that repurposed antiviral agents (e.g., hydroxychloroquine,
lopinavir, remdesivir, favipiravir) are unlikely to achieve this
pharmacodynamic target, anticipating the negative outcome of all
trials evaluating these molecules [10]. In the new era of
monoclonal antibodies (mAbs), we still lack exhaustive analyses
of viral kinetics during treatment. Analyses in the macaque model
of COVA1-18 suggest that the efficacy of mAbs in blocking de novo

cell infection in the upper and lower respiratory tract may exceed
95% [12], which is consistent with the impressive results of several
mAbs in phase 3 clinical trials. Modelling analyses are now
urgently needed to explore the causal pathways between antiviral
effect, viral dynamics and clinical benefit. In particular, it is still
unclear whether monoclonal antibodies might also be beneficial
when administered at a later stage of infection. In an analysis of
hospitalised patients from the French COVID-19 cohort, we
showed that viral dynamics after admission was an independent
factor associated with mortality [4]. With a treatment reducing
viral production by 90%, the time to viral clearance can be
shortened by more than 2 days on average, which could lead to a
reduction in mortality of approximately 25% in high-risk patients
(age � 65 years with risk factors). Interestingly, the results of the
Recovery trial supported these predictions; REGN-COV reduced
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mortality by 30% in patients who were seronegative at inclusion, a
marker strongly associated with high viral load. Studies such as the
randomised clinical trial Discovery (NCT 04315948) are now
ongoing to examine the extent to which antiviral treatment may be
relevant in hospitalised patients who had a high viral load at
inclusion (Fig. 1, arrow 2).

Depending on the data collected, models may also provide
insights into the role of the immune response on viral clearance.
Several models have challenged the hypothesis of peak viral load
being primarily caused by cell depletion, and have proposed
models in which the innate [3] or adaptive immune response [4,11]
plays a key role in viral clearance. These models can also be used to
reproduce patterns observed in some patients, such as bimodal
peak in viral load. However, these models are often limited by the
difficulty of collecting frequent viral load and immunological data,
which poses problems in parameter identifiability and leads to
large uncertainty in parameter estimates.

For this reason, characterisation of the adaptive immune
response within the host is often considered a separate problem.
First, integrative analyses of multiple immunological markers can
help understand the hyper inflammation and cytokine storm
associated with clinical complications [13]. For instance, markers
such as CD177 have been shown to be associated with disease
progression and predict the course of patient hospitalisation
trajectory [14]. Then, modelling the cellular and molecular
determinants of the duration of antibody response is key to realistic
prediction of epidemic dynamics, taking into account waning
immunity (Fig. 1 arrow 3). Hence, the within-host modelling of
Ebola vaccine response based on early phase 1 trial data has revealed
the long-term duration of the response [15]. In what follows, we will
focus on vaccination, but similar considerations can be applied to

natural infection. Of note, natural immunity confers at least similar
[16] or longer-lasting and stronger protection against infection
[17]. Binding and neutralising antibodies are clearly associated with
protection against infection [18,19]. This means that the effect of
vaccines on disease transmission and/or severity could be captured
by these immunological markers, called correlates of protection
(CoP). Defining such markers is critical to accelerate the develop-
ment of new vaccines and vaccination strategies [20]. The use of
within-host mathematical models can help in this investigation to
define mechanistic CoP, which is directly related to the protective
mechanism triggered by the vaccine, and thus causally responsible
[21]. Therefore, within-host models help quantifying the effect of
vaccines on the infection of new cells by SARS-CoV-2 through
neutralisation [22]. Recent studies have also shown that neutralisa-
tion measured in vitro or in vivo is a reasonable mechanistic correlate
of protection [19,23]. Finding good correlates of protection is
particularly challenging in the context of an ever-evolving virus,
where variants of concern (VoC) frequently emerge. Indeed, for each
VoC, vaccine protection against transmission and hospitalisation
needs to be rapidly assessed [24]. In addition, multiple mechanisms,
and thus multiple biomarkers, could contribute to the protective
efficacy of a vaccine. In the case of SARS-CoV-2, the role of T-cell
responses has also been highlighted [25]. Therefore, expanding the
framework for within-host modelling to integrate high-dimensional
data generated in current immunological studies is promising
research.
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Fig. 1. Within-host models during the dynamics of an acute viral infection.

Models are used to understand the evolution of the viro-immunological response during an infection. As such, they can be used to disentangle the factors associated with (1)

enhanced infectiousness during acute infection (2) progression towards a severe disease, and how to prevent it via pharmacological interventions (3) protection against

infection via previous infection or vaccination.
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5.3 Model building strategy in mechanistic model to iden-

tify mechanistic correlates of protection in NHP pre-

clinical trials

This work was conducted in deep collaboration with the vaccine research Institut
and the Infectious Disease Models and Innovative Therapies research infrastructure, co-
ordinated by the CEA (Commissariat à l’énergie atomique et aux énergies alternatives)
and involving partnerships between CEA, Pasteur Institut, Inserm and ANRS, among
others.
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One Sentence Summary: A model-based approach for modelling the immune control of viral dynamics is 31 

applied to quantify the effect of several SARS-CoV-2 vaccine platforms and to define mechanistic correlates 32 

of protection. 33 

 34 

Abstract: The definition of correlates of protection is critical for the development of next generation SARS-35 

CoV-2 vaccine platforms. Here, we propose a model-based approach for identifying mechanistic correlates 36 

of protection based on mathematical modelling of viral dynamics and data mining of immunological 37 

markers. The application to three different studies in non-human primates evaluating SARS-CoV-2 vaccines 38 

based on CD40-targeting, two-component spike nanoparticle and mRNA 1273 identifies and quantifies 39 

two main mechanisms that are a decrease of rate of cell infection and an increase in clearance of infected 40 

cells. Inhibition of RBD binding to ACE2 appears to be a robust mechanistic correlate of protection across 41 

the three vaccine platforms although not capturing the whole biological vaccine effect. The model shows 42 

that RBD/ACE2 binding inhibition represents a strong mechanism of protection which required significant 43 

reduction in blocking potency to effectively compromise the control of viral replication. 44 

 45 

Key words: SARS-CoV-2, Correlate of protection, Neutralization, Vaccines  46 

 47 

 48 

INTRODUCTION 49 

There is an unprecedented effort for SARS-CoV-2 vaccine development with 294 candidates currently 50 

evaluated (1). However, variants of concern have emerged before the vaccine coverage was large enough 51 

to control the pandemics (2). Despite a high rate of vaccine protection, these variants might compromise 52 

the efficacy of current vaccines (3–6). Control of the epidemic by mass vaccination may also be 53 

compromised by unknown factors such as long-term protection and the need of booster injections in 54 

fragile, immuno-compromised, elderly populations, or even for any individual if protective antibody levels 55 

wane. Furthermore, the repeated use of some of the currently approved vaccine could be compromised 56 

by potential adverse events or by immunity against vaccine viral vectors (7). Finally, the necessity to 57 

produce the billions of doses required to vaccinate the world's population also explains the need to 58 

develop additional vaccine candidates. 59 

 60 

The identification of correlates of protection (CoP) is essential to accelerate the development of new 61 

vaccines and vaccination strategies (8, 9). Binding antibodies to SARS-CoV-2 and in vitro neutralization of 62 

virus infection are clearly associated with protection (10–13). However, the respective contribution to 63 

virus control in vivo remains unclear (14), and many other immunological mechanisms may also be 64 

involved, including other antibody-mediated functions (antibody-dependent cellular cytotoxicity, 65 

antibody-dependent complement deposition, antibody-dependent cellular phagocytosis (11, 15, 16)), as 66 

well as T cell immunity (17). Furthermore, correlates of protection may vary between the vaccine 67 

platforms (18–21). 68 

Non-human primate (NHP) studies offer a unique opportunity to evaluate early markers of protective 69 

response (22, 23). Challenge studies in NHP allow the evaluation of vaccine impact on the viral dynamics 70 

in different tissue compartments (upper and lower respiratory tract) from day one of virus exposure (11, 71 
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15, 24). Such approaches in animal models may thus help to infer, for example, the relation between early 72 

viral events and disease or the capacity to control secondary transmissions. 73 

Here, we propose to apply a model-based approach on NHP studies to evaluate i) the immune mechanisms 74 

involved in the vaccine response, and ii) the markers capturing this/these effect(s) leading to identification 75 

of mechanisms of protection and definition of mechanistic CoP (25). First, we present a mechanistic 76 

approach based on ordinary differential equation (ODE) models reflecting the virus-host interaction 77 

inspired from models proposed for SARS-CoV-2 infection (26–31) and other viruses (32–35). The proposed 78 

model includes several new aspects refining the modeling of viral dynamics in vivo, in addition to the 79 

integration of vaccine effect. A specific inoculum compartment allows distinguishing the virus coming from 80 

the challenge inoculum and the virus produced de novo, which is a key point in the context of efficacy 81 

provided by antigen specific pre-existing immune effectors induced by the vaccine. Then, an original data 82 

mining approach is implemented to identify the immunological biomarkers associated with specific 83 

mechanisms of vaccine-induced protection.  84 

We apply our approach to a recently published study (36) testing a protein-based vaccine targeting the 85 

receptor-binding domain (RBD) of the SARS-CoV-2 spike protein to CD40 (αCD40.RBD vaccine). Targeting 86 

vaccine antigens to dendritic cells via the surface receptor CD40 represents an appealing strategy to 87 

improve subunit-vaccine efficacy (37–40) and for boosting natural immunity in SARS-CoV-2 convalescent 88 

NHP. 89 

We show that immunity induced by natural SARS-CoV-2 infection, as well as vaccine-elicited immune 90 

responses contribute to viral load control by i) blocking new infection of target cells and ii) by increasing 91 

the loss of infected cells. The modelling showed that antibodies inhibiting binding of RBD domain to ACE2 92 

correlated with blockade of new infections and RBD binding antibodies correlate with the loss of infected 93 

cells, reflecting importance of additional antibody functionalities. The role of RBD/ACE2 binding inhibition 94 

has been confirmed in two other vaccine platforms. 95 

 96 

RESULTS  97 

A new mechanistic model fits the in vivo viral load dynamics in nasopharyngeal and tracheal 98 

compartments 99 

The mechanistic model aims at capturing the viral dynamics following challenge with SARS-CoV-2 virus in 100 

NHP. For that purpose, we used data obtained from 18 cynomolgus macaques involved in the vaccine 101 

study reported by Marlin et al (36) and exposed to a high dose (1x106 pfu) of SARS-CoV-2 administered via 102 

the combined intra-nasal and intra-tracheal route. The viral dynamics during the primary infections were 103 

characterized by a peak of genomic RNA (gRNA) production three days post-infection in both tracheal and 104 

nasopharyngeal compartments, followed by a decrease toward undetectable levels beyond day 15 (Figure 105 

1 – figure supplement 1). At the convalescent phase (median 24 weeks after the primary infection), 12 106 

macaques were challenged with SARS-CoV-2 a second time, four weeks after being randomly selected to 107 

receive either a placebo (n=6) or a single injection of the αCD40.RBD vaccine (n=6) (Figure 1A). A third 108 

group of 6 naïve animals were infected at the same time. Compared to this naïve group, viral dynamics 109 

were blunted following the second challenge of convalescent animals with the lowest viral load observed 110 

in vaccinated animals (Figure 1B, Figure 1 - figure supplement 2). 111 

We developed a mathematical model to better characterize the impact of the immune response on the 112 

viral gRNA and subgenomic RNA (sgRNA) dynamics, adapted from previously published work (26, 27, 41), 113 
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which includes uninfected target cells (T) that can be infected (I1) and produce virus after an eclipse phase 114 

(I2). The virus generated can be infectious (Vi) or non-infectious (Vni). Although a single compartment for 115 

de novo produced viruses (V) could be mathematically considered, two distinct ODE compartments were 116 

assumed for a better understanding of the model. We completed the model by a compartment for the 117 

inoculum to distinguish between the injected virus (Vs) and the virus produced de novo by the host (Vi and 118 

Vni). In both compartments of the upper respiratory tract (URT), the trachea and nasopharynx, viral 119 

dynamics were distinctively described by this model (Figure 2A). Viral exchange between the two 120 

compartments was tested (either from the nasopharynx to the trachea or vice versa). However, as 121 

described in the literature (28, 42, 43) and demonstrated by the additional modeling work in Appendix 1 122 

“Model building”, viral transport within the respiratory tract plays a negligible role in viral kinetics 123 

compared with viral clearance. Consequently, no exchange was considered in the model. Using the gRNA 124 

and sgRNA viral loads, we jointly estimated (i.e., shared random effects and covariates) the viral infectivity 125 

(β), the viral production rate (P) and the loss rate of infected cells (δ) in the two compartments. We 126 

assumed that gRNA and sgRNA were proportional to the free virus and the infected cells, respectively. This 127 

modeling choice relied on both biological and mathematical reasons (see section Methods for more 128 

details). Due to identifiability issues, the duration of the eclipse phase (1/k), the clearance of free viruses 129 

from the inoculum (ci) and produced de novo (c) were estimated separately by profile likelihood and 130 

assumed to be identical in the two compartments of the URT. In addition, infectious and non-infectious 131 

viruses were assumed to be cleared at the same rate. We estimated the viral infectivity at 0.95x10-6 (CI95% 132 

[0.18x10-6; 4.94x10-6]) (copies/ml)-1 day-1 in naïve animals, which is in the range of previously reported 133 

modelling results whether in the case of SARS-CoV-2 virus (27, 29), or influenza (32, 33). We found 134 

estimates of the loss rates of infected cells of 1.04 (CI95% [0.79; 1.37]) day-1, corresponding to a mean half-135 

life of 0.67 day. This estimation was consistent with previously published results obtained on SARS-CoV-2 136 

virus showing the mean value of this parameter ranging from 0.60 to 2 days-1 (i.e., half-life between 0.35 137 

and 1.16 days) (26–30). The eclipse phase (3 days-1) was found similar to the values commonly used in the 138 

literature (26, 30, 32, 41). Here, we distinguished the clearance of the inoculum which was much higher 139 

(20 virions day-1) as compared to the clearance of the virus produced de novo (3 virions day-1). While the 140 

half-life of the virus de novo produced usually approximates 1.7 hours (i.e., c=10 day-1) (26, 28, 30, 32), 141 

because of this distinction, our model provided a higher estimation of 5.5 hours which remained in 142 

accordance with the estimations obtained by Baccam et al. (2006) (41) on influenza A. Furthermore, the 143 

viral production by each infected cells was estimated to be higher in the nasopharyngeal compartment 144 

(12.1x103 virions/cell/day, CI95% [3.15x103; 46.5x103]) as compared to the tracheal compartment (0.92x103 145 

virions/cell/day, CI95%
 [0.39x103; 2.13x103]). These estimations are in agreement with the observation of 146 

the intense production of viral particles by primary human bronchial epithelial cells in culture (44). In 147 

particular, they are in the range of estimates obtained within the URT, either in NHP (28) or in humans 148 

(29), with the product pxT0 equals to 15.1x108 (CI95% [3.98x108; 58.1x108]) and 0.21x108 (CI95% [0.088x108 ; 149 

0.48x108]) virions/ml/day in the nasopharynx and the trachea, respectively. By allowing parameters to 150 

differ between animals (through random effects), the variation of cell infectivity and of the loss rate of 151 

infected cells captured the observed variation of the dynamics of viral load. The variation of those 152 

parameters could be partly explained by the group to which the animals belong reducing the unexplained 153 

variability of the cell infectivity by 66% and of the loss rate of infected cells by 54% (Supplementary file 1). 154 

The model fitted well the observed dynamics of gRNA and sgRNA (Figure 2B). 155 

 156 

Modelling of the dynamics of viral replication argues for the capacity of αCD40.RBD vaccine to block 157 

virus entry into host cells and to promote the destruction of infected cells 158 

We distinguish the respective contribution of the vaccine effect and post-infection immunity on the 159 

reduction of the cell infection rate and the increase of the clearance of infected cells. Because blocking de 160 
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novo infection and promoting the destruction of infected cells would lead to different viral dynamics 161 

profile (Figure 2 – figure supplement 1), we were able to identify the contribution of each mechanism by 162 

estimating the influence of the vaccine compared to placebo or naive animals on each model parameter. 163 

The αCD40.RBD vaccine reduced by 99.6% the infection of target cells in the trachea compared to the 164 

naïve group. The estimated clearance of infected cells was 1.04 day-1 (95% CI 0.75; 1.45) in naïve macaques. 165 

It was increased by 80% (1.86/day-1) in the convalescent macaques vaccinated by αCD40.RBD or not. 166 

The mechanistic model allows predicting the dynamics of unobserved compartments. Hence, a very early 167 

decrease of the target cells (all cells expressing ACE2) as well as of the viral inoculum which fully 168 

disappeared from day 2 onward were predicted (Figure 2C). In the three groups, the number of infected 169 

cells as well as infectious viral particles increased up to day 2 and then decreased. We show that this viral 170 

dynamic was blunted in the vaccinated animals leading to a predicted maximum number of infectious viral 171 

particles in the nasopharynx and the trachea below the detection threshold (Figure 2C). The number of 172 

target cells would be decreased by the infection in the naïve and the convalescent groups, whereas it 173 

would be preserved in vaccinated animals.  174 

 175 

The RBD-ACE2 binding inhibition is the main mechanistic CoP explaining the effect of the αCD40.RBD 176 

vaccine on new cell infection 177 

In our study (36), an extensive evaluation of the immunological response has been performed with 178 

quantification of spike binding antibodies, antibodies inhibiting the attachment of RBD to ACE2, antibodies 179 

neutralizing infection, SARS-CoV-2-specific CD4+ and CD8+ T cells producing cytokines and serum cytokine 180 

levels (Figure 3, Figure 1 - figure supplement 3, 4, 5). Therefore, based on our mechanistic model we 181 

investigated if any of these markers could serve as a mechanistic CoP. Such a CoP should be able to capture 182 

the effect of the natural immunity following infection, associated or not to the vaccine (group effect) 183 

estimated on both the rate of cell infection and the rate of the loss of infected cells. To this aim, we 184 

performed a systematic screening by adjusting the model for each marker and we compared these new 185 

models with the model without covariates and with the model adjusted for the groups. In particular, our 186 

approach allowed us to benefit from all the information provided by the overall dynamics of the 187 

immunological markers after the exposure by integrating them as time-varying covariates (see the 188 

methods section for a detailed description of the algorithm). We demonstrate that the RBD-ACE2 binding 189 

inhibition measure is sufficient to capture most of the effect of the groups on the infection of target cells 190 

(Figure 4A, 4B). The integration of this marker in the model explains the variability of the cell infection rate 191 

with greater certainty than the group of intervention, reducing the unexplained variability by 87% 192 

compared to 66% (Supplementary file 1). The marker actually takes into account the variation between 193 

animals within the same group. Hence, it suggests that the levels of anti-RBD antibodies induced by the 194 

vaccine that block attachment to ACE2 are highly efficient at reflecting the neutralization of new infections 195 

in vivo. Furthermore, when taking into account the information provided by the RBD-ACE2 binding 196 

inhibition assay, the effect of the group of intervention was no longer significant (Supplementary file 1). 197 

Finally, we looked at the estimated viral infectivity according to the binding inhibition assay in each animal. 198 

A positive dependence was found between the viral infectivity and the RBD-ACE2 binding inhibition 199 

measure, linking an increase of 103 AU of the marker, whether over time or between animals, with an 200 

increase of 1.8% (95CI% [1.2%; 2.3%]) of the viral infectivity (see Supplementary file 4). Accordingly, the 201 

values at the time of exposure were not overlapping at all, distinguishing clearly the vaccinated and 202 

unvaccinated animals (see Figure 4C). 203 

 204 
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In the next step, several markers (IgG binding anti-RBD antibodies, CD8+ T cells producing IFN-γ) appeared 205 

to be associated to the rate of loss of infected cells (Figure 4 – figure supplement 1A). Both specific 206 

antibodies and specific CD8+ T cells are mechanisms commonly considered important for killing infected 207 

cells. We retained the anti-RBD binding IgG Ab that were positively associated to the increase of the loss 208 

of infected cells. For unknown reason the IFN-γ response was high in unstimulated conditions in the naïve 209 

group. Thus, although this marker was associated with a decrease of the loss rate of infected cells, it 210 

appears essentially here as an indicator of the animal group. Further studies would be needed to fully 211 

confirm the place of IFN-γ response as a mechanistic marker. 212 

A large part of the variation of the infection rate (71%) and loss rate of infected cells (60%) were captured 213 

by the two markers of CoP: the RBD-ACE2 binding inhibition and the anti-RBD binding Ab concentration. 214 

Using the estimated parameters, the effective reproduction number could be calculated (R) which is 215 

representing the number of cells secondarily infected by virus from one infected cell (Figure 4D). When 216 

looking at this effective reproduction number according to the groups, the vaccinated animal presented 217 

from the first day of challenge an effective R below 1 meaning that no propagation of the infection started 218 

within the host. These results were consistent when taking the value of RBD-ACE2 binding inhibition at the 219 

time of the challenge without considering the evolution of the inhibition capacity over time (Figure 4 - 220 

figure supplement 1B). This means that the dynamics of the viral replication is impacted very early during 221 

the infection process in immunized (i.e., both convalescent and vaccinated) animals and that vaccinated 222 

animals were protected from the beginning by the humoral response. Then, we looked at the threshold of 223 

the markers of interest leading to the control of the within-host infection (as defined by R<1) which was 224 

around 30 000 AU for the RBD-ACE2 binding inhibition assay. For the animals in the naive and the 225 

convalescent groups, the observed values of binding inhibition measured by ECL RBD (the lower the better) 226 

and of IgG anti-RBD binding antibodies (the higher the better) led to R>1, whereas in vaccinated animals, 227 

the value of ECL RBD led to R<1. Therefore, our modeling study shows that the inhibition of binding of RBD 228 

to ACE2 by antibodies is sufficient to control initial infection of the host (Figure 4E). According to the 229 

observed value of ECL RBD in vaccinated animals (e.g., 66 AU in Figure 4E), a decrease of more than 2 log10 230 

of the inhibition capacity (to reach 81 000 AU), due to variant of concern (VoC) or waning of immunity, 231 

would have been necessary to impair the control of the within-host infection. Moreover, a decrease of the 232 

neutralizing activity (i.e., increased ECL) could be compensated by an increase of cell death as measured 233 

by an increase of binding IgG anti-RBD as a surrogate. As an example, increasing IgG anti-RBD from 2.5 to 234 

10 in the animal MF7 of the convalescent group would lead to a control of the infection. 235 

In conclusion, the αCD40.RBD vaccine-elicited humoral response leads to the blockade of new cell 236 

infection that is well captured by measure of the inhibition of attachment of the virus to ACE2 through the 237 

RBD domain of the spike protein. Hence, the inhibition of binding of RBD to ACE2 is a promising 238 

mechanistic CoP. Indeed, this CoP fulfils the three criteria of leading to the best fit (lower BIC), the best 239 

explanation of inter-individual variability, and fully captured the effect of the group of intervention. 240 

 241 

The model revealed the same CoP related to another protein-based vaccine but not with mRNA-1273 242 

vaccine 243 

We took the opportunity of another study testing a two-component spike nanoparticle protein-based 244 

vaccine performed in the same laboratory and using the same immune and virological assays (45), 245 

measured only at the time of exposure, for applying the proposed model and methodology. In this study, 246 

6 animals were vaccinated and compared to 4 naive animals (Figure 5A, 5B). The good fit of the data 247 

(Figure 5C, 5D) allows for estimating the effect of the vaccine that appeared here also to decrease the 248 

infectivity rate (by 99%) and increase the clearance of the infected cells by 79%. Looking at the best 249 

mechanistic CoP following the previously described strategy, we ended here again with the inhibition of 250 
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RBD binding to ACE2 as measured by ECL RBD. In fact, this marker measured at baseline before challenge 251 

fulfilled the three criteria: i) it led to the best model in front of a model adjusted for group effect, ii) it 252 

rendered the group effect non-significant and iii) it explained around 71% of the infectivity rate variability, 253 

compared to 65% of variability explained by the groups. Interestingly, here again, the inhibition assay led 254 

to a clear separation of the estimated rate of infectivity between vaccinees and the placebo group (Figure 255 

5E). 256 

Finally, we applied our approach to a published NHP study performed to evaluate several doses of mRNA-257 

1273 vaccine (24). Using available data, we compared the viral dynamics in the 100 µg, 10 µg and placebo 258 

groups, enrolling a total of 12 rhesus macaques in a 1:1:1 ratio. Similar to the previous study, only immune 259 

markers measured at the time of exposure were available in this study, in addition to viral dynamics. We 260 

started from the same model as defined previously. We estimated a reduction of the infection rate by 97% 261 

but we did not find any additional effect. Looking at potential mechanistic CoP, we retained neutralization 262 

as measured on live cells with Luciferase marker. Although this marker led to the best fit and replaced the 263 

group effect (which was non-significant after adjustment for the marker), it explained only 15% of the 264 

variability of estimated viral infectivity, while 19% were explained by the groups. 265 

In conclusion, we demonstrated, based upon challenge studies in NHP vaccinated with two different 266 

protein-based vaccine platforms that both vaccines lead to the blockade of new cell infection. Neutralizing 267 

antibodies likely represent a consistent mechanistic correlate of protection. This could change across 268 

vaccine platforms especially because mechanisms of action are different. 269 

 270 

DISCUSSION  271 

We explored the mechanistic effects of three SARS-CoV-2 vaccines and assessed the quality of markers as 272 

mechanistic CoP (mCoP). This model showed that neutralizing and binding antibodies, elicited by a non-273 

adjuvanted protein-based vaccine targeting the RBD of spike to the CD40 receptor of antigen presenting 274 

cells are reliable mCoP. Interestingly, we found the simpler and easier to standardize and implement 275 

binding inhibition assay may be more relevant to use as a correlate of protection than cell-culture 276 

neutralization assays. This result has been replicated in another study testing a nanoparticle spike vaccine. 277 

The model was able to capture the effect of the vaccines on the reduction of the rate of infection of target 278 

cells and identified additional effects of vaccines beyond neutralizing antibodies. This latter consisted of 279 

increasing the loss rate of infected cells which was better reflected by the IgG binding antibodies and CD8+ 280 

T cell responses in the case of the CD40-targeting vaccine. One limitation of our study is that the prediction 281 

potential of our model relies on the range of the immune markers measured. However, our approach 282 

would allow a full exploitation of the data generated as in systems serology where non-neutralizing Ab 283 

functions, such as Ab-dependent cellular cytotoxicity (ADCC), Ab-dependent cellular phagocytosis (ADCP), 284 

Ab-dependent complement deposition (ADCD), and Ab-dependent respiratory burst (ADRB) are explored 285 

(46). The role of ADCC in natural infection has been previously shown (47), ADCD in DNA vaccine recipients 286 

(11) and with Ad26 vaccine (48). Here, we extended significantly these data by modelling the viral dynamic, 287 

showing that two other protein-based vaccines exert an additional effect on infected cell death which 288 

relied on the level of IgG anti-RBD binding antibodies especially for the CD40.RBD targeting vaccine. 289 

Measurements of other non-neutralizing Ab functions would probably also capture this additional effect. 290 

 291 

The next question after determining which marker is a valid mCoP is to define the concentration that leads 292 

to protection, looking for a threshold effect that will help to define an objective (10, 49). In the context of 293 

SARS-CoV-2 virus, several emerged variants are leading to a significant reduction of viral neutralization as 294 

measured by various approaches. However, a 20-fold reduction of viral neutralization might not translate 295 
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in 20-fold reduction of vaccine efficacy (50). First, there are many steps between viral neutralization and 296 

the reduction of viral infectivity or the improvement of clinical symptoms. Second, the consequences of a 297 

reduction of viral neutralization could be alleviated by other immunological mechanisms not compromised 298 

by the variant. In the context of natural immunity, when the level of neutralizing antibodies was below a 299 

protective threshold, the cellular immune response appeared to be critical (17, 51). We showed with our 300 

model that an improvement of infected cell destruction could help to control the within-host infection and 301 

is quantitatively feasible. 302 

The control of viral replication is the key for reducing infectivity (52, 53) as well as disease severity (54, 303 

55). According to our non-linear model linking the neutralization to the viral replication, a decrease of 4 to 304 

20-fold in neutralization as described for the variants of concern (4, 6) is not enough, especially in the 305 

context of the response to CD40.RBD targeting vaccine, to compromise the control of viral replication. The 306 

results showing a conserved effectiveness of mRNA vaccines in humans infected by the alpha or beta 307 

variants (56), although a decrease of neutralization has been reported (4), are consistent with this 308 

hypothesis. However, this is highly dependent upon the mode of action of currently used vaccines and 309 

upon the VoC that may much more compromise the neutralization but being also intrinsically less 310 

pathogenic such as Omicron (57). 311 

 312 

The analysis performed extended significantly the observation of associations between markers as 313 

previously reported for SARS-CoV-2 vaccine (11) and other vaccines (58) because it allows a more causal 314 

interpretation of the effect of immune markers. However, our modelling approach requires the in vivo 315 

identification of the biological parameters under specific experimentations. On the other hand, the 316 

estimation of parameters included in our model also provided information on some aspect of the virus 317 

pathophysiology. Notably, we found an increased capacity of virion production in nasopharynx compared 318 

to the trachea which could be explained by the difference in target cells according to the compartment 319 

(59). This result needs to be confirmed as it may also be the consequence of a different local immune 320 

response (60). The choice of the structural model defining the host-pathogen interaction is a fundamental 321 

step in the presented approach. Here, it was well guided by the biological knowledge, the existing models 322 

for viral dynamics (34, 61, 62) and the statistical inference allowing the selection of the model that best fit 323 

the data. Nevertheless, many modeling choices for the statistical model were made in this approach and 324 

more theoretical work evaluating the robustness of the results in their regards may be relevant for future 325 

works. In particular, we could relax the constraint of linear interpolation of marker dynamics by using 326 

simple regression models, allowing in the same time the integration of error model to account for 327 

measurement error for time-varying covariates (63–65).  Moreover, by construction, we assumed similar 328 

interindividual variability and effects of covariates within the two URT compartments as well as similar 329 

values for the viral infectivity and the loss rate of infected cells. Viral load dynamics measured in lungs 330 

being different from those in the URT (66, 67), the relaxation of this hypothesis of homogeneous 331 

physiological behavior in the URT may be pertinent to extend the model to the LRT. Finally, it should be 332 

underlined that the dynamics of the immune response has not been modelled as suggested for instance 333 

for B cell response (68). This clearly constitutes the next step after the selection of the markers of interest 334 

as done in the present work.  335 

 336 

In conclusion, the modelling of the response to two new promising SARS-CoV-2 vaccines in NHP revealed 337 

a combination of effects with a blockade of new cell infections and the destruction of infected cells. For 338 

these two vaccines, the antibody inhibiting the attachment of RBD to ACE2, appeared to be a very good 339 

surrogate of the vaccine effect on the rate of infection of new cells and therefore could be used as a 340 

mechanistic CoP. This modelling framework contributes to the improvement of the understanding of the 341 
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immunological concepts by adding a quantitative evaluation of the contributions of different mechanisms 342 

of control of viral infection. In terms of acceleration of vaccine development, our results may help to 343 

develop vaccines for “hard-to-target pathogens”, or to predict their efficacy in aging and particular 344 

populations (69). It should also help in choosing vaccine dose, for instance at early development (70) as 345 

well as deciding if and when boosting vaccination is needed in the face of waning protective antibody 346 

levels (71, 72), at least in NHP studies although the framework could be extended to human studies using 347 

mixed approaches of within and between hosts modelling (73) providing that enough information is 348 

collected. 349 

 350 

MATERIALS AND METHODS 351 

Experimental model and subjects details 352 

Cynomolgus macaques (Macaca fascicularis), aged 37-66 months (18 females and 13 males) and 353 

originating from Mauritian AAALAC certified breeding centers were used in this study. All animals were 354 

housed in IDMIT facilities (CEA, Fontenay-aux-roses), under BSL2 and BSL-3 containment when necessary 355 

(Animal facility authorization #D92-032-02, Préfecture des Hauts de Seine, France) and in compliance with 356 

European Directive 2010/63/EU, the French regulations and the Standards for Human Care and Use of 357 

Laboratory Animals, of the Office for Laboratory Animal Welfare (OLAW, assurance number #A5826-01, 358 

US). The protocols were approved by the institutional ethical committee “Comité d’Ethique en 359 

Expérimentation Animale du Commissariat à l’Energie Atomique et aux Energies Alternatives” (CEtEA #44) 360 

under statement number A20-011. The study was authorized by the “Research, Innovation and Education 361 

Ministry” under registration number APAFIS#24434-2020030216532863v1. 362 

 363 

Evaluation of anti-Spike, anti-RBD and neutralizing IgG antibodies 364 

Anti-Spike IgG were titrated by multiplex bead assay. Briefly, Luminex beads were coupled to the Spike 365 

protein as previously described (74) and added to a Bio-Plex plate (BioRad). Beads were washed with PBS 366 

0.05% tween using a magnetic plate washer (MAG2x program) and incubated for 1h with serial diluted 367 

individual serum. Beads were then washed and anti-NHP IgG-PE secondary antibody (Southern Biotech, 368 

clone SB108a) was added at a 1:500 dilution for 45 min at room temperature. After washing, beads were 369 

resuspended in a reading buffer 5 min under agitation (800 rpm) on the plate shaker then read directly on 370 

a Luminex Bioplex 200 plate reader (Biorad). Average MFI from the baseline samples were used as 371 

reference value for the negative control. Amount of anti-Spike IgG was reported as the MFI signal divided 372 

by the mean signal for the negative controls. 373 

 374 

Anti-RBD and anti-Nucleocapside (N) IgG were titrated using a commercially available multiplexed 375 

immunoassay developed by Mesoscale Discovery (MSD, Rockville, MD) as previously described (75). 376 

Briefly, antigens were spotted at 200−400 μg/mL in a proprietary buffer, washed, dried and packaged for 377 

further use (MSD® Coronavirus Plate 2). Then, plates were blocked with MSD Blocker A following which 378 

reference standard, controls and samples diluted 1:500 and 1:5000 in diluent buffer were added. After 379 

incubation, detection antibody was added (MSD SULFO-TAGTM Anti-Human IgG Antibody) and then MSD 380 

GOLDTM Read Buffer B was added and plates read using a MESO QuickPlex SQ 120MM Reader. Results 381 

were expressed as arbitrary unit (AU)/mL. 382 

 383 
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Anti-RBD and anti-N IgG were titrated by ELISA. The Nucleocapsid and the Spike RBD domain (Genbank # 384 

NC_045512.2) were cloned and produced in E. Coli and CHO cells, respectively, as previously described 385 

(37). Antigens were purified on C-tag column (Thermo Fisher) and quality-controlled by SDS-PAGE and for 386 

their level of endotoxin. Antigens were coated in a 96 wells plates Nunc-immuno Maxisorp (Thermo Fisher) 387 

at 1 μg/mL in carbonate buffer at 4°C overnight. Plates were washed in TBS tween 0.05% (Thermo Fisher) 388 

and blocked with PBS 3% BSA for 2 hours at room temperature. Samples were then added, in duplicate, in 389 

serial dilution for 1 hour at RT. Non-infected NHP sera were used as negative controls. After washing, anti-390 

NHP IgG coupled with HRP (Thermo Fisher) was added at 1:20,000 for 45 min at RT. After washing, TMB 391 

substrate (Thermo Fisher) was added for 15 min at RT and the reaction was stopped with 1M sulfuric acid. 392 

Absorbance of each well was measured at 450 nm (reference 570 nm) using a Tristar2 reader (Berthold 393 

Technologies). The EC50 value of each sample was determined using GraphPad Prism 8 and antibody titer 394 

was calculated as log (1/EC50).  395 

 396 

The MSD pseudo-neutralization assay was used to measure antibodies neutralizing the binding of the spike 397 

protein to the ACE2 receptor. Plates were blocked and washed as above, assay calibrator (COVID- 19 398 

neutralizing antibody; monoclonal antibody against S protein; 200 μg/mL), control sera and test sera 399 

samples diluted 1:10 and 1:100 in assay diluent were added to the plates. Following incubation of the 400 

plates, an 0.25 μg/mL solution of MSD SULFO-TAGTM conjugated ACE-2 was added after which plates were 401 

read as above. Electro-chemioluminescence (ECL) signal was recorded. 402 

 403 

Viral dynamics modelling 404 

The mechanistic approach we developed to characterize the impact of the immune response on the viral 405 

gRNA and sgRNA dynamics relies on a mechanistic model divided in three layers: firstly, we used a 406 

mathematical model based on ordinary differential equations to describe the dynamics in the two 407 

compartments, the nasopharynx and the trachea. Then we used a statistical model to take into account 408 

both the inter-individual variability and the effects of covariates on parameters. Finally, we considered an 409 

observation model to describe the observed log10 viral loads in the two compartments.   410 

For the mathematical model, we started from previously published models (26, 27, 41) where the 411 

nasopharynx and trachea were respectively described by a target cell limited model, with an eclipse phase, 412 

as model of acute viral infection assuming target-cell limitation (33). We completed the model by adding 413 

a compartment for the inoculum that distinguishes the injected virus (Vs) from the virus produced de novo 414 

(Vi and Vni). To our knowledge, this distinction has not been proposed in any previous work. Two main 415 

reasons led us to make this choice. First, it allowed us to study the dynamics of the inoculum, in particular 416 

during the early phase of viral RNA load dynamics. Second, as described in more detail below, it gave us 417 

the opportunity to use all the information provided by the preclinical studies, such as the known number 418 

of inoculated virions, to define the initial conditions of the ODE model rather than estimating or randomly 419 

fixing them for Vi and Vni, as is usually done. Consequently, for each of the two compartments, the model 420 

included uninfected target cells (T) that can be infected (I1) either by infectious viruses (Vi) or inoculum 421 

(Vs) at an infection rate β. After an eclipse phase, infected cells become productively infected cells (I2) and 422 

can produce virions at rate P and be lost at a per capita rate δ. The virions generated can be infectious (Vi) 423 

with proportion µ while the (1-µ) remaining proportion of virions is non-infectious (Vni). Mathematically, 424 

a single compartment (V) for de novo produced virions could be considered in the model, with μV and (1-425 

μ)V representing the respective contributions of infectious and non-infectious viruses to the biological 426 

mechanisms. However, to have a better visual understanding of the distinction between the two types of 427 

viruses, we wrote the model with distinct compartments, Vi and Vni.  428 
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Finally, virions produced de novo and those from the inoculum are cleared at a rate c and ci respectively. 429 

Distinct clearances were considered to account for the effects of experimental conditions on viral 430 

dynamics. In particular, it is hypothesized that, animals being locally infected with large numbers of virions, 431 

a large proportion of it is assumed to be rapidly eliminated by swallowing and natural downstream influx, 432 

in contrast to the de novo produced virions. However, it is important to keep in mind that this distinction 433 

was possible because of the controlled experimental conditions performed in animals, (i.e., exact timing 434 

and amount of inoculated virus known, and frequent monitoring during the early phase of the viral 435 

dynamics). Because of identifiability issues, similar clearances for infectious and non-infectious viruses 436 

were used. Accordingly, the model can be written as the following set of differential equations, where the 437 

superscript X denotes the compartment of interest (N, nasopharynx or T, trachea):  438 

{
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 (1) 

where 𝑇𝑋(𝑡 = 0), 𝐼1
𝑋(𝑡 = 0), 𝐼2

𝑋(𝑡 = 0), 𝑉𝑖
𝑋(𝑡 = 0), 𝑉𝑛𝑖

𝑋(𝑡 = 0) and 𝑉𝑠
𝑋(𝑡 = 0) are the initial conditions 439 

at the time of exposure. The initial concentration of target cells, that are the epithelial cells expressing the 440 

ACE2 receptor, is expressed as 𝑇0
𝑋 =

𝑇0
𝑋,𝑛𝑏𝑐

𝑊𝑋  where 𝑇0
𝑋,𝑛𝑏𝑐 is the initial number of cells and WX is the volume 441 

of distribution of the compartment of interest (see the subsection “Consideration of the volume of 442 

distribution”). Each animal was exposed to 1x106 pfu of SARS-CoV-2 representing a total of 2.19x1010 443 

virions. Over the total inoculum injected (5 mL), 10% (0.5 mL) and 90% (4.5 mL) of virions were respectively 444 

injected by the intra-nasal route and the intra-tracheal route leading to the following initial concentrations 445 

of the incoculm within each compartment : 𝑉𝑆,0
𝑁 =

0.10×Inoc0

𝑊𝑁  and 𝑉𝑆,0
𝑇 =

0.90×Inoc0

𝑊T , with Inoc0 the number 446 

of virions injected via the inoculum.  447 

Using the gRNA and sgRNA viral loads, we estimated the viral infectivity, the viral production rate and the 448 

loss rate of infected cells within each of the two compartments of the URT (Supplementary file 2). To 449 

account for inter-individual variability and covariates, each of those three parameters was described by a 450 

mixed-effect model and jointly estimated between the two compartments as follows: 451 
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{
 
 
 

 
 
 log10(𝛽𝑖

𝑁) = 𝛽0 + 𝜙𝑐𝑜𝑛𝑣
𝛽

× 𝕀𝑔𝑟𝑜𝑢𝑝=𝑐𝑜𝑛𝑣 +𝜙𝐶𝐷40
𝛽

× 𝕀𝑔𝑟𝑜𝑢𝑝=𝐶𝐷40 + 𝑢𝑖
𝛽

𝛽𝑖
𝑇 = 𝛽𝑖

𝑁 × exp(𝑓𝛽
𝑇)

log(𝛿𝑖
𝑁) = log(𝛿0) + 𝜙𝑐𝑜𝑛𝑣

𝛿 × 𝕀𝑔𝑟𝑜𝑢𝑝=𝑐𝑜𝑛𝑣 + 𝜙𝐶𝐷40
𝛿 × 𝕀𝑔𝑟𝑜𝑢𝑝=𝐶𝐷40 + 𝑢𝑖

𝛿

𝛿𝑖
𝑇 = 𝛿𝑖

𝑁 × exp(𝑓𝛿
𝑇)

log(𝑃𝑖
𝑁) = log(𝑃0) + 𝜙𝑐𝑜𝑛𝑣

𝑃 × 𝕀𝑔𝑟𝑜𝑢𝑝=𝑐𝑜𝑛𝑣 + 𝜙𝐶𝐷40
𝑃 × 𝕀𝑔𝑟𝑜𝑢𝑝=𝐶𝐷40 + 𝑢𝑖

𝑃

  𝑃𝑖
𝑇 = 𝑃𝑖

𝑁 × exp(𝑓𝑃
𝑇)

 (2) 

where 𝛽0, log(𝛿0) and log(𝑃0) are the fixed effects, {𝜙𝑐𝑜𝑛𝑣
𝜃 |𝜃 ∈ {𝛽, 𝛿, 𝑃}} and {𝜙𝐶𝐷40

𝜃 |𝜃 ∈ {𝛽, 𝛿, 𝑃}} are 452 

respectively the regression coefficients related to the effects of the group of convalescent and αCD40.RBD 453 

vaccinated animals for the parameters β, δ and P, and 𝑢𝑖
𝜃 is the individual random effect for the parameter 454 

θ, which is assumed to be normally distributed with variance 𝜔𝜃
2. A log-transformation was adopted for 455 

the parameters δ and P to ensure their positivity while a log10-transformation was chosen for viral 456 

infectivity to also improve the convergence of the estimation. Because of the scale difference between the 457 

parameter β and the other parameters (see Supplementary file 2), the mere use of the log-transformation 458 

for this parameter led to convergence issues. The use of a log10-transformation allowed to overcome this 459 

problem. Moreover, as shown in Equation (2), a joint estimation of the parameters β, δ and P between the 460 

two compartments of the URT was considered. In this regard, a homogeneous interindividual variability 461 

within the URT was assumed as well as a similar contribution of the covariates to the value of the 462 

parameters. Parameters in the trachea were then either equal or proportional to those in the nasopharynx. 463 

This modeling choice, resulting in a smaller number of parameters to be estimated, was made mainly to 464 

address identifiability issues and to increase the power of the estimation. All other parameters included in 465 

the target-cell limited models were assumed to be fixed (see the subsection “Parameter estimation” for 466 

more details). 467 

In practice, after the selection of the optimal statistical model (see Appendix 1 “Model Building”), random 468 

effects were added only to the parameters β and δ (i.e., ωβ ≠0, ωδ ≠0, and ωP=0), and the estimation of 469 

multiple models identified the viral production rate P as the only parameter taking different values 470 

between the trachea and nasopharynx. (i.e., βN=βT with fβ
T=0, δN= δT with fδ

T=0, while PN≠PT). Finally, the 471 

adjustment of the model for the categorical covariates of groups of treatment, natural infection and/or 472 

vaccination, identified β and δ as the parameters with a statistically significant effect of these covariates 473 

(i.e.,𝜙𝑐𝑜𝑛𝑣
𝑃 = 0 and 𝜙𝐶𝐷40

𝑃 = 0). 474 

 475 

For the observation model, we jointly described genomic and subgenomic viral loads in the two 476 

compartments of the URT. We defined genomic viral load, which characterizes the total viral load observed 477 

in a compartment (nasopharynx or trachea), as the sum of inoculated virions (Vs), infectious (Vi) and non-478 

infectious virions (Vni). The sgRNA was described as proportional to the infected cells (I1 + I2). This choice 479 

was driven by two main reasons. First, sgRNA is only transcribed in infected cells (76). Second, as described 480 

by Miao et al. (2011) (77), to overcome identifiability issues between the parameters β and P typically 481 

observed in target-cell limited models. The comparison of the two observation models describing sgRNA 482 

as either proportional to virions produced de novo (Vi + Vni) or proportional to infected cells (I1 + I2) 483 

confirmed this conclusion. In addition to a better BICc value (-25 points) compared with the first model, 484 

the second one allowed the estimation of both β and P by counteracting identifiability problems faced 485 

with the first model (results not shown). Accordingly, the log10-transformed gRNA and sgRNA of the ith 486 

animal at the jth time point in compartment X (nasopharynx or trachea), denoted 𝑔𝑅𝑁𝐴𝑖𝑗
𝑋  and 𝑠𝑔𝑅𝑁𝐴𝑖𝑗

𝑋  487 

respectively, were described by the following equations: 488 
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{
𝑔𝑅𝑁𝐴𝑖𝑗

𝑋 = log10[𝑉𝑖
𝑋 + 𝑉𝑛𝑖

𝑋 + 𝑉𝑠
𝑋] (Θ𝑖

𝑋, 𝑡𝑖𝑗) + 𝜀𝑖𝑗,𝑔
𝑋    𝜀𝑖𝑗,𝑔

𝑋 ~𝒩(0, 𝜎𝑔𝑋
2 )

𝑠𝑔𝑅𝑁𝐴𝑖𝑗
𝑋 = 𝛼𝑠𝑔𝑅𝑁𝐴 × log10[𝐼1

𝑋+𝐼2
𝑋] (Θ𝑖

𝑋, 𝑡𝑖𝑗) + 𝜀𝑖𝑗,𝑠𝑔
𝑋    𝜀𝑖𝑗,𝑠𝑔

𝑋 ~𝒩(0, 𝜎𝑠𝑔𝑋
2 )

 (3) 

where Θ𝑖
𝑋 is the set of parameters of the subject i for the compartment X and ε are the additive normally 489 

distributed measurement errors. 490 

 491 

Consideration of the volume of distribution  492 

To define the concentration of inoculum within each compartment after injection, nasopharyngeal and 493 

tracheal volumes of distribution, labelled WN and WT respectively, were needed. Given the estimated 494 

volumes of the trachea and the nasal cavities in four monkeys similar to our 18 macaques (Figure 2 - figure 495 

supplement 2A-C) and the well documented relationship between the volume of respiratory tract and 496 

animal weights (78), the volume of distribution of each compartment was defined as a step function of 497 

NHP weights: 498 

𝑊𝑖
𝑁 = {

4  if Weighti  ≤ 4.5 
5.5  otherwise 

𝑊𝑖
𝑇 = {

2       if Weighti ≤ 4.5
3  otherwise 

 (4) 

Where Weighti is the weight of the monkey i in kgs. Using equation (4) and weights of our 18 NHPs (mean= 499 

4.08 ; [Q1 ; Q3] = [3.26 ; 4.77]), we estimated WT = 2 and WN = 4mL for a third of them (n=12) (Figure 2 - 500 

figure supplement 2D), leading to the initial concentration of target cells 𝑇0
𝑋  (see “Viral dynamics 501 

modeling” for equation)  fixed at 3.13x104 cells.mL-1 and 1.13x104 cells.mL-1 in nasopharynx and trachea 502 

respectively. Similarly, their initial concentrations of challenge inoculum 𝑉𝑆,0
𝑋  were fixed at 5.48x108 503 

copies.mL-1 and 9.86x109 copies.mL-1 in nasopharynx and trachea resp.  For the last third of NHPs (n=6), 504 

WT = 3 and WN = 5.5 mL leading to 𝑇0
𝑋 fixed at 2.27x104 cells.mL-1 in nasopharynx and 7.50x103 cells.mL-1 505 

in trachea while 𝑉𝑆,0
𝑋  was fixed at 3.98x108 copies.mL-1 in nasopharynx and 6.57x109 copies.mL-1 in trachea. 506 

Through this modeling, we assumed a homogenous distribution of injected virions and target cells within 507 

nasopharyngeal and tracheal compartments. In addition, the natural downward flow of inoculum towards 508 

lungs, at the moment of injection, was indirectly taken into account by the parameter of inoculum 509 

clearance, ci.  510 

 511 

Parameter estimation  512 

Among all parameters involved in the three layers of the mechanistic model, some of them have been 513 

fixed based on experimental settings and/or literature. That is the case of the proportion of infectious virus 514 

(µ) that has been fixed at 1/1000 according to previous work (28) and additional work (results not shown) 515 

evaluating the stability of the model estimation according to the value of this parameter. The initial 516 

number of target cells, that are the epithelial cells expressing the ACE2 receptor, 𝑇0
𝑋,𝑛𝑏𝑐  was fixed at  517 

1.25x105 cells in the nasopharynx and 2.25x104 cells in trachea (28) (Supplementary file 2). The duration 518 

of the eclipse phase (1/k), the clearance of the inoculum (𝑐𝑖) and the clearance of the virus produced de 519 

novo (c) were estimated by profile likelihood. The profile likelihood consists in defining a grid of values for 520 

the parameters to be evaluated and sequentially fixing these parameters to one of these combinations of 521 

values. The model and all the parameters that are not fixed are then estimated by maximizing the log-522 

likelihood. In this process, all parameters that are assumed to be fixed in the model (i.e., μ and the initial 523 

conditions) are held fixed. Finally, the optimal set of parameters is chosen as the one optimizing the log-524 

likelihood. Although the available data did not allow the direct estimation of these three parameters, the 525 
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use profile likelihood enabled the exploration of various potential values for k, c and 𝑐𝑖. In a first step, we 526 

explored the 18 models resulting from the combination of 3 values of k ∈ {1, 3, 6} day-1 and 6 values for c 527 

∈{1, 5, 10, 15, 20, 30} day-1, assuming that the two parameters of virus clearance were equal, as first 528 

approximation. As shown in Supplementary file 3a, an eclipse phase of 8 hours (k=3) and virus clearance 529 

higher than 15 virions per day led to lowest values of -2log-likelihood (-2LL, the lower the better). In a 530 

second step, we fixed the parameter k at 3 day-1 and estimated the 70 models resulting from the 531 

combination of 10 values for c ∈{1, 2, 3, 4, 5, 10, 15, 20, 25, 30} day-1 and 7 values for ci  ∈{1, 5, 10, 15, 20, 532 

25, 30} day-1 (Supplementary file 3b). The distinction of the two parameters of free virus clearance enabled 533 

to find much lower half-life of inoculum (~50 minutes) than half-life of virus produced de novo (~5.55 534 

hours), with c=3 day-1 compared to ci=20 day-1.  535 

 536 

Once all these parameters have been fixed, the estimation problem was restricted to the determination 537 

of the viral infectivity β, the viral production rate P, the loss rate of infected cells δ for each compartment, 538 

the parameter 𝛼𝑣𝑙𝑠𝑔  in the observation model, regression coefficients for groups of intervention 539 

(𝜙𝑐𝑜𝑛𝑣, 𝜙𝐷𝐶40) and standard deviations for both random effects (𝜔) and error model (σ). The estimation 540 

was performed by Maximum likelihood estimation using a stochastic approximation EM algorithm 541 

implemented in the software Monolix (http://www.lixoft.com). Furthermore, we performed a bootstrap 542 

procedure with replacement (79) (50 samples) on the optimal model to obtain and verify the robustness 543 

of the estimates (see Supplementary file 2 for the results), and to reduce potential overfitting that could 544 

result from the small number of NHPs. Selection of the compartment effect on parameters (β, δ, P) as well 545 

as random effects and covariates on the statistical model (2) was performed by the estimation of several 546 

models that were successively compared according to the corrected Bayesian information criterion (BICc) 547 

(to be minimized). After the removal of random effect on the viral production (𝜔𝑃 = 0) allowing the 548 

reduction of the variance on the two other random effects, all combinations of compartment effects were 549 

evaluated, leading to the final selection of a single effect on P (𝑓𝛽
𝑇 = 𝑓𝛿

𝑇 = 0). Then, the effect of group 550 

intervention was independently added on model parameters among β, δ, P and c. Once the group effect 551 

on the viral infectivity identified as the best one, the addition of a second effect on the remaining 552 

parameters was tested, resulting in the selection of the loss rate of infected cells. Finally, the irrelevance 553 

of the addition of a third effect was verified.  554 

The possibility of migration of free plasma virus between the nasopharynx and the trachea was tested. 555 

However, as widely described in the literature, the transport of viral particles within the respiratory tract 556 

is negligible in the viral dynamics and is difficult to estimate. The reader can refer to Appendix 1 “Model 557 

building” for an additional modelling work conducted to estimate this exchange and provided the same 558 

conclusion. Accordingly, the two compartments of the URT were assumed are distinct in our model.  559 

 560 

Algorithm for automatic selection of biomarkers as CoP 561 

After identifying the effect of the group of intervention on both the viral infectivity (β) and the loss rate of 562 

infected cells (δ), we aimed at determining whether some immunological markers quantified in the study 563 

could capture this effect. Nowadays, many methods for selecting constant covariates already exist (80) 564 

and are implemented in software like Monolix. However, these latter do not allow time-varying covariates. 565 

In this section, we present the algorithm we implemented to select time-varying covariates. We proposed 566 

a classical stepwise data-driven automatic covariate modelling method (Figure 4 - figure supplement 2). 567 

However, initially implemented to select covariates from more than 50 biomarkers, computational time 568 

restricted us to consider only a forward selection procedure. Nevertheless, the method can be easily 569 

extended to classical stepwise selection in which both forward selection and backward elimination are 570 
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performed sequentially. Although the method was developed for time-varying covariates, it can also be 571 

applied to constant covariates.  572 

At the initialization step (k=0) (see Figure 4 – figure supplement 2), the algorithm requests 3 inputs: (1) a 573 

set of potential 𝑀 covariates, labelled Markerm for m∈{1, …, M} (e.g., immunological markers) ; (2) a set of 574 

P parameters on which covariates could be added, labelled θp for p∈{1, …, P} (e.g. β and δ) ; and (3) an 575 

initial model (e.g., the model without covariates), labelled M0, with θp
0 being the definition of the 576 

parameter θp. At each step k>0, we note M k-1 the current model resulting in the model built in the step k-577 

1. Then each combination of markers and parameters that have not already been added in M k-1, labelled 578 

r (𝑟 ∈ {Marker 𝑚 ⨂  𝜃𝑝 ∉ 𝑀
𝑘−1| 𝑚 ∈ {1,…𝑀}, 𝑝 ∈ {1,…𝑃}}) , are considered and tested in an 579 

univariate manner (each relation r is independently added in M k-1 and ran). To this end, the parameter θp 580 

involved in this relationship r is modified as 𝜃𝑝
𝑘(𝑡) = 𝜃𝑝

𝑘−1(𝑡) × 𝑒𝑥𝑝(𝜙𝑚
𝑝
×𝑀𝑎𝑟𝑘𝑒𝑟𝑚(𝑡)), where 𝜙𝑚

𝑝
 is the 581 

regression coefficient related the marker and 𝑀𝑎𝑟𝑘𝑒𝑟𝑚(𝑡) being the trajectory of the marker over time, 582 

while other parameters remain unchanged (∀𝜃𝑞 ∉ 𝑟, 𝜃𝑞
𝑘(𝑡) = 𝜃𝑞

𝑘−1(𝑡)). Once all these models evaluated, 583 

the one with the optimal value of a given selection criterion defining the quality of the fits (e.g., the lowest 584 

BICc value) is selected and compared to the model M k-1. If the value of the criterion is better than the one 585 

found for M k-1, then this model is defined as the new current model, M k, and the algorithm moves to the 586 

step k+1. Otherwise, the algorithm stops. The algorithm can also be stopped at the end of a fixed number 587 

of step K.   588 

The objective of this algorithm being to identify mechanistic correlates of protection, at each step, the 589 

selected model should respect, in addition to the best fits criterion, the 2 other criteria defining mCoP 590 

meaning the ability to capture the effect of the group of intervention and the ability to better explain the 591 

variability on individual parameters than the model adjusted for the group effect. To this end, we verify 592 

that in the selected model additionally adjusted for the group of intervention, the group effect appears as 593 

non-significantly different from 0 using a Wald-test. Then, we check that the variances of random effects 594 

in the selected model are lower or equal to the ones obtained in the model adjusted only for the group 595 

effect.  596 

 597 

Modelling hypothesis for time-dependent covariates in our application 598 

Using a population-based approach to estimate our mechanistic model and similar to the adjustment of 599 

the model for constant covariates (e.g., groups of intervention), time-varying covariates are incorporated 600 

into the statistical model as individual-specific explanatory variables in the mixed-effects models. To 601 

implement the algorithm for selecting the time-varying covariates, many modeling choices were made. 602 

First, targeting covariates able to fully replace the group of intervention, we kept a similar mathematical 603 

relationship between parameters and immune markers than the one used with the constant covariate (see 604 

Equation (2)). Accordingly, we adjusted the model parameters additively in logarithmic scale. In this 605 

regard, at each step k (k>0), the parameter θp was defined as log (𝜃𝑝
𝑘(𝑡)) = log (𝜃𝑝

𝑘−1(𝑡)) + 𝜙𝑚
𝑝
×606 

𝑀𝑎𝑟 ker𝑚(𝑡). However, this choice may affect the results and other choices may be more relevant under 607 

different conditions. Second, because immune markers are observed only at discrete time points, whereas 608 

the estimation of the model is performed in a continuous way, we introduced immune markers as time-609 

varying covariates using linear interpolation. Lets denote Markeri,j the value of the marker observed for 610 

the ith animal at the jth time point, with 𝑖 ∈ {1,… , 𝑛} and 𝑗 ∈ {1,… , 𝐽}. By linear interpolation, the time-611 

continuous marker was defined as,∀𝑡 > 0, 612 
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𝑴𝒂𝒓𝒌𝒆𝒓𝒊
𝒊𝒏𝒕(𝒕) =∑𝕀[𝒕𝒋;𝒕𝒋+𝟏[(𝒕)

𝑱−𝟏

𝒋=𝟏

[
𝑴𝒂𝒓𝒌𝒆𝒓𝒊,𝒋+𝟏 −𝑴𝒂𝒓𝒌𝒆𝒓𝒊,𝒋

𝒕𝒋+𝟏 − 𝒕𝒋
𝒕 +

𝑴𝒂𝒓𝒌𝒆𝒓𝒊,𝒋𝒕𝒋+𝟏 −𝑴𝒂𝒓𝒌𝒆𝒓𝒋+𝟏𝒕𝒋

𝒕𝒋+𝟏 − 𝒕𝒋
]    613 

+ 𝕀𝒕≥𝒕𝑱(𝒕) ×𝑴𝒂𝒓𝒌𝒆𝒓𝒊,𝑱 614 

 615 

As previously described in the Results section, three different studies were considered in this work: a main 616 

study reported by Marlin et al. (36) testing the αCD40.RBD vaccine, and two additional studies (24, 45) 617 

evaluating a two-component spike nanoparticle vaccine and the mRN-1273 vaccine, respectively. In the 618 

main study, the method was applied with both time-varying covariates and constant covariates for which 619 

only baseline value was considered, such that Markeri(t) = Markeri(t=0) (see Supplementary file 1). For 620 

the other two studies, only the baseline values were considered as covariates, the dynamics being not 621 

available. To assess the robustness of the results, several selection criteria were tested: AIC, BIC, log-622 

likelihood, the percentage of explained interindividual variability, and similar results were obtained for all 623 

(results not shown). Moreover, as presented in Appendix 2 “BICc as selection criteria and multiple testing 624 

adjustment”, we verified the robustness of the use of BIC as selection criteria despite the multiplicity of 625 

the tests. The identification of antibodies inhibiting the attachment of the RBD domain to the ACE2 626 

receptor (ECLRBD) as the first time-varying CoP led to the definition of the time-varying viral infectivity for 627 

the i-th animal as described in Equation (5), while the selection anti-RBD IgG-binding antibodies (IggRBD) 628 

led to the elimination rate of infected cells given in Equation (6). 629 

𝜷𝒊(𝒕) = 𝟏𝟎
𝜷𝟎+𝒖𝒊

𝜷

× 𝐞𝐱𝐩(𝝓𝒆𝒄𝒍
𝜷
× 𝑬𝑪𝑳𝑹𝑩𝑫𝒊

𝒊𝒏𝒕(𝒕))  (5) 

𝜹𝒊(𝒕) =  𝜹𝟎 × 𝐞𝐱𝐩(𝝓𝒊𝒈𝒈
𝜹 × 𝑰𝒈𝒈𝑹𝑩𝑫𝒊

𝒊𝒏𝒕(𝒕) + 𝒖𝒊
𝜹) (6) 

 630 

Quantification and statistical analysis 631 

In each of the three studies used in this work, no statistical tests were performed on the raw data (i.e, 632 

observations), whether for viral load or for immune marker measurements, to identify statistical 633 

differences between treatment groups, as the statistical analyses were already been performed in the 634 

respective papers. Statistical significance of the effect of groups in model estimation is indicated in the 635 

tables by stars: *, p < 0.05 ; **, p < 0.01 ; ***, p < 0.001 and were estimated by Wald tests (Monolix® 636 

software version 2019R1).  637 

Model parameters were estimated with the SAEM algorithm (Monolix® software version 2019R1). 638 

Graphics were generated using R version 3.6.1 and Excel 2016 and details on the statistical analysis for the 639 

experiments can be found in the accompanying figure legends. Horizontal red dashed lines on graphs 640 

indicate assay limit of detection.  641 

  642 
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Figures  973 

 974 

 975 

Figure 1. Design of the study 1 and viral dynamics. 976 

(A) Study design. Cynomolgus macaques (Macaca fascicularis), aged 37-58 months (8 females and 13 977 

males). 24-26 weeks post infection with SARS-CoV-2, twelve of these animals were randomly assigned in 978 

two experimental groups. The convalescent vaccinated group (n=6) received 200 µg of αCD40.RBD 979 

vaccine. The other six convalescent animals were used as controls. Additional six age matched (43.7 980 

months +/-6.76) cynomolgus macaques from same origin were included in the study as controls naive from 981 

any exposure to SARS-CoV-2. Four weeks after immunization, all animals were exposed to a total dose of 982 

106 pfu of SARS-CoV-2 virus via the combination of intra-nasal and intra-tracheal routes. In this work, only 983 

data collected from the 2nd exposure were considered. (B) Individual log10 transformed gRNA viral load 984 

dynamics in nasopharyngeal swabs (top) and tracheal swabs (bottom) after the initial exposure to SARS-985 

CoV-2 in naive macaques (black, right) and after the second exposure in convalescent (blue, middle) and 986 

αCD40.RBD-vaccinated convalescent (green, left) groups. Horizontal red dashed lines indicate the limit of 987 

quantification.    988 
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Figure 2. Mechanistic modelling. 990 

(A) Description of the model in the two compartments: the nasopharynx and the trachea. (B) Model fit to 991 

the log10 transformed observed gRNA viral loads in tracheal (top) and nasopharyngeal (bottom) 992 

compartments after the initial exposure to SARS-CoV-2 in naive macaques (black, right) and after the 993 

second exposure in convalescent (blue, middle) and vaccinated (green, left) animals.  994 

Thick solid and dashed lines indicate mean viral load dynamics predicted and observed, respectively. 995 

Shaded areas indicate the 95% confidence intervals of the predictions. Dots represents observations. (C) 996 

Model predictions of unobserved quantities in the tracheal compartment for naive (black, solid lines), 997 

convalescent (blue, dashed lines) and vaccinated (green, dotted lines) animals: target cells as percentage 998 

of the value at the challenge (top, left), infected cells (top, middle), productively infected cells (top, right), 999 

inoculum (bottom, right), infectious (bottom, left) and non-infectious virus (bottom, middle). Thick lines 1000 

indicate mean values over time within each group. Shaded areas indicate the 95% confidence interval. 1001 

Horizontal dashed red lines indicate the limit of quantification and horizontal solid red lines highlight the 1002 

threshold of one infected cell.   1003 

 1004 

 1005 

 1006 

 1007 

Figure 3. Harvest times and measurements. 1008 

Nasopharyngeal and tracheal fluids, were collected at 0, 1, 2, 3, 4, 6, 9, 14 and 20 days post exposure 1009 

(d.p.e) while blood was taken at 0, 2, 4, 6, 9, 14 and 20 d.p.e. Genomic and subgenomic viral loads were 1010 

measured by RT-qPCR. Anti-Spike IgG sera were titrated by multiplex bead assay, Anti-RBD and anti-1011 

Nucleocapside (N) IgG were titrated using a commercially available multiplexed immunoassay developed 1012 

by Mesoscale Discovery (MSD, Rockville, MD). The MSD pseudo-neutralization assay was used to measure 1013 

antibodies neutralizing the binding of the spike protein and RBD to the ACE2 receptor. Neutralizing 1014 

antibodies against B.1.1.7, B.1.351 and D614G strains were measured by S-Fuse neutralization assay and 1015 

expressed as ED50 (Effective dose 50%). T-cell responses were characterized as the frequency of PBMC 1016 

expressing cytokines (IL-2, IL-17 a, IFN-γ, TNF-a, IL-13, CD137 and CD154) after stimulation with S or N 1017 

sequence overlapping peptide pools. IFN-γ ELISpot assay of PBMCs were performed on PBMC stimulated 1018 

with RBD or N sequence overlapping peptide pools and expressed as spot forming cell (SFC) per 1.0x106 1019 

PBMC. 1020 

 1021 
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Figure 4. Immune markers.  1023 

(A) Dynamics of biomarker selected as mCoP. Quantification of antibodies inhibiting RBD-ACE2 binding, 1024 

measured by the MSD pseudo-neutralization assay (ECL, in AU) (top) and anti-RBD IgG titrated by ELISA 1025 

assay (in IgG titer) (bottom). Thin lines represent individual values. Thick lines indicate medians of 1026 

observations within naïve (black, solid line), convalescent (blue, dashed line) and αCD40.RBD-vaccinated 1027 

convalescent (green, dotted line) animals. Shaded areas indicate 5th-95th confidence intervals of 1028 

observations. (B) Systematic screening of effect of the markers. For every single marker, a model has been 1029 

fitted to explore whether it explains the variation of the parameter of interest better or as well than the 1030 

group indicator. Parameters of interest were β, the infection rate of ACE2+ target cells, and δ, the loss rate 1031 

of infected cells. Models were compared according to the Bayesian Information Criterion (BIC), the lower 1032 

being the better. The green line represents the reference model that includes the group effect 1033 

(naive/convalescent/vaccinated) without any adjustment for immunological marker (see Figure 3 for more 1034 

details about measurement of immunological markers). (C) Thresholds of inhibition of RBD-ACE2 binding. 1035 

Estimated infection rate (in (copies/mL)-1 day-1) of target cells according to the quantification of antibodies 1036 

inhibiting RBD-ACE2 (in ECL) at exposure. Thin dotted lines and circles represent individual values of 1037 

infection rates (right axis) and neutralizing antibodies (left axis). Shaded areas delimit the pseudo-1038 

neutralization / viral infectivity relationships within each group. (D) Reproduction number over time. Model 1039 

predictions of the reproduction number over time in the trachea (right) and nasopharynx (left). The 1040 

reproduction number is representing the number of infected cells from one infected cell if target cells are 1041 

unlimited. Below one, the effective reproduction number indicates that the infection is going to be cured. 1042 

Horizontal solid red lines highlight the threshold of one. Same legend than A). (E) Conditions for controlling 1043 

the infection. Basic reproduction number (R0) at the time of the challenge according to the levels of 1044 

antibodies inhibiting RBD-ACE2 binding (the lower the better) and of anti-RBD IgG binding antibodies (the 1045 

higher the better) assuming they are mechanistic correlates of blocking new cell infection and promoting 1046 

infected cell death, respectively. The red area with R>1 describes a situation where the infection is 1047 

spreading. The green area with R<1 describes a situation where the infection is controlled. The dotted red 1048 

line delimitates the two areas. Black long dashed lines represent the values of neutralizing and binding 1049 

antibodies measured at exposure. Observed values for three different animals belonging to the naive 1050 

(bottom, right), convalescent (bottom, left) and vaccinated (top, left) groups are represented. For each 1051 

animal, individual values of R0 were estimated considering their individual values of the model parameters 1052 

(β and δ).    1053 
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Figure 5. The second study testing two-component spike nanoparticle vaccine. 1056 

(A) Study design. Cynomolgus macaques were randomly assigned in two experimental groups. Twelve, 1057 

eight and two weeks post-infection with SARS-CoV-2 virus, six of them were successively immunized with 1058 

50 µg of SARS-CoV-2 S-I53-50NP vaccine. The four other animals received no vaccination. Two weeks after 1059 

the final immunization, all monkeys were exposed to a total dose of 106 pfu of SARS-CoV-2 virus via intra-1060 

nasal and intra-tracheal routes. (B) Harvest times and measurements. Nasopharyngeal and tracheal fluids 1061 

were collected at 0, 1, 2, 3, 4, 5, 6, 10, 14 and 21 d.p.e while blood was taken at 0, 2, 4, 6, 10, 14 and 21 1062 

d.p.e. Genomic and subgenomic viral loads were measured by RT-qPCR. Anti-Spike, anti-RBD and anti-1063 

Nucleocapside (N) IgG were titrated using a multiplexed immunoassay developed by Mesoscale Discovery 1064 

(MSD, Rockville, MD) and expressed in AU/mL. The MSD pseudo-neutralization assay was used to quantify 1065 

antibodies neutralizing the binding of the spike protein and RBD domain to the ACE2 receptor and results 1066 

were expressed in ECL. (C) Genomic viral load dynamics in nasopharyngeal and tracheal swabs after the 1067 

exposure to SARS-Cov-2 in naive (black, solid line) and vaccinated (green, dashed line) animals. Thin lines 1068 

represent individual values. Thick lines indicate medians within each group. (D) Model fit to the log10-1069 

transformed observed gRNA viral load in nasopharynx and trachea after the exposure to SARS-CoV-2 in 1070 

naïve and vaccinated macaques. Solid thin lines indicate individual dynamics predicted by the model 1071 

adjusted for groups. Thick dashed lines indicate mean viral load over time. (E) Thresholds of inhibition of 1072 

RBD-ACE2 binding. Estimated infection rate of target cells ((copies/mL)-1day-1) according to the 1073 

quantification of antibodies inhibiting RBD-ACE2 binding (ECL) at exposure for naive (black) and vaccinated 1074 

(green) animals. Thin dotted lines and circles represent individual infection rates (right axis) and 1075 

neutralizing antibodies (left axis). Thick dashed lines and dashed areas delimit the pseudo-neutralization / 1076 

viral infectivity relationships within each group. (C,D) Horizontal red dashed lines represent the limit of 1077 

quantification and shaded areas the 95% confidence intervals.  1078 
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Supplementary Figures and Tables 1079 

 1080 

Figure 1 – figure supplement 1. Viral dynamics after the first exposure to SARS-CoV-2 and biomarker 1081 

measurements from the first to the second exposure to SARS-CoV-2. 1082 

 (A) Individual log10 transformed gRNA viral load dynamics in nasopharyngeal (left) and tracheal (right) swabs 1083 

after the initial exposure to SARS-CoV-2 in naive macaques (n=12). Solid lines represent individual values. 1084 

Horizontal red dashed lines indicate the limit of quantification. (B) Relative MFI of IgG binding to SARS-CoV-2 1085 

Spike protein, measured using a Luminex-based serology assay, in serum samples, after the initial exposure 1086 
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to SARS-CoV-2. (C) Quantification of antibodies inhibiting the attachment of Spike protein to ACE2 receptor 1087 

in NHP serum, measured by the Mesoscale Discovery (MSD, Rockville, MD) pseudo-neutralization assay. 1088 

Results are expressed as ECL (ECL, Electro-chemioluminescence) in AU. (D) Quantification of SARS-CoV-2 IgG 1089 

binding N or RBD domain measured in the serum of NHPs titrated by ELISA assay. Results are expressed in IgG 1090 

titer. (E) Quantification of SARS-CoV-2 IgG binding N and RBD domain measured in the serum of NHPs using 1091 

a multiplexed solid-phase chemiluminescence assay. Results are expressed in AU/mL.  (B-E) Results are 1092 

obtained after the initial exposure to SARS-CoV-2 at -24.9 weeks post-immunization (w.p.im) in convalescent 1093 

(n=6, blue, dashed line) and αCD40.RBD-vaccinated convalescent (n=6, green, dotted line) animals and at 4 1094 

w.p.im in naive (n=6, black, solid line) animals. Thin lines represent individual values. Thick lines indicate 1095 

medians within each group and shaded areas indicate 5th-95th confidence intervals. The red (-24.6 and 4.0 1096 

w.p.im) and blue (0 w.p.im) lines highlight viral exposure and vaccination respectively.  1097 

 1098 

 1099 

 1100 

Figure 1 - figure supplement 2. Subgenomic viral dynamics after the second exposure to SARS-CoV-2. 1101 

Individual log10 transformed subgenomic (gRNA) viral load dynamics in nasopharyngeal (top) and tracheal 1102 

(bottom) swabs after the initial exposure to SARS-CoV-2 in naive macaques (n=6, black, right) and after the 1103 

second exposure in convalescent (n=6, blue, middle) and αCD40.RBD-vaccinated convalescent (n=6, green, 1104 

left) groups. Horizontal red dashed lines indicate the limit of quantification. 1105 
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 1106 

 1107 

Figure 1 – figure supplement 3. Antibody measurements after the second exposure to SARS-CoV-2. 1108 

(A) Relative MFI of IgG binding to SARS-CoV-2 Spike protein, measured using a Luminex-based serology assay, 1109 

in serum samples, after the second exposure to SARS-CoV-2. (B) Quantification of antibodies inhibiting that 1110 

attachment of RBD domain or Spike protein to ACE2 receptor in NHP serum, measured by the Mesoscale 1111 

Discovery (MSD, Rockville, MD) pseudo-neutralization assay, after the second exposure to SARS-CoV-2. 1112 

Results are expressed as ECL, in AU. (C) Quantification of SARS-CoV-2 IgG binding N or RBD domain measured 1113 

in the serum of NHPs titrated by ELISA assay, after the second exposure to SARS-CoV-2. Results are expressed 1114 

in Ig titer. (D) Quantification of SARS-CoV-2 IgG binding N or RBD domain measured in the serum of NHPs 1115 

using a multiplexed solid-phase chemiluminescence assay, after the second exposure to SARS-CoV-2. Results 1116 



35 

 

are expressed in AU/mL. (E) Quantification of neutralizing antibodies against B.1.1.7, B.1.351 and D614G 1117 

SARS-CoV-2 strains measured in the serum of NHPs using S-Fuse neutralization assay, after the second 1118 

exposure to SARS-CoV-2 (measured only at the exposure and 20 days post-exposure (d.p.e)). Results are 1119 

expressed as ED50 (Effective dose 50%).  (A-E) Results are obtained after the initial exposure to SARS-CoV-2 1120 

in naive macaques (n=6, black, solid line) and after the second exposure in convalescent (n=6, blue, dashed 1121 

line) and αCD40.RBD-vaccinated convalescent (n=6, green, dotted line) animals. Thin lines represent 1122 

individual values. Thick lines indicate medians within each group and shaded areas indicate 5th-95th 1123 

confidence intervals. Red dotted vertical lines highlight the viral exposure. 1124 

 1125 
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Figure 1 – figure supplement 4. Antigen-specific T-cell responses in NHPs after the second exposure to SARS-1127 

CoV-2. 1128 

(A-B) Frequency of IFNγ+ (fist line), IL-13+ (second line), IL-17+ (third line), IL-2+ (fourth line) or TNFα+ (fifth line) 1129 

antigen-specific CD4+ Tcells (CD154+) and CD8+ Tcells (CD137+) in the total CD4+ Tcell (A) or CD8+ Tcell (B) 1130 

population in NHP serum. PBMCs were stimulated ex-vivo overnight with medium (left), SARS-CoV-2 RBD 1131 

(middle) or N (right) overlapping peptide pools. T-cell responses being not measures at the challenge, 1132 

measured obtained 14 days pre-exposure were added. (C) Antigen-specific T-cell responses in NHPs. T-cells 1133 

were analyzed by ELISpot after ex-vivo stimulation with SARS-CoV-2 RBD or N overlapping peptide pools and 1134 

plotted as spot-forming cells (SFC) per 1.0x106 PBMCSs. (A-C) Results are obtained after the initial exposure 1135 

to SARS-CoV-2 in naive macaques (n=6, black, solid line) and after the second exposure in convalescent (n=6, 1136 

blue, dashed line) and αCD40.RBD-vaccinated convalescent (n=6, green, dotted line) animals. Thin lines 1137 

represent individual values. Thick lines indicate medians within each group and shaded areas indicate 5th-1138 

95th confidence intervals. Red dotted vertical lines highlight the viral exposure. 1139 

 1140 

 1141 

Figure 1 – figure supplement 5. Cytokines and chemokines in the plasma in NHPs after the second exposure 1142 

to SARS-CoV-2. 1143 

Plasma concentration of 12 cytokines and chemokines in pg/mL. Results are obtained after the initial 1144 

exposure to SARS-CoV-2 in naive macaques (n=6, black, solid line) and after the second exposure in 1145 

convalescent (n=6, blue, dashed line) and αCD40.RBD-vaccinated convalescent (n=6, green, dotted line) 1146 

animals. Thin lines represent individual values. Thick lines indicate medians within each group and shaded 1147 

areas indicate 5th-95th confidence intervals. Red dotted vertical lines highlight the viral exposure. 1148 
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 1149 

 1150 

Figure 2 - figure supplement 1. Modelling of the viral dynamics using mechanistic model. 1151 

Examples simulated genomic viral load dynamics for different values of viral infectivity (β, left) or loss rate of 1152 

infected cells (δ, right) showing the effect of either blocking de novo infection or promoting the destruction 1153 

of infected cells on viral dynamics profile. Except for β or δ, all other parameters were fixed at a given value.  1154 

 1155 

 1156 

 1157 

 1158 
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Figure 2 - figure supplement 2. Modelling of the dynamics of viral replication. 1159 

(A) Sagittal view of the 3D representation of the NHP respiratory system. (B) Coronal view of the 3D 1160 

representation of the NHP respiratory system. (A-B) Lungs are colored in grey, Trachea and Nasal regions in 1161 

blue and purple respectively. (C) Relationship between the weights (in kgs) measured in 4 NHPs and the 1162 

estimation of the volume of their tracheal (blue circles) and nasal (orange triangles) regions (in cm3). 1163 

Measurements were obtained on NHPs similar to the 18 macaques of our study. Orange and blue dashed 1164 

lines represent the step function used to describe this relationship with a breakpoint at 4.5 kg. (D) Volumes 1165 

of the tracheal (blue circles) and nasal (orange triangles) regions estimated for the 18 macaques using the 1166 

step function defined in the subfigure C and their weights. (E) Mean gRNA load dynamics in nasopharyngeal 1167 

(left) and tracheal (right) swabs after the initial exposure to SARS-CoV-2 in naive macaques (n=6, black) and 1168 

after the second exposure in convalescent (n=6, blue) and αCD40.RBD-vaccinated convalescent (n=6, green) 1169 

macaques. Two additional macaques (IN + per Os, orange) were initially exposed to SARS-CoV-2 via intra-1170 

nasal (0.5mL of inoculum) and intra-gastric (4.5 mL) routes instead of intra-nasal (0.5 mL of inoculum) and 1171 

intra-tracheal (4.5 mL) routes as defined in the study. Solid lines represent mean values and error bars indicate 1172 

the 5th-95th confidence intervals.  1173 

 1174 

 1175 

 1176 

 1177 
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Figure 4 – figure supplement 1. Immune markers selection and Basic reproduction number. 1178 

(A) Systematic screening of effect of the markers (Step 2). For every single marker, a model, already adjusted 1179 

on viral infectivity with antibodies inhibiting the attachment of RBD domain to ACE2 receptor, has been fitted 1180 

to explore whether it explains the variation of the parameter of interest better or as well than the model of 1181 

reference. Parameters of interest were β, the infection rate of ACE2+ target cells and δ, the loss rate of 1182 

infected cells. Models were compared according to the Bayesian Information Criterion (BIC), the lower being 1183 

the better. The red dashed line represents the reference model that includes the group effect (naive/ 1184 

convalescent/vaccinated) on the parameter δ and with adjustment of pseudo-neutralization on β. (B) 1185 

Reproduction number at the time of exposure. Model predictions of the reproduction number at the time of 1186 

exposure (R0) in the tracheal (right) and nasopharyngeal (left) compartments for naive (black), convalescent 1187 

(blue) and αCD40.RBD-vaccinated convalescent (green) animals. The reproduction number is representing 1188 

the number of infected cells from one infected cell if target cells are unlimited. When this effective 1189 

reproduction number is below 1, it means that the infection is going to be cured.  The values of R0 were 1190 

estimated by the model with viral infectivity (β) and loss rate of infected cells (δ) adjusted on pseudo-1191 

neutralization and anti-RBD IgG binding antibodies titrated by ELISA assay respectively measured only at the 1192 

time of challenge. Horizontal solid red lines highlight the threshold of the reproduction number equals to one. 1193 

 1194 

 1195 

 1196 

Figure 4 - figure supplement 2. Flow chart of the algorithm for automatic selection of covariate. 1197 

At the initialization step of our study, the model without covariates is considered as initial the model, all 1198 

immunological markers are seen as potential covariates (Marker) and {β, δ} is defined as the set of parameters 1199 

on which covariates can be added. At each, all the marker-parameter relationships that have not already been 1200 

added to the current model are added in an univariate manner to this model and ran. Among all the tested 1201 

models, the one with the optimal value of selection criteria (e.g. lowest BICc) is selected (green dashed 1202 

rectangle) and compared to the current model. If this one is better, it becomes the new current model and 1203 

the algorithm moves to the step k+1. Otherwise, the algorithm stops.  1204 
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Supplementary file 3a. Values of -2LL estimated on models with viral clearance (c=cI) and eclipse phase rate k fixed 
at different values. 

c      k 1 3 6 

1 1285.29 1286.42 1289.54 

5 871.38 864.50 866.80 

10 773.74 764.29 768.18 

15 749.67 738.71 742.12 

20 749.44 738.40 740.98 

30 750.00 739.51 741.34 

 

Supplementary file 3b. Values of -2LL estimated on models with inoculum clearance cI and clearance of virus de 
novo produced c fixed at different values. The eclipse phase rate was fixed at k=3 day-1. 

c     cI 1 5 10 15 20 25 30 

1 1286.42 873.30 777.21 753.72 754.14 754.32 754.75 

2 1286.70 864.90 760.94 734.03 734.14 733.94 734.95 

3 1286.41 864.58 760.69 734.71 733.85 734.87 734.48 

4 1286.33 864.22 761.78 735.91 735.16 735.42 736.14 

5 1286.38 864.50 762.69 737.13 735.85 736.37 736.69 

10 1286.55 865.48 764.29 738.38 737.56 737.89 738.13 

15 1286.23 865.12 764.79 738.71 737.54 738.17 738.75 

20 1285.96 865.19 764.78 738.86 738.40 738.25 739.30 

25 1286.28 864.93 764.97 739.20 738.05 738.37 739.34 

30 1286.45 864.77 765.16 739.01 738.13 738.58 739.51 
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Appendix 1 - Model building  

In the model presented in the manuscript, we considered the two compartments of the upper respiratory tract (URT), 
trachea and nasopharynx, as two distinct compartments (i.e. without transfer of virus between them), as described by 
equation (1). In each of them, the viral dynamics are described by a target-cell limited model augmented with a 
compartment describing the dynamics of the inoculated virus (Vs). Moreover, in the statistical model describing the 
model parameters, the three parameters β, δ and P were assumed as jointly estimated between the two compartments, 
with shared random effects and covariates and considering that parameters β and δ are equal in both trachea and 
nasopharynx (βT = βN, δT = δN).  
 

{
 
 
 
 
 
 

 
 
 
 
 
 
𝑑𝑇𝑁

𝑑𝑡
=  −𝛽𝑁𝑉𝑖

𝑁𝑇𝑁 − 𝜇𝛽𝑁𝑉𝑠
𝑁𝑇𝑁

𝑑𝐼1
𝑁

𝑑𝑡
= 𝛽𝑁𝑉𝑖
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𝑁𝑇𝑁 − 𝑘𝐼1

𝑁

𝑑𝐼2
𝑁

𝑑𝑡
= 𝑘𝐼1
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𝑁
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𝑁
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𝑁 − 𝑐𝑉𝑛𝑖
𝑁
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𝑁
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 (7) 

 
Initially, random effects were added on the three parameters. However, taken into consideration identifiability issues 
that are usually encountered between the viral infectivity (β) and the viral production (P), we decided to remove the 
possibility of inter-individual variability on the parameter P. This choice was also driven by multiple model estimations 
showing less robust estimations when variability was allowed in both parameters β and P. In particular, the estimate of 
the viral production was impacted by a ratio between the parameter and its standard error (RSE) higher than 100%.  

 
Comparison of the parameters between the tracheal and the nasopharyngeal compartments 
To decide which of these three parameters were assumed to be equal between the two compartments, all possibilities 
were tested and compared, using the BICc as selection criteria. As shown in Table 1, we started with the model in which 
all parameters were equal between the two compartments and we progressively relaxed this hypothesis. During this 
step, no exchange of virions between the two compartments of the URT was possible (g=0). Once all models estimated, 
we kept the one with the lowest value of BICc, meaning with the highest negative difference of BICc compared to the 
initial model. We identified the model with only the viral production varying between the two compartments as the 
best one to fit the data.   
 
Table 1. Comparison of models evaluating the difference of viral infectivity (β), loss of infected cells (δ) and viral 
production (P) between the nasopharynx and the trachea.  

Model tested Statistical model ΔBICc 

Initial model 

βT = βN  
δN = δT  
PN = PT 

Variability on β and δ 

 

Model with different β 

βT ≠ βN  
δN = δT  
PN = PT 

Variability on β and δ 

-17.31 

Model with different δ 

βT = βN  
δN ≠ δT 
PN = PT 

Variability on β and δ 

-14.38 

Model with different P 

βT = βN  
δN = δT  
PN ≠ PT 

Variability on β and δ 

-25.24 
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Model with different β and δ 

βT ≠ βN 
δN ≠ δT 
PN = PT 

Variability on β and δ 

-13.00 

Model with different β and P 

βT ≠ βN 
δN = δT 
PN ≠ PT 

Variability on β and δ 

-19.19 

Model with different δ and P 

βT = βN  
δN ≠ δT 
PN ≠ PT 

Variability on β and δ 

-19.47 

Model with different β, δ and P 

βT ≠ βN 
δN ≠ δT 
PN ≠ PT 

Variability on β and δ 

-13.39 

 
 

Identification of group effects 
Once the structure of the statistical model defined, we tried to identify on which parameters an effect of the group of 
treatment could be identified and by extension on which biological mechanisms. In this step, we were interested in four 
parameters: β, δ, P and c, the latter being the clearance of de novo produced virions. In the study, three groups of 
treatments were considered as constant categorical covariates: Naïve, convalescent and convalescent vaccinated. We 
performed a forward selection approach using the BICc as selection criteria to find the best model, using the model 
without covariate as initial model. At each step the model decreasing the most the value of the BICc is selected and the 
procedure stops once the BICc does not decrease anymore.  At each step of the procedure, the statistical significance 
of covariate added into the model was verified via a Wald test. As shown in Table 2, the selected model identified a 
group effect on the viral infectivity and the loss rate of infected cells.  

 
Table 2. Comparison of models evaluating the adjustment of the viral infectivity (β), the loss rate of infected cells (δ), 
the viral production (P) and the viral clearance (c) for the groups of treatment. The group of naïve animals is assumed 
as the group of reference.  

Step Model tested Statistical model 𝚫𝑩𝑰𝑪𝒄 

 
1 

Initial Model: 
Model without group 

effects 

𝛽 = 10^(𝛽0) 
𝛿 =  𝛿0 
𝑃 = 𝑃0 
𝑐 = 𝑐0 

 

Model with group effect 
on 𝛽 

𝛽 = 10^(𝛽0 + 𝜙𝑐𝑜𝑛𝑣
𝛽 

+ 𝜙𝐶𝐷40
𝛽

) 
𝛿 =  𝛿0 
𝑃 = 𝑃0 
𝑐 = 𝑐0 

-21.5 

Model with group effect 
on 𝛿 

𝛽 = 10𝛽0  

𝛿 =  𝛿0 exp(𝜙𝑐𝑜𝑛𝑣
𝛿 + 𝜙𝐶𝐷40

𝛿 ) 

𝑃 = 𝑃0 
𝑐 = 𝑐0 

-16.62 

Model with group effect 
on 𝑃 

𝛽 = 10𝛽0  
𝛿 =  𝛿0 

𝑃 = 𝑃0 exp(𝜙𝑐𝑜𝑛𝑣
𝑃 + 𝜙𝐶𝐷40

𝑃 ) 
𝑐 = 𝑐0 

+9.68 

Model with group effect 
on c 

𝛽 = 10𝛽0  
𝛿 =  𝛿0 
𝑃 = 𝑃0 

𝑐 = 𝑐0exp (𝜙𝑐𝑜𝑛𝑣
𝑐 + 𝜙𝐶𝐷40

𝑐 ) 

+9.20 

2 
Initial Model: 

Model with group effect 
on 𝛽 

𝛽 = 10^(𝛽0 + 𝜙𝑐𝑜𝑛𝑣
𝛽 

+ 𝜙𝐶𝐷40
𝛽

) 
𝛿 =  𝛿0 
𝑃 = 𝑃0 
𝑐 = 𝑐0 
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Model with group effect 
on 𝛽 and 𝛿 

𝜷 = 𝟏𝟎^(𝜷𝟎 + 𝝓𝒄𝒐𝒏𝒗
𝜷 

+ 𝝓𝑪𝑫𝟒𝟎
𝜷

) 

𝜹 =  𝜹𝟎 𝐞𝐱𝐩(𝝓𝒄𝒐𝒏𝒗
𝜹 + 𝝓𝑪𝑫𝟒𝟎

𝜹 ) 

𝑃 = 𝑃0 
𝑐 = 𝑐0 

-2.48 

Model with group effect 
on 𝛽 and 𝑃 

𝛽 = 10^(𝛽0 + 𝜙𝑐𝑜𝑛𝑣
𝛽 

+ 𝜙𝐶𝐷40
𝛽

) 
𝛿 =  𝛿0 

𝑃 = 𝑃0 exp(𝜙𝑐𝑜𝑛𝑣
𝑃 + 𝜙𝐶𝐷40

𝑃 ) 
𝑐 = 𝑐0 

+12.25 

Model with group effect 
on 𝛽 and 𝑐 

𝛽 = 10^(𝛽0 + 𝜙𝑐𝑜𝑛𝑣
𝛽 

+ 𝜙𝐶𝐷40
𝛽

) 
𝛿 =  𝛿0 
𝑃 = 𝑃0 

𝑐 = 𝑐0exp (𝜙𝑐𝑜𝑛𝑣
𝑐 + 𝜙𝐶𝐷40

𝑐 ) 

+11.97 

3 

Initial Model: 
Model with group effect 

on 𝛽 and 𝛿 

𝛽 = 10^(𝛽0 + 𝜙𝑐𝑜𝑛𝑣
𝛽 

+ 𝜙𝐶𝐷40
𝛽

) 

𝛿 =  𝛿0 exp(𝜙𝑐𝑜𝑛𝑣
𝛿 + 𝜙𝐶𝐷40

𝛿 ) 

𝑃 = 𝑃0 
𝑐 = 𝑐0 

 

Model with group effect 
on 𝛽, 𝛿 and 𝑃 

𝛽 = 10^(𝛽0 + 𝜙𝑐𝑜𝑛𝑣
𝛽 

+ 𝜙𝐶𝐷40
𝛽

) 

𝛿 =  𝛿0 exp(𝜙𝑐𝑜𝑛𝑣
𝛿 + 𝜙𝐶𝐷40

𝛿 ) 

𝑃 = 𝑃0 exp(𝜙𝑐𝑜𝑛𝑣
𝑃 + 𝜙𝐶𝐷40

𝑃 ) 
𝑐 = 𝑐0 

+10.88 

Model with group effect 
on 𝛽, 𝛿 and 𝑐 

𝛽 = 10^(𝛽0 + 𝜙𝑐𝑜𝑛𝑣
𝛽 

+ 𝜙𝐶𝐷40
𝛽

) 

𝛿 =  𝛿0 exp(𝜙𝑐𝑜𝑛𝑣
𝛿 + 𝜙𝐶𝐷40

𝛿 ) 

𝑃 = 𝑃0 
𝑐 = 𝑐0exp (𝜙𝑐𝑜𝑛𝑣

𝑐 + 𝜙𝐶𝐷40
𝑐 ) 

+11.61 

 
Based on all these results, the optimal statistical model with adjustment for groups of treatment was defined as follows: 

{
 
 

 
  log10(𝛽𝑖) = 𝛽0 + 𝜙𝑐𝑜𝑛𝑣

𝛽
× 𝕀𝑖∈𝑐𝑜𝑛𝑣 + 𝜙𝐶𝐷40

𝛽
× 𝕀𝑖∈𝐶𝐷40 + 𝑢𝑖

𝛽

 log(𝛿𝑖) = log(𝛿0) + 𝜙𝑐𝑜𝑛𝑣
𝛿 × 𝕀𝑖∈𝑐𝑜𝑛𝑣 + 𝜙𝐶𝐷40

𝛿 × 𝕀𝑖∈𝐶𝐷40 + 𝑢𝑖
𝛿

 log(𝑃𝑖
𝑁) = log(𝑃0)

 𝑃𝑖
𝑇 = 𝑃𝑖

𝑁 × exp(𝑓𝑃
𝑇)

 

 
Exchange of viruses between the nasopharyngeal and tracheal compartments 
Afterwards, we tested the possibility of an exchange of free plasma virus from between the two compartments of the 
URT. We made the hypothesis of a constant first order exchange and we tested the addition a transfer of virions from 
nasopharyngeal to tracheal compartments and vice versa, with a migration rate gNT and gTN respectively. To this end, 
equations of infectious (Vi) and non-infectious (Vni) viruses in Equation (1) between the two compartments were linked 
as follows: 
 

𝑑𝑉𝑖
𝑇

𝑑𝑡
↦
𝑑𝑉𝑖

𝑇

𝑑𝑡
− 𝑔𝑇𝑁𝑉𝑖

𝑇 + 𝑔𝑁𝑇𝑉𝑖
𝑁  

𝑑𝑉𝑛𝑖
𝑇

𝑑𝑡
↦
𝑑𝑉𝑛𝑖

𝑇

𝑑𝑡
− 𝑔𝑇𝑁𝑉𝑛𝑖

𝑇 + 𝑔𝑁𝑇𝑉𝑛𝑖
𝑁

𝑑𝑉𝑖
𝑁

𝑑𝑡
↦
𝑑𝑉𝑖

𝑁

𝑑𝑡
+ 𝑔𝑇𝑁𝑉𝑖

𝑇 − 𝑔𝑁𝑇𝑉𝑖
𝑁  

𝑑𝑉𝑛𝑖
𝑁

𝑑𝑡
↦
𝑑𝑉𝑛𝑖

𝑁

𝑑𝑡
+ 𝑔𝑇𝑁𝑉𝑛𝑖

𝑇 − 𝑔𝑁𝑇𝑉𝑛𝑖
𝑁

 (8) 

 
with the arrow symbolizing the modification of the equations defined in (1) and gNT and gTN being two positive rates. As 
a first step, we tried to estimate either bidirectional or one of the two unidirectional transfers using the data from the 
18 NHPs of the first study described in the main paper. However, data were too spare to bring enough information to 
get estimations. Consequently, as a second step, additional data were used: two naïve macaques were exposed to the 
same dose (1x106 pfu) of SARS-CoV-2 than the 18 NHPs of the main study. However, instead of being inoculated via 
intra-tracheal (4.5 mL) and intra-nasal (0.5 mL) routes, these latter received inoculum via intra-gastric (4.5 mL) and intra-
nasal (0.5 mL) routes. Similar to the main study, the viral gRNA dynamics in both tracheal and nasopharyngeal 
compartments were repeatedly measured during the 20 days following the challenge (Figure S9E).  
These two additional macaques having not received intra-tracheal inoculum, viral dynamics measured in this same 
compartment was expected to come from (at least partially) an exchange with the nasopharynx and thus bring 
information about it. However, having only two macaques without virions inoculated via intra-tracheal route, no enough 
information were available to totally estimate the model with exchanges. Consequently, these two additional NHPs 
having similar characteristics than the 18 NHPs involved in the main study, we made the assumption that the viral 
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dynamics in nasopharynx after inoculation and the viral dynamics in the trachea, once the transfer initiated, should be 
described by the same model (without inoculum in trachea) and those by the same parameters. We expected that the 
difference of dynamics in trachea between these two set of macaques could allow an estimation of the parameters gTN 
and/or gNT. For that reason, we estimated the model in equation (1) using data from the 18 NHPs of the main study. 
Then using the data from the two additional NHPs, and assuming all parameters of the model resulting from equations 
(8) as fixed (see Table S2), except gTN and gNT, we tried to quantify the transfers of virions.  
The estimation of multiple models on those two animals tended to conclude that only a unidirectional transfer of viruses 
from the nasopharyngeal to the tracheal compartment should be explored, with an estimation of gNT ranging from 0.9 
to 2.5 day-1. Once these values quantified, we tried to update/re-estimate the model, initially estimated on the 18 NHPs, 
using only a unidirectional transfer from nasopharynx to trachea and fixing the value of the migration rate at the 
different values aforementioned. However, all tested values of gNT led irremediably to a degradation of the model with 
an increase of at least 2 points of BICc. 
An estimation of the parameter gNT by profile likelihood (results not shown) led to a strictly increasing profile of the 
likelihood (the lower the better) and was thus no more conclusive. Consequently, no exchange of virions were assumed 
in the final model and the parameters gNT and gTN were fixed at 0 day-1.  
 
 
Appendix 2 - BICc as selection criteria and multiple testing adjustment  

In the case of classic covariate selection approaches using p-values as selection criteria, particular attention 
must be paid to take into account the dependence of the results on the number tests performed.  
Over the years, multiple corrections have been proposed to adjust results for test multiplicity (e.g. Bonferroni 
correction, Benjamini & Hochberg correction among others).  
Although we verified the significance of the covariate selected in our model, our covariate selection approach relies on 
the corrected Bayesian information criteria (BICc). To ensure the robustness of the BICc as selection criterion despite 
the multiplicity of the tests, we performed an additional simulation work.  
We simulated M=25 longitudinal variables for 18 individuals and with similar time points than those found on our data, 
meaning at days 0, 4, 9 and 20 post-infection. Variables were simulated as white noise random variables such that for 
the ith subject at the jth time point, the mth variable was defined as 𝑋𝑖𝑗

𝑚 ∼ 𝒩(0, 𝜎2) , with m =1, …, M. In our 

simulations, we tested 5 values for the variance σ2 ranging from 1 to 10% (5 variables simulated for each value of σ).  
Assuming these variables as our time-varying covariates, we applied the forward selection approach used in our method 
by testing each of them in a univariate manner of both β and δ.  
As shown in Appendix2 - figure 1, the 50 models built to evaluate the adjustment of either β or δ for the simulated 
variables provide similar results in term of BICc, and thus whatever the value of the standard deviation σ used. 
Consequently, these results appear as quite robust to the multiplicity of the test. Moreover, as expected, adjustments 
for white-noise random variables depict the degradation of the model in comparison to the model without covariates.  

 
Appendix2 - figure 1. Results of the forward selection approach applied on the 25 simulated white-noise random 
variables. The discrete x-axis represents the different variables and the y-axis represents the values of the BICc. Circles 
and triangles correspond to the results obtained with the parameters β or δ adjusted for the variables. The vertical solid 
black line represents the value of the BICc obtained with the model without covariates while the vertical dashed green 
line highlights the value of the criterion obtained with both β and δ adjusted for the groups of treatment. 
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5.4 Perspectives

In this chapter, we focused on the identification of SARS-CoV-2 mechanistic corre-
late of protection. To this end, we proposed a mathematical framework coupling the
mechanistic modelling of the viral dynamics and a time-varying covariate selection al-
gorithm. The distinct application of this approach on data collected in three different
preclinical studies on NHPs evaluating three different SARS-CoV-2 vaccines allowed us
to identify the blockage of the viral infectivity as the main mechanism of action of these
three vaccines and the decrease of the loss rate of infected cells as the second mecha-
nism of two of them. Moreover, the data mining performed by the covariate selection
approach gave us the opportunity to identify the inhibition of the attachment of the
RBD domain to ACE2 host cell receptor as a strong mechanism of protection across the
different studies.

In this work, we proposed to identify mechanistic immune correlates of protection
among a large set of immune markers by integrating them either as constant (measures
at baseline) or linearly interpolated time-varying covariates in the statistical model de-
scribing the model parameters. However, this modeling choice shows some limitations
that could be further discussed and lead to additional works.

The first limitation that can be pointed out is the integration of immune markers in
the model as perfectly measured variables. Indeed, in particular in the case of time vary-
ing covariates, no error model has been introduced in the statistical model to account
for measurement errors. As widely discussed in the literature on the topic of regression
models [Wang and Davidian, 1996; Carroll et al., 1997; Tosteson et al., 1998; Carroll
et al., 2006], measurement errors on time-varying covariates are well-known as source
of bias in estimated regression coefficients. The naive approach consisting in omit mea-
sure imperfections in the estimation of the association between a time-varying covariate
and a longitudinal outcome tends to underestimate this association with a regression
coefficient biased toward the null [Prentice, 1982]. As mentioned by Dafni and Tsiatis
[1998], this point is particularly relevant in clinical trials with the evaluation of the
relationship between a surrogate marker and a clinical outcome. The biased estimation
of this association can in fact lead to wrong conclusions about the potential surrogate
endpoint. To identify and quantify this bias in the case of our study, we performed an
additional simulation work conducted in the framework of the internship of a Master
2 student that I had the opportunity to co-supervise with Pr. Rodolphe Thiébaut. In
this additional work, we focused only on the immune marker quantifying the inhibi-
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tion of the attachment between the RBD domain and the ACE2 receptor as the main
CoP found in our model. Simulations consisted in simulating trajectories of this time-
varying covariate, using a simple logistic regression model estimated on raw data, by
varying the variance of the error model. Applying our ODE-based model with these
different simulated trajectories of the covariate integrated in the statistical model as
linearly interpolated time-varying covariates, we were able to observe this dependency
between the under-estimation of the regression coefficient and the magnitude of the
measurement error. As shown in Figure 5.3 displaying these results, only a small bias
on our regression coefficient, quantifying the association between the viral load and
the surrogate marker, was found with an underestimation of approximately -5% (IQR:
[-15% ; 4.9%]). Many methods have been proposed in the literature to overcome this

Figure 5.3 – Bias of the regression coefficient as a function of the variability of the mea-
surement error. The x-axis represents the standard deviation of the error model used to sim-
ulate the time-varying covariate. The y-axis represents the percentage of bias obtained on the
estimated regression coefficient quantifying the association between the viral load and the surro-
gate marker. A total of 50 simulations were performed for each value of the standard deviation.
In blue are displayed the results obtained for the value of the standard deviation found on ob-
served data. The vertical red solid line displays the threshold of unbiased results.

issue, such as regression calibration methods, likelihood or Bayesian methods [Fuller,
1987; Gustafson, 2003; Carroll et al., 2006; Wu, 2009]. While the latter two methods
imply strong assumptions on the covariate distribution, classic three-step calibration
methods or the closely related two-step approach proposed by Dafni and Tsiatis [1998]
may be considered. In particular, a possible solution to overcome this issue would be to
consider a coupled estimation of a regression model for the trajectories of the immune
marker (e.g. logistic regression) and the ODE model for the outcome variable, in which
covariate values would be directly replaced by the estimates of the regression model.
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Another limitation of the proposed approach that could be mentioned is the non-
inclusion of the effect the clinical outcome on the surrogate marker. Indeed, in our mod-
eling approach, we considered the direct effect an immune marker (e.g. the pseudo-
neutralization of RBD-ACE2 attachment) on the viral load, but we ignored the influence
of the viral load on the marker. Ignoring this retroactive effect could lead to a biased
estimation of their interaction. To overcome this problem, we proposed to augment
the mechanistic model by directly integrating the selected immune markers into the
mechanistic model (ongoing work). In particular, we propose to integrate the humoral
immune response via antibody compartment(s). Based on multiple modeling works of
the humoral response [Wang et al., 2014; Miao et al., 2016; Clapham et al., 2016; Pasin,
2018; Mutua et al., 2019b; Hattaf, 2020; Fatehi et al., 2021] and results presented on
our paper, we derived the model presented in Figure 5.4 and Equation 5.1, where the
subscript X stands for the upper respiratory tract compartments (N:Nasopharynx and
T:Trachea). Moreover, we modified the observational model to incorporate both bind-
ing antibodies and neutralization (ECLRBD) observations (see Equation 5.2). In both
systems of equations, modifications brought to the model presented in our paper were
colored in blue.

Figure 5.4 – Diagram of the model coupling both virological and humoral immune re-
sponses. This diagram displays the interactions between the antibodies and the virological
components in the tracheal compartment. Additional components, in comparison to the initial
model, are colored in blue (antibodies, Ab), purple (effect Ab on the decrease of the viral infec-
tivity), orange (effect of Ab on increase of the death rate of infected cells) and green (effect of
Ab on the increase of the virus clearance)
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ni + V X
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[
(IX1 + IX2 )(ΘX

i , tij)
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(
1− ηAbn2

1 + ηAbn2

)
+B + εij,ecl

(5.2)

Afterwards, it would be interesting to use this type of model coupling both the viral load
dynamics and the humoral response to improve the design of preclinical trials. In par-
ticular, we could use it to get information about the longevity of the immune response,
the time required before the next vaccination, the comparison of multiple homologous
and/or heterologous vaccine regimen or the effect of variants of concern on the vac-
cine efficacy. In a similar context, we studied in the next chapter the longevity of the
humoral immune response to a two-dose heterologous Ebola vaccine using mechanistic
modeling.

Finally, it could be interesting to extend this model in order to use it on human
data. In this work, we only focus on data obtained in NHPs. However, the proposed
methodology to identify mechanistic correlates of protection can not be directly applied
on human data. Indeed, in preclinical studies the dynamics of the viral load is used
to evaluate the efficacy of the vaccine, outcome which is possible only in controlled
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studies performed on animals as time of infection is perfectly known and viral load
measurements are performed regularly and repeatedly on a daily scale (in particular at
the beginning of the dynamics). In humans, monitoring being performed on a larger
time scale, from weeks to months, this type of outcome is much more difficult to get
as viral load is only observable in the few days following infection. Accordingly, the
model used in our approach should be modified to integrate clinical outcomes usually
used in clinical trials, such as occurrence of side effects or specific symptoms. To this
end, models such as survival model used to jointly estimate a time-to-event process and
longitudinal process could be envisaged.
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Chapter 6

Evaluation of the longevity of the
humoral immune response of Ebola
vaccine
Abstract: In contrast to the previous chapters, which focused mainly on viral dynam-
ics, in this chapter we are interested in assessing the longevity of the humoral immune
response triggered by Ebola virus vaccination. In particular, we focus on heterologous
dual vaccination with the viral vectors Ad26.ZEBOV and MVA-BN -Filo, which was de-
veloped by Janssen Pharmaceutical and tested in several phase I to III clinical trials. We
present a mechanistic model based on ordinary differential equations describing the dy-
namics of antibodies produced by two populations of secreting cells (ASCs). This model
was previously estimated using data from three phase I trials with 1 year of follow-up.
Using data from 498 subjects from 3 phase II /IIB trials followed up to 2 years after the
first vaccination, we now demonstrate the robustness of this model as well as its good
quality of long-term prediction. We take advantage of the larger number of participants
and longer follow-up time to re-estimate the model using a population-based approach.
In particular, we show longer survival of long-lived ASCs than previously estimated, and
we confirm longer persistence of antibodies in Europeans than in Africans. We also find
an effect of participant age and sex on the decline in humoral dynamics. Estimating
this model using longer-term data, as well as estimating models that combine both es-
tablishment and maintenance of the humoral response, would allow us to confirm and
refine these results. They are briefly described at the end of this chapter.
Keywords: Ebola ; humoral response ; vaccine ; longevity ; mechanistic model ; ordi-
nary differential equation ; population approach ; model building
Dissemination:
▷ Article in preparation
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uation and prediction of the long-term humoral immune response induced by the
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Chapter 6. Evaluation of the longevity of the humoral immune response of Ebola vaccine

6.1 Biological and clinical context

6.1.1 General introduction on Ebola virus disease

Ebola virus disease (EVD) is a severe and often fatal disease for humans inducing
severe hemorrhagic fewer caused by Ebola virus (EBOV) that have discovered in 1976
in South Sudan and Democratic Republic of Congo (DRC) [Johnson et al., 1977; WHO,
2021c].

Ebola viruses are filoviruses [Kuhn et al., 2019] belonging to the Ebolavirus genus
which includes six virus species [Zheng et al., 2015]: Bundibugyo ebolavirus (BOMV),
Reston ebolavirus (RESTV), Sudan ebolavirus (SUDV), Taï Forest ebolavirus TAFV),
Zaire ebolavirus (ZEBOV), and Bombali ebolavirus (BOMV) - the most recently dis-
covered in 2018 in Guinea [Goldstein et al., 2018]. SUDV, ZEBOV and BOMV are
responsible for the majority of disease in humans with case fatality rates ranging from
25% to 90%.

As filovirus, EBOV is shaped as a long filament containing a single negative-sense
RNA genome encoding for 7 structural proteins including in particular a nucleoprotein
(NP) and glycoprotein (GP) which cover the surface of the virion. The GP plays a crucial
role in cell attachment, fusion and entry [Rougeron et al., 2015; Friedrich et al., 2012]
and will therefore be capital for vaccine development againt EVD [Venkatraman et al.,
2018]. Only transmitted between humans by direct blood, body fluids or skin contacts
[Rewar and Mirdha, 2014], EBOV has an incubation period from 2 to 21 days [Korte-
peter et al., 2011], and is followed by sudden "flu-like" symptoms onset (flu, fatigue,
headache, muscle pain), before evolving into more alarming symptoms like vomiting,
diarrhoea, respiratory an neurological symptoms, haemorrhagic complications or organ
failures [Goeijenbier et al., 2014].

6.1.2 Ebola outbreaks and actual epidemiological context

Ebola virus is known to cause outbreaks periodically and mostly in Africa. Since its
emergence in 1976, more than 30 outbreaks occurred in Africa and some cases were
reported in Europe, USA, Philippines and Russia [Coltart et al., 2017; CDC, 2021a,b;
WHO, 2021c]. The 2014-2016 outbreak in West Africa was unprecedented, whether in
terms of number of cases with more than 28 000 infected people and 11 000 deaths,
speed of the spread of the epidemic, geographical distribution or effective actions of
governmental or non-governmental organizations [Coltart et al., 2017; Kamorudeen
et al., 2020]. Emerging in Guinea in 2013, the virus rapidly spread to two neighbouring
countries, Liberia and Sierra Leone before reaching other countries in Africa (Senegal,
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Mali, Nigeria), in Europe (UK, Spain, Italy) and the USA. On August 8, 2014, WHO
declared the Public Health Emergency of International Concern (PHEIC) and lasted
until March 29, 2016 [CDC, 2019]. This unprecedented epidemiological context for
Ebola virus led to a significant acceleration of the vaccine development. In particular, it
conducted to the launch of the Innovative Medicines Initiatives (IMI) Ebola+ Program
funding 12 project such as the EBOVAC consortium, gathering the EBOVAC1, EBOVAC2
and EBOVAC3 projects, aiming at assessing the safety, tolerability and immunogenicity
of two-dose vaccine regimen developed by Jansen Pharmaceutical. In the frame of this
thesis, we focused exclusively on EBOVAC 1 and EBOVAC 2 projects.

More recently, the 2018-2020 Ebola outbreak that occurred in DRC was declared as
the second largest in history with 3 481 cases and 2 299 deaths. This 10th outbreak
in DRC started in the eastern part of the country and was declared in North Kivu on 1
August 2018. The spread of the virus to border country, Uganda, led to the declaration
of the Public Health Emergency of International Concern by the WHO on July 17, 2019
[Aruna et al., 2019]. Thanks to the collaborations of the DRC Government, the WHO,
the engagement of multiple communities and the development of efficient therapeutics
elicited by the 2014-2016 outbreak, the vaccination of hundred thousands of people
highly participated to the control of the epidemic on June 25, 2020 [WHO, 2020a].

The most recent outbreak was declared in North Kivu province of the Democratic
Republic of Congo on February 7, 2021. A total of 11 confirmed cases and 6 deaths
were related during this outbreak which was rapidly controlled due to the help of the
WHO experts and the vaccination of approximately 2000 people considered at high
risk. The end of the outbreak was declared three months later, on May 3, 2021 [WHO,
2021b].

6.1.3 Ebola vaccine development

The vaccine development against Ebola started in the 1970’s with the emergence
of the disease. Vaccine clinical trials conducted on human require a lot of resources,
money and time and are expected to be used on a large scale to be cost-effective for
pharmaceutical company. Consequently, before 2013, the limited number of human
candidates for vaccine trials due to the low number of infected people during outbreaks
as well as their sporadic nature limited the access to efficacy data and prevented the
commercial interest for vaccine license [Marzi and Mire, 2019]. No licensed therapeu-
tic treatment were then available on the market before 2014. With the 2014-2016 West
Africa outbreak, vaccine development was significantly accelerated and provided opti-
mal conditions for testing EBOV vaccine candidates that have already been evaluated
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in NHPs models [Marzi and Mire, 2019]. To date, a large number of vaccine candidates
are under development at different trial stages. In particular, seven vaccine regimen
mostly based on vectored vaccines and DNA-based vaccines have been widely tested
[Matz et al., 2019] and two of them have been approved [WHO, 2020b]. In the follow-
ing, although a larger number of vaccines has been developed and tested in preclinical
and clinical trials over the years, we mostly focus on the vaccine regimen studied in the
modeling work presented in this chapter: the two-dose heterologous prophylactic vac-
cine regimen against EVD using Ad26.ZEBOV as first vaccination and MVA-BN-Filo as
booster vaccination developed by Jansen pharmaceutical (Ad26.ZEBOV/MVA-BN-Filo).
Nevertheless, Ebola vaccine development has been widely reviewed and readers can
refer to these papers for a broader overview: [Venkatraman et al., 2018; Suschak and
Schmaljohn, 2019; Marzi and Mire, 2019; Matz et al., 2019; Feldmann et al., 2020;
Sharma et al., 2021].

Ad26.ZEBOV is a non-replicant vectored vaccine (i.e. containing viral genetic mate-
rial encapsulated inside another harmless virus than can not replicate) and more specif-
ically a recombinant human adenovirus serotype 26 expressing the full length Mayinga
GP of the EBOV. The safety and the protective efficacy of this adenovirus was investi-
gated by [Geisbert et al., 2011] who demonstrated its protective effect with 75% of sur-
vival. Nevertheless, similar to other adenoviruses, this vector showed a limited protec-
tive effect in time. In parallel, the multivalent version of the modified vaccinia Ankara
(MVA) vector, expressing the GP of the virus strains EBOV, SUDV and MARV, as well
as the NP from Tai Forest strain (MVA-BN-Filo), was tested in clinical trials. Identified
as effective vaccines, MVA-vector vaccines were rapidly identified as vectors increasing
the longevity of the adenovirus-induced immune response when used as booster vacci-
nation [Suschak and Schmaljohn, 2019; Stanley et al., 2014; Venkatraman et al., 2019;
Ewer et al., 2016; Tapia et al., 2016].

As aforementioned, in this work, we focused exclusively on the two-dose Ad26.ZEBOV
/ MVA-BN-Filo vaccine strategy which has been approved by the EMA in July 2020
[EMA, 2020; Johnson, 2020] to prevent Ebola virus disease in individuals older than
1 year. To evaluate this vaccine strategy, multiple Phase I to III clinical trials have
been conducted, in particular by the IMI via the EBOVAC Consortia funded to assess-
ing the safety, tolerability and immunogenicity of this specific vaccine regimen. Today,
the clinical program includes four Phase I clinical trials evaluating different combina-
tions and schedules of this heterologous strategy. Performed on healthy volunteers in
US, UK and Africa, these studies showed that the vaccine regimen is well-tolerated
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and highly immunogenic against Ebola. Based on these results, eight Phase II studies
and eight Phase III studies were conducted to broader assess the safety and the im-
munogenicity of the specific Ad26.ZEBOV/MVA-BN-Filo vaccine regimen for different
schedule and on specific populations. Among all of these trials, our work focused on
the data from three of the four Phase I clinical trials as well as two Phase II and I
Phase IIb studies. The three Phase I clinical trials were randomized, placebo-controlled,
observer-blind studies conducted on healthy adults in UK (NCT02313077) [Milligan
et al., 2016; Winslow et al., 2017], Kenya (NCT02376426) [Mutua et al., 2019a] and
Tanzania/Uganda (NCT02376400) [Anywaine et al., 2019]. These participants received
as prime/boost vaccination either Ad26.ZEBOV then MVA-BN-Filo or MVA-BN-Filo then
Ad26.ZEBOV with an interval of 28 or 56 days between the two vaccinations. The two
Phase II clinical trials (NCT02416453 and NCT02564523) were conducted as random-
ized, observer-blind, placebo-controlled, parallel group, multicenter studies evaluating
the safety, tolerability and immunogenicity of the Ad26.ZEBOV/MVA-BN-Filo vaccine
regimen with an interval between the two vaccinations of either 28, 56 or 84 days.
The first one was realized in Europe (France and UK) on healthy adults and shown a
well-tolerability and a persisting humoral immune response for at least 1 year [Pollard
et al., 2021] while the second one was conducted on adults and children from 1 to
17 years, with adults being either healthy or infected by HIV. [Anywaine et al., 2022;
Barry et al., 2021]. Finally, the Phase IIb study (NCT02509494) is double-blinded,
placebo-controlled study conducted in Sierra Leone on Adults and children randomized
to receive either Ad26.ZEBOV/MVA-BN-Filo vaccine regimen with 56 days between the
two vaccinations or placebo [Ishola et al., 2022]. While participants from the first five
studies were followed for 1 year after the first vaccination, a sub-group of participants
in the last one were monitored for two years.

In addition to these six clinical trials, multiple Phase II and III studies are currently
ongoing to evaluate the Ad26.ZEBOV/MVA-BN-Filo vaccine regimen in distinct popula-
tion such as the Phase II trial conducted in DRC on high risk population represented by
health care providers (NCT04186000) or the study realized in Guinea and Sierra Leone
in 4-11 months infants (NCT03929757). Moreover, some studies have been funded to
get an extended follow up of the participants, from 2 to 5 years, in order to provide
more information about the longevity of the humoral response. That is the case for
instance of the Phase IIb study called PREVAC (NCT02876328) [Badio et al., 2021]
conducted on healthy participants in Guinea, Mali and Sierra Leone and evaluating
the safety and the immunogenicity of three vaccine strategies in adults and children:
Ad26.ZEBOV/MVA-BN-Filo, a single dose of rVSV∆G-ZEBOV-GP (the second approved
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vaccine regimen to prevent Ebola virus disease) and two doses of rVSV∆G-ZEBOV-GP,
that have been extended up to 5 years under the PREVAC-UP project.

Despite the significance advances made these last years in vaccine development
against Ebola virus, crucial points about vaccination and immunity are still under inves-
tigation, such as the protection and the duration of the vaccine immunity [Sharma et al.,
2021]. Due to the sporadic nature of Ebola outbreaks and the globally low number of
related cases, the direct evaluation of the vaccine efficacy in human remains difficult. A
surrogate endpoint/correlate of protection is then requested to assess vaccine efficacy
and preclinical studies are essential to identify this CoP. Although non CoP has been
clearly identified today, as reviewed by Longet et al. [2021], many clinical and preclin-
ical studies have conducted since the emergence of Ebola virus in which survival has
been associated with a strong humoral response. In addition, recent analysis of Phase
II/III clinical trial assessing rVSV∆G-ZEBOV-GP vaccine efficacy [Grais et al., 2021] or
preclinical studies [Meyer et al., 2021] testing other candidate vaccines, identified bind-
ing antibodies has highly associated with vaccine induced protection. Moreover, they
pointed out the superiority of binding antibodies as candidate correlate of protection
in comparison to neutralizing antibodies. Nevertheless, it is important to keep in mind
that the cellular might also be seen has a good correlate of protection [Stanley et al.,
2014; Ruibal et al., 2016; Speranza et al., 2018]. Based on all these results, although no
CoP has been identified, the binding antibody response is widely used as the immune
marker studied to assess vaccine efficacy.

Contrary to the work presented in the previous chapter on SARS-CoV-2, we didn’t
work on the evaluation of the vaccine induced protection and the identification of a
correlate of protection for Ebola virus. This time, we focused on the second aforemen-
tioned crucial point currently investigated in vaccine development against Ebola: the
longevity of the vaccine-induced immunity.

6.2 Evaluation of the durability of the humoral response

To evaluate the longevity of the immune response, we take over the work done
by Pasin [2018], in which a mechanistic model of the humoral response have built and
estimated on data from the 3 Phase I trials of the EBOVAC consortium mentioned above.
We extended this work to the aggregated data from both the Phase I trials and the 3
Phase II /IIb clinical studies presented in the previous paragraphs. The large number of
participants as well as the longer follow-up observed in Phase II trials and the increased
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heterogeneity of the data allowed us to improve our knowledge about the durability
of the humoral immune response and to identify factors influencing these dynamics.
As presented in chapter 2 (see section 2.3), we considered in this work a mechanistic
ODE-base model estimated by the SAEM algorithm in a population approach. This work
has been the subject of a paper under preparation for submission and was conducted as
part of EBOVAC 1 and EBOVAC 2 projects.
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ABSTRACT The persistence of the long-term immune response induced by the heterologous Ad26.ZEBOV, MVA-10

BN -Filo two-dose vaccination regimen against Ebola has been investigated in several clinical trials. Longitudinal11

data on IgG-binding antibody concentrations were analyzed from 487 participants enrolled in six phase I and12

phase II clinical trials conducted by the EBOVAC1 and EBOVAC2 consortia. A model based on ordinary differential13

equations describing the dynamics of antibodies and short- and long-lived antibody-secreting cells (ASCs) was14

used to model the humoral response from 7 days after the second vaccination to a follow-up period of 2 years.15

Using a population-based approach, we first assessed the robustness of themodel, which was originally estimated16

based on phase I data, against all data. Then we assessed the longevity of the humoral response and identified17

factors that influence these dynamics. We estimated a half-life of the long-lived ASC of at least 15 years and18

found an influence of geographic region, sex, and age on the humoral response dynamics, with longer antibody19

persistence in Europeans and women and higher production of antibodies in younger subjects.20

KEYWORDS: Antibody response longevity, Ebola, mechanistic modeling, vaccine21

INTRODUCTION22

The 2014-2016 Ebola virus disease (EBOV) outbreak in West Africa and the current SARS-CoV-2 pandemic have led23

to accelerated development of vaccines to control the spread of infection and reduce the severity of disease in in-24

fected individuals. As a result, effective vaccines were developed and became available quickly after the outbreak25

of the epidemics. In the case of Ebola, the recombinant replication-competent vesicular stomatitis viral vectored26

vaccine (Ervebo) was approved by the FDA in December 2019 (1) and used during epidemics through a ring vaccina-27

tion strategy. The heterologous prime-boost strategy, combining immunizations with Ad26.ZEBOV (Zabdeno) and28

MVA-BN -Filo (Mvabea), was approved by the European Commission in March 2021 (2) under exceptional circum-29

stances for use in children and adults. An important question for those who have already been vaccinated and for30

using the vaccines for a preventive strategy to control the occurrence of outbreaks is the duration of protection31

conferred by vaccination.32

In the context of rapid vaccine development, long-term follow-up in large populations of vaccinated persons,33

as with older vaccines, is not possible (3, 4). When data are sparse, mathematical modelling is helpful because34

it can provide estimates of the duration of response by using additional information from biological knowledge35

about the vaccine mechanism and biological parameters. It is also helpful in quantifying the effect of factors that36

influence the response to the vaccine. This type of work is performed bymodelling the dynamics of one or several37

markers that could be considered as good correlates of protection (5). Vaccine efficacy and mechanisms of action38

have been evaluated for various infectious diseases, such as influenza (6, 7, 8), yellow fever (9, 10), Zika (11), or39

1



more recently SARS-CoV-2 (12). In the case of the Ad26.ZEBOV andMVA-BN-Filo vaccine strategy, the concentration40

of binding antibodies is considered a good correlate of protection (13) and was used for the FDA Animal Rule (14).41

In a previous work, (15), we used a mathematical model for antibody-secreting cell (ASC) dynamics that distin-42

guishes between short-lived and long-lived cells (SL and LL, respectively), and we estimated themodel parameters43

using the data from the first phase 1 studies available. We found that antibody production is maintained by the44

population of long-lived cells with an estimated half-life of at least 5 years. New data from three phase 2 studies45

(16, 17, 18) conducted in two international consortia (EBOVAC1 and EBOVAC2) gave the opportunity to validate the46

model and better characterise factors associated to the variation of the antibody response.47

RESULTS48

Descriptive analysis of the data. The baseline and demographic characteristics of the 487 participants in-49

cluded into the study are shown in Table 1. In all the results hereafter, test multiplicity with Benjamini and50

Hochberg correction (19) has been used (see section Materials and Methods for more details). Comparable base-51

line characteristic in terms of age, body mass index (BMI) and weight are observed in European subjects across52

the Phase-I and II clinical studies (all p-values > 0.80). Similarly, no differences are observed in Africa across trials53

and sites in term of weight however BMI appears as significantly higher in east African subjects (+6%, pvalue=0.007)54

than in west African ones, and participants in EBL2002 tended to be older (34 vs 27 years, p-value < 0.001). Euro-55

pean participants were significantly older than African (41 vs 29 years, p-value < 0.001). Similarly, BMI and weight56

(p-values <0.001 in both cases) were significantly higher in European subjects than in African ones (+13% and +18%,57

resp).58

TABLE 1 Demographic and baseline characteristics of participants.
Phase-I trials Phase-II trials

Europe East Africa Europe East Africa West Africa West Africa
UK Kenya Tanz./Ug. UK/France Ken./Tanz. BFA/IVC Sierra Leone

EBL1001 EBL1003 EBL1004 EBL2001 EBL2002 EBL3001 Total
Part., no. 14 15 15 71 79 58 235 487
Sex
Men 4 (29%) 11 (73%) 10 (67%) 32 (45%) 45 (57%) 44 (75%) 203 (86%) 349 (72%)
Women 10 (71%) 4 (27%) 5 (33%) 39 (55%) 34 (43%) 14 (24%) 32 (14%) 138 (28%)

Age (yrs) 37.6 (9.3) 23.7 (2.8) 26.5 (6.8) 41.2 (14.7) 34.1 (13.5) 34.1 (10.8) 27.2 (10.0) 31.3 (12.4)
BMI (kg/m2) 26.1 (3.3) 22.5 (4.1) 22.9 (4.2) 25.4 (4.5) 23.8 (4.0) 23.0 (3.4) 21.9 (3.3) 23.0 (3.9)

Data are n (%) or mean (SD). Only healthy adults receiving Ad26.ZEBOV followed by MVA-BN-Filo 56 days later were selected within each
of the 6 trials. UK = United Kingdom, Tanz. = Tanzania, Ug. = Uganda, BFA = Burkina Faso, IVC = Ivory Coast.

Figure 1 shows the dynamics of antibody concentrations (median and interquartile ranges) 7 days after the59

second vaccination for each study. In addition, Table 2 summarizes antibody concentrations observed at prede-60

fined harvest times. Only participants who had received both the first and second vaccinations were included61

in the analysis (a total of 135 participants were excluded). Similar dynamics were observed in all studies, with a62

peak 21 days after the second vaccination, followed by a biphasic decline up to 1 year after the first vaccination.63

Furthermore, the longer-term dynamics observed in EBL3001 suggest a stabilization of dynamics after the decline.64

Antibody concentrations in European subjects showed no statistical difference at peak (21 days after the sec-65

ond vaccination) and 1 year after the first vaccination between the phase I (EBL1001) and phase II (EBL2001) clinical66

trials (pvalue=0.21 and 0.14, respectively). By contrast, the antibody concentrations of African participants were67

significantly lower in Phase-II studies than in Phase-I at the peak of the response (pvalue<0.001) with a mean68

value decreasing from 4.12 to 3.70 log10 ELISA units/mL. This difference was mostly driven by the lower peaks of69

antibody concentrations measured in subjects from Sierra Leone (EBL3001) displaying a mean value being 13%70

lower than the Phase-I African subjects (pvalue <0.001) while only a 6% decrease was observed in EBL2002 sub-71

jects (pvalue=0.003). One year after the first vaccination, this difference was less pronounced (2.47 vs 2.67 log10,72

pvalue=0.019). The antibody concentration in European subjects 1 year after the first vaccination was significantly73

higher than in African (+24%pvalue <0.001). Participants from the EBL1004 trial (Tanzania/Uganda) tended to have74
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TABLE 2 Ebola glycoprotein-specific binding antibody concentrations, in log10 scale (in ELISA units/mL), in each
study from 7 days after the second vaccination to study completion.

Phase-I trials Phase-II trials
EBL1001 EBL1003 EBL1004 EBL2001 EBL2002 EBL3001
(n=14)a (n=15)a (n=15)a (n=71)a (n=137)b (n=235)c

Day 64 (7 days after the 2nd vaccination, MVA-BN-Filo)
Number part. 14 15 15
Responders† 14 (100%) 15 (100%) 15 (100%)
Missing data 0 (0%) 0 (0%) 0 (0%)
Mean [IQR] 3.19 [2.99 ; 3.48] 3.33 [2.90 ; 3.73] 3.09 [2.55 ; 3.58]
Day 78 (21 days after the 2nd vaccination, MVA-BN-Filo)
Number part. 14 15 15 70 137 231
Responders† 14 (100%) 15 (100%) 15 (100%) 70 (100 %) 137 (100%) 231 (100%)
Missing data 0 (0%) 0 (0%) 0 (0%) 1 (1%) 0 (0%) 4 (2%)
Mean [IQR] 3.88 [3.64 ; 4.10] 4.21 [3.96 ; 4.45] 4.03 [3.80 ; 4.31] 4.00 [3.79 ; 4.43] 3.88 [3.62 ; 4.16] 3.60 [3.34 ; 3.88]
Day 156 (155 days after the 1st vaccination, Ad26.ZEBOV)
Number part. 42‡
Responders† 42 (100%)
Missing data 1 (2%)
Mean [IQR] 2.73 [2.54 ; 3.00]
Day 180 (179 days after the 1st vaccination, Ad26.ZEBOV)
Number part. 12 15 15 23 *
Responders† 12 (100%) 15 (100%) 15 (100%) 23 (100%)
Missing data 2 (14%) 0 (0%) 0 (0%)
Mean [IQR] 3.47 [3.29 ; 3.60] 3.00 [2.67 ; 3.20] 2.97 [2.71 ; 3.25] 2.70 [2.47 ; 2.85]
Day 240 (239 days after the 1st vaccination, Ad26.ZEBOV)
Number part. 13 15 15
Responders† 13 (100 %) 15 (100%) 15 (100%)
Missing data 1 (7%) 0 (0%) 0 (0%)
Mean [IQR] 3.35 [3.20 ; 3.41] 2.66 [2.22 ; 2.93] 2.83 [2.56 ; 3.09]
Day 360/365 (1 year after the 1st vaccination, Ad26.ZEBOV)
Number part. 12 15 15 51 134 207
Responders† 12 (100%) 15 (100%) 15 (100%) 51 (100%) 134 (100%) 205 (99%)
Missing data 2 (14%) 0 (0%) 0 (0%) 20 (28%) 3 (2%) 28 (12 %)
Mean [IQR] 3.24 [3.09 ; 3.33] 2.61 [2.40 ; 2.96] 2.74 [2.46 ; 3.06] 3.07 [2.89 ; 3.28] 2.54 [2.26 ; 2.78] 2.44 [2.11 ; 2.68]
Day 540 (539 days after the 1st vaccination, Ad26.ZEBOV)
Number part. 33‡
Responders† 33 (100%)
Missing data 10 (23%)
Mean [IQR] 2.43 [2.15 ; 2.68]
Day 720 (2 years after the 1st vaccination, Ad26.ZEBOV)
Number part. 190
Responders† 184 (97%)
Missing data 45 (19 %)
Mean [IQR] 2.45 [2.19 ; 2.69]

IQR = Interquartile range = 75% confidence intervals. a Participants receiving the 2nd vaccination in the protocol-defined window of 57 ± 1

day. b Participants receiving the 2nd vaccination in the protocol-definedwindowof 57±3 days. c Participants receiving the 2nd vaccination in
the protocol-defined window of 57±1week. * Refers to participants enrolled in EBL 2002 having an additional timepoint, initially scheduled
for subjects who do not receive a second vaccination because of a study pause.† Refers to the number of participants with uncensored
antibody concentration meaning with value higher than the LLOQ and is expressed as n/N (%) where n is the number of responders at that
timepoint and N the the total number of participants with data at the first and the second vaccination and at that time point. ‡ Refers only
to 43 participants enrolled in a substudy to receive a third dose (Ad26.ZEBOV) two years after the first vaccination.

a slightly better antibody concentration compared to other Africans (p-value=0.02).75

76

Mechanisticmodel of the humoral response. To better identify the factors associated to the dynamic of the77

antibody response and to predict its duration, we used a model initially applied by (15) in Phase-I trials evaluating78

the two-dose heterologous Ad26.ZEBOV, MVA-BN-Filo vaccine regimen. In this mechanistic model, antibodies are79
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FIG 1 Dynamics of Ebola GP-specific binding antibody concentrations, in log10 scale (in ELISA units/mL), in each
clinical study from 7 days after the second vaccination. Each color correspond to a clinical study (red:EBL1001, dark
blue:EBL1003, light blue:EBL1004, orange:EBL2001, turquoise:EBL2002, light green:EBL3001). Solid and dashed lines
representmedians in European andAfrican subjects respectively. Circles correspond to Phase-I studies and triangles
to Phase-II studies. Error bars correspond to 25th-75th confidence intervals. The vertical dotted line represents the
first year after the first vaccination.

assumed to be produced by plasma cells (antibody-secreting cells, ASCs) divided into two distinct sub-populations80

characterized by their lifespan: short-lived (SL) and long-lived (LL). For various infectious diseases, a rapid expan-81

sion of Ag-specific ASCs in blood peaking on day 7 post-infection or vaccination, followed by a fast depletion is82

observed (20, 21). Therefore, a strictly decreasing dynamics was considered from 7 days after the second vacci-83

nation for the two compartments of plasma cells assuming no additional exposure to the antigen. A schematic84

diagram of the mathematical model used to describe the humoral response from 7 days after the second vacci-85

nation is displayed in Figure 2. This simple model relied on three biological processes. LL and SL ASCs decay with86

time at rate δL and δS , respectively, and produce antibodies at rates θL and θS . Finally, antibodies are assumed87

to decay over time at rate δAb . Baseline level of ASCs being unknown, the parameters φL = θLL0 and φS = θSS0,88

representing the respectively influx of LL and SL ASCs, were defined (see Materials and Methods - Mathematical89

model of antibody kinetics. for more details).90

91

Quality ofmodel’s prediction. Using parameter estimations obtained by (15) on humoral response observed92

in Phase-I trials, we evaluated the robustness of the model and predictive abilities.93

First, we looked at the capacity of the model to capture the dynamic of the antibodies during the first year of94

vaccination based on the previously estimated parameters in a new population of participants. Fixing antibody,95

short- and long-lived ASCs half-live at 24 days, 3.0 days and 6.0 years, respectively, as well as SL ASCs influx param-96

eter at 2755 ELISA units/mL/day and LL ASCs influx parameter at 16.6 and 70.7 ELISA units/mL/day for African and97

European subjects (see Materials and Methods - Evaluation of the model quality of prediction. for more details),98

only random effects (i.e. individual deviation from population mean) for the 487 subjects were evaluated using99

empirical bayes estimates (EBEs). Restricted to the first year following the first vaccination, the model allowed100

to fit well the antibody concentrations (see Figure A1). In addition, the overall percentage of observations falling101

within the 95% individual prediction intervals (also referred as the percentage of coverage) was evaluated at 99.8%102

(100% for each trial except for EBL1003 with 97.3%). The root mean squared error (RMSE) was consistent with a103

relatively small average difference between observations and predictions estimated at 0.081 log10 ELISA units/ml104

(RMSE=0.102 and 0.075 log10 ELISA units/ml in Phase-I and Phase-II studies, resp). These results confirmed the abil-105

ity of the model, estimated only with data from phase 1 trials, to capture the antibody response in all additional106

participants included in phase 2 trials.107

Then, we looked at the ability of the model to predict long-term antibody concentration beyond 12 months.108
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FIG 2 Schematic diagram of themodel describing the humoral immune response from 7 days after the 2nd vaccina-
tion. S and L stand for short- and long-lived ASCs respectively and Ab for antibodies. The parameters δS , δL and δAbare respectively the decay rates of SL ASCs, LL ASCs and antibodies while θS and θL represent the production rates
of antibodies by SL and LL ASCs.

Individual parameters assessed for the early part of the dynamics of humoral responses were then used to pre-109

dict long-term antibody responses between 1 and 2 years after the first vaccination. As described in Table 2, only110

subjects from the EBL3001 clinical trial contributed to this analysis because they were the only ones with a follow-111

up beyond 12 months. As shown in Figure 3, the model demonstrated high quality long-term predictions with112

approximately 90% of the observed antibody concentrations falling within the 95% individual prediction intervals.113

114

Update of the knowledge about the longevity of the humoral immune response. The model was pretty115

good to forecast long-term humoral response. However, the increase of the RMSE and the decrease of the per-116

centage of coverage for EBL3001 subjects beyond 12 months (from 7 days after the second vaccination ; RMSE,117

before 12 months: 0.079 and after 12 months: 0.313 ; Coverage, before 12 months: 100% and after 12 months:118

90.58%) motivated an update of the parameters using all available data from the phase 1 and 2 trials. We firstly119

focused on the half-life of LL ASCs, log(2)/δL . The estimation of the lower bound of the loss rate of LL ASCs δL was120

performed with a profile likelihood. Thanks to the longer follow-up available the previous estimation of 5 years121

for the lower bound of the half-life of LL ASCs has been updated to 15 years (Figure 4). Hence, long-lived antibody122

secreting cells being non-proliferating cells (22), half of LL ASCs produced at the latest 7 days after the second123

vaccination and producing antibodies should persist at least 15 years. Given this result, further estimations were124

performed considering the parameter δL as fixed at the corresponding value of a lifespan of 15 years.125

The application of three algorithms of covariate selection (SCM, COSSAC and SAMBA ; see Materials and Meth-126

ods - Update and re-estimation of the model. for more details) enabled us to identify factors influencing the127

dynamics of the humoral response. Although methods of covariate search differ from an algorithm to another,128

the adjustment of the biological parameters of the model for demographic and baseline characteristics selected129

by the different methods were quite consistent. All procedures led to the selection of an effect of continent, sex130

and age on antibody responses.131

The best model estimated an effect of continent on φL (see Table 3 presenting a summary of parameter esti-132

mations). The mean value of φL was estimated at 38.1 ELISA units/mL.days−1 in Europe compared to 10.3 ELISA133

unit/mL.days−1 in African subjects. These results are accordance with the previous ones obtained with Phase 1134

trials (15).135

By addingmore information with Phase 2 trials data, we also identified the sex as another significant covariate136

for explaining the inter-individual variability of the decay rate of antibodies. Indeed, we estimated that antibodies137

have a significantly higher half-lives in women (p-value estimated bywald test <0.001) with an increase of the decay138

rate of 38% (95% confidence interval (CI): [19% ; 59%]) for men as compared to women.139
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FIG 3 Individual antibody concentrations predicted by the model, estimated on Phase-I data, for random sample
of subjects of the clinical study EBL3001. Each subplot represents the individual antibody dynamics (in log10 ELISAunits/mL) from 7 days after the 2nd vaccination. For each subject, the vertical dashed line represents the time limit
(1 year after the first vaccination) between the predictions (in blue) and the forecasts (in orange). Plain blue dots
correspond to observations used to evaluate individual parameters while orange circles are long-term observations
not used in parameter estimation. Shaded areas correspond to 95% individual prediction intervals (accounting for
the uncertainty on the individual parameter estimation and themeasurement error) and the solid lines correspond
to the prediction of the model.
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FIG 4 Profile likelihood on parameter δL . The y-axis corresponds to the non-penalized log-likelihood computed by
importance sampling for several values of LL ASCs half-life which needs to be maximized. The blue dotted vertical
line represents the lower bound of LL ASCs half-life estimated by profile likelihood by (15) on Phase-I data. The red
dashed vertical line represents the newly estimated lower bound using Phase-I and II data.

We also found that older age was associated to a decrease of the influx of short-lived ASCs (parameter φS ). A140

31 years old subjects (ages are assumed to be centered, see Table 1) displayed a mean value of SL ASCs influx of141

3045 ELISA units/mL.days−1 (see Table 3). For one year older the influx of SL ASCs is decreased by 6% (95% CI: [4%142

; 8%].143

144

Once the optimal covariate structure identified, we estimated the value of the parameters of the model as145

shown in Table 3 providing the model parameters estimated by (15) on Phase-I data as well as the model pa-146

rameters obtained on combined Phase-I and II data. The Figure 5 displays the dynamics estimated by the model147

highlighting the goodness of fit of the data.148

Compared with the estimates we obtained from the phase I data, the new estimates show a decrease in the149

magnitude of the φL parameter. This decrease is likely due to the significant increase in the half-life of the LL ASC150

from 6 to 15 years. Nevertheless, the mean φL remained four times higher in Europe than in Africa, as (15) approx-151

imated using Phase I data (4.3 times higher in Europe than in Africa). For the dynamics of SL ASCs, the parameter152

estimates remained quite stable, between the newly estimated model and the earlier estimates. As noted above,153

the information gained from longer follow-up allowed an update of the lower bound of the LL ASC decay rate.154

Similarly, the use of many additional subjects improved the precision of the model parameter estimates. Indeed,155

the confidence intervals in the new estimates have become narrower, whether for the parameters φL , φS , or δS ,156

and are mostly included within the confidence intervals of the old estimates. Finally, comparison of the model157

estimates showed a slight increase in inter-individual variability for the parameters φL and δAb in the new model158

compared with the old one. The latter may be due to the use of additional data collected in amore heterogeneous159

population than in phase I studies. On the contrary, adjustment of the parameterφS for the age of the participants160

allowed to reduce the unexplained inter-individual variability for the same parameter by 24%.161

We examined the ability of our model to predict the response for new participants by performing Monte Carlo162

cross-validation (MCCV) and using RMSE and percent coverage as quality criteria for prediction. (See Materials163

and Methods - Update and re-estimation of the model. for more details). The results of this analysis were164

summarised in Figure 6, where these two criteria are displayed as functions of the percentages of subjects used in165

the training dataset. Finally, despite the wide range of percentages tested for the split of train and test, the quality166

of the model prediction was very stable. The mean RMSE gradually decreased from 0.0857 to 0.0816 log10 ELISA167

units/mL until it reached the values of 0.0843 log10 ELISA units/mL when 100% of the data are used to estimate the168

models. The mean percentage of coverage remained higher than 95% even when only 20% of participants were169

used to estimate the model. Consequently, the model showed reasonably good quality in predicting the humoral170

immune response from 7 days after the second vaccination to two years after the first vaccination.171
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TABLE 3 Model parameters estimated on Phase-I participants by (15) and the new estimates obtained on pooled
Phase-I and Phase-II data.

Phase-I data Phase-I & II data
Parameter Meaning Mean 95% CI Mean 95% CI
Fixed Effects
δAb antibody decay rate (day−1) 0.029 [0.027 ; 0.033]
Women 0.0260 [0.022 ; 0.0299]
Men 0.0358 [0.0292 ; 0.0439]

log (2)/δAb antibody half-life (days) 24 [22 ; 26]
Women 26.7 [23.2 ; 30.7]
Men 19.4 [15.8 ; 23.7]

δS SL ASCs decay rate (day−1) 0.231 [0.15 ; 0.36] 0.305 [0.257 ; 0.361]
log (2)/δS SL ASCs half-life (days) 3.0 [1.9 ; 4.7] 2.28 [1.92 ; 2.70]
δL LL ASCs decay rate (year−1) 3.16 × 10−4 [1.46 ; 7.03] ×10−4 1.25 × 10−4

log (2)/δL LL ASCs half-life (years) 6.0 [2.7 ; 13] 15.0
φS SL ASCs influx (EU/mL/day) 2755 [1852 ; 4100]
Mean Age (31.3 years) 3045 [2297 ; 4036]
FC ∆Age = + 1year⋆ 0.939 [0.917 ; 0.962]

φL LL ASCs influx (EU/mL/day)
African subj. 16.6 [13.7 ; 20.1] 10.3 [9.09 ; 11.8]
Eur. subj. 70.7 [54.0 ; 92.7] 38.1 [28.2 ; 51.3]
Random Effects
ωφS

Sd of RE on φS 0.92 [0.83 ; 1.01] 0.704 [0.524 ; 0.884]
ωφL

Sd of RE on φL 0.85 [0.78 ; 0.92] 0.879 [0.804 ; 0.953]
ωδAb Sd of RE on δAb 0.30 [0.24 ; 0.36] 0.354 [0.285 ; 0.422]
Error Model
σAb Sd of error model 0.10 [0.10 ; 0.10] 0.107 [0.102 ; 0.113]

CI: Confidence interval ; EU: ELISA units ; FC: Fold change ; LL ASCs: long-lived antibody secreting cells ; RE: Random effects
; SL ASCs: short-lived antibody secreting cells ; Sd: Standard deviation. ⋆ Represents the multiplicative factor to apply to the
value of φS , obtained for the mean age, for an increase of the age of subjects of 1 year: φS (Mean Age + 1 yr) = φS (Mean Age)×
FC(∆Age=+1).

DISCUSSION172

With this modeling work, we evaluated the good quality of the long-term predictions of the mechanistic model173

developed by (15) that considers two populations of ASCs. Using a relatively small number of participants who174

followed four different vaccination regimens (only 177 - 25% - of whom followed of the vaccination regimen of175

interest in this study), we demonstrated with new data and a longer follow-up that the model had good quality176

long-term predictions of humoral response. In particular, the model was able to capture well the dynamics in177

participants who showed a lower antibody response. Re-estimation of the model with a longer-term follow-up178

allowed us to update the value of the lower limit of the LL ASC half-life and showed that the longevity of LL plasma179

cells is higher than previously estimated. In addition, we confirmed an influence of the geographic region on the180

long-term dynamics of the humoral response, as found in the first study. Furthermore, by considering additional181

data accounting for greater variability in humoral response as well as in demographic characteristics, wewere able182

to identify two additional factors that influence the establishment and longevity of the vaccine-induced response.183

We found that the age of the participants may influence the initial magnitude of the humoral response through184

its impact on the dynamics of SL ASCs. We also found that the decrease in antibody response over time may be185

influenced by sex. In particular, we found that antibody concentration decreased more slowly in women. Finally,186

re-estimating themodel withmore participants allowed us to update the estimates of themodel parameters while187

decreasing uncertainty as shown by narrower confidence intervals.188

The values of the parameter estimates appear to be consistent with the literature. In particular, the mean val-189

ues obtained for the half-life of the antibodies are consistent with the literature, which supports a half-life between190
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FIG 5 Individual antibody concentrations estimated by themodel for random sample of subjects from the 6 clinical
studies. Each subplot represents the individual antibody dynamics (in log10 ELISA units/mL) from 7 days after the 2nd
vaccination to 2 years. Colored circles correspond to observations used to estimate the model. The solid thick lines
correspond to the individual dynamics and the 95% individual confidence intervals (accounting for the uncertainty
of the estimation of the individual parameters only) are delimited by the shaded areas.

20 and 50 days (23, 24, 25, 26, 27, 28, 29). Indeed, the parameter δAb was estimated to values corresponding to a191

mean half-life of 19 to 27 days.192
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FIG 6 Evaluation of the ability of the model to predict unseen data using Monte-Carlo Cross-validation. The predic-
tive quality was assessed by the evaluation of two criteria: the RMSE (left side) and the percentage of coverage (right
side). The x-axis corresponds to the percentages of subjects randomly selected for the training dataset and the y-axis
to the value of criteria calculated on testing dataset. Hundred replicates were performed for each train-test split
percentage. Solid lines display the values of criteria and dashed lines, the 95% confidence intervals. The horizontal
red dotted line on the right side displays the threshold of 95%.

The cause of the influence of the geographic region on the humoral response to vaccine is still unknown.193

Malaria has been one of the co-infection suspected to play a role in compromising the immune response (30,194

31, 32). Nevertheless, these results should be interpreted cautiously, as simple nonspecific cross-reactivity could195

also be responsible for this association (31). Chronic parasitic infections have also been suspected (33) such as196

schistosomiasis (34). Both hypotheses are currently explored in the EBOVAC consortia. The role of microbiota197

on the modulation of the immune responses to vaccination is a new research area (35). The modelling result198

presented here could help in exploring the causal effect of co-infections by orienting toward a mechanism that is199

compromising the production of long-lived antibody secreting cells.200

We also found a different clearance of antibodies betweenmen and women. As described by (36) or more recently201

by (37), many mechanisms may be responsible for sex-specific differences in vaccine-induced immunity, whether202

the direct or indirect effect of sex chromosomes through sex chromosome-encoded genes and sex hormones203

(oestrogen, testosterone, steroid, ...) or environmental exposures. These factors may then influence humoral204

immunity by inducing epigenetic andmicrobiologicalmodifications and enhancing or altering the function of some205

immune cells. Consequently, the observed sex difference in antibody persistence may in fact summarise the206

significant contribution of sex to these unobserved mechanisms. The precise mechanism leading to a quicker207

clearance of the antibodies in men remain to be explored. The influence of age on the response to vaccine is208

knownbut the characterisation of its effect through the production of short-lived antibody secreting cells should be209

confirmed. Some studies have noted a decrease in plasma cells andmemory B cells proliferation with age, usually210

peaking in childhood before progressively decreasing over time. The decrease in the percentage ofmemory B cells211

and plasma cells in humans appears to be observed primarily in peripheral blood. However, (38) has noted an212

age-related decline in the number of plasma cells in human bonemarrow, which could be triggered by a reduction213

in germinal center responses. In addition, the decrease in B-cells production with age could result from a decrease214

in the diversity of naive B cells (39). Indeed, the change in bone marrow with age could lead to a decrease in the215

number of survival niches, resulting in a decrease in naïve B cell production and a shift in the ratio of naïve to216

memory B cells (40). Consequently, this loss of diversity should lead to a decrease in the absolute number of early217

B cells progenitors. Nevertheless, identification of the age-related decline in SL ASC influx in our model should be218

viewed with caution because participants older than 65 years were not represented in the cohorts analyzed.219

In conclusion, the dynamical model constructed from early phase 1 data has demonstrated is predictive capac-220

ity with longer follow-up and updated estimates give promising results for the duration of the immune response.221

The variation of the immune response to the vaccine endorses the impact of geographic situation, sex and age.222
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MATERIALS AND METHODS223

Immunogenicity measurements. We considered data from six studies aiming at evaluating the safety, tol-224

erability and immunogenicity of two-dose vaccine regimens with Ad26.ZEBOV and MVA-BN-Filo. Ad26.ZEBOV is225

a monovalent, recombinant, E1/E3-deleted, replication-defective, adenovirus type 26 vector vaccine expressing226

Ebola virus Mayinga variant GP, produced in PER.C6 human cells and injected in a single dose of 5 × 1010 viral227

particles. MVA-BN-Filo is a recombinant, replication-defective, modified vaccinia Ankara vector vaccine expressing228

Mayinga variant GP, Sudan virus Gulu variant GP, Marburg virus Musoke variant GP, and Tai Forest nucleoprotein.229

This multivalent vaccine was produced in chicken fibroblasts and injected in a dose of 1×108 median tissue culture230

infective dose (TCID50). Three of the six studies are randomized, observer-blinded, placebo-controlled Phase-I tri-231

als on healthy volunteers aged 18 to 50 years. These studies were performed in four countries: United-Kingdom232

(UK), Kenya, Tanzania and Uganda. Results of the trials were previously described by (41) and (42) for UK (study233

registered at ClinicalTrials.gov, NCT02313077, and labelled EBL1001 here) , (43) for Kenya (study registered at234

ClinicalTrials.gov, NCT02376426, and labelled EBL1003 here) and (44) for Tanzania/Uganda (study registered at235

ClinicalTrials.gov, NCT02376400, and labelled EBL1004 here). In addition, we considered data from two random-236

ized, observer-blinded placebo-controlled, parallel-group phase-II trials on healthy volunteers aged 18 to 65 or 75237

years. These studies were performed in 6 countries: UK, France, Kenya, Uganda, Burkina Faso and Ivory Coast.238

We refer to (16) for detailed description of results in the European trial and to (17) for the African trial (two studies239

registered at ClinicalTrials.gov, NCT02416453 and NCT02564523, and labelled EBL2001 and EBL2002 here respec-240

tively for the European and African studies). The last study is a combined open-label, non-randomized stage 1, and241

a randomized, observer-blinded, placebo-controlled stage 2 phase-II trial on healthy adults. This study was con-242

ducted in Sierra Leone aimed also to evaluate the long-term immunogenicity and the humoral immune memory243

induced by the vaccine regimen. Results of this trial were described by (18) (study registered at ClinicalTrials.gov,244

NCT02509494, and labelled EBL3001 here).245

In Phase-I trials, participants were equally randomized into four vaccination regimens: two with MVA-BN-Filo246

as first vaccination at day 1, followed by Ad26.ZEBOV on day 29 or 57, and two with Ad26.ZEBOV as prime vaccine247

on day 1, followed by MVA-BN-Filo on day 29 or 57. Within each regimen, subjects received either active vaccine248

or placebo in a 5:1 ratio. In the study EBL2001, participants in Cohorts I-III were equally randomized into three249

parallel groups in which they received Ad26.ZEBOV as first vaccine on day 1, followed by MVA-BN-Filo on day 29,250

57 or 85. This first cohort was excluded from the analysis as subjects were enrolled to provide data only on safety251

and the timing of anti-Ebola virus GP ASCs responses. Within each group, participants received active vaccines or252

placebo in a 14:1 or 10:3 ratios in cohorts II and III respectively. In the study EBL2002, healthy adults (Cohort I)253

were equally randomized into the same three parallel groups with an active vaccine: placebo ratio of 5:1. Adults254

HIV-infected patients (Cohort IIa) and healthy children (Cohorts IIb and III) were not included in the analysis. Finally,255

in the study EBL3001, participants received either Ad26.ZEBOV as first vaccination on day 1 followed by MVA-BN-256

Filo on day 57, or MenACWY vaccine on day 1 and placebo on day 57, with a ratio of 1:0 and 3:1 in stage 1 and 2257

respectively. In the analysis, only subjects receiving Ad26.ZEBOV as first vaccination on day 1 and MVA-BN-Filo as258

second vaccination on day 57 (Ad26/MVA D57) were included, which corresponded to a total of 487 subjects over259

all studies, whom 44 in Phase-I studies, 71 in EBL2001, 137 in EBL2002 and 235 in EBL3001.260

Subjects were followed up to 1 year after the first vaccination in all the studies with longitudinal immuno-261

genicity measurements performed on blood samples. As shown in Figure 7, for the vaccine regimen of interest,262

immunogenicity samples were collected in all participants immediately before the administration of the first vac-263

cination (Ad26.ZEBOV) on day 1, before the second vaccination (MVA-BN-Filo) on day 57, then 21 days after the264

second dose at day 78 and 1 year after the first dose (at day 360 or 365 according to the trial). In phase-I trials,265

additional samples were done at days 7, 29, 64, 180 and 240 while immunological assays were done on blood266

samples taken at day 180 and day 156 in EBL2002 and EBL3001 respectively. Participants enrolled in EBL3001267

were additionally followed up to 2 years after the first vaccination with blood samples collected every 6 months268

after the first year. We analyzed total IgG Ebola virus GP-specific binding antibody concentrations measured by269

an Ebola virus GP (kikwit strain) Filovirus Animal Non-Clinical Group ELISA. Being interested in the longevity of270

the long-term immunity induced by the two-dose heterologous vaccine, similarly to (15), we mainly focused our271

analysis on immunogenicity measurement sampled after the second vaccination.272
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273

FIG 7 Design of EBOVAC 1 (EBL 1001, 1003, 1004 and 3001) and EBOVAC 2 (EBL 2001 and 2002) trials for participants
receiving Ad26/MVA D57 as vaccine regimen. Immunogenicity measurements provide the concentration of IgG bind-
ing antibodies against Ebola measured by ELISA (units/mL).

Statistical analysis. A preliminary descriptive analysis was performed on the baseline and demographic274

characteristics of participants to describe and summarize the basic features of the data. Statistical differences275

among groups of participants were evaluated using classic t-tests implemented in R and p-values where adjusted276

for test multiplicity with Benjamini and Hochberg correction (19) using the classic R function p.adjust. Similar anal-277

ysis were performed on immunogenicity data measured at specific timepoints shared by the six trials (21 days278

after the second dose and 1 year after the first one) to identify potential subgroups of participants sharing the279

same dynamics. Finally, spearman correlations between antibody concentrations measured 21 days after the sec-280

ond vaccination and longer-term humoral responses were evaluated assuming adjustment for test multiplicity on281

p-values.282

283

Mathematical model of antibody kinetics. To analyze the humoral immune response induced by the two-284

dose heterologous vaccine regimen Ad26.ZEBOV, MVA-BN-Filo against Ebola virus and evaluate the long-term285

immunogenicity, we used a mechanistic model divided into three parts. First of all, a mathematical model based286

on ordinary differential equations is defined to describe the dynamics of plasma cells and antibodies (3). As shown287

in Figure 2, antibodies are assumed to be produced by two plasma cell populations differentiated by their lifespan:288

short- and long-lived antibody secreting cells (ASCs). Consequently, theODE-system contains three compartments:289

the short-lived ASCs (labelled S), the long-lived ASCs (labelled L) and the antibodies (Ab). Based on the hypothesis290

that antibody secreting cells peaked at day 7 post-infection/vaccination (20, 21), time was rescaled to consider only291

the antibody dynamics from 7 days after the second vaccination (day 64) during which plasma cells only decrease292

over time. As demonstrated by (15), the model can be written as a single equation (1).293
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dAb

d t
= φSe

−δS t + φLe
−δL t − δAbAb

Ab (t = 0) = Ab0
(1)294

with δS , δL and δAb representing the average decay rates of SL ASCs, LL ASCs and antibodies respectively. The295

parameters φS and φL are respectively the influx of SL and LL ASCs defined as φS = θSS0 and φL = θLL0 where296

S0 = S (t = 0) and L0 = L (t = 0) are the initial conditions at 7 days after the second vaccination while θS and θL297

are their respective antibody production rates. The initial antibody concentration Ab0 is defined by the individual298

measure of antibody concentration at 7 days after the second vaccination. Keeping in mind that the antibody299

concentration can be unobserved at day 68 for some participants (see Figure 7), a lag-time was introduced in300

equation (1) labelled Ti representing the individual time interval the assumed initial time (day 64) and the first301

observation after this specific time. The equation can then be written as follows.302



dAb

d t
= φSe

−δS (t+Ti ) + φLe
−δL (t+Ti ) − δAbAb

Ab (t = 0) = Ãb0
(2)303

Based on this equation, time was rescaled for each individual such as the initial condition (t = 0) coincide with the304

first observation following day 64. We estimated the five following biological parameters Ψ = (φS , δS ,φL , δL , δAb ).305

To account for inter-individual variability, we used a statistical model on which the five model parameters are306

assumed to be log-transformed, to ensure their positivity. Each parameter is then described by a mixed-effects307

model which can depends on covariates. Each individual parameter Ψi
k for the subject i can be defined as follows,308

for k = {1, · · · , 5}.309

log(Ψi
k ) = log(Ψk ,0) + βk Z

i
k + u ik (3)310

where Ψ0 is the fixed effect, Zk and βk are respectively the vectors of explanatory variables and regression co-311

efficients related to the biological parameter Ψk , and u ik is the individual random effect assumed to be normally312

distributed with the variance ω2
k . Random effects were assumed to be independent from each other. Based on313

results obtained in the previous work (15), we assumed random effects on the influx parameters, φL and φS , and314

on the decay rate of antibodies δAb .315

For the observation model, we modeled the observed IgG binding antibody concentrations against the kikwit316

glycoprotein from the six studies by the Ab ODE-compartment. We assumed an additive error model normally317

distributed on the log10 value of the antibody concentrations, with a variance σ2
Ab . The antibody concentration for318

patient i at the j th time is given by319

Y (t i j ) = log10 [Ab (Ψi , t i j )
] + εi j εi j ∼ N(0,σ2

Ab ) (4)320

321

322

Model estimation. Mathematical and practical identifiability has been assessed in previous work (15). Thus323

the parameter δL was estimated by profile likelihood (45) which consists in defining a grid of values for the parame-324

ter and to sequentially set the parameter δL at one of those different values and estimate themodel bymaximizing325

the log-likelihood, given that value of δL . The resulting profile shows themaximumpossible log-likelihood for each326

value of δL and has its maximum at the maximum likelihood estimate δ̂L . Other parameters were estimated by a327

population approach in which the model estimation relies on the estimation of the population parameters gath-328

ering parameter intercepts (Ψ0), the regression coefficients (β ), the standard deviation of random effects (ω) and329

the standard deviation of the error model (σAb ). Model estimation was performed by the Monolix ®software ver-330

sions 2019R1 and 2019R2. This software uses the Stochastic Approximation Expectation-Maximization (SAEM) al-331

gorithm (46, 47) to estimate the population parameters with likelihood computed by importance sampling (48) and332

the fisher information matrix calculated by stochastic approximation. Once population parameters re-estimated,333

individual parameters are computed as Empirical bayes estimates (EBEs) representing the most likely values of334

the individual parameters given individual data and population parameters. EBEs are calculated as the mode of335
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the condition parameter distribution by Markov-Chain Monte-Carlo (MCMC) procedure (49) using the Metropolis-336

Hasting algorithm (50) to compute the conditional distribution and the Nelder-Mead Simplex algorithm (51) to337

maximize it.338

339

Evaluation of the model quality of prediction. The mechanistic model described by equations 2, 3 and340

4, initially estimated on Phase-I data by (15), was validated on data from the six trials according to its quality of341

prediction. To this end, a two-step approach was applied: first, the robustness of the model was assessed by342

evaluating its ability to well predict antibody dynamics from 7 days post-second vaccination to 1 year after the first343

vaccination for all Phase-I and Phase-II subjects. Then, the ability of the model to forecast antibody concentration344

after 1 year following the first vaccination was evaluated. To investigate the robustness of the model initially345

estimated on Phase-I data, only data restricted to the first year following the first vaccination were used to stay346

in the scope of applicability of the model. Assuming fixed effects and regression coefficients of the population347

parameters (Ψk ,0 and βk , [k ∈ {1, · · · , 5}), distribution of random effects (σk , [k ∈ {1, · · · , 5}) as well as the standard348

deviation of the error model (σAb ) as fixed to previously obtained values, we evaluated individual parameters349

for the 487 participants, via the variables u ik , using the empirical bayes estimates (EBEs) approach implemented350

in Monolix. As shown in Table 3, we fixed the decay rate of antibodies (δAb ), SL ASCs (δS ) and LL ASCs (δL ) for351

corresponding half-lives of 24 days, 3 days and 6 years, respectively. The parameter φS was fixed at 2755 ELISA352

units/mL/day while φL was fixed at 16.6 ELISA units/mL/day for African subjects and 70.7 ELISA units/mL/day for353

European ones. East and West African subjects were assumed to share the same value of LL ASCs influx. Finally,354

standard deviations of the inter-individual variability on the three parameters φS , φS and δAb were chosen as355

ωφS = 0.92, ωφL = 0.85 and ωδAb = 0.30. The parameter σAb was fixed at 0.10 (see (15)). To stay consistent with356

the model built on Phase-I data, we assumed in the statistical model an adjustment for geographic region (binary357

variable equal to 0 in Africa and 1 in Europe) on φL , as shown on the following equation:358

log(φi
L) = log(φL,0) + βφL,Eur × 1i ∈Eur + u iφL

(5)359

For each individual, the 95%prediction interval (52) of the antibody dynamics was calculated and the percentage of360

coverage, defined as the percentage of observations falling within the prediction interval, was assessed. Through361

these results, we highlighted the ability of the model to predict short-term antibody concentration (from 7 days362

after the second vaccination to 1 year after the first one). Once short-term predictions validated, individual pa-363

rameters, found on the first year of follow-up, were used to quantify the long-term forecast skills of the model. To364

this end, we used themodel to make individual predictions of antibody concentration between 1 and 2 years after365

the first vaccination. Predictions were then compared to observations in EBL3001 trial (being the single trial with366

observed antibody concentrations measured after 1 year) and the percentage of observations falling within the367

95% individual prediction intervals was quantified. K-means clustering for longitudinal data (53) was performed to368

identify distinct trajectories of the dynamics of the humoral response. Using the kml R-package (54), trajectories369

of antibody concentration from 7 days after the second vaccination to 2 years after the first one were sequentially370

clustered into 2 and more clusters. Thereafter, we evaluated for each resulting partition the percentage of cover-371

age and the RMSE to investigate potential different prediction abilities according to underlying trajectories.372

373

Update and re-estimation of themodel. Once the quality of prediction of themechanistic model evaluated,374

an update of the model was accomplished in order to improve biological knowledge about the longevity of the375

long-term immune response induced by the two-dose heterologous vaccine regimen, Ad26.ZEBOV, MVA-BN-Filo.376

The low number of subjects included into the three Phase-I trials (177 of whomonly 44 received the Ad26/MVAD57377

vaccine regimen) as well as the short-term follow-up of their immune response up to 1 year after the first vaccina-378

tion tended to limit the precision of the estimation of themodel parameters in the work conducted only on Phase-I379

trials. Despite the validation of the model according to its quality of prediction on additional data coming from380

the three Phase-II trials (EBL 2001, 2002 and 3001), a re-estimation of the model using antibody dynamics from381

the 487 participants was accomplished to enhance and reinforce our understanding of the underlying biological382

processes leading to the long-term immunity following vaccination against Ebola. Participants from Phase-I clinical383

14



studies, being monitored only during the first year following the first vaccination, provided information only on384

the early phase of the humoral response. In particular, the lack of information on the long-term immunity made385

the estimation of the decay rate of the long-lived ASCs difficult. Long-lived ASCs being persistent plasma cells with386

a lifespan ranging from several months to lifetime (55, 56, 57, 22), only an approximation of the lower bound of387

the confidence interval of their half-life (log(2)/δL ) was possible. Using additional data from Phase-II studies and388

in particular the humoral response measurements beyond 1 year, we performed a profile likelihood to identify389

whether enough information were available to precisely estimate the parameter δL . Considering the statistical390

model found by (15), the model was estimated for multiple values of LL ASCs half-life ranging from 1 to 40 years.391

The profile likelihood was then drawn by maximizing the log-likelihood, computed by importance sampling (48),392

for each of those related models.393

As first estimation, a sequential Bayesian estimation was envisaged, that is using information provided by394

Phase-I studies only through informative prior distribution for parameters. Maximum A posteriori (MAP) esti-395

mates, corresponding to a penalizedmaximum likelihood estimation (58), should then be obtained using humoral396

responses from only the 443 Phase-II subjects. However, the difference of sampling between Phase-I and II stud-397

ies, in particular the absence of data from 7 to 21 days after the second vaccination for Phase-II subjects (see398

Table 2), made the estimation of the model difficult. The lack of information at the early stage of the dynamics399

induced practical identifiability issues for the parameters δS and φS . To tackle this difficulty, all data were used400

to update the model. Random effects found on Phase-I trials were kept, considering inter-individual variability on401

the parameter δAb as well as on the ASCs influx, φL and φS .402

The statistical model was updated by performing a covariate selection. We applied the classic stepwise co-403

variate modeling (SCM) algorithm (59, 60) which is a stepwise procedure with a forward selection followed by a404

backward elimination. In the forward selection, each parameter-covariate relationship is tested in turn and the re-405

lationship improving the model criteria (a corrected version of the Bayesian information criterion, BICc) the most406

is kept (the lower the better). Then the addition of a second covariate is tested. In the backward elimination,407

the removal of each parameter-covariate relationship selected in the first step is tested in an univariate manner.408

To verify the robustness of the results, two other algorithms of covariate selection in non-linear mixed effects409

models were performed, using BICc as model selection criteria: 1) the conditional sampling use for stepwise ap-410

proach based on correlation tests (COSSAC) (60), and 2) the stochastic approximation formodel building algorithm411

(SAMBA) (61). The three algorithms were independently applied on an initial model without any covariates and412

tested the addition of the seven following potential covariates: Sex (=0 for women and =1 for men), Age, Weight,413

BMI, Continent (Europe/Africa), Region (Europe/East Africa/West Africa) and EBL 3001 (=1 for participants from414

EBL3001 and 1 otherwise). Covariates such as Age, BMI and Weight were centered around the mean value of415

the studied population (see Table 1). The parameter δL , facing some identifiability issues due to the lack of mea-416

surements beyond 2 years, was removed from the covariate selection procedure. The statistical significance of417

selected covariates was then evaluated using a Wald-test. EBL3001 being the only study with a follow-up beyond418

1 year after the first vaccination and being conducted in a single country (Sierra Leone), the robustness of the re-419

sults was analyzed to verify the short-term relevance of the selected covariates. To this end, the same procedure420

was performed on the model already adjusted for the selected covariates but considering only data up to 1 year421

after the first vaccination. At the end of the covariate selection procedure, an optimal model was obtained with422

the following statistical model (see section Results - Update of the knowledge about the longevity of the humoral423

immune response. for more details).424




log(φi
L) = log(φL,0) + βφL,Eur × 1i ∈Eur + u iφLlog(φi
S ) = log(φS ,0) + βφS ,Age ×

(
Age i − Age

)
+ u iφSlog(δ i

Ab ) = log(δAb,0) + βδAb ,Men × 1i ∈Men + u iδAb

(6)425

where Age i and Age are respectively the age of the subject i and the average age of the participants and with426

u iφL
∼ N(0,ω2

φL
), u iφS

∼ N(0,ω2
φS
) and u iδAb ∼ N(0,ω2

φS
). Once the optimal model selected, the robustness of the427

convergence of the estimation was assessed by using the convergence assessment tool implemented in Monolix428

which evaluate the robustness of the SAEM algorithm for numerous initial conditions.429
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Thepredictive quality of the newly estimatedmodelwas assessedbyperforming aMonte-Carlo Cross-validation430

(62). Subjects from the overall dataset were randomly splitted into a training and a testing dataset, given a train-431

test split percentage. We paid attention to keep the same ratio of subjects within each of the two sub-datasets for432

each trial. Once themodel fitted on train data, EBEs resulting from thismodel were evaluated on test data followed433

by the prediction of the individual antibody dynamics. Two criteria were then calculated on the testing dataset to434

estimate how accurately the predictivemodel performs: the percentage of coverage (the higher the better) and the435

RMSE (the lower the better). For each of the seven train-test split percentages {20%, 30%, 40%, 50%, 60%, 70%, 80%},436

the procedure was replicated 100 times.437

SUPPLEMENTAL MATERIAL438

16



FIG A1 Individual antibody concentrations predicted by the mechanistic model estimated on data from Phase-I
clinical studies only (clinical studies accounting for additional vaccine regimens than Ad26/MVA D57, see (15)). Each
subplot represents the individual antibody dynamics (in log10 ELISA units/mL) from 7 days after the 2nd vaccination
to 1 year of follow up for random sample of 24 subjects from the 6 clinical studies. The solid thick lines correspond
to the mean individual dynamics predicted by the model and colored circles correspond to observations (used to
evaluate randomeffects using EBEs). Shaded areas correspond to the 95% individual prediction intervals (accounting
for the uncertainty of the estimation of the individual parameters and the measurement error).
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Chapter 6. Evaluation of the longevity of the humoral immune response of Ebola vaccine

6.3 Perspectives

In this paper, we focused on the evaluation of the longevity of the humoral response
induced by the two-dose heterologous Ad26.ZEBOV/MVA-BN-Filo vaccine regimen. To
this end, we started by evaluating the robustness of the mechanistic ODE-based model
developed by Pasin et al. [Pasin, 2018]. Estimated on Phase I data, we used humoral
data collected in three Phase II/IIb clinical trials to assess the ability of the model to
predict the long-term humoral immune response. Once its good quality of long-term
predictions evaluated, the re-estimation of the model using all Phase I and II data al-
lowed us to identify factors of variability of the humoral response. In particular, we
showed that age, sex and geographical region have an impact on the magnitude and
the durability of the humoral response. Moreover, the use of longer-term data gave us
the possibility to update the lower bound of the half-life of long-lived antibody secreting
cells.

In this work, we only focused on the longevity of the humoral response, without
considering its establishment. In particular, as presented in the article, the mechanistic
model used to estimate the dynamics of the humoral response does not integrate any
compartment characterizing the stimulation of the immune system, which is only possi-
ble due to immunological memory. Accordingly, in our mechanistic model, no anamnes-
tic response can be described. However, Balelli et al. [2020] proposed an extension of
the model used in our analysis accounting for both memory B cells and antigens in-
jected via vaccination (see Figure 6.1). By integrating these two compartments and
fitting this model to data from the three Phase I trials of the EBOVAC 1 consortium,
Balelli et al. had the opportunity to study the establishment of the humoral response
following the first and the second vaccination. However, the estimation of this model
required memory B cells data.

An interesting extension of this work would be to evaluate the robustness of this
model on the Phase II data used in our modeling work. Moreover, in two of the three
Phase II trials (EBL2002 and EBL3001), a subgroup of participants were challenged,
either after one or two years, with a third dose, corresponding to a booster dose of
Ad26.ZEBOV. Using these data, it would be interesting to evaluate the establishment
of the humoral response following this third and study the longevity of the induced
antibody response. Moreover, this type of work could give the opportunity to quantify
whether the second and the third vaccination have a similar effect on the reactivation

230



6.3. Perspectives

Figure 6.1 – Schematic diagram of the model describing both the establishment and the
longevity of the humoral response following the first vaccination. A stands for vaccine anti-
gen, M for memory B cells, S and L for short-lived and long-lived ASCs, respectively and Ab
for antibodies. The parameters δA, δM , δL, δS and δAb are respectively the decay rate of the
corresponding cell populations, ρ̃ the generation rate of memory B cells by antigens, µ̃S and µ̃L

correspond to the differentiation rate of memory B cells into SL and LL ASCs resp. and θL and
θS represent their antibody production rates.

of the humoral response and whether a longer-term response could be induced by the
third dose, in comparison to vaccine strategy with only two doses.

By extension, this type of work would provide us the opportunity to identify the opti-
mal treatment strategy. In particular, the possibility to evaluate a multiple dose strategy
would allow to predict the decrease of the humoral response after each dose and con-
sequently to determine the optimal time before a third or a fourth injection. Moreover,
the identification of the effect of covariates such as the age, the sex and the geographic
region on the dynamics of the humoral response would give the opportunity to opti-
mize the schedule of vaccine infections within specific populations. In addition to the
optimization of the time between two vaccinations it could be interesting to work on
the identification of the optimal vaccine vector to inject at each vaccination according
to the considered population.

In the same vein as the work we performed on Phase II clinical trials, an interesting
modelling work, that has been initiated during a Master 1 tutored project I had the
opportunity to co-supervise with Dr. Mélanie Prague, is the evaluation of the mecha-
nistic model on the Phase IIb study called PREVAC (NCT02876328), or even PREVAC-
UP, assessing the safety and immunogenicity of three vaccine regimen on both adults
and children: Ad26.ZEBOV/MVA-BN-Filo, a single dose of rVSV∆G-ZEBOV-GP and two
doses of rVSV∆G-ZEBOV-GP. Indeed, a coupled estimation of the three vaccine regimen

231



Chapter 6. Evaluation of the longevity of the humoral immune response of Ebola vaccine

would allowed to provide additional information on the distinct humoral responses in-
duced by these different vaccine strategy. Moreover, it might be particularly interesting
due to the fact that the shape of the response induced by these two vaccine vectors
rVSV∆G-ZEBOV-GP and Ad26.ZEBOV are different. This difference could results from
the fact that rVSV∆G-ZEBOV-GP is a live attenuated vaccine vector while Ad26.ZEBOV
is a non-replicant adenovirus.
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General discussion and conclusion

In this thesis, we have conducted works to better understand the complex inter-
actions between the virus and the immune system after vaccination and we developed
sophisticated mathematical tools to provide answers to major clinical questions concern-
ing vaccine development. There is a great heterogeneity of the challenges addressed in
these works:

▷ a variety of mathematical and statistical tools used and developed: descriptive
analyses, statistical tests, linear and non-linear mixed effects models as well as
mechanistic models, requiring an understanding of several estimation methods,

▷ the application of these tools in the study of three different infectious diseases:
HIV, Ebola and COVID-19, involving an understanding of the mechanisms of ac-
tion specific to each virus and their interactions with the immune system,

▷ the integration of the specificities of the varied epidemiological contexts in which
these diseases are studied: chronic disease with a long incubation period for HIV,
sporadic disease for Ebola emerging only during multiple brief and quite localized
outbreaks), and disease occurring in the context of a global pandemic still ongoing
for SARS-CoV-2,

▷ the use of relatively varied data collected in both clinical and preclinical trials
conducted in the context of the development of therapeutic vaccines for HIV and
prophylactic ones for Ebola and SARS-CoV-2, not to mention the specificities re-
lating to the case of SARS-CoV-2 due to the urgency of the unprecedented situa-
tion which has irremediably transcended the field of vaccine development and the
study of infectious diseases in general.

Specifically, we demonstrated the power of mathematical modeling in evaluating
vaccine efficacy by first proposing a descriptive analysis of data from multiple HIV clin-
ical trials to identify AUC as the optimal primary end point in ATI protocol studies. This
analysis allowed us to highlight the dependence that may exist between the choice of
endpoint, the choice of ART resumption criteria, and the study design, underscoring
the important contribution of dynamic models in optimizing the design of these studies.
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Based on the results of this study, we developed a robust parametric statistical test built
on linear mixed-effects models to compare AUC between different vaccination arms,
taking into account the specificities of clinical trials with ART interruption, such as the
presence of monotonic MAR missing data due to study dropouts. Despite the good sta-
tistical properties of this test, which has been shown to be more robust than existing
nonparametric tests under the conditions of the simulations tested, it is important to
consider the limitations of the proposed test due to possible model misspecification and
the lack of integration of biological/immunological knowledge in model building. For
this reason, we considered extending this test to NLME-ODE models as well as model
averaging. Finally, we proposed a strategy for model building in a mechanistic model to
identify immunologic correlates of protection that represent a critical concept (and al-
ternative primary endpoint) to ensure effective and rapid vaccine development against
SARS-CoV-2 among multiple time-dependent immunologic markers. In particular, ap-
plication of this concept to three preclinical NHP studies investigating different vaccine
strategies allowed us to identify blocking of viral infectivity as the main mechanism of
action of these vaccines and the role of antibody neutralizing function in this mechanism
of action. As a limitation of this work, we acknowledge that we assume that the immune
markers have dynamics independent of the viruses. The addition of antibodies, partic-
ularly as compartments of the model, would provide an opportunity to account for the
complex, nonlinear, and interdependent interaction between the virus and the immune
system. Finally, in a final project, we were able to highlight the interest in mechanistic
models to assess the longevity of the humoral response elicited by vaccination. Specif-
ically, we proposed an analysis pipeline based on mixed-effects models to model the
dynamics of the humoral response and predict the longevity of the response elicited by
a two-dose heterologous vaccination strategy against Ebola virus. In addition, we used
the modeling strategy to identify factors for variability in the antibody response. How-
ever, the mechanistic model used in this approach is limited to describing the decline
in humoral dynamics after the second vaccination. Including new compartments in the
model, such as the memory B-cell response, and estimating them in a larger number of
patients and with follow-up beyond 2 years would allow us to expand the model’s range
of action and refine its estimation.

Many development perspectives are conceivable for the continuation of this work,
whether in understanding the immunological responses triggered by vaccination or in
developing efficient mathematical and statistical tools to optimize the evaluation of pre-
ventive and therapeutic vaccines. Moreover, in a more theoretical framework, various
extensions of the mathematical tools used in our work can be explored to integrate them
into a broader field: e.g. other infectious diseases or more generally in modeling based
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on nonlinear mixed effects models.

This work highlights the utility of using sophisticated mathematical tools to analyze
data from preclinical and clinical trials and to optimize the evaluation of therapeutic
and prophylactic vaccines. As briefly discussed in Chapter 3, with the determination
of AUC as the optimal end point in HIV vaccine trials using a descriptive approach,
mathematical modeling and more accurate mechanistic models are also powerful tools
that could be used to optimize the design of future trials. Unlike clinical trials, which
are expensive and time-consuming to design regardless of study duration and limited
in the number of designs/strategies tested, simulation tools can provide a tremendous
opportunity to optimize study design and thus accelerate vaccine development. These
simulated studies are referred to as "in silico" studies. Using data and estimations from
previous studies, many designs can be tested and compared. For example, the number
and timing of injections, the number of participants that must be recruited to achieve
sufficient power to evaluate vaccine efficacy, and even the choice of immunogenicity
measurements or determination of optimal endpoints can be explored based on the
design. In addition to the clinical trial design tool, mechanistic models can be used
directly to make medical decisions in trials based on prior observations and their pre-
dictive properties [Villain et al., 2019; Thiébaut et al., 2021; Pasin et al., 2018].

In this work, model averaging was introduced as a relevant mathematical tool and
we started to model viral load dynamics in HIV treatment trials to compare vaccine
efficacy under certain conditions (e.g., high percentage of missing data due to trial
dropouts). When applied to mechanistic models based on ODEs, model averaging has
mostly been considered as a way to solve the problem of model selection and mis-
specification. Although the use of model averaging in ODE models is becoming more
widespread in the field of infectious disease modeling, this mathematical approach is
still relatively new and feverish in its application. Model selection rather than model av-
eraging methods are still strongly rooted in current biological works. In contrast, model
averaging is widely used in finance and economics to model and predict data that con-
tain a large amount of volatile and uncertain information. Similarly, model averaging
could be used more widely to integrate and estimate the uncertainty of some model
parameters. As shown in this work, mathematical and statistical tools such as profile
likelihood analysis or sensitivity analysis are commonly used to estimate the values of
parameters that cannot be directly estimated in the overall model. However, this type of
approach relies on the concept of model selection. Apart from not taking into account
the uncertainty about the value of the fixed parameters, the estimation of the other pa-
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rameters of the structural ODE model does not depend on this uncertainty. As suggested
by [Lingas et al., 2021], model averaging could be used to integrate information pro-
vided by all models estimated with different values of the problematic parameter (e.g.,
models estimated for the profile likelihood) and consequently bring more information
about the parameter uncertainty into the resulting model.

Similarly, model averaging could be considered as an alternative approach to co-
variate selection [Jackson et al., 2009]. Similar to profile likelihood, covariate selection
methods are equivalent to model selection approaches that use criteria such as AIC, BIC,
and p-values to select the optimal model. Consequently, uncertainty in the selection of
covariates is not considered in the estimation of this model. Moreover, in the case of
multiple models with similar abilities to fit the data optimally, biological knowledge is
required to select the best model. However, our biological knowledge is not always
sufficient to make this possible. Consequently, we could use model averaging to com-
bine all these models and integrate the information and uncertainties provided by all
models (e.g., different mechanisms involved in the dynamics of a given outcome). This
approach avoids the solution of a "wrongly" chosen model and thus a misspecification
of the model.

Finally, an interesting extension of model averaging in modeling infectious disease
dynamics is the consideration of time-varying weights. Indeed, this extension is often
used in finance to account for structural changes over time [Sun et al., 2021]. Since
this approach is usually defined with time-varying functions, it can be considered as an
alternative way to define time-varying parameters. In addition, it allows for the addi-
tion of another layer/dynamic when modeling the dynamics of infectious diseases. For
example, considering models that focus on describing different interactions between
the virus and the immune system (e.g., humoral response, T-cell response, B-cell re-
sponse, cytokines, ...), averaging over time-varying models could allow identifying the
predominant mechanisms over time. However, this approach is severely limited by com-
putational time and an extensive work remains to be done to apply this type of analysis
to our problems.

In the present work, we have considered only virologic and immunologic markers.
However, an interesting extension of the proposed work would be the integration of
more diverse data. In particular, the integration of omics data seems relevant in the
context of within-host modeling. However, the use of this type of data requires the con-
sideration of methods for dealing with high-dimensional data (e.g., variable selection
with ACP, lasso-based methods, ...). With these methods, we have the possibility to
identify, for example, genes that might influence the value of certain parameters and
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thus the underlying biological mechanisms. Accordingly, these coupled methods offer
the possibility to estimate the efficacy of vaccines depending on the genetic heritage or
characteristics of a given population. This approach may gradually lead to personalized
medicines.

With the same idea of extending mathematical models to other types of data, an
interesting perspective is to extend the work done in this paper by including a mul-
tiscale framework. Indeed, in this work we have focused exclusively on within-host
modeling, specifically through mechanistic modeling and estimation using a population
approach. However, in the case of an infectious disease such as COVID -19, we have
shown in our editorial paper that within-host modeling can provide information on the
transmission of the virus at the population level (inter-host modeling). Consequently, it
seems reasonable to link the two scales by modeling both virus-immune dynamics and
transmission dynamics. As described by Dorratoltaj et al. [2017], this type of two-scale
approach can be useful to integrate and study mechanisms such as coinfection.

Similarly, within-host modeling can be extended by integrating phylogenetic data
[Alizon et al., 2011]. While phylodynamic models have already been coupled with
epidemiological models, in particular to derive properties of these models [Volz et al.,
2009], phylodynamic models can also be used in the case of infectious diseases such as
COVID-19 to integrate information on viral infectivity/virulence into within-host mod-
els. In particular, phylodynamic models can be used to estimate the virulence of the
different viral strains and, in the case of SARS-CoV-2, the different variants of concerns
(VoC) and integrate this knowledge directly into the estimation of viral infectivity. An
estimate of vaccine efficacy could then be derived for each VoC. In other words, a cou-
pled estimate of phylodynamics and mechanistic models within the host could provide
an estimate of viral dynamics by integrating intrinsic properties of the virus derived
from its genotype.
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A Definition of the nAUC by Lagrange interpolation method
We consider a dataset labelled D = {(tj , yj)|j = 1, · · · , m} where yj is defined as the value of the response y at the jth

time point. Our objective is to approximate the area under the response curve on the interval [t1, tm].

A.1 General description of the method
The Lagrange method is an interpolation method used to approximate polynomial functions. This method consists on an

approximation of the functional value y (e.g. HIV RNA load curve) by a polynomial function of degree P , between two
adjacent points (tj−1, yj−1) and (tj , yj). For the sake of simplicity, we chose cubic polynomial functions as approximation
fixing P = 3. However, equivalent method can be derived for higher values of P . We note ỹj : [tj−1, tj ] → R, the function
approximating y on the interval [tj−1, tj ], with (aj , bj , cj , dj)

T the vector of the P + 1 polynomial coefficients. By definition,
ỹj can be written

ỹj(t) = aj + bjt + cjt
2 + djt

3 ∀t ∈ [tj−1, tj ], ∀j ∈ {3, · · · , m − 1} [A.1]

To estimate the vector of polynomial coefficients, this equation is fitted to the four (P + 1) nearest data points (tj−2, yj−2),
(tj−1, yj−1), (tj , yj) and (tj+1, yj+1). As developed below, the use of the Lagrange multiplier formulas enables to estimate
the four coefficients aj , bj , cj and dj . Once these coefficients estimated, the area under the approximation curve on the interval
[tj−1, tj ] can be calculated by integrating [A.1] on its interval of definition.

AUC
∣∣
[tj−1,tj ]

=

∫ tj

tj−1

ỹj(t)dt [A.2]

=aj(tj − tj−1) +
bj

2
(t2j − t2j−1) +

cj

3
(t3j − t3j−1) +

dj

4
(t4j − t4j−1)

This method requiring four points of interpolation, whose one located before and another after the interval of interest, the
calculation appears impossible on the first and last intervals [t1, t2] and [tm−1, tm]. To overcome this problem, we reduce by
one the degree of the polynomial function such as the response of interest y is then approximated by quadratic polynomial
function (P = 2), using only three (P + 1) points of interpolation instead of four.

ỹj(t) = aj + bjt + cjt
2 for

{
t1 ⩽ t ⩽ t2

tm−1 ⩽ t ⩽ tm

On the first interval [t1, t2](j=2), the three chosen points are (tj−1, yj−1) = (t1, y1), (tj , yj) = (t2, y2) and (tj+1, yj+1) =
(t3, y3) whereas those points are (tj−2, yj−2) = (tm−2, ym−2), (tj−1, yj−1) = (tm−1, ym−1) and (tj , yj) = (tm, ym) on
the last one, [tm−1, tm](j=m). As mentioned above, the three coefficients aj , bj and cj are calculated through Lagrange
multiplier formulas, leading to local approximations of AUC [A.3] and [A.4].

AUC
∣∣
[t1,t2]

= a2(t2 − t1) +
b2

2
(t22 − t21) +

c2

3
(t32 − t31) [A.3]

AUC
∣∣
[tm−1,tm]

= am(tm − tm−1) +
bm

2
(t2m − t2m−1) +

cm

3
(t3m − t3m−1) [A.4]

Once all locals AUC estimated, the global AUC is defined as the cumulative area written:

AUC =
m∑

j=2

AUC
∣∣
[tj−1,tj ]

[A.5]
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A.2 Estimation of polynomial coefficients by Lagrange multiplier
The objective is to estimate the coefficients of the interpolation functions ỹj , ∀j ∈ {2, · · · , m}. To this end, we use the

Lagrange polynomials which enables to change the expressions of our polynomials ỹ by definition of interpolation points.
By noting {(x0, y0), · · · , (xP , yP )} the set of distinct interpolation points on [tj−1, tj ], the polynomial function ỹj can be
rewrite in the Lagrange form as

ỹj(t) =
P∑

p=0

yp




P∏

l=0
l ̸=p

t − xl

xp − xl




︸ ︷︷ ︸
Lp(t)

where Lp is called the Lagrange polynomials. Thereafter, we decided to split our m − 1 intervals into two subsets due to the
fact that the number of interpolation points used to approximate the function y impacts the shape of the Lagrange multiplier
formulas. Consequently, we build the subset of external intervals corresponding to the first and last intervals within P + 1 = 3
interpolation points are involved. All the other intervals are gathered inside the second subset called intern intervals.

On internal intervals (cubic interpolations)
As previously mentioned, four interpolation points are used in each internal interval, therefore P = 3. By applying the
Lagrange form 51, we rewrite ỹj as

ỹj(t) = y0 × L0(t) + y1 × L1(t) + y2 × L2(t) + y3 × L3(t)

= y0

(
t − x1

x0 − x1
× t − x2

x0 − x2
× t − x3

x0 − x3

)
+ y1

(
t − x0

x1 − x0
× t − x2

x1 − x2
× t − x3

x1 − x3

)

+ y2

(
t − x0

x2 − x0
× t − x1

x2 − x1
× t − x3

x2 − x3

)
+ y3

(
t − x0

x3 − x0
× t − x1

x3 − x1
× t − x2

x3 − x2

)

To find the expressions of the polynomial coefficients, we bring together the terms linked to the same power of t and,
by comparison with [A.1], we identify the four coefficients. Moreover, by replacing (x0, y0) by (tj−2, yj−2), (x1, y1) by
(tj−1, yj−1), (x2, y2) by (tj , yj) and (x3, y3) by (tj+1, yj+1), the definitions of the four coefficients aj , bj , cj and dj

involved become

aj = −
P=3∑

p=0

yj−2+p

P=3∏

l=0
l̸=p

tj−2+l

P=3∏

l=0
l ̸=p

(tj−2+p − tj−2+l)

bj =

P=3∑

p=0

yj−2+p

P−1=2∑

l1=0
l1 ̸=p

P=3∑

l2=l1+1
l2 ̸=p

tj−2+l1 · tj−2+l2

P=3∏

l=0
l̸=p

(tj−2+p − tj−2+l)

cj = −
P=3∑

p=0

yj−2+p

P=3∑

l=0
l ̸=p

tj−2+l

P=3∏

l=0
l̸=p

(tj−2+p − tj−2+l)

dj =

P=3∑

p=0

yj−2+p

P=3∏

l=0
l̸=p

(tj−2+p − tj−2+l)

On external intervals (quadratic interpolations)
Inside the two external intervals, only three interpolation points are considered (P = 2). By applying the same steps than in
internal intervals, and replacing (x0, y0) by (t1, y1), (x1, y1) by (t2, y2) and (x2, y2) by (t3, y3) on [t1, t2] and (x0, y0) by
(tm−2, ym−2), (t1, y1) by (tm−1, ym−1) and (x2, y2) by (tm, ym) on [tm−1, tm], we identify the six polynomials coefficients
by
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a2 =

P=2∑

p=0

y1+p

P=2∏

l=0
l ̸=p

t1+l

P=2∏

l=0
l ̸=p

(t1+p − t1+l)

am =

P=2∑

p=0

ym−2+p

P=2∏

l=0
l ̸=p

tm−2+l

P=2∏

l=0
l ̸=p

(tm−2+p − tm−2+l)

b2 = −
P=2∑

p=0

y1+p

P=2∑

l=0
l̸=p

t1+l

P=2∏

l=0
l ̸=p

(t1+p − t1+l)

bm = −
P=2∑

p=0

ym−2+p

P=2∑

l=0
l ̸=p

tm−2+l

P=2∏

l=0
l ̸=p

(tm−2+p − tm−2+l)

c2 =
P=2∑

p=0

y1+p

P=2∏

l=0
l ̸=p

(t1+p − t1+l)

cm =
P=2∑

p=0

ym−2+p

P=2∏

l=0
l ̸=p

(tm−2+p − tm−2+l)

A.3 Literal expression of AUC
Based on the definitions of the polynomial coefficients established above and on equations [A.2], the literal expression of

the AUC on intervals [tj−1, tj ], for j = 3, · · · , m − 1, is given by

AUC
∣∣
[tj−1,tj ]

= aj(tj − tj−1) +
bj

2
(t2j − t2j−1) +

cj

3
(t3j − t3j−1) +

dj

4
(t4j − t4j−1)

=
P=3∑

p=0

yj−2+p

P=3∏

l=0
l ̸=p

(tj−2+p − tj−2+l)

× C[j][p] [A.6]

where

C[j][p] =[− (tj − tj−1)(
P=3∏

l=0
l ̸=p

tj−2+l) +
(t2j − t2j−1)

2 (
P−1=2∑

l1=0
l1 ̸=p

P=3∑

l2=l1+1
l2 ̸=p

tj−2+l1 tj−2+l2)
−

(t3j − t3j−1)

3 (
P=3∑

l=0
l ̸=p

tj−2+l) +
(t4j − t4j−1)

4 ]
Similarly, using equations [A.3] and [A.4], we found the following expressions on intervals [t1, t2] and [tm−1, tm].

AUC
∣∣
[t1,t2]

=
P=2∑

p=0

y1+p

P=2∏

l=0
l̸=p

(t1+p − t1+l)

× C[2][p] [A.7]

AUC
∣∣
[tm−1,tm]

=
P=2∑

p=0

ym−2+p

P=2∏

l=0
l ̸=p

(tm−2+p − tm−2+l)

× C[m][p] [A.8]
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where

C[2][p] = (t2 − t1)




P=2∏

l=0
l̸=p

t1+l


 − (t22 − t21)

2




P=2∑

l=0
l̸=p

t1+l


 +

(t32 − t31)

3

C[m][p] = (tm − tm−1)




P=2∏

l=0
l̸=p

tm−2+l


 − (t2m − t2m−1)

2




P=2∑

l=0
l ̸=p

tm−2+l


 +

(t3m − t3m−1)

3

By combining [A.5], [A.6], [A.7] and [A.8], we obtain the expression of the global AUC.

AUC =

P=2∑

p=0 [
y1+p × C[2][p]

P=2∏

l=0
l ̸=p

(t1+p − t1+l)

+
ym−2+p × C[m][p]

P=2∏

l=0
l ̸=p

(tm−2+p − tm−2+l)] +

m−1∑

j=3

P=3∑

p=0

yj−2+p × C[j][p]

P=3∏

l=0
l ̸=p

(tj−2+p − tj−2+l)

[A.9]

A.4 Application of the Lagrange method with our mixed effect model
In this subsection, we develop literal expressions of the approximated normalized AUC in each group g and its variance,

n̂AUCg and Var(n̂AUCg) respectively. We are also interested in the difference of nAUC between two given vaccine arms g

and g̃ labelled ∆n̂AUCg−g̃ as well as the resulting expression of its variance, Var(∆n̂AUCg−g̃). As mentioned in the main
body of the article, we note Yij,g the outcome of the subject i belonging to the group of treatment g at its jth time point tij,g ,
where i ∈ {1, · · · , N}, j ∈ {1, · · · , mi} and g ∈ {1, · · · , G}. The outcome of interest Y is described by the linear mixed
effects model given by

Yij,gi = f0(tij,gi) +
G∑

g=1

1[gi=g] × Fg(tij,g) + hi(tij,gi) + εij

where the function f0 represents the non group-specific terms, the functions Fg are linear combinations of time-depending and
group specific functions labelled fg such as Fg(tij,g) =

∑Kg

k=1 βg
kfk

g (tij,g) and hi are time-dependent functions describing
inter-individual variability. Because, only f0 and Fg functions are involved in literal expressions of interest, any further
information are given to specify random effects. For sake of simplicity, we fixed the f0 as global intercept, f0(tij,g) = γ0.
Consequently, the model can be re-write as

Yij,gi = γ0 +
G∑

g=1

1[g=gi] ×
Kg∑

k=1

βg
kfk

g (tij,g) + hi(tij,gi) + εij

Based on this definition, the expected value of the estimation of Y in the gth group at the jth time point, µ̂j,g , is defined as

µ̂j,g = γ̂0 +

Kg∑

k=1

β̂g
kfk

g (tj,g) [A.10]

where γ̂0 and β̂g = (β̂g
1 , · · · , β̂g

Kg
)T are maximum likelihood estimates of the fixed parameters of the MEM.

Literal expression of nAUC and its variance
The literal expression of the estimated nAUC in group g is obtained by replacing the outcome yj in Equation [A.9] by [A.10]
and dividing the resulting expression by the time of follow up Tg (as described in the main article). After rearranging the
equation, it follows

n̂AUCg = γ̂0K
g
γ0

+

Kg∑

k=1

β̂g
kCkg [A.11]
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where




K
g
γ0

=
1

Tg (
P=2X

p=0 [
Cg

[2][p]

P=2Y

l=0
l ̸=p

(t1+p,g − t1+l,g)

+
Cg

[mg ][p]

P=2Y

l=0
l ̸=p

(tmg−2+p,g − tmg−2+l,g) ] +

mg−1X

j=3

P=3X

p=0

Cg
[j][p]

P=3Y

l=0
l ̸=p

(tj−2+p,g − tj−2+l,g) )
Ckg =

1

Tg (
P=2X

p=0 [
fk

g (t1+p,g)Cg
[2][p]

P=2Y

l=0
l ̸=p

(t1+p,g − t1+l,g)

+
fk

g (tmg−2+p,g)Cg
[mg ][p]

P=2Y

l=0
l ̸=p

(tmg−2+p,g − tmg−2+l,g) ] +

mg−1X

j=3

P=3X

p=0

fk
g (tj−2+p,g)Cg

[j][p]

P=3Y

l=0
l ̸=p

(tj−2+p,g − tj−2+l,g) )




C
g
[2][p]

= (t2,g − t1,g)

P=2Y

l=0
l ̸=p

t1+l,g −

(
t22,g − t21,g

)

2

P=2X

l=0
l ̸=p

t1+l,g +

(
t32,g − t31,g

)

3

C
g
[mg ][p]

=
(

tmg,g − tmg−1,g

) P=2Y

l=0
l ̸=p

tmg−2+l,g −

(
t2mg,g − t2mg−1,g

)

2

P=2X

l=0
l ̸=p

tmg−2+l,g +

(
t3mg,g − t3mg−1,g

)

3

C
g
[j][p]

= − (tj,g − tj−1,g)

P=3Y

l=0
l̸=p

tj−2+l,g +

(
t2j,g − t2j−1,g

)

2

P−1=2X

l1=0
l1 ̸=p

P=3X

l2=l1+1
l2 ̸=p

tj−2+l1,g · tj−2+l2,g

−

(
t3j,g − t3j−1,g

)

3

P=3X

l=0
l ̸=p

tj−2+l,g +

(
t4j,g − t4j−1,g

)

4

Based on the expression [A.11], we defined its variance

Var(n̂AUCg) = (Kg
γ0

)2Var(γ̂0) +

Kg∑

k=1

(Ckg)2Var(β̂g
k) + 2

Kg−1∑

k=1

Kg∑

k̃=k+1

CkgCk̃gCov
(
β̂g

k , β̂g

k̃

)

+ 2Kg
γ0

Kg∑

k=1

CkgCov(γ̂0, β̂
g
k)

Literal expression of ∆nAUC and its variance
To define the literal expression of ∆nAUC identified as the difference of nAUC between the groups of treatment g and g̃, we
found the following equation

∆n̂AUCg−g̃ = n̂AUCg̃ − n̂AUCg = γ̂0(K
g̃
γ0

− Kg
γ0

) +

Kg̃∑

k=1

β̂g̃
kCkg̃ −

Kg∑

k=1

β̂g
kCkg

It follows the expression of its variance

Var(∆n̂AUCg−g̃) =
(
K g̃

γ0
− Kg

γ0

)2
Var(γ̂0) +

Kg̃∑

k=1

(
Ckg̃

)2 Var(β̂g̃
k) + 2

Kg̃−1∑

k=1

Kg̃∑

k̃=k+1

Ckg̃C
k̃g̃

Cov
(
β̂g̃

k , β̂g̃

k̃

)
[A.12]

+

Kg∑

k=1

(
Ckg

)2 Var(β̂g
k) + 2

Kg−1∑

k=1

Kg∑

k̃=k+1

CkgC
k̃g

Cov
(
β̂g

k , β̂g

k̃

)
− 2

Kg̃∑

k0=1

Kg∑

k1=1

Ck0g̃Ck1gCov
(
β̂g̃

k0
, β̂g

k1

)

+ 2
(
K g̃

γ0
− Kg

γ0

)



Kg̃∑

k=1

Ckg̃Cov
(
γ̂0, β̂g̃

)
−

Kg∑

k=1

CkgCov
(
γ̂0, β̂g

k

)



Matrix formulation
As mentioned in the main article, the linear mixed effects model can be re-expressed through matrix formulation involving the
re-expression of the nAUC. Similar to the trapezoid method, the nAUC can be written as linear combination of the response
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of interest at each time point, as

nAUCg =
1

Tg

mg∑

j=1

ωlagr
j,g Y j,g =

1

Tg
ωlagr

g

T
Y g

where ωlagr
g = (ωlagr

1,g , · · · , ωlagr
mg,g)T , Y g = (Y 1,g, · · · , Y mg,g)T , with

wlagr
j,g =





C[2][j−1],g

P=2∏

l=0,
l ̸=(j−1)

(tj,g − t1+l,g)

+
3∑

p=3−
(j−1)

C[j−1+p][3−p],g

P=3∏

l=0,
l ̸=(3−p)

(tj,g − tj−3+p+l,g)

, j ∈ {1, 2, 3}

C[mg ][j−(mg−2)],g

P=2∏

l=0,
l ̸=j−(mg−2)

(tj,g − tmg−2+l,g)

+

mg−j∑

p=0

C[j−1+p][3−p],g

P=3∏

l=0
l ̸=(3−p)

(tj,g − tj−3+p+l,g)

, j ∈
{mg−2,
mg−1,
mg}

3∑

p=0

C[j−1+p][3−p],g

P=3∏

l=0,
l̸=(3−p)

(tj,g − tj−3+p+l,g)

, otherwise

B Definition of the nAUC by Spline interpolation method
We consider a dataset labelled D = {(tj , yj)|j = 1, · · · , m} where yj is defined as the value of the response y at the jth

time point. Our objective is to approximate the area under the response curve on the interval [t1, tm].

B.1 General description of the method
The spline method is an interpolation method providing approximation of smooth functions such as splines curves or

polynomials functions. Similarly to the Lagrange method, this one consists on an approximation of the functional value
y by polynomial functions of degree P where the global polynomial function of interpolation is replaced by local ones
connected at fixed knots. In this interpolation method, the knots are directly defined as the data points. In addition, constraints
of differentiability must be taken into account. In fact, splines are built in such way that both the fitted curve and its first P − 1
derivatives are continuously differentiable. For the sake of simplicity, we chose to fix P = 3. Consequently, on each interval
[tj−1, tj ], the approximation function ỹj : [tj−1, tj ] → R can be written as

ỹj(t) = aj + bjt + cjt
2 + djt

3 ∀t ∈ [tj−1, tj ], ∀j ∈ {2, · · · , m} [B.1]

Due to differentiability constraints, we want both the first and the second derivative of ỹj to be continuous. Differentiating [B.1]
twice, we obtain the linear expression in [B.2] which can be re-write, considering that ỹ

′′
j (tj−1) = y

′′
j−1 and ỹ

′′
j (tj) = y

′′
j , as

[B.3]

ỹ
′′
j (t) = 2cj + 6djt ∀t ∈ [tj−1, tj ] [B.2]

ỹ
′′
j (t) =

y
′′
j−1

hj
(tj − t) +

y
′′
j

hj
(t − tj−1) [B.3]

where hj = tj − tj−1. We can then go back to the function ỹ by integrating [B.3].

ỹ
′
j(t) =

−y
′′
j−1

2hj
(tj − t)2 +

y
′′
j

2hj
(t − tj−1)

2 + C1 [B.4]

ỹj(t) =
−y

′′
j−1

6hj
(tj − t)3 +

y
′′
j

6hj
(t − tj−1)

3 + C1t + C2 [B.5]
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where C1 and C2 are two integration constants. The relations between (yj−1,yj) and their second derivatives (y
′′
j−1,y

′′
j ) can

be found by evaluating [B.5] at both times tj−1 and tj as

yj−1 =
y
′′
j−1

6hj
(tj − tj−1)

3 + C1tj−1 + C2

yj =
y
′′
j

6hj
(tj − tj−1)

3 + C1tj + C2

The two integration constants C1 and C2 can be identified by solving the following system of two equations




C1tj−1 + C2 = yj−1 − y
′′
j−1

6hj
(tj − tj−1)

3

C1tj + C2 = yj − y
′′
j

6hj
(tj − tj−1)

3

leading to the 2 following expressions




C1 =
1

hj
(yj − yj−1) − hj

6

(
y
′′
j − y

′′
j−1

)

C2 =
1

hj
(yj−1tj − yjtj−1) − hj

6

(
y
′′
j−1tj − y

′′
j tj−1

)

Combining these two formulas with [B.4] and [B.5], we obtain:

ỹ
′
j(t) =

−y
′′
j−1

2hj
(tj − t)2 +

y
′′
j

2hj
(t − tj−1)

2 +
1

hj
(yj − yj−1) − hj

6
(y

′′
j − y

′′
j−1) [B.6]

ỹj(t) =
y
′′
j−1

6hj
(tj − t)3 +

y
′′
j

6hj
(t − tj−1)

3 +
1

hj
[yj(t − tj−1) + yj−1(tj − t)] [B.7]

− hj

6

[
y
′′
j (t − tj−1) + y

′′
(tj − t)

]

Our goal is to express the approximation function ỹ as a function of our interpolation points corresponding to the data
points

{
(tj , yj), ∀j ∈ {1, · · · , m}

}
. However, we can observe that the second derivatives y

′′
j−1 and y

′′
j remain unknown.

Consequently, we have to define them based on known variables such as yj , ∀j ∈ {1, · · · , m}. To achieve this goal, let use
the first derivative of ỹj written in [B.6]. Because the data point (tj−1, yj−1) belongs to the two intervals [tj−2, tj−1] and
[tj−1, tj ], we can evaluate this equation and its equivalence on [tj−1, tj−1] at time t = tj−1, which gives the two following
equations

y
′
j−1 =





ỹ
′
j−1(tj−1) =

hj−1

2
y
′′
j−1 +

(yj−1 − yj−2)

hj−1
− hj−1

6
(y

′′
j−1 − y

′′
j−2) on [tj−2, tj−1]

ỹ
′
j(tj−1) = −hj

2
y
′′
j−1 +

(yj − yj−1)

hj
− hj

6
(y

′′
j − y

′′
j−1) on [tj−1, tj ]

where hj−1 = tj−1 − tj−2. By differentiability constraints ensuring the continuity of the first derivative, these two equations
are supposed to be equal which provides the relationship between the zero and the second order of derivation of ỹj .

hj−1

6
y
′′
j−2 +

(hj + hj−1)

3
y
′′
j−1 +

hj

6
y
′′
j =

1

hj
(yj − yj−1) − 1

hj−1
(yj−1 − yj−2) [B.8]

This equation allows us to generate m − 2 equations, for j ∈ {3, · · · , m}. Because m unknown y
′′
j must be defined, two

additional equations are required. To this end, let consider two new equations defined by boundary conditions. Three types
of splines-boundary conditions are commonly used. The Clamped or End-slope spline boundary conditions consider the first
derivative at the endpoints as known such as ỹ

′
2(t1) = f

′
1 and ỹ

′
m(tm) = f

′
m. Using [B.6], we obtain the following two
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equations




h2

3
y
′′
1 +

h2

6
y
′′
2 =

1

h2
(y2 − y1) − f

′
1

hm

3
y
′′
m +

hm

6
y
′′
m−1 = f

′
m − 1

hm
(ym − ym−1)

[B.9]

The second boundary condition, called Natural spline, assumes the second derivatives at the endpoints as known ỹ
′′
2 (t1) = f

′′
1

and ỹ
′′
m(tm) = f

′′
m and usually fixed at zero. Consequently, the two additional equations become

{
y
′′
1 = f

′′
1

y
′′
m = f

′′
m

[B.10]

Finally, the third one, called Not-a-knot spline boundary condition, supposes that the third derivative is continuous at y2

and ym−1 leading to ỹ
(3)
2 (t2) = ỹ

(3)
3 (t2) and ỹ

(3)
m−1(tm−1) = ỹ

(3)
m (tm−1), where the third derivative ỹ(3) is calculated by

differentiating [B.3].

ỹ
(3)
j (t) =

y
′′
j − y

′′
j−1

hj
=⇒





ỹ
(3)
2 (t2) =

y
′′
2 − y

′′
1

h2
ỹ
(3)
3 (t2) =

y
′′
3 − y

′′
2

h3

ỹ
(3)
m−1(tm−1) =

y
′′
m−1 − y

′′
m−2

hm−1
ỹ
(3)
m (tm−1) =

y
′′
m − y

′′
m−1

hm

Combining these equations provides two new relations:





1

h2
y
′′
1 −

(
1

h2
+

1

h3

)
y
′′
2 +

1

h3
y
′′
3 = 0

1

hm−1
y
′′
m−2 −

(
1

hm−1
+

1

hm

)
y
′′
m−1 +

1

hm
y
′′
m = 0

[B.11]

By combining one of those three boundary conditions ([B.9],[B.10] or [B.11]) with [B.8], we finally get m equations that can
be re-write with matrix formulation. By noting Y

′′
= (y

′′
1 , · · · , y

′′
m)T and Y = (y1, · · · , ym)T , the system of m equations

can be re-formulate as

AY
′′

= BY + F =⇒ Y
′′

= A−1(BY + F )

where A ∈ Mm×m(R) is assumed to be an invertible matrix, B ∈ Mm×m(R) and F ∈ Mm×1(R). The vector F is only
dependent on the boundary conditions with F = (f

′
1, 0, · · · , 0, f

′
m)T or F = (f

′′
1 , 0, · · · , 0, f

′′
m)T for the clamped and

natural spline boundary conditions respectively while F = 0 when not-a-knot spline conditions are considered. Similarly,
we define A1, Am, B1 and Bm vectors depending only on boundary conditions leading to

A =

[ A1 ]

h2
6

h3+h2
3

h3
6

0 0

0 h3
6

h4+h3
3

h4
6

hj

6

hj+hj+1

3

hj+1

6

hm−2

6

hm−1+hm−2

3

hm−1

6
0

0 0
hm−1

6

hm+hm−1

3
hm
6

[ Am ]







- Not-a-knot spline conditions:
A1 =

(
1

h2
,−

(
1

h2
+ 1

h3

)
, 1

h3
, 0

)

Am =
(
0, 1

hm−1
,−

(
1

hm−1
+ 1

hm

)
, 1

hm

)

- Clamped conditions:
A1 =

(
h2
3 ,

h2
6 , 0

)

Am =
(
0, hm

6 , hm
3

)

- Natural spline conditions:
A1 = (1, 0) ; Am = (0, 1)
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B =

[ B1 ]

1
h2

−
(

1
h3

+ 1
h2

)
1

h3
0 0

0

1
hj

−
(

1
hj

+ 1
hj+1

)
1

hj+1

0

0 0 1
hm−1

−
(

1
hm

+ 1
hm−1

)
1

hm

[ Bm ]







- Not-a-knot spline conditions:
B1 = 0 ; Bm = 0

- Clamped conditions:
B1 =

(
−1
h2

, 1
h2

, 0
)

Bm =
(
0, 1

hm
, −1

hm

)

- Natural spline conditions:
B1 = 0 ; Bm = 0

We define the matrix U ∈ Mm×m(R) as the product of the inverse matrix of A with B, U = A−1B, therefore Y
′′

=

UY + A−1F . By definition of the matrix multiplication, the jth term of the vector Y
′′

can be written as linear combination
of yj , for j ∈ {1, · · · , m}:

y
′′
j =

m∑

p=1

ujpyp +
m∑

p=1

a−1
jp fp [B.12]

Once the vector Y
′′

estimated, the function ỹ : 7−→ ỹ(t) can be defined through the equation [B.7].

B.2 Literal expression of AUC
The AUC on the interval [tj−1, tj ] can be calculated by integrating on its interval of definition the function ỹj defined in

[B.7].

AUC
∣∣
[tj−1,tj ]

=

∫ tj

tj−1

ỹj(t)dt

=

∫ tj

tj−1

[
y
′′
j−1

6hj
(tj − t)3 +

y
′′
j

6hj
(t − tj−1)3 +

1

hj
[yj(t − tj−1) + yj−1(tj − t)]

−hj

6

[
y
′′
j (t − tj−1) + y

′′
j−1(tj − t)

]]
dt

= −
h3

j

24

(
y
′′
j + y

′′
j−1

)
+

1

2
hj(yj + yj−1)

As cumulative area, the overall AUC on [t1, tm] is equal to

AUC =
m∑

j=2

[
−h3

j

24
(y

′′
j + y

′′
j−1) +

hj

2
(yj + yj−1)

]

Considering the relationship between y
′′
j and yj in [B.12], we obtain the equation [B.13].

AUC =
m∑

j=2

[
−h3

j

24

m∑

p=1

(
(ujp + uj−1p)yp + (a−1

jp + a−1
j−1p)fp

)
+

hj

2
(yj + yj−1)

]
[B.13]

B.3 Application of the Spline method with our mixed effects model
In this subsection, we develop the literal expressions of the approximated normalized AUC in each group g and its variance,

n̂AUCg and Var(n̂AUCg) respectively. We are also interested in the difference of nAUC between two given vaccine arms g

and g̃ labelled ∆n̂AUCg−g̃ as well as the resulting expression of its variance, Var(∆n̂AUCg−g̃). As mentioned in the main
body of the article, we note Yij,g the outcome of the subject i belonging to the group of treatment g at its jth time point tij,g ,
where i ∈ {1, · · · , N}, j ∈ {1, · · · , mi} and g ∈ {1, · · · , G}. The outcome of interest Y is described by the linear mixed
effects model given by
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Yij,gi = f0(tij,gi) +
G∑

g=1

1[gi=g] × Fg(tij,g) + hi(tij,gi) + εij

where the function f0 represents the non group-specific terms, the functions Fg are linear combinations of time-depending and
group specific functions labelled fg such as Fg(tij,g) =

∑Kg

k=1 βg
kfk

g (tij,g) and hi are time-dependent functions describing
inter-individual variability. Because, only f0 and Fg functions are involved in literal expressions of interest, any further
information are given to specify random effects. For sake of simplicity, we fixed the f0 as global intercept, f0(tij,g) = γ0.
Consequently, the model can be re-write as

Yij,gi = γ0 +
G∑

g=1

1[g=gi] ×
Kg∑

k=1

βg
kfk

g (tij,g) + hi(tij,gi) + εij

Based on this definition, the expected value of the estimation of Y in the gth group at the jth time point, µ̂j,g , is defined as

µ̂j,g = γ̂0 +

Kg∑

k=1

β̂g
kfk

g (tj,g) [B.14]

where γ̂0 and β̂g = (β̂g
1 , · · · , β̂g

Kg
)T are maximum likelihood estimates of the fixed parameters of the MEM.

Literal expression of nAUC and its variance
The literal expression of the estimated nAUC in group g is obtained by replacing the outcome yj in Equation [B.13] by [B.14]
and dividing the resulting expression by the time of follow up Tg (as described in the main article).

n̂AUCg = γ̂0K
g
γ0

+

Kg∑

k=1

β̂g
kCkg + Kg [B.15]

where



Kg
γ0

=
1

Tg

mg∑

j=2

[
−h3

j,g

24

mg∑

p=1

(ujp,g + uj−1p,g) + hj,g

]

Ckg =
1

Tg

mg∑

j=2

[
−h3

j,g

24

mg∑

p=1

(ujp,g + uj−1p,g)fk
g (tp,g) +

hj,g

2

(
fk

g (tj,g) + fk
g (tj−1,g)

)]

Kg =
1

Tg

mg∑

j=2

[
−h3

j,g

24

mg∑

p=1

(a−1
jp,g + a−1

j−1p,g)fp,g

]
(constant)

Based on the expression [B.15] and knowing that Kg is a simple constant, we defined its variance

Var(n̂AUCg) = (Kg
γ0

)2Var(γ̂0) +

Kg∑

k=1

(Ckg)2Var(β̂g
k) + 2

Kg−1∑

k=1

Kg∑

k̃=k+1

CkgCk̃gCov
(
β̂g

k , β̂g

k̃

)

+ 2Kg
γ0

Kg∑

k=1

CkgCov(γ̂0, β̂
g
k)

Literal expression of ∆nAUC and its variance
To define the literal expression of ∆nAUC built as the difference of nAUC between the groups of treatment g and g̃, we found

∆n̂AUCg−g̃ = n̂AUCg̃ − n̂AUCg

= γ̂0(K
g̃
γ0

− Kg
γ0

) +

Kg̃∑

k=1

β̂g̃
kCkg̃ −

Kg∑

k=1

β̂g
kCkg + Kg̃ − Kg

By definition of the variance, we get a similar literal expression of Var∆n̂AUCg−g̃ to the one obtained with the Lagrange
method (see Equation [A.12]).
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Matrix formulation
As mentioned in the main article, the linear mixed-effects model can be re-expressed through matrix formulation involving the
re-expression of the nAUC. Similar to the trapezoid method, the nAUC can be written as linear combination of the response
of interest at each time point, as

nAUCg =
1

Tg

mg∑

j=1

[
ωspl

j,g Y j,g + Gj,g

]
=

1

Tg

(
ωspl

g

T
Y g + Gg

)

where ωspl
g = (ωspl

1,g , · · · , ωspl
mg,g)T , Y g = (Y 1,g, · · · , Y mg,g)T and Gg =

(
G1,g, · · · , Gmg,g

)T with

ωspl
j,g =

mg∑

p=2

−
h3

p,g

24
(upj,g + up−1j,g) +





tj+1,g − tj,g

2
, j = 1

tj,g − tj−1,g

2
, j = mg

tj+1,g − tj−1,g

2
, otherwise

=

mg∑

p=2

−
h3

p,g

24
(upj,g + up−1j,g) + ωtrap

j,g

Gj,g =

mg∑

p=2

[(
a−1

pj,g + a−1
p−1j,g

)
fj,g

]
∀j ∈ {1, · · · , mg}

with ωtrap
j,g defined in the main article by Equation [5] as the weights found for the trapezoid method.
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E Study of the residuals of the mixed effects models applied on real clinical data.
In order to verify the applicability of the developed method on the real clinical data, we checked for the two trials both the
normality of the distribution of the residuals obtained by the mixed effects model and the homoscedasticity of its error model.

To evaluate the normality of the distribution of the residuals, we perfomed a Kolmogorov-Smirnov test on the residuals
after removing the censored data. We obtained p-values of 0.1213 and 0.2347 for the LIGHT and VAC-IL2 trials respectively
which tend to conclude that our residuals are normally distributed. We also used graphical validation and plotted both the
distribution (Figure E.1a) and the QQplot (Figure E.1b) of the residuals obtained for the two clinical trials LIGHT and Vac-IL2.

To evaluate the homoscedasticity of the error model of the mixed effects models, we performed a Breush-Pagan test on non-
censored data and we plotted the residuals against the fitted values to check the dispersion of the residuals (Figure E.1c). We
obtained p-values of 0.29 and 0.66 for the LIGHT and Vac-IL2 trials respectively, which tend to conclude the homoscedasticity
of residuals can not be rejected for both trials
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(a) Density of the residuals of the Vac-IL2 and LIGHT therapeutic vaccine trials on the left and right side respectively. Black
histograms and red dashed lines represent observed densities while orange areas represent theoretical densities of the residuals
defined by the mean and the standard deviation of the observed residuals.

(b) QQplot of the residuals of the Vac-IL2 and LIGHT therapeutic vaccine trials on the left and right side respectively.

(c) Residuals versus predicted HIV RNA load for the Vac-IL2 and LIGHT therapeutic vaccine trials on the left and right side
respectively. Black dots represent observed data while orange dots represent left-censored data.

Figure E.1. Study of the residuals of the mixed effects model fitting HIV RNA load of the Vac-IL2 (left side) and LIGHT
(right side) therapeutic vaccine trials.
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F Study of the sample size

Figure F.1. Study of Type-I Error and Power as function of Sample size. Solid lines represent power and type-I error
obtained by our MEM: in orange, without LOD or missing data ; in yellow, with LOD and without missing data ; in green,
LOD with α = 100000 ; in blue, LOD with α = 50000 and in pink, LOD with α = 10000 cp/ml. Dashed lines represent
theoretical power provided by the formula (see section Discussion). The horizontal red lines display the threshold of 5%
for type-I error and 80% for power.
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INTRODUCTION
. The development of HIV therapeutic vaccine is ongoing.
. Their efficacy is typically assessed in Analytic treatment interruption (ATI) protocols trial, in which antiretroviral
treatments (ART) are interrupted over a period of time.
. Dynamical modelling of the HIV immune system interaction after ART interruption could help in the evaluation of
vaccine strategies and the understanding of their mechanism of action.

OBJECTIVES
. Find the best mechanistic model modelling the
variability of the viral rebound after HIV therapeutic
vaccination during ATI trials.

DATA FROM TWO VACCINE TRIALS WITH ATI
. VRI02 ANRS 149 LIGHT [1]

I Phase II double-binded trial
I 98 HIV-infected patients receiving GTU R©-MultiHIV B/LIPO-5

prime-boost vaccine or placebo.

Vaccine
n = 63 pts

Placebo

n = 35 pts

Weeks 0 4 12 16 20 24 28 32 36 38 40 4244 48 74

ARTART
CessationCessation

ARTART
resumptionresumption

Legend

Antiretroviral therapy (ART)
Potential restart of ART
Primary endpoint

Follow up period

Injection of vaccine
Virological measurement

ART cessation or resumption

. ANRS 118 ILIADE [2]
I Phase II-III, multicenter, randomized, open-label trial
I 148 HIV-infected patients receiving IL-2 or nothing

IL2
n = 81 pts

Control
n = 67 pts

Weeks 0 8 16 24 32 40 48 56 64 72 84 96 108 120 132 144 156 168 192 204 216

ARTART
CessationCessation

PrimaryPrimary
endpointendpoint Follow up

Groups Sample size ATI time period Time point on ATI Primary endpoint
LIGHT Vaccine + Placebo 63 + 35 12 Weeks: W36→W48 6, every 2 weeks Maximum value of plasma HIV-1 RNA
ILIADE IL-2 + Control 81 + 67 >>> 48 Weeks: W24→W 72 7, every 8 weeks & 11, every 12 weeks Cumulative proportion of success through 72 weeks

COMPARISON OF MODELS
. Estimation of the model parameters:

1. Viral load and CD4 count data from LIGHT trial
2. Comparison based on AIC and Root Mean Square Error (RMSE)

Target-cells Delayed target-cells Immune Control
AIC 1738.871 1726.380 1753.840
RMSE VL 0.1462 0.1362 0.1039
RMSE CD4 0.0511 0.0510 0.0513

. External data validation:
1. Use of parameters estimated on LIGHT
2. Viral load and CD4 count data from ILIADE trial
3. Comparison based on AIC and RMSE

Target-cells Delayed target-cells Immune Control
AIC 8239.06 7335.73 7969.11
RMSE VL 0.1917 0.1651 0.1264
RMSE CD4 0.0771 0.0690 0.0786

MECHANISTIC MODELING
Mathematical model: Ordinary differential equations (ODE) modelling dynamics of viral load and CD4 count.
. Three compartments model [5]:

Target-cells model





dT
dt

= λT − γTV − µTT

dT?

dt
= γTV − µT?T

?

dV
dt

= πT − µVV

. Four compartments model [6]:

Delayed target-cells model





dQ
dt

= λQ + ρT − αQ− µQQ

dT
dt

= αQ− γTV − ρT − µTT

dT?

dt
= γTV − µT?T

?

dV
dt

= πT ? − µVV

. Five compartments model [7]:

Immune Control model





dT
dt

= λT − γTV − µTT

dT?

dt
= a+ γTV

1+E/NE
− µT?T

?

dV
dt

= πT ? − µVV

dP
dt

= m+ p(1− f) V
V+NP

P − µPP

dE
dt

= pf V
V+NP

P − µEE

Variable Description
Q Quiescent CD4+ T cells
T Activated uinfected CD4+ T cells
T ? Productively infected CD4+ T cells
V Free HIV virus
P Precursor immune cells
E Effector immune cells

Parameter Description
λT Production rate of T cells
λQ Production rate of Q cells
m Production rate of P cells
α Activation rate of Q cells
ρ Reversion rate to the Q state
a Latent cell reactivation rate
γ Viral Infectivity

Parameter Description
π Virus production rate
µX Death rate of X cells X ∈ {T, T?, V, P, E}
p Maximum proliferation rate of immune cells
f Fraction of E cells that do not revert to memory
NE Concentration of E cells at which half-maximal

inhibition occurs
NP VL at which half-maximal proliferation occurs

Immune control model:
. Account for stochastic reactivation of latently infected T cells (parameter a)
. Two regimes to consider: rare and frequent reactivation

a = f(R0, ta, psurv)

with R0 as basic reproductive ratio, psurv the probability of the long-term survival of the infection started
from a single reactivating cell and ta the average time between reactivation events of latently cells.

. Statistical Model: Mixed Effect model
We denote by ξil the lth individual biological parameter of the ith patient whose log-transformations,

∼
ξil , is

defined by the sum of Fixed effects (average value in the population) and Random effects (inter-individual
variability): for i ∈ {1, · · · , n} and l ∈ {1, · · · , q}

∼
ξi =

(∼
λiT,

∼
γi, · · · ,

∼
µiV

)T ∼
ξil(t) = φl +Zi

l (t)βl + ωi
l (t)u

i
l with ui ∼ N (0, Iq)

. Observational Model
Viral Load:

Y i
j1 = log 10

[
V
(
tij1, ξ

i(tij1)
)]

+ εij1
εij1 ∼ N (0, σvl)

CD4 count:

Y i
j2 =

[
(T + T ? +Q)

(
tij2, ξ

i(tij2)
)]0.25

+ εij2
εij2 ∼ N (0, σcd4)

. Practical identifiability (DAISY [8]) and sensibility analysis have been performed to evaluate models.

. SAEM algorithm [9] implemented in Monolix v.2018R2 is used to estimate parameters.

CONCLUSION & GOING FURTHER
. Interestingly, the immune control model improve the fit of viral load but not CD4 count.
. Other models of immune control should be explored.
. Extension could include additional compartments and data from other immunological
assays (Intracellular cytokine straining, transcriptomics, · · · )
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Modélisation mécaniste et optimisation de la réponse vaccinale contre les
maladies infectieuses: application au VIH, à Ebola et au SARS-CoV-2

Résumé : Le développement vaccinal contre les maladies infectieuses est un élément clé
en santé publique. Dans ce contexte, la modélisation mathématique s’avère fondamen-
tale pour bien comprendre la réponse immunitaire induite par la vaccination. L’objectif
de ces travaux de thèse est de proposer des outils de modélisation et des méthodes
d’analyse d’essais cliniques pour comprendre le mécanisme d’action de vaccins, dériver
de bons critères de jugement d’efficacité et évaluer la longévité de la réponse immuni-
taire induite. Dans une première partie, nous nous intéressons aux vaccins thérapeu-
tiques contre le VIH qui sont habituellement testés dans des essais cliniques requérants
l’arrêt de traitements antirétroviraux. Ces essais présentent des données manquantes par
sortie d’étude informative, i.e. les patients pour lesquels le vaccin est le moins efficace
sont remis sous traitement précocement. Basé sur un modèle linéaire à effets mixtes
nous évaluons les performances d’une méthode qui permet de comparer les aires sous les
courbes de dynamique virale comme critère de jugement principal. Dans une seconde
partie dédiée au développement vaccinal pour SARS-CoV-2, nous proposons une nou-
velle méthode d’identification de corrélats de protection (CoP) basée sur une approche
originale de sélection de variable dépendantes du temps dans les modèles non linéaires à
effets mixtes, aussi appelé modèles mécanistes. Par son application à trois essais vaccin-
aux, nous identifions les mesures de neutralisation des anticorps comme CoP mécaniste.
Dans une dernière partie dédiée à l’évaluation à long terme de la réponse anticorps à la
vaccination Ébola, nous proposons des méthodes pour évaluer la robustesse sur de nou-
velles données d’un modèle mécaniste de dynamique humorale précédemment établi sur
des données précoces. Nous montrons que l’âge, le sexe et la localisation géographique
sont identifiés comme facteurs de variabilité de la magnitude et de la longévité de la
réponse humorale. Dans cette thèse, ces travaux ont à la fois permis de répondre à des
questions cliniques de développent vaccinal avec des outils de modélisation statistiques
mais plus largement participent à l’accélération du développement vaccinal.
Mots clés : Modélisation mécaniste ; Equations différentielles ordinaires ; Modèles à
effets mixtes ; Vaccin ; Critères de jugement ; Corrélat de protection ; Réponse humorale
; Longévité ; VIH ; Ebola ; SARS-CoV-2

Mechanistic modeling and optimization of vaccine response in infectious diseases:
application to HIV, Ebola and SARS-CoV-2

Abstract: Vaccine development against infectious diseases is a key element in public
health. In this context, mathematical modeling is fundamental to better understand the
vaccine-induced immune response. The objective of this thesis is to propose modeling
tools and methods analysing clinical trials to better understand the mechanism of action
of vaccines, to derive the right efficacy outcomes and to evaluate the longevity of the
induced immune response. In a first part, we are interested in therapeutic HIV vaccines
that are usually tested in clinical trials requiring discontinuation of antiretroviral therapy.
These trials present missing data by informative study output, i.e. patients for whom the
vaccine is less effective resume treatment early. Based on a linear mixed-effects model,
we evaluate the performance of a method comparing areas under viral dynamics curves
as the primary outcome. In a second part dedicated to SARS-CoV-2 vaccine develop-
ment, we propose a new method for identifying correlates of protection based on an
original approach of time-dependent variable selection in nonlinear mixed-effect mod-
els, otherwise known as mechanistic models. By applying it to three vaccine trials, we
identify antibody neutralization measures as mechanistic CoP. In a final part dedicated
to the long-term evaluation of the antibody response to Ebola vaccination, we propose
methods to evaluate robustness on new data from a mechanistic model of humoral dy-
namics previously established on early data. We show that age, gender and geographical
location are identified as factors of variability in the magnitude and longevity of the hu-
moral response. In this thesis, these works allowed to answer clinical questions about
vaccine development using statistical modeling tools and more broadly participate in the
acceleration of vaccine development.
Keywords: Mechanistic modeling ; Ordinary differential equations ; Mixed-effects mod-
els ; Vaccine ; Criteria endpoint ; Correlate of protection ; Humoral response ; Longevity
; HIV ; Ebola ; SARS-CoV-2
Discipline: Santé publique - option Biostatistiques
Laboratoire: Unité INSERM U1219, Bordeaux Population Health Center - INRIA - Uni-
versité de Bordeaux
146 Rue Léo Saignat 33000 Bordeaux, FRANCE
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