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Une vue couplée des capacités physiques de la dyade humain-robot pour l’évaluation
quantitative en ligne des besoins d’assistance

Résumé : Cette thèse repose sur une vision de l’avenir où la robotique et l’industrie sont centrées autour
des humains, mettant l’accent sur la collaboration entre les humains et les robots plutôt que sur une stricte
automatisation. Dans ce futur collaboratif, les robots servent de collaborateurs actifs, coexistant étroitement
avec les humains et participant à des interactions physiques pour exécuter des tâches. De tels systèmes
symbiotiques exploitent les capacités uniques des humains et des robots, améliorant l’efficacité et donnant la
priorité à la sécurité et au bien-être des humains grâce à une assistance robotique personnalisée.

La réalisation de cette vision nécessite la capacité de quantifier les diverses capacités des humains et des
robots dans une façon unifiée, ainsi que leurs capacités conjointes lors de la collaboration. De plus, cela
nécessite la capacité de mesurer l’assistance requise par les opérateurs afin de garantir leur sécurité et leur
bien-être. Par conséquent, cette thèse préconise l’utilisation de mesures de capacité physique, en particulier
de leurs représentations par des polytopes, pour répondre à ces questions. Les polytopes sont particulièrement
adaptées aux scénarios de collaboration, car les différents outils efficaces de l’algèbre permettent de réaliser
des opérations sur les polytopes (telles que la somme de Minkowski, l’intersection et l’union) et de caractériser
les capacités physiques de plusieurs robots et humains sous forme de polytopes.

Cette thèse propose une vue structurée des polytopes de capacité physique communs pour les humains et
les robots, ainsi qu’un aperçu des méthodes d’evaluation applicables. Deux nouveaux algorithmes d’évaluation
de polytopes sont proposés, particulièrement adaptés à l’évaluation des polytopes de force (wrench) des
manipulateurs robotiques et des humains basés sur des modèles musculosquelettiques. Ces algorithmes
réduisent considérablement la complexité des méthodes de l’état de l’art et permettent des applications en
temps réel.

Ensuite, la thèse explore l’utilisation des polytopes comme source d’informations en temps réel sur les
capacités physiques changeantes des humains et des robots et leur potentiel pour améliorer différents aspects
de la collaboration homme-robot.

Dans le contexte de la collaboration physique homme-robot, la thèse présente l’utilisation des informations
en temps réel sur les capacités changeantes des humains et des robots pour créer des stratégies de contrôle de
robot adaptables. Les stratégies développées sont validées expérimentalement dans le cadre du transport
collaboratif d’objets.

De plus, la thèse explore la visualisation des polytopes de capacité physique comme source d’information
en temps réel pour les opérateurs. Elle introduit une nouvelle formulation de polytope, l’espace atteignable
dans un horizon temporel, qui offre des informations intuitives sur l’état actuel d’un robot et ses capacités
physiques.

De plus, une nouvelle approche de planification de trajectoire basée sur les polytopes dans l’espace
cartésien est introduite. Cette approche exploite l’algèbre des polytopes pour évaluer efficacement la capacité
de mouvement du robot dans la direction de la trajectoire et exploite la pleine capacité de mouvement du
robot en mettant à jour la trajectoire planifiée en temps réel.

Enfin, cette thèse présente le package ’pycapacity’, un logiciel efficace et intitif pour calculer les mesures
de capacité physique des humains et des robots, ouvrant la voie à leur utilisation dans la communauté élargie.

Mots-clés : interaction humain robot, robotique collaborative, analyse des performances, géométrie compu-
tationnelle, commande



A coupled view of the physical abilities of human-robot dyad for the online quantitative
evaluation of assistance needs

Abstract: This thesis is based on vision of the future where robotics and industry are centred around humans,
emphasising collaboration between humans and robots rather than mere automation. In this collaborative
future, robots serve as active assistants, coexisting closely with humans and engaging in physical interactions
to execute tasks. Such symbiotic systems leverage the unique abilities of both humans and robots, enhancing
efficiency and prioritising human safety and well-being through personalised robotic assistance.

Realising this vision requires being able to quantify the diverse abilities of humans and robots in a unified
view, as well as their joint abilities when collaborating. Additionally, it requires being able to measure the
assistance required by operators in order to ensure their safety and well-being. Therefore, this thesis advocates
for the use of physical ability metrics, particularly their polytope representations, to address these questions.
Polytope representations are particularly well suited for collaborative scenarios, as the different efficient tools
from polytope algebra permit making operations over polytopes (such as Minkowski sum, intersection and
unions) and characterising the physical abilities of multiple robots and humans in the polytope form as well.

This thesis proposes a structured view on common physical ability polytopes for humans and robots
along with an overview of their applicable evaluation methods. Two new polytope evaluation algorithms are
proposed, particularly well suited for evaluating wrench polytopes of robotic manipulators and human’s based
on the musculoskeletal models. The algorithms significantly reduce the complexity of the state of the art
methods and enable real-time applications.

The thesis then explores the use of polytopes as a source of real-time information about human’s and robot’s
changing physical abilities and their potential to enhance different aspects of human-robot collaboration.

In the context of human-robot physical collaboration, the thesis showcases the use of the real-time
information about human’s and robot’s changing abilities for creating adaptable robot control strategies. The
developed strategies are experimentally validated in the collaborative object carrying setting.

Furthermore, the thesis explores the visualisation of physical ability polytopes as real-time feedback for
operators. It introduces a novel polytope formulation, the reachable space within a time horizon, which offers
intuitive insights into a robot’s current state and physical abilities.

Additionally, a new polytope based Cartesian Space trajectory planning approach is introduced. This
approach leverages the polytope algebra to efficiently evaluate the robot’s movement capacity in the trajectory
direction and exploits the robot’s full movement capacity by updating the planned trajectory in real-time.

Finally, this thesis presents the ’pycapacity’ package, an efficient and user-friendly framework for calculat-
ing physical ability metrics of humans and robots, opening doors to their use in the wider community.

Keywords: human robot interaction, collaborative robotics, performance analysis, computational geometry,
control
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Chapter 1

Introduction

In recent years, the field of robotics is undergoing a profound transformation, with a growing
emphasis on human-centered and autonomous systems. The traditional perception of robotics
as a means to replace human labor with automated machines is gradually giving way to a
more human-oriented approach. Robotics is no longer solely about exploiting robots to remove
humans from various tasks; instead, it is becoming a means to enhance human capabilities
through collaboration with autonomous machines. This paradigm shift is driven by the expec-
tation that the true potential of robots lies in their ability to interact with humans and operate
effectively within human environments.

One of the key areas where this shift is particularly evident is in industrial settings. Industrial
processes, especially those requiring specialised expertise, have historically relied on human
operators who have developed their skills and knowledge over years of experience. While
complete automation of such processes might seem appealing, it often proves to be impractical
or even infeasible due to the complexity and variability of tasks. This is where the concept of
human-robot collaboration comes into play.

This thesis is developed in the context of the LiChIE project, a project funded by BPI France
and coordinated by Airbus Defence and Space. The primary objective of the LiChIE project is
to improve the efficiency of the assembly processes of mini satellites. These processes demand
a high degree of precision and expertise, which human operators have traditionally provided.
Due to the high complexity and variability of the satellite assembly and the small scale of the
production, full automating is not a viable solution. Therefore, the project aims to leverage
robotics to support and enhance the capabilities of human operators, rather than replace them
entirely.

The industry of the future, as described by recent movements like Industry 5.0 [1] and Society
5.0 [2], promises to go even a step further. It puts human workers in the central position and
aims to create the workflows that ensure their well-being as well as the long term sustainability
of the industrial practices in general [3]. The industry of the future relies on the flexibility
and adaptability of the human workers, by embracing their cognitive and physical skills as
well as their talents and different levels of expertise. The role of the automation is no longer
purely optimisation of the industrial processes, but providing the support and assistance to the
human operator with the aim to reach both machines’ and humans’ full potential, establishing
human-automation symbiosis [4] on the industry floor.

Such symbiosis relies on scenarios where humans and robots work in a close proximity and in-
teract physically to execute different tasks, such as human-robot collaborative workstations [5].
On the one hand, the symbiosis enables improving the overall efficiency by leveraging the abil-
ities of both humans (flexibility, adaptability, cognitive capacity, expertise, etc.) and robots
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(repeatability, precision, tirelessness, etc.). On the other hand, it enables improving the oper-
ator’s well-being, remove the unnecessary strain and ensure their safety when executing tasks.

When it comes to putting this ideas to practice, such future collaborative scenarios require
having a set of tools for characterising different abilities of robots and humans, as well as
different notions of human well-being and safety. These tools are necessary for creating new
task allocation strategies, permitting to quantify if different tasks are more suitable for human’s
or robot’s abilities or potentially for their collaboration. Furthermore, they could facilitate the
development of more human-centred robotic assistance strategies, by quantifying the extent
of assistance the operator requires from the robot, both for task execution and for ensuring
well-being and safety.

In order to achieve such advanced collaboration behaviours in practice, such tools should be
able to fulfil a set of requirements

Requirement 1 (RQ1). Enable quantifying the abilities required to execute a task

Requirement 2 (RQ2). Enable quantifying human’s and robot’s individual abilities

Requirement 3 (RQ3). Enable quantifying their common abilities when collaborating

Requirement 4 (RQ4). Enable quantifying human’s need of assistance or their well-being

Even though human-robot collaboration is still a relatively recent field, there are numerous
metrics, measures and indicators proposed in the literature that quantify different aspects of
the quality of their collaboration and their individual abilities [6]. However, it’s important
to note that metrics assessing the abilities of humans and robots often differ significantly in
their nature and focus. On the one hand, metrics for robots typically concentrate on their
physical capabilities (maximum speed, force, etc.), safety considerations (stopping time, force
measurement capacity, etc.), and usability factors (programming ease, flexibility, etc.). On the
other hand, metrics for humans tend to concentrate on cognitive abilities (situation awareness,
mental workload, etc. ), ergonomic indicators (physical and cognitive), as well as emotional
states (satisfaction, acceptance, trust, etc.). Such separate set of metrics are well suited for
evaluating their individual abilities, addressing RQ2 and RQ4. However, due to their differ-
ent nature, characterising the necessary abilities to execute a certain task (RQ1), as well as
characterising human’s and robot’s contribution to their common abilities when collaborating
(RQ3), becomes challenging.

The focus of this thesis is put on characterising human’s and robot’s physical abilities, arguing
that they provide a unified set of tools capable of addressing all four requirements RQ1-RQ4.

Characterising physical abilities of humans and robots consists in describing how different
properties of robotic systems, such as the actuator limits and kinematic structure, as well as
different biomechanical and biological limitations of human bodies, influence their respective
capacity to execute movements, generate forces, achieve different precision levels or generate
other physical quantities necessary to execute a certain task (RQ2).

Traditionally, different characterisation of the physical abilities required to execute a certain
set of tasks are important tools for the analysis and design of robotic manipulators [7], as well
as for defining the tasks they are capable of executing [8], by comparing the task requirements
to the robot’s abilities (RQ1). In case of humans, they are commonly used to ensure human
safety by studying the ergonomics of different tasks and workspaces [9] (RQ4). Additionally,
some preliminary works from Chiacchio et al. [10] and Lee [11] have shown that physical ability
metrics can be used to characterise common physical abilities of a collaborative system as well
(RQ3). Although these works characterise the collaboration of multiple robots rather than
human-robot collaboration, similar approach can be used for the human-robot case as well.
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Figure 1.1: Illustration of the intuition about the changing nature of humans’ physical abilities.
When carrying a heavy object, putting it close to the body results in lower physical effort than if
the object is further from the body. Moreover, even if the arm posture does not change, the effects
such as muscular fatigue can cause that, over time, the level of necessary physical effort increases

substantially.

Moreover, human’s and robot’s physical abilities are not constant, they vary with time and
with their state, and can evolve significantly during the task execution. This is something that
we all know intuitively. For example, if we carry a heavy object in our hand, as illustrated on
Figure 1.1. We all know that having our arm close our body makes carrying much easier than
if our arm is stretched in front of us. Additionally, even if our arm does not move, the effects
of muscle fatigue can decrease our ability to carry the object and ultimately make us unable
to do it after certain time. Therefore, even though the weight of the object does not change,
our capacity (physical ability) of carrying it can change significantly with the changing state
(posture) of the arm, as well as different physiological factors such as muscular fatigue. Similar
parallel can be made for robotic manipulators as well.

Having an accurate online information about changing physical abilities of humans, enables as-
sessing if the they are apt to execute a certain task and quantify if they need robot’s assistance,
due to their lacking physical abilities. On the other hand, accurate and online information
about robot’s changing physical abilities, enables creating robot control strategies that adapt
to the their changes and exploit the robot’s full physical potential. Therefore, to better assist
humans and fully exploit robot’s physical potential, tools capable of capturing their changing
physical abilities in real-time are needed, adding an additional requirement

Requirement 5 (RQ5). Enable capturing human’s and robot’s changing abilities online

To go beyond qualitative characterisation of human-robot collaboration, the main focus of this
thesis is therefore put on developing tools capable of capturing the changing physical abilities
of humans and robots in real-time. In the long term this is anticipated as a necessary steps
towards the enhancement of the collaboration and, overall, should contribute to the safety and
well-being of humans at work.

As metrics characterising different physical abilities, for humans and robots, are numerous
in the literature, Section 1.1 brings an overview of commonly used ones and discusses their
potential to address the requirements RQ1-RQ5.

1.1 Characterising physical abilities

Many different metrics for characterising physical abilities of humans and robots are developed
in the literature. They have a varying degree of complexity and physical interpretation, as
well as different scope and accuracy. Therefore, this section brings an overview of different



4 Chapter 1. Introduction

physical ability metrics for robots and humans and discusses their potential use for human-
robot collaboration.

1.1.1 Metrics in robotics

In robotics, physical abilities are characterised as different performance indicators, establishing
the relationship between the robot’s actuator limits (joint positions, velocities, torques, etc.),
its kinematics and dynamics equations, and the achievable sets of different task related physical
quantities, such as achievable positions, velocities, external wrenches and similar. The metrics
quantifying different physical abilities are usually divided in two groups with respect to their
scope: Global and Local metrics [12].

Global metrics present robot state independent metrics evaluated by taking in consideration
all the possible robot states. One example of such metric is the robot’s reachable workspace
[13–15], characterising the set of Cartesian Space (CS) positions the robot can reach given its
geometry and the limitations of its actuator’s positions. More generally, workspace analysis
based tools find the set of robot’s reachable CS positions given the limitations of its actuators,
its kinematics and dynamics and different task related variables. Examples of such metrics
are constant orientation workspace [16] representing robot’s reachable positions with a given
fixed orientation, singularity free workspace [17] representing the reachable positions without
any singular configurations, or wrench closure workspace [18, 19] which corresponds to robot’s
reachable positions guaranteeing the ability to apply certain set of wrenches. One traditional
application for such performance metrics is robot dimensional design, as they enable verifying
and guaranteeing that the robotic system, being designed, is compliant with all the require-
ments of the tasks. However, these reachable workspace analysis tools have relatively complex
geometry which can be challenging to exploit when it comes practical applications.

A different set of global metrics, often specified in manufacturer’s data-sheets, are different
scalar metrics representing the robot’s physical abilities based on finding the worst-case (mini-
mal) or best-case (maximal) values of different task related values within the workspace. These
metrics guarantee certain physical ability values for a given robot, such as robot’s payload, its
worst-case carrying capacity, robot’s worst-case positioning accuracy or positioning repeata-
bility [12]. Therefore, they are often used to evaluate if a certain robotic system is suitable
for a given task, and potentially compare between the robots from different manufacturers.
However, such simplified metrics evaluating the robot’s physical abilities, based on worst-case
scenarios, are in many cases largely underestimating robot’s true capacity.

Furthermore, global metrics are computationally expensive as their evaluation requires sweep-
ing through all the robot states, and they are typically calculated only once for a particular
robot design or a given task. Moreover, as they are evaluated for entire set of robot’s states,
they are by design not capable of characterising the changing nature of the robot’s physical
abilities, that are state dependent (RQ5).

Local metrics, on the other hand, are robot state dependant performance metrics which can
be evaluated relatively efficiently for any given state. They characterise robot’s task related
physical abilities for a single robot state, as opposed to the global metrics which are calculated
for all robot states. Additionally, as they enable quantitative comparison of the performance of
different robot’s states, they can be used as a base for different global metrics, in order to char-
acterise robot’s abilities in the whole workspace [20]. The local metrics are often represented
as scalar values indexes for a given robot’s state [21], where some of the most well known ones
are: manipulability index [22] and condition number [23] which characterise the movement and
dexterity capacity of the robot as well as its accuracy [24], dynamic manipulability [25] that
characterises the task related acceleration capacity or the robot stiffness [26] characterising the
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Figure 1.2: An example manipulability polytope and ellipsoid geometry for a planar m = 2
robot with n = 2. The difference between the Joint Space (JS) limits for ellipsoid described with
||q̇||2 ≤ 1 (orange) and the range limits −1 ≤ q̇ ≤ 1 (blue) is shown on the left. The difference
in obtained achievable task space velocity ẋ polytope P (blue) and ellipsoid E (orange) is shown
on the right plot. The plots show that both in joint and task space the ellipsoid metric is an

underestimation of the true robot’s capacity.

robot’s tasks related load and deflection relationship. Having a scalar metric is beneficial when
it comes their use in different optimisation scenarios, for example in robot design refinement
[15] or in robot trajectory generation [27].

However having scalar representation of robot’s capabilities can be constraining in certain
applications, especially if the task has more than one dimension, for example movement in
the 3D space. Different representations of robot’s local physical abilities have been developed
over the years that are capable of characterising the robot’s task related capacity in the multi-
dimensional task space. One particularly common representation is in ellipsoid form. Ellipsoids
represent the ease of generating different task related variables (velocity, acceleration, inertia,
stiffness etc.) in different directions of task space. One of the first ellipsoid shaped robot’s
physical ability representations was developed by Yoshikawa [22] and is called the manipula-
bility ellipsoid. Manipulability ellipsoid describes the capacity of a robotic system to generate
task space velocities and can be described mathematically as

E(q) = {ẋ | ẋ = J(q)q̇, ||q̇||2 ≤ 1} (1.1)

where J(q) is robot’s state q dependant Jacobian matrix relating its joint velocity q̇ and the
task space velocity ẋ1. This metric evaluates the capacity of generating different task space
velocities ẋ by considering that the robot can generate all the joint velocities q̇ with equal ease,
represented by the condition ||q̇||2 ≤ 1. Similar ellipsoid based representations can be used to
characterise the force capacity of robotic systems [10], acceleration capacity [25], inertia [28],
stiffness [29], etc.

The hypothesis of equal capacity (ease of generating motion, forces, accelerations etc.) for all
the robot’s joints, in general case, does not reflect the true nature of robot actuation capac-
ity. Robots have different actuators for different joints that can have substantially different
characteristics. Therefore, in order to evaluate more accurate robot’s task space capacity (mo-
tion, force, acceleration etc.) their true limits have to be taken in consideration. The ellipsoid
metrics can be extended to considering non-uniform robot actuation limits, by introducing
scaling

||W q̇||2 ≤ 1, W = diag ([q̇1,max, q̇2,max, . . .])−1 (1.2)

where scaling matrix W normalises the robot joint velocity capacity. However, they still make
the assumption that the limits can be represented in the euclidean norm ||.||2 form, implying

1Task space velocity ẋ in general case can include both translational and rotational components, corre-
sponding to the CS twist. In that case ẋ is an abuse of notation, as there is no representation of a CS pose
x ∈ SE(3) which time derivative is a twist. Yet, for the sake of conciseness this notation is used throughout
this manuscript.
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that the robot’s actuator limits are mutually interdependent, which in a general case is not
true [30]. Furthermore, as the real robot limits are usually expressed in a form of independent
ranges q̇min ≤ q̇ ≤ q̇max, the euclidean norm (1.2) based representation is an underestimation
of the true robot’s capacities. This effect is shown on the example of manipulability ellipsoid
metric on Figure 1.2.

Once the true robotic actuator limits are considered, the representation of physical abilities
becomes convex polytope shaped. As opposed to the manipulability ellipsoid E , manipulability
polytope can be defined as

P(q) = {ẋ | ẋ = J(q)q̇, q̇min ≤ q̇ ≤ q̇max} (1.3)

The manipulability polytope P represents an exact solution of the robot’s task space velocity
capacity, given robot’s state q and its joint velocity limits q̇. The difference between the
manipulability ellipsoid E and polytope P is shown for a simple 2D example on Figure 1.2.

Furthermore, as discussed by Finotello et al. [31], polytopes allow for calculating many other
local performance metrics, such as Maximum Available Value (MAV) corresponding to the
highest achievable magnitude of the task space variable (velocity, acceleration, force, static
error, etc.), Maximal Isotropic Value (MIV) corresponding to the maximal value achievable
in all the directions in space or Directional Index (DI) [32] corresponding to the maximum
achievable task space variable in certain direction in space. Additionally, polytope volume and
major (preferred) axis can be used as performance metrics as well [10, 33].

Therefore, polytope based physical ability metrics are the most complete local representation
of task space physical abilities of robotic systems and they are used to characterise many task
related physical values such as velocities [30, 34], forces [35], accelerations [36], stiffness [29],
positioning accuracy [37], etc. The main downside to the polytope based metrics, with respect
to the ellipsoid based metrics, is their computational complexity, making their use somewhat
limited to non time critical applications.

1.1.2 Metrics for humans

Evaluating physical abilities of humans is a much more challenging than for robotic systems,
as human bodies are much more complicated systems that depend both on biological and
biomechanical, as well as cognitive and psychological factors.

Measuring different physical abilities of human subjects is traditionally done experimentally.
The ability of human subjects to achieve different physical quantities such as generate forces
[38, 39], reach positions [40], execute movements [41] or generate stiffnesses [42, 43], is tested
in laboratory environment for a set of predefined human postures or movements. These ex-
periments enable finding precise physical abilities of one or multiple subjects, for the tested
motions and postures. Such experimental analysis are common tools for evaluation of physical
abilities in sports [41], where the motions and postures of interest are usually well defined, and
in rehabilitation [44] where the aim is to measure the progress of the human subject’s recov-
ery. However due to the large variability in human bodies and movements, it is challenging to
generalise these results to the human subjects who were not part of the experiments, as well
as to different postures and movements, of the same human subjects, that were not tested in
the experiments.

In more varied and unstructured settings, where the human postures and movements are harder
to characterise, such as in factory setting, the experimental metrics are impractical. For these
scenarios, instead of characterising the physical ability of human subject directly, different
metrics are developed aiming to evaluate the ergonomics of human postures and movements
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when executing tasks. These metrics are able to account for variations in human body anthro-
pomorphic structure as well as for different movement and forces generation requirements of
the tasks. Such metrics are often defined in a form of standards, such as Rapid Entire Body
Assessment (REBA) [45], Rapid Upper Limb Assessment (RULA) [46] or DULA and DEBA
[47] (their differentiable equivalents), and manuals, such as Great Britain’s Manual Handling
Operation Regulations [48] or NASA’s Man-systems integration standards [49]. These metrics
are designed to give a certain score or a recommendation for the human postures, movements
or force generation requirements of the task, in order to evaluate if the task is well suited for
human’s physical abilities. Common applications of these metrics, in factory settings, have for
a goal to evaluate and improve the ergonomics of human’s tasks [50] and workplace layouts
[51, 52]. However, these metrics, in order to be task and human subject agnostic, make coarse
approximations of human physical abilities which are constraining when it comes to the online
human-robot collaboration scenarios [53].

In order to characterise human’s physical abilities more finely, without the need for time con-
suming and impractical experimental evaluation, different metrics based on human muscu-
loskeletal models are proposed. Human musculoskeletal models are relatively complete models
of human bodies capable of describing different body’s biological and biomechanical parame-
ters as well as its rigid body dynamics. Musculoskeletal models are actuated by muscle-tendon
units, capable of applying a range of contracting forces, accelerations and velocities. Similar
to robotic systems, several global and local physical ability metrics, based on musculoskeletal
models, can be calculated by evaluating how different limits of the muscles as actuators effect
human’s task related physical abilities, such as to generate forces or motions.

Several global physical ability metrics based on musculoskeletal models are introduced in lit-
erature, such as human upper extremity reachable workspace [54, 55] or comfortable reachable
workspace [56], the comfortablility map of the reachable workspace of human’s upper limbs
evaluated using RULA and REBA ergonomics scores.

In addition to the global metrics many robotics inspired local, state dependent, metrics have
been developed as well. Different authors have used their ellipsoid based representations to
asses the velocity (manipulability) [57], force [58, 59], acceleration [60] and stiffness [43] capacity
of humans based on their musculoskeletal models. Several of these ellipsoids have been extend
to the more complete polytope representation as well, such as force polytope [58, 59, 61] and
acceleration capacity polytope [60, 62]. As in the case of robotic systems, polytopes represent
the exact solution to the physical ability evaluation for any given state of the musculoskeletal
model.

However, as the musculoskeleral models are only an approximation of the true physics of human
bodies, the accuracy of calculated physical ability metrics relies entirely on the correspondence
between the model and the human subject. Multiple experimental studies were conducted
comparing the experimental data against the polytopes and ellipsoids obtained using muscu-
loskeletal models, namely for the human upper limb force generation capacity [59, 63, 64]. Their
results confirm that the polytopes correspond better to the experimentally obtained capacity
of the human subjects. However, the results further underline the importance of having an
appropriate musculoskeletal model of the human subject. Even though many strategies have
been developed for fitting the musculoskeletal models to human subjects in the biomechanics
literature mostly based on different forms of scaling [65, 66], it is still an open field of research.

With the assumption of an appropriate and well adapted human musculoskeletal model of the
human subject, polytopes and ellipsoids present an accurate estimation of the human’s task
related physical abilities. Even though polytopes are more accurate estimation, ellipsoid based
representations, due to their computational efficiency, are still a preferred choice when it comes
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to evaluating human’s physical ability, especially in real-time applications. The difference
in computational complexity between polytope and ellipsoid evaluation for musculoskeletal
models is even more exaggerated than for the robotic systems. As the musculoskeletal models
often have many muscles (often more than 50) final polytope geometry becomes complex which
ultimately has a negative impact of their computation time.

1.1.3 Physical abilities in human-robot collaboration

Human’s and robot’s individual physical ability metrics have been used in different human-
robot collaboration scenarios. Robot’s physical abilities are often calculated in order to make
sure that the task requirements comply with the robot’s capacity. On the other hand, human’s
physical ability and ergonomics metrics are then used to design suitable robot behaviors in
order to make the human’s task and posture more ergonomic. Such collaboration strategies
consider the robot to be an action vector with limited resources whose job is to improve the task
performance and the human ergonomics at the same time. Examples of such human-centered
collaborative scenarios are described by Kim et al. [67], where the robot adapts the position
of the manipulated object in space in order to improve human’s ergonomics, or in the context
of exoskeleton control by Carmichael and Liu [68, 69] and Petrič et al. [70], where the robot
adapts to different assistance needs of the human operator.

However, when it comes to the collaboration scenarios where a human and a robot interact
physically in order to execute a certain task, characterising their joint physical abilities is still
an open research question. Human and robot physical abilities are often expressed in different
ways, with different units and with fundamentally different metrics, making the procedure of
combining them challenging. Therefore, in order to characterise their joint physical capacity,
the first step is to express their individual physical abilities need in the same unified form.

When it comes to multi-robot physical collaboration, Chiacchio et al. [10] have shown that
ellipsoid based metrics can be used to calculate their combined joint velocity (manipulability)
capacity. The resulting joint capacity has an ellipsoid form as well. However, in their formula-
tion, the collaboration of multiple robots is essentially seen as one larger robot, combining all
the joints of all the robots, resulting in the robot with n = n1 + n2 + . . . joints.

q =

q1
q2
. . .

 , q̇ =

 q̇1
q̇2
. . .

 , J(q) = diag([J1(q1), J2(q2), . . .]) (1.4)

Where ni is the number of joints, while qi is the vector of joint positions and Ji(qi) is the
Jacobian matrix for each one of the robot’s involved.

Figure 1.3: Comparison of using ellipsoids (left) and polytopes (right) for collaborative physical
ability calculation. Using polytopes, the common velocity capacity of the two robots is calculated
as the intersection of their polytopes P = P1∩P2. In ellipsoid case the intersection of the ellipsoids
(green) is no longer an ellipsoid and it is hard to characterise, while the collaborative ellipsoid E
(orange) introduced by Chiacchio et al. [10] is a large underestimation of the true joint capacity.
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With such large number of joints, the euclidean norm ||.||2 limits present a large under-
approximation of the real robot’s limits, resulting in large under-approximation of the true
capacity of the collaboration. As shown on the example on Figure 1.3, a more precise approach
would be to intersect the ellipsoids calculated independently for all the robots

E = E1 ∩ E2 ∩ . . .

However, the intersection operation over ellipsoids is hard to characterise and to evaluate, as
the intersection of two ellipsoid is no longer an ellipsoid, and even if the intersection of the
ellipsoids is obtained, it is just an approximation of true common capacity.

Expressing the robot’s physical ability in the polytope form however is not just the exact solu-
tion, but enables using the polytope algebra to do different operations, such as sum, intersection
and Convex-Hull. These operations are well defined and can be calculated efficiently. The work
from Jihong Lee [11] shows that polytopes metrics can be used to describe the common veloc-
ity capacity of multi-arm collaborative robotic system. The work describes an efficient way of
calculating the joint velocity capacity by intersecting the individual polytopes of each one of
the robots involved, resulting in a convex polytope shaped joint velocity capacity

P = P1 ∩ P2 ∩ . . .

By exploiting different polytope algebra operations it is possible to express different physical
collaboration scenarios as well. For example, if now the robots would be re-arranged from
the parallel to the serial configuration, where the robot would be stacked one on top of the
other, their joint velocity capacity would correspond to the Minkowski sum of their individual
capacity

P = P1 ⊕ P2 ⊕ . . .

Figure 1.4: Two examples of using polytope based metrics for joint achievable velocity capacity
calculation of multiple robots collaborating. Figure on the left shows the parallel collaboration
where the common capacity is calculated with the intersection. Figure on the right shows the
serial collaboration where the common capacity is a Minkowski sum of their individual capacity.
As the capacity is calculated at the end-effector of the second robot, the velocity polytope P1 of

the first robot has to be transformed the same position (in red dashed border).

Figure 1.4 shows a simplified plannar example of the joint velocity capacity calculation for
parallel and serial robot arrangement.

In summary, the polytope representation enables the physical abilities of robots, humans, and
their collaboration to be expressed through a unified format. Furthermore, as many different
physical abilities of humans and robots can be expressed in polytope form, it has the potential
to provide an important set of tools for evaluating different collaboration tasks. For example,
by evaluating different physical abilities relevant to the task, it enables characterising if the
task is more suitable for humans, robots or for different modes of their physical collaboration.
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1.1.4 Why polytopes?

As described in the previous sections, polytope representations of physical abilities accurately
characterise the physical abilities of robotic manipulators, at the same time being the most
accurate approximation of human physical abilities based on musculoskeletal models (RQ2).
Additionally, since most of the well known polytope formulations for robotic systems can be
formulated as polytopes for musculoskeletal models as well, they enable evaluating and com-
paring human’s and robot’s physical abilities in a unified manner. Furthermore, the polytope
algebra enables operations over multiple polytopes and, in that way, has a potential to enable
characterising common physical abilities of humans and robots involved in different physical
collaboration scenarios (RQ3).

Moreover, polytopes are local metrics, accurately representing different task related physical
abilities for any robot’s or human’s state. Therefore, they enable capturing their state depen-
dent changes in their physical abilities (RQ5).

Polytopes enable comparing the operator’s changing physical abilities with the physical abili-
ties required by the task. Such real-time information has a potential to improve the operator’s
safety and well-being, by enabling to create assistive robot control strategies that adapt to
the operator’s changing capacity and make sure that they are never surpassed (RQ4). Sim-
ilar human-centred and assistive robot control strategies are used in the context of assistive
exoskeletons, as a part of so called Assist-As-Needed (AAN) [68] control paradigm. Using the
AAN control strategy, the robot provides assistance to the operator adapted to the operator’s
current physical ability, providing the assistance only where the operator needs it. In their
work Carmichael and Liu [69] have proposed to quantify the need of assistance of the operator
as the lacking physical ability to execute a certain task.

When it comes to using polytopes in practical applications, there are two standard ways of
representing them: as a set of vertices (vertex representation) or as a set of inequality con-
straints corresponding to their faces (half-plane representation) [71]. Transforming a polytope
into these standard representations enables using different efficient tools from computational
geometry and polytope algebra in order to do operations over polytopes, for example find
minimal distance between polytopes [72], polytope volume [73] or calculate the Convex-Hulls
[74], Minkowski sums [75], intersections and unions of multiple polytopes [76]. Additionally, it
opens doors for different simplification strategies of polytopes, by finding the inner and outer
approximations of polytopes using spheres [77] or cubes [78].

When characterising physical abilities, transforming the polytopes to the vertex representation
enables using efficient triangulation algorithms from computational geometry. Most of the
standard visualisation tools can visualise such triangulated meshes in very efficient manner,
even in real-time. In the context of human-robot collaboration, an example application of
polytope visualisation is proposed by Zolotas et al. [79], where the robot’s velocity polytopes
are used to inform the operator about the robot’s movement capacity during the teleportation
task. A similar application was recently proposed by Weistroffer et al. [80], where the polytopes
of robot’s force capacity were displayed to the operator designing the collaborative workspace
with the aim to improve its safety and ergonomics.

Polytopes can be expressed as a set of linear inequalities Ax ≤ b, that can be integrated into
different optimisation problems in a form of linear inequality constraints. Most of the standard
Quadratic Program (QP) [81] and Linear Program (LP) [82] solvers support the inequality
constraints in an efficient manner. In robotics, typical examples of applications often based on
different optimisation strategies are robot control and trajectory planning. In the context of
human-robot collaboration, being able to express both robot’s and human’s physical abilities in
the polytope form, opens doors for creating more flexible robot control (or trajectory planning)
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strategies, which take in consideration both robot’s and human’s physical abilities.

Therefore, polytope representation provides an accurate representation of both humans’ and
robots’ physical abilities in a unified manner (RQ2). Leveraging the efficient tools from polytope
algebra, polytopes have a potential to enable characterising the common physical abilities of
humans and robots interacting physically when executing certain task (RQ3). Furthermore,
being a local metric, polytopes enable capturing the changing physical abilities of humans
and robots evolving with their state (RQ5). Finally, by capturing human’s changing physical
abilities online, polytopes enable evaluating if the operator lacks the physical ability to execute
certain task, and in that way evaluate his safety and well-being (RQ4).

Furthermore, representing robot’s and human’s capacities in the polytope form enables us-
ing many efficient tools form the polytope algebra and computational geometry to perform
operations over polytopes and to extract useful information concerning the task, for example
different performance indicators. Additionally, polytopes can be transformed to more standard
forms such as a set of vertices or set of inequalities which can then be used with standard
visualisation tools and integrated in different optimisation problems, opening many doors in
human-robot collaborative applications.

However, due to the considerable computational complexity of polytope evaluation, their ap-
plications in real-time (time-critical) applications is still relatively limited.

1.2 Thesis overview

This thesis focuses on exploiting the polytope representation of human’s and robot’s physical
abilities, as the most accurate characterisation of their abilities that is at the same time capable
of fulfilling all the requirements RQ1-RQ5.

The first two chapters (Chapters 2 and 3) concentrate on the common formulations of the
physical ability polytopes and their efficient evaluation.

In the effort to unify the vision of different physical abilities of humans are robots, Chapter 2
provides an overview of common polytope representations of their physical abilities. Further-
more, the chapter explores the combination of their individual polytopes in order to charac-
terise their joint abilities as one single system. Finally, the chapter proposes a synthesis of the
common polytope formulations of humans and robots in a generic unified form.

Chapter 3 focuses on transforming the introduced polytope formulations to their standard
representations. The chapter introduces the generic families of polytope formulations derived
from the unified generic formulation described in the previous chapter. The chapter then
brings the overview of the standard polytope evaluation algorithms suitable for each one of
the proposed families and discusses briefly their computation complexity. The chapter then
introduces two new efficient algorithms (VEPOLI2 and ICHM) developed in the context of
this thesis, evaluates their computational efficiency and compares them to the state of the art
methods. The experimental validation shows that the proposed algorithms have significantly
lower computational complexity with respect to the standard approaches and have the potential
to be used in online applications.

The following three chapters (Chapters 4 to 6) present applications of the real-time evaluation
of human’s and robot’s physical abilities in a polytope form, with the aim to improve different
aspects of the human-robot collaboration.

Chapter 4 presents the application of the real-time polytope evaluation for enhancing human-
robot physical collaboration. The chapter aims to demonstrate that the real-time evaluation of
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the physical ability polytopes enables creating the robot control strategies capable of adapting
to their changes on the fly. The proposed collaborative robot control strategies are experi-
mentally validated on a task consisting in collaborative carrying of a heavy object, inspired
by the LiChiE project. Two experiments are presented: dual robot collaborative carrying and
human-robot collaborative carrying. In the dual robot collaborative carrying task, two Franka
Emika Panda robots jointly carry 12kg object, largely above their rated capacity (6kg). The
results show that by having real-time information about both robots’ carrying capacities, the
proposed collaborative control strategy adapted to their changes in real-time and successfully
distributed the weight of the object during the whole duration of the experiment. In the
human-robot collaborative carrying experiment, a human operator and a Franka robot carry
7kg object. The experiment showed that, having online information about their changing ca-
pacity enabled to employ the robot’s and human’s physical potential without compromising
their safety. Furthermore, even though neither the robot nor the human would have been able
to carry the entire object’s weight on their own, by collaborating they were able to accomplish
the task.

Chapter 5 explores the idea of using polytope representations of robot’s physical abilities as
real-time visual feedback to operators. The chapter discusses the potential of such visualisation
to provide the operator with real-time insight into the robot’s current state and its current
physical abilities. The chapter introduces a new polytope formulation developed particularly
with the visualisation in mind: the approximation of the robot’s reachable space within a time
horizon. This polytope formulation represents the Cartesian Space (CS) the robot can reach
in a certain horizon time, from its current position, while respecting all the robot’s actuator
limits, its kinematics and dynamics. By representing the reachable space of CS positions, once
visualised, this polytope’s interpretation is more intuitive in comparison to the other common
polytope formulation representing abstract physical quantities (forces, accelerations, velocities,
etc.). Moreover, in the effort to evaluate the effectiveness of the real-time polytope visualisation
to the operators, Chapter 5 presents the preliminary work on the development of the testing
setup based on the Augmented Reality (AR) tools. This setup presents the foundation for the
future work on evaluating the information sharing potential of different polytope formulations
and different visualisation modalities, in the context of the human-robot collaboration.

Chapter 6 introduces the application of robot’s movement capacity polytopes in the CS tra-
jectory planning. The chapter shows that real-time evaluation of polytopes enables adapting
to the changes in the robot’s movement capacity on the fly and in that way to exploit its full
movement potential. The chapter proposes a CS trajectory planning strategy that evaluates
robot’s movement capacity in each step of the trajectory execution and recalculates the optimal
trajectory using the updated values in real-time. By re-planning the trajectory in real-time,
the proposed method is able to react on environmental changes as well. The method’s ef-
ficiency is confirmed using an experimental benchmark comparison with the state of the art
methods. Finally, a practical utility of the proposed method is demonstrated in the experiment
of the human-robot collaborative waste sorting, where the proposed method is used to generate
efficient and reactive robot’s movement on the fly.

Chapter 7 presents the pycapacity package, an efficient framework for calculating different
physical ability metrics for both humans and robots, based on polytopes and ellipsoids. The
package implements several state of the art algorithms for polytope evaluation and manipula-
tion, including VEPOLI2 and ICHM developed in the context of this thesis, bringing many of
them to the interactive online capable execution times. The package is open-source, easy to
install, and has relatively extensive documentation. Furthermore, the package is written in an
user-friendly way with the aim to facilitate building applications and potentially bring these
metrics to the wider community
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Chapter 8 brings the thesis conclusion and the discussion on the perspectives of the physical
ability polytopes in human-robot collaboration.
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Chapter 2

Polytope representation of physical
abilities

As described in the introduction chapter, polytope based representations of different physical
abilities (physical ability polytopes) of humans and robots enable an accurate characterisation
of their individual abilities. Furthermore, by expressing their individual abilities in the polytope
form, their common abilities when collaborating can be computed using efficient polytope
algebra operations and represented in polytope form as well. Numerous polytope-based physical
ability characterisations have been developed in the literature, both for humans and robots.
Therefore, the aim of this chapter is to present an overview of the common physical ability
polytopes, applicable to both humans and robots, in the attempt to propose an unified vision
of their individual abilities.

Section 2.1 brings an overview of the common polytope formulations for robotic manipulators,
while Section 2.2 presents the common metrics for humans, based on their musculoskeletal
models. Section 2.3 then discusses using different polytope algebra operators to calculate the
joint physical abilities of humans and robots when engaged in physical interactions to accom-
plish specific tasks. Finally, the Section 2.4 concludes the chapter and provides a structured
synthesis of common polytope formulations, proposing a single generic polytope formulation
encompassing all the common formulations for both humans and robots.

2.1 Physical ability polytope formulations for robotic manipu-
lators

Physical ability characterisations based on polytopes are most accurate local, state dependent,
metrics for the performance analysis of robotic systems [31, 37]. They describe a mapping
between the robot’s actuator limits (torques, accelerations , velocities, etc.) and the limits of
different task space variables (wrenches, accelerations, velocities, etc.) .

The aim of this section is to provide an overview of common polytope formulations for robotic
systems in an unified view. Therefore, Section 2.1.1 bringing a quick overview of the dy-
namics and kinematics equations for robotic systems, used for different polytope definitions.
Definitions of common polytope characterisations of physical abilities are then described in
subsequent sections (Section 2.1.2 - 2.2.6).

2.1.1 Dynamics and kinematics relationships

The actuation limits, of a robotic manipulator with n joints, are commonly specified as inde-
pendent ranges of achievable actuator positions q ∈ Rn, velocities q̇ ∈ Rn, actuator torques
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τ ∈ Rn and sometimes even torque derivatives τ̇ ∈ Rn.

q ∈ [qmin, qmax], q̇ ∈ [q̇min, q̇max], (2.1a)
τ ∈ [τmin, τmax], τ̇ ∈ [τ̇min, τ̇max] (2.1b)

The dynamical model, of a standard serial robotic manipulator with a fixed base, is commonly
defined as

M(q)q̈ + C(q, q̇)q̇ + g(q) + JT (q)f = τ (2.2)

where M(q) ∈ Rn×n and C(q, q̇) ∈ Rn×n are the inertia and Coriolis matrices, g(q) ∈ Rn is the
state dependent gravity vector, J(q) ∈ Rm×n is the state dependant Jacobian matrix, f ∈ Rm

is the vector of applied external wrenches and q, q̇, q̈ are robot’s joint positions, velocities and
accelerations respectively.

Furthermore, the mapping between the n dimensional space of robot’s actuator (joint) positions
q ∈ Rn and the m dimensional task space positions x ∈ Rm can be found through the robot’s
forward kinematics

x = ffk (q) (2.3)

whereas the task space velocity ẋ ∈ Rm, acceleration ẍ ∈ Rm and jerk ...
x ∈ Rm can be found

through the state dependent {q, q̇, q̈} and nonlinear mapping

ẋ = J(q)q̇ (2.4a)

ẍ = J(q)q̈ + J̇(q, q̇)q̇ (2.4b)
...
x = J(q)

...
q + 2J̇(q, q̇)q̈ + J̈(q, q̇, q̈)q̇ (2.4c)

were J(q) is the Jacobian matrix

J(q) =
∂ffk (q)

∂q
(2.5)

while J̇(q, q̇) and J̈(q, q̇, q̈) are its first and second time derivatives.

It is worth noting that in general case, m dimensional task space might include positions and
orientations, for example if the task space corresponds to the Cartesian Space (CS), where
m = 6. When the task space includes orientations, the task space pose (including the position
and orientation) is often expressed is the homogeneous matrix form x ∈ SE(3). Then the
task space velocity vector ẋ ∈ R6 becomes the CS twist vector ν, expressing the translation
and rotation velocity at the same time. However, in such cases, the twist ν does no longer
correspond to the time derivative of the task space pose ν ̸= dx

dt . Despite this distinction, for
simplicity reasons, this work uses the notation ẋ, ẍ, and ...

x to represent velocity, acceleration,
and jerk of the task space variables, respectively.

When considering certain fixed robot state {q, q̇, q̈}, robot’s dynamical model (2.2) and the
joint to task space mapping (2.4) become linear, as the state dependent matrices become fixed.
Using these linear and affine mappings the achievable sets of different task space variables (ex.
velocity ẋ, accelerations ẍ or wrenches f), given the range of robot’s actuator limits (2.1), can
be found through the equations (2.2) and (2.4). The obtained achievable sets then have a form
of convex polytopes as the mapping between the robot limits and the task space variables is
linear.

Kinematic joint limits As a precise robot’s dynamical model is sometimes hard to obtain,
instead of specifying the actuator torque limits (2.1b), the manufacturers often rather specify
robot’s actuator limits in a kinematic form, considering them to have limited and constant
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acceleration q̈ ∈ Rn and jerk ...
q ∈ Rn limits.

q̈ ∈ [q̈min, q̈max],
...
q ∈ [

...
q min,

...
q max] (2.6)

Using these kinematic actuator limits, the linearisation procedure of the mapping (2.4) around
given robot state {q, q̇, q̈} can then be used to obtain the polytope shaped achievable sets of
kinematic task space variables (ex. velocity ẋ, acceleration ẍ, jerk ...

x ).

Many well known polytope formulations for characterising the physical abilities of robotic
manipulators are proposed in the literature, characterising the influence of robots dynamics
(2.1) and kinematics joint limits (2.6) on the task space variables through its linearised dy-
namics (2.2) and kinematics (2.4) equations. Some of the most common polytope formulations
are listed in the following sections.

2.1.2 Velocity polytope

Achievable task space velocity capacity is a common physical ability metric for robotic manip-
ulators describing its ability to generate task space velocities ẋ in different directions in space,
given its joins space velocity q̇ limits. Robot’s velocity capacity is commonly know as its ma-
nipulability or dexterity capacity as well. This metric has been first introduced by Yoshikawa
[22] in the ellipsoid form and later extended to the polytope form [10, 30].

For any fixed robot configuration q the ranges of joint velocity limits

q̇ ∈ [q̇min, q̇max] (2.7)

can be projected to the m dimensional task space using the Jacobian matrix J(q), obtaining
the convex polytope of achievable task space velocities

Pv(q) = {ẋ ∈ Rm | q̇ ∈ [q̇min, q̇max] , ẋ = J(q)q̇} (2.8)

Velocity capacity metrics are important tools for evaluating robot’s movement capacity in dif-
ferent directions in space for a given configuration q, while the polytope form is their exact
representation. Different variants of polytope formulations are commonly used for robot re-
dundancy resolution, by finding the robot configurations that maximise the robot’s movement
capacity and avoid singular positions [83, 84], which can be seen as a zero velocity capacity in
certain directions in space [24]. They have also been used for path planning [85, 86] and object
grasping [87, 88].

The polytope representation though is less commonly used in time-critical applications, due
to their computational complexity. However, Long and Padır [34] have shown that polytopes
can be used for whole body humanoid robot control in real-time. Recently, Zolotas et al. [79]
have shown their potential to be used for real-time visualisation to the user in the case of robot
teleportation.

2.1.3 Kinematic Acceleration and Jerk polytope

In a similar manner to the achievable velocity polytope Pv, the achievable task space acceler-
ation ẍ and jerk ...

x sets can be expressed using the kinematic mapping (2.4).

Given the limits of the actuator accelerations q̈ and a given robot state {q, q̇}, the achievable
polytope Pa of task space accelerations ẍ can be found using the mapping (2.4b).

Pa(q, q̇) = {ẍ ∈ Rm | q̈ ∈ [q̈min, q̈max] , ẍ = J(q)q̈ + ab(q, q̇)} (2.9)
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where ab(q, q̇) is considered as a constant bias term for any given robot state {q, q̇}

ab(q, q̇) = J̇(q, q̇)q̇ (2.10)

The achievable task space jerk polytope Pj can be found for any given robot state {q, q̇, q̈},
by considering a limited range of actuator jerks ...

q and using the mapping (2.4c)

Pj(q, q̇, q̈) = {
...
x ∈ Rm | ...

q ∈ [
...
q min,

...
q max] ,

...
x = J(q)

...
q + jb(q, q̇, q̈)} (2.11)

where jb(q, q̇, q̈) is a constant bias term for any fixed robot state {q, q̇, q̈}

jb(q, q̇, q̈) = 2J̇(q, q̇)q̈ + J̈(q, q̇, q̈)q̇ (2.12)

An example application of the jerk and acceleration polytopes is described by Grandguillaume
et al. [89] where the polytopes are used to find the optimal tool orientation for 5-axis milling.

2.1.4 Precision (maximal positioning error) polytope

Robotic manipulators often have limited positioning precision of their actuators. Actuator
precision depends on many different factors, such as position sensor used, motor gearing, motion
control strategy etc [31, 37]. However, in most cases the manufacturers are able to provide the
limits on the maximal positioning error for each of the actuators within a certain range

δq ∈ [δqmin, δqmin] (2.13)

Depending on the robot’s configuration q the actuator position error δq will produce differ-
ent task space positioning errors, their relationship can be calculated through the kinematic
mapping (2.4a)

δx = J(q)δq (2.14)

where δx ∈ Rm, in general case presents both position and orientation error.

The limits of the task space positioning error δx in a certain robot configuration q, given the
limits (2.13) specified by the manufacturer, can be expressed by a convex polytope Pδ

Pδ(q) = {δx ∈ Rm | δq ∈ [δqmin, δqmax] , δx = J(q)δq} (2.15)

2.1.5 Wrench/Force polytope

Task space force (or more generally wrench) capacity metric is one of the most well known
physical capacity metrics for robotics manipulators alongside the velocity (manipulability)
capacity. It has been first introduced by Chiacchio et al. [35] in a form of an ellipsoid as well
as in the polytope form.

This metric establishes the relationship between the robot’s actuator torque limits τ and the
achievable set of the task space wrenches f . Given the robot’s manipulators dynamics equation
(2.2)

M(q)q̈ + C(q, q̇)q̇ + g(q)︸ ︷︷ ︸
τb(q,q̇,q̈)

+JT (q)f = τ (2.16)

for any given robot state {q, q̇}, and given joint acceleration q̈ to be achieved, the effects of
the robot’s motion and the gravity can be expressed as a constant torque vector τb(q, q̇, q̈).
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Then the polytope of achievable task space wrenches f can be expressed as

Pf (q, q̇, q̈) =
{
f ∈ Rm | τ ∈ [τmin, τmax] , JT (q)f = τ − τb(q, q̇, q̈)

}
(2.17)

If achievable wrench capacity Pf is evaluated in kinetostatic conditions q̇, q̈ ≈ 0, the torque
bias vector τb corresponds to the gravity vector g(q)

τb(q,0,0) = g(q) (2.18)

As wrench polytopes describe the feasible range of task space wrenches that the robot can
apply in certain configuration, they can be used in many different analysis applications as a
performance metric, as well as in robot control in order to guarantee that the task require-
ments are within robot’s capacity. An example application of wrench capacity polytopes for
performance analysis of robotic excavator is described by Zou et al. [90]. Ferrolho et al. [91]
have described the application of wrench polytopes in offline dynamic trajectory planning. On
the other hand, the applications of wrench polytopes in real-time applications are less com-
mon, mostly due to their computational complexity. However, Orsolino et al. [92] have recently
showed the application of wrench polytopes in real-time control of legged robots.

2.1.6 Acceleration polytope

The kinematic acceleration capacity described in Section 2.1.3 considers constant and inde-
pendent acceleration capacity for each robot’s actuator (2.6). However, the true acceleration
limits of the robot’s actuators depend on their torque capacity (2.1), as well as on the robot’s
inertia M(q) which is highly configuration dependent.

Given the robot’s dynamics equations (2.2)

M(q)q̈ + C(q, q̇)q̇ + g(q) + JT (q)f︸ ︷︷ ︸
τb(q,q̇,f)

= τ (2.19)

for any given robot state {q, q̇} and applied external wrench f , the effects of the robot’s
motion, the gravity, as well as the applied external wrenches, can be grouped in a constant
torque vector τb(q, q̇,f). Then the actuator acceleration q̈ can be expressed in relationship to
the applied joint torque τ

q̈ = M(q)−1τ −M(q)−1τb(q, q̇,f) (2.20)

Finally, the actuator accelerations q̈ can be transformed to the task space using the mapping
(2.4b)

ẍ = J(q)M(q)−1τ − J(q)M(q)−1τb(q, q̇,f) + J̇(q, q̇)q̇︸ ︷︷ ︸
ab(q,q̇,f)

(2.21)

where ab(q, q̇,f) presents a constant bias vector for any fixed joint state {q, q̇,f}. The poly-
tope Pa of achievable task space accelerations ẍ can then be expressed as

Pa(q, q̇,f) =
{
ẍ ∈ Rm | τ ∈ [τmin, τmax] , ẍ = J(q)M(q)−1τ − ab(q, q̇,f)

}
(2.22)

As opposed to the kinematic acceleration polytope (2.9) described in Section 2.1.3, this formu-
lation not only represents more realistic acceleration capacity but it is able to account for the
effect of the robot’s motion, the effects of the gravity as well as its potential payload etc.
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This metric has been initially introduced by Chiacchio [36] in the ellipsoid form and later
extended to the polytope form by Rosenstein and Grupen [93]. An application of this metric
in off-line analysis has been proposed by Jang and Lee [94], using the acceleration polytopes to
analyse and optimise multi-fingered object grasping. Acceleration polytopes are used in real-
time robot control applications as well. For example, Jeong and Takahashi [95] proposed an
application of acceleration polytopes for robotic manipulators in order to optimise the robot’s
braking characteristics in real-time and to reduce the impact forces.

2.1.7 Stiffness polytope

A different well known task space physical ability metrics for robotic manipulators is so-called
stiffness capacity and is related to the impedance control. Consider that a certain frame of the
robotic manipulator (ex end-effector frame) is controlled to have a behaviour of virtual spring
with the task space stiffness Kc ∈ Rm×m

f = Kc∆x (2.23)

where f ∈ Rm is the external wrench applied to the robot (by the environment or a human
operator) and ∆x ∈ Rm is the resulting displacement corresponding to the virtual spring with
stiffness Kc ∈ Rm×m. In case of standard impedance control for a robotic manipulator in
Cartesian Space (CS), controlling both position and orientation (m = 6), the displacement
vector ∆x contains both translation and orientation displacements produced by the wrench f .
Given a certain range of external wrenches that are expected to be applied by the environment
(or the human operator)

f ∈ [fmin,fmax] (2.24)

the maximal task space displacement ∆x (position and orientation) can be expressed as a
convex polytope

P∆ = {∆x ∈ Rm | f ∈ [fmin,fmax] , Kc∆x = f} (2.25)

If the stiffness control is done in Joint Space (JS), where the n robot’s actuators are controlled
in a way to produce a virtual spring behavior with a stiffness Kj ∈ Rn×n

τ = Kj∆q (2.26)

This JS stiffness matrix Kj can be used to find the robot state dependent task space stiffness
Kc [96]

Kc(q)
−1 = J(q)K−1

j J(q)T (2.27)

The matrix Kj is a square n× n matrix, which is in most cases diagonal and has a full rank,
while the Jacobian matrix is m×n shaped and configuration dependent. If the Jacobian matrix
J(q) is approaching to its singularity, as the singularity can be seen as a reduction of the task
space dimension m, the resulting robotic manipulator’s stiffness would be approaching infinity
in that direction.

Given the same range of expected external wrenches (2.24), the polytope of maximal task space
displacements ∆x can then be expressed as

P∆(q) = {∆x ∈ Rm | f ∈ [fmin,fmax] , Kc(q)∆x = f} (2.28)

Neither of these formulations takes in consideration the robot’s wrench capacity though, they
both consider that the robot is capable of generating all the wrenches in the expected range
(2.24). In order to make sure that the robot’s wrench capacity is not exceeded when calculating
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the maximal task space displacement polytope P∆ (both for JS and task space stiffness control),
the external wrench range (2.24) needs to be intersected with the robot’s wrench polytope
Pf described in the Section 2.1.5. The polytope P∆ of task space displacement ∆x can be
expressed as

P∆(q, q̇, q̈) = {∆x ∈ Rm | f ∈ [fmin,fmax] ∩ Pf (q, q̇, q̈), Kc(q)∆x = f} (2.29)

where the wrenches f ∈ [fmin,fmax]∩Pf (q, q̇, q̈) represent all the wrenches in the range (2.24)
that the robot can physically generate, given its wrench capacity polytope Pf (q, q̇, q̈).

If the maximal displacement polytope P∆ is calculated only in relationship to the robot’s
wrench capacity Pf , without specifying the expected range of external wrenches (2.24), this
polytope can be expressed in somewhat simplified form

P∆(q, q̇, q̈) =
{
∆x ∈ Rm |τ ∈ [τmin, τmax], J

T (q)Kc(q)∆x= τ−τb(q, q̇, q̈)
}

(2.30)

The stiffness polytope P∆ then represents the maximal task space displacement ∆x before
the robot’s torque limits (2.1b) are reached, this polytope formulation is also called stiffness
feasibility region [29, 97].

2.2 Physical ability polytope formulations for human muscu-
loskeletal models

Polytope based characterisations of humans physical abilities calculated using musculoskeletal
models are important tool for local performance and ergonomics analysis tools in biomechanics.
In the case of musculoskeletal models, the capacity polytopes establish a relationship between
the limitation of muscle-tendon units as the body actuators (muscles’ contraction forces, ex-
tension velocities, etc), the limits of human’s joints (joint positions, velocities, etc.) and the
achievable sets of task related variables (task space velocities, accelerations, external wrenches,
etc.).

The aim of this section is to provide an overview of common polytope based physical ability
formulations for humans in an unified view. Therefore, Section 2.2.1 brings an overview of
the dynamics and kinematics equations for musculoskeletal models, used for different metrics
definitions. Definitions of common polytope formulations are then described in subsequent
sections (Section 2.2.3 - 2.2.6).

2.2.1 Dynamics and kinematics relationships

The dynamical equation of a general musculoskeletal system, expressed in n dimensional, Joint
Space (JS) can be formulated as

M(q)q̈ + C(q, q̇)q̇ + g(q) + JT (q)f = τ (2.31)

where q, q̇, q̈ ∈ Rn are the joint level generalised positions, velocities and accelerations. M(q) ∈
Rn×n is the inertia matrix, C(q, q̇) ∈ Rn×n is the Coriolis-centrifugal matrix, g(q) ∈ Rn is the
joint torque produced by gravity, τ ∈ Rn is the joint torque vector generated by the muscle-
tendon units, J(q) ∈ Rm×n is the end effector Jacobian matrix and f ∈ Rm is an m-dimensional
external task space wrench vector.

As for the robotic manipulators, the kinematics mapping between human’s n dimensional JS
and the m dimensional task space (often Cartesian Space (CS)) variables is given through the
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forward kinematics equations ffk (·)
x = ffk (q) (2.32)

while the velocity kinematics mapping is described through the Jacobian matrix J(q) and its
time derivatives

ẋ = J(q)q̇ (2.33a)

ẍ = J(q)q̈ + J̇(q, q̇)q̇ (2.33b)

Muscle limitations

Each of the human’s n joint torques τ ∈ Rn is generated by a combination of his d muscle-
tendon units. One of the most well known muscle models was introduced by Hill [98] and
later refined by Zajac [99], where the muscle-tendon unit is approximated by a tensile force
composed of an active and a passive component

Fi = fA
i (li, l̇i)Fiso,iαi + fP

i (li)Fiso,i︸ ︷︷ ︸
Fp,i

, αi ∈ [0, 1] (2.34)

fA
i and fP

i are active and passive scaling functions depending on the muscle length li and
contraction/extension velocity l̇i. Fiso,i is the maximal isometric force the muscle can generate
and αi is the muscle activation level. For a set of d muscles, with specified muscle lengths
l ∈ Rd and contraction velocities l̇ ∈ Rd the achievable set of muscle tensile forces F ∈ Rd has
a range

F ∈ [Fp, Fm] (2.35)

where Fp ∈ Rd is the vector of passive forces obtained for α=0 and Fm ∈ Rd is the maximal
muscle force vector obtained for α=1.

Fp,i = fP
i (li)Fiso,i

Fm,i =
(
fA
i (li, l̇i) + fP

i (li)
)
Fiso,i

(2.36)

The joint torques τ , generated by the muscle tensile force F , can then be calculated using the
Moment arm matrix [100]

τ = −LT (q)︸ ︷︷ ︸
N(q)

F (2.37)

where N(q) ∈ Rn×d is the moment arm matrix, corresponding to the negative transpose of
the muscle length Jacobian matrix L(q) ∈ Rd×n, relating the space of joint and muscle length
velocities

l̇ = L(q)q̇, Lij =
∂li
∂qj

(2.38)

Finally, the negative sign in equation (2.37) makes the force applied in the length shortening
direction of the muscle positive.

Combining equations (2.31) and (2.37), the musculoskeletal model dynamics relationship, tak-
ing in consideration d muscle tensile forces F , can be expressed as

M(q)q̈ + C(q, q̇)q̇ + g(q) + JT (q)f = −LT (q)F (2.39)
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This state dependant {q, q̇} equation establishes the relationship between the muscle tensile
forces F , the applied external wrenches f , the influence of the gravity g(q) and different
influences of human’s movement.

In addition to the limitations of the muscle tensile forces F , muscle-tendon units have limited
extension velocity l̇. These limits are often expresses in a form of independent ranges as well

l̇ ∈ [l̇min, l̇max] (2.40)

Joint limitations

Human joint torque τ ∈ Rn is generated by the muscle tensile forces F ∈ Rd rather than
dedicated joint level actuators, as opposed to the robotic manipulator case. However, for
different analysis applications it is common to consider human models to be actuated by the
set of independent joint torques τ and considering their limits to have a form of independent
ranges [39]

τ ∈ [τmin, τmax] (2.41)

This simplification enables studying the musculoskeletal systems as robotic systems and enables
the use of different physical ability metrics designed for robotic manipulators like the ones
described in Section 2.1.

Similarly to the joint torque limits, that are a simplification of the real limits, studies have
shown that the limits of human’s n joint positions q ∈ Rn can also be approximated in a form
of independent ranges [101]

q ∈ [qmin, qmax] (2.42)

even though the real joint range of motion constraints might be non-linearly inter-dependent
[102]. In addition to the limited ranges of joint positions q, the limited and independent ranges
of achievable joint velocity q̇ and acceleration q̈ are often considered as well [103]

q̇ ∈ [q̇min, q̇max], q̈ ∈ [q̈min, q̈max] (2.43)

The independent ranges of joint velocities q̇ and accelerations q̈ are a simplification of the
real limits which are determined by the limits of muscle extension velocity l̇ and limits of the
muscle tensile forces F . However, making these assumptions enables studying physical abilities
of humans using the metrics developed for robotic manipulators, like the ones described in
Section 2.1.

Finally, even though all the dynamics and kinematics equations of human musculoskeletal
models are highly nonlinear and state dependant, for any given human state (joint positions
and velocities) {q, q̇} all the matrices become fixed, resulting in affine and linear relationships.
These, now linear, equations can be used to evaluate the influence of different muscle and JS
limits on the achievable sets of different task space variables, such as task space velocities ẋ,
accelerations ẍ, external wrenches f and similar, in a form of convex polytopes.

2.2.2 Parallel with Multi-Link Cable-Driven Robots

Multi-link Cable-Driven Robots (MCDRs) [104] are a family of robotic systems having the
serial robotic manipulator structure while being actuated by cables. As the cable actuators are
capable of applying unidirectional tensile forces, there is a natural parallel with musculoskeletal
models. Lau et al. [105] have even proposed a generalised modelling framework for MCDR
modelling and demonstrated that it can be used for musculoskeletal models as well. A simplified
planar example of a human musculoskeletal model and the MCDR model is shown on Figure 2.1.
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Figure 2.1: An illustrative planar example of a
human musculoskeletal model and a MCDR. On the
left human arm is modeled with two joints and six
muscles, where each muscle can apply contraction
forces Fi. On the right, a MCDR robot is modeled
with 3 joints and 6 cables, which can apply tension

forces ti.

One of the main differences comes from the
actuator point of view. When it comes to
MCDRs, the dynamics of the actuators is of-
ten neglected, considering them capable of in-
stantaneously applying a range of d tensile
forces t ∈ Rd.

t ∈ [0, tmax] (2.44)

Additionally, this range is often considered
constant and is not state dependent. For
musculoskeleral models, on the other hand,
the ranges of achievable muscle tension forces
F are subject to many different biomechan-
ical and biological factors, such as muscle
length l and extension velocity l̇ as well the
effects of fatigue and temperature. Therefore the cables of the MCDRs can be seen as idealised
muscles which tensile force capacity stays constant.

Consequently, the physical ability metrics defined for the musculoskeleral models have the same
formulation as the ones used to asses the performance of MCDRs.

2.2.3 Wrench/Force polytope

Task space force (or more generally wrench) capacity f ∈ Rm is a well established metrics in
biomechanics. It has been defined in two manners: a simplified formulation where the torques
of n human joints τ ∈ Rn are considered independent and limited (2.41) and in a more complete
form where the human’s joint torques τ are generated by d muscle tensile forces F ∈ Rd which
are limited in their respective ranges (2.35).

Torque based polytopes [58, 106] of achievable task space wrenches f have the same formulation
as the force polytopes for robotic manipulators described in Section 2.1.5. Therefore all the
considerations for their evaluation are equivalent to those for robotic manipulators.

However, real limits of human joint torques cannot be expressed as independent ranges (2.41)
as they are generated by d muscle tensile forces F . The true limits of the joint torques τ are
polytope shaped as a consequence of the affine mapping of the muscle forces F to the Joint
Space (JS), though the moment arm matrix N(q) = −L(q)T .

Pτ (q) = {τ ∈ Rn | F ∈ [Fmin,Fmax], τ = N(q)F } (2.45)

The relationship of the achievable task space wrenches f and the joint torques τ is described
through the dynamics equation

M(q)q̈ + C(q, q̇)q̇ + g(q)︸ ︷︷ ︸
τb(q,q̇,q̈)

+JT (q)f = τ (2.46)

where τb(q, q̇, q̈) is a state dependant joint torque bias vector including the influence of the
gravity g(q) and human state {q̇, q̈} and the desired acceleration q̈.

Finally the achievable set of task space wrenches f ∈ Rm can then be expressed as a set of all
the achievable wrenches f given the polytope Pτ shaped limits of joint torques τ

Pf (q, q̇, q̈) =
{
f ∈ Rm | τ ∈ Pτ (q), JT (q)f = τ − τb(q, q̇, q̈)

}
(2.47)
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Or in its implicit formulation

Pf (q, q̇, q̈) =
{
f ∈ Rm | F ∈ [Fmin,Fmax] , JT (q)f =N(q)F − τb(q, q̇, q̈)

}
(2.48)

The final polytope formulation Pf has an implicit form composed of two affine mappings.
First the limits of the muscle tension forces F ∈ Rd are projected into the limits of the joint
torques τ ∈ Rn, then the polytope of the joint torques Pτ is transformed to the task space
wrenches f ∈ Rm using the Jacobian transpose matrix J(q)T . As the musculoskeletal models
often have large number of muscles d, the ending polytope Pf geometry is complex (having
a large number of vertices and faces), both due to the number of muscles considered and the
inherent complexity of the affine mapping. Therefore, this metric has been mostly used for
static in-advance analysis of human postures [107], due to its long execution times.

However, Carmichael and Liu [61, 108] have proposed a method capable of improving the
time efficiency of the polytope resolution that has a potential to be used even in real-time
applications. This method is based on Ray Shooting Method (RSM) that samples the polytope
in a set of predefined direction in task space. By choosing the directions of interest in advance,
the method is capable of approximating the polytope, however it does not give any guarantees
on the approximation accuracy.

The achievable wrench polytope Pf formulation (2.48) have been used for the analysis of the
Multi-link Cable-Driven Robots (MCDRs) as well, for example in works by Sheng et al. [109]
or Muralidharan et al. [110].

2.2.4 Acceleration polytope

The task space acceleration polytope Pa describes the relationship between the limitation of
the muscle tensile forces F ∈ Rd and the set of achievable task space accelerations ẍ ∈ Rm.

As in the case of the force polytope, the simplified approach to this metric is possible, where
the human joint torque limits τ ∈ Rn are specified as independent ranges, resulting in the
acceleration polytope formulation identical to the one for robotic manipulators, as introduced
in Section 2.1.6.

However, human’s joint torques τ are not generated by a set of independent actuators, but with
a set of d contraction forces F produced by the muscle-tendon units τ = N(q)F . Therefore,
real limits of achievable torques of human joints are polytope Pτ shaped, as described by
equation (2.45).

The achievable acceleration polytope Pa formulation, respecting the muscle tension forces limits
F , can be derived from the human dynamics equation

M(q)q̈ + C(q, q̇)q̇ + g(q) + JT (q)f︸ ︷︷ ︸
τb(q,q̇,f)

= N(q)F (2.49)

where N(q) = −L(q)T is the state dependant moment arm matrix. For any given human state
{q, q̇,f}, the effects of the human’s motion, the gravity as well as the applied external wrenches,
can be grouped in a constant torque vector τb(q, q̇,f). Then, the actuator acceleration q̈ can
be expressed was a function of the applied joint torque τ

q̈ = M(q)−1N(q)F −M(q)−1τb(q, q̇,f) (2.50)
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Finally, the joint accelerations q̈ can be transformed to the task space using the mapping
(2.33b)

ẍ = J(q)M(q)−1N(q)F − J(q)M(q)−1τb(q, q̇,f) + J̇(q, q̇)q̇︸ ︷︷ ︸
ab(q,q̇,f)

(2.51)

where ab(q, q̇,f) ∈ Rm presents a constant bias vector for any human joint state {q, q̇} and
the generated external wrench f . The polytope Pa of achievable task space accelerations ẍ
can then be expressed as

Pa(q, q̇,f) = {ẍ ∈ Rm | F ∈ [Fmin,Fmax] ,

ẍ = J(q)M(q)−1N(q)F − ab(q, q̇,f)}
(2.52)

The polytope Pa is formulated as a linear and affine projection of the muscles tension force F
limits using the state dependant projection matrix J(q)M(q)−1N(q). This polytope is much
simpler to resolve than the force polytope Pf as it represents a projection of the d dimensional
limits of muscle tension forces F to the lower m dimensional space of achievable task space
accelerations ẍ.

Polytope Pa metrics have been used for musculoskeletal model analysis of highly dynamical
movements such as football throwing [60] and golf swinging [62]. Additionally this metric has
been used for the design analysis of the Multi-link Cable-Driven Robots (MCDRs) as well [109].

2.2.5 Velocity polytope

The simplest form of task space velocity capacity describes the relationship between the limited
ranges (2.43) of human joint velocity q̇ ∈ Rn and achievable task space velocities ẋ ∈ Rm,
mapped through the Jacobian matrix J(q) ∈ Rm×n.

Pv(q) = {ẋ ∈ Rm | q̇ ∈ [q̇min, q̇max] , ẋ = J(q)q̇} (2.53)

This formulation is essentially the same as the one for robotic manipulators described in velocity
Section 2.1.2 and all the considerations discussed in that chapter are valid for this formulation
as well.

However, taking in account only human’s joint velocity q̇ limits in a form of independent ranges
(2.43) does not take in consideration the limits of muscle extension velocity l̇ ∈ Rd. The true
limits of human joint velocities are configuration dependent, as they are a consequence of the
limits of muscle extension velocities l̇. The relationship between the joint and muscle extension
velocities is given through the muscle Jacobian matrix L(q) ∈ Rd×n, forming polytope shaped
limits

Pq̇(q) =
{
q̇ ∈ Rn | l̇ ∈

[
l̇min, l̇max

]
, L(q)q̇ = l̇

}
(2.54)

These polytope shaped limits can then be used to define the achievable task space velocity
ẋ ∈ Rm polytope which respects the limits of the muscle extension velocity l̇.

Pv(q) = {ẋ ∈ Rm | q̇ ∈ Pq̇(q), J(q)q̇ = ẋ} (2.55)

Or in its implicit form

Pv(q) =
{
ẋ ∈ Rm | l̇ ∈

[
l̇min, l̇max

]
, J(q)q̇ = ẋ, L(q)q̇ = l̇

}
(2.56)

This metric has an implicit formulation making its resolution relatively complex, requiring
using multiple standard methods for polytope evaluation. It first requires finding the limits of
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joint velocities q̇ ∈ Rn based on the limits of the muscle extension velocities l̇ ∈ Rd and then
projecting them to the task space velocities ẋ ∈ Rm.

To the best of our knowledge, polytope Pv in its full implicit form (2.56), has not yet been used
with musculoskeletal models. However, this implicit formulation has been used for Multi-link
Cable-Driven Robots (MCDRs) analysis [110].

Simplified achievable velocity based physical ability metrics, such as manipulability ellipsoids,
considering the joint velocity q̇ limits [70, 111, 112], have been used in the human motion and
ergonomics analysis. As these metrics neglect the muscle extension velocity l̇ limits, polytope
Pv could be used as their more complete alternative.

2.2.6 Stiffness polytope

Stiffness metrics for human musculoskeletal models are used to evaluate the limitations of the
endpoint displacement ∆x ∈ Rm given the known muscle stiffness matrix Km ∈ Rd×d and a
limited range of task space wrenches f ∈ Rm.

f ∈ [fmin,fmax] (2.57)

With a known muscle stiffness matrix Km, that can be determined using the Hill’s muscle
model [113], the joint stiffness matrix Kj ∈ Rn×n can be found using the muscle Jacobian
matrix L(q) ∈ Rd×n

Kj = L(q)KmL(q)T (2.58)

This Joint Space (JS) stiffness matrix Kj can be used to find the robot state dependent task
space stiffness Kc ∈ Rm×m, through the Jacobian matrix J(q) ∈ Rm×n [96, 114, 115]

Kc(q)
−1 = J(q)K−1

j J(q)T (2.59)

Given the range of expected external wrenches (2.57), the polytope of maximal task space
displacements ∆x can then be expressed as

P∆(q) = {∆x ∈ Rm | f ∈ [fmin,fmax] , Kc(q)∆x = f} (2.60)

However, this formulation considers that the external wrench f range (2.57) is inside the human
wrench capacity. In order to make sure that the human’s wrench capacity is not exceeded when
calculating the maximal task space displacement polytope P∆ the external wrench range (2.57)
needs to be intersected with the human’s wrench polytope Pf described in the Section 2.2.3,
the polytope P∆ of task space task space displacement ∆x can then be expressed as

P∆(q, q̇, q̈) = {∆x ∈ Rm | f ∈ [fmin,fmax] ∩ Pf (q, q̇, q̈), Kc(q)∆x = f} (2.61)

If the maximal displacement polytope P∆ is calculated only in relationship to the human’s
wrench capacity Pf , without specifying the expected range of external wrenches (2.57), this
polytope can be expressed in an implicit form

P∆(q, q̇, q̈) ={∆x ∈ Rm | F ∈ [Fmin,Fmax], JT (q)Kc(q)∆x= N(q)F−τb(q, q̇, q̈)} (2.62)

The stiffness polytope P∆ then represents the maximal task space displacement ∆x ∈ Rm that
can be achieved given the human’s muscle tensile forces F ∈ Rd limits (2.35), this polytope
formulation is also called stiffness feasibility region [97].
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The formulation of the polytope (2.60) has relatively low complexity, defined as a projection
of the limits of the external task space wrenches f ∈ Rm to the same dimensional task space
displacements ∆x ∈ Rm. However, the implicit polytope formulation (2.62) is much more
complex as the limits of muscle tension forces F ∈ Rd first need to be projected to the limits of
the joint torques τ ∈ Rn which in term determine the set of task space displacements ∆x ∈ Rm.
While the formulation (2.60) can be resolved with standard polytope resolution algorithms, the
formulation (2.62) requires a combination of multiple methods, making it significantly more
time consuming.

These polytope based metrics however, to the best of our knowledge, have yet to be used with
human musculoskeletal models and Multi-link Cable-Driven Robots (MCDRs). However, their
potential has already been shown for human posture analysis [115] and MCDR design [116]
applications, in their simplified ellipsoid forms.

2.3 Polytope representation of collaboration abilities

Figure 2.2: Illustrative examples of a common collaboration scenario composed of different actors
(humans and robots), from left to right, human-robot, robot-robot, human-human and even two

arms of a human subject can be seen as a collaboration of two musculoskeletal models.

Physical ability metrics are an important tool for analysing how robots and humans comply
with different requirements of tasks. In human-robot collaboration scenarios, these metrics
can be used is to decide if the robot, or the human, is better suited to execute a certain task,
by evaluating their different physical abilities (movement, forces, precision etc.) to the ones
required by the task [117].

However, when it comes to the physical collaboration, where the task is executed jointly by
the human and the robot physically interacting, expressing their common physical abilities is
much more challenging. As their common physical ability is a combination of their individual
abilities, to be able to calculate their common physical ability, they need to be expressed in a
unified form.

Many different physical abilities for humans and robots, can be represented in the polytope
form, as described in Section 2.1 and Section 2.2. Expressing their physical abilities in this
unifying form enables using different efficient tools from the polytope algebra to combine their
individual polytopes, such as Minkowski sums, intersections and convex-hulls. Therefore, given
their individual polytopes of different physical abilities and the physics of their physical inter-
action scenario, different polytope algebra operations can be leveraged to express their common
physical ability in the polytope form as well.

One example of such characterisation has been developed by Lee [11], showing how polytopes
can be used to describe the common velocity capacity of multi-arm collaborative robotic sys-
tem, by intersecting their individual polytopes. However, this approach is yet to be used for
characterising the common capacity of the human-robot interaction, as well as to be extended
to other physical abilities and other collaboration scenarios.
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Therefore, following sections describe the characterisation of different common physical abilities
of the human-robot interaction, based on one classical example of human-robot collaboration
scenario, where the two actors interact physically to manipulate an object that is rigidly fixed
in the end-effector of the robot and in the hand of the human. First, Section 2.3.1 introduces
the physical relationships describing this collaboration scenario, followed by Section 2.3.2 and
Section 2.3.3, giving more specific examples of how these relationships are exploited to calculate
the common force and velocity capacity of a physical human-robot collaboration leveraging the
polytope algebra. Different versions of this scenario are shown on Figure 2.2, ranging from
human-robot interaction to the interaction of the two arms of a human subject, that can be
seen as two separate musculoskeletal models collaborating.

2.3.1 Human-robot collaboration scenario

A classical human-robot physical interaction scenario is considered, where the human operator
and the robot are physically interacting in order to manipulate an object which is rigidly fixed
both in the robot’s end-effector and the human’s hand. A simplified view of this collaboration
scenario is shown on Figure 2.3, while a more general view of this scenario, with different actors
(humans and robots), is shown on Figure 2.2.

Figure 2.3: A collaborative example scenario
where a human and a robot interact over an object
fixed rigidly in the end-effector of the robot and in

the hand of the human.

When it comes to commonly manipulating an
object held by both human and the robot, the
supposition of rigid contact with the object
can be used to formulate the force equilibrium
equation and the relative motion constraints
[118].

As they both apply forces on the object, the
resulting force f the object will exert on the
environment (if in contact with it) or trans-
form into motion follows from the force equi-
librium ( sum of all forces fi is equal to zero ),
and is equal to the sum of the applied forces
by the robot fr and the human fh.

f = fr + fh, moẍ = f (2.63)

If the object is not in contact with the environment, the force f will generate object’s acceler-
ation ẍ in space proportional to its mass mo.

Furthermore, as the object is rigidly attached to both robot and the human, there is no relative
movement possible between the object, human’s hand and robot’s end-effector. According to
this condition, the movement of the object (position x, velocity ẋ, acceleration ẍ, jerk ...

x , etc.)
is equivalent to the movement of both the human’s hand {xh, ẋh, ẍh,

...
x h} and the robot’s

end-effector {xr, ẋr, ẍr,
...
x r}.

xh = xr = x, ẋh = ẋr = ẋ, ẍh = ẍr = ẍ,
...
x h =

...
x r =

...
x (2.64)

These two relationships, considering the rigid contact between the robot, human and the object,
can be used to describe different physical abilities of the human-robot collaboration in the
described scenario. Section 2.3.2 describes exploiting this relationship to calculate the common
force capacity while Section 2.3.3 described the calculation of their common velocity capacity.
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Human polytope 
Robot polytope
Common polytope

Figure 2.4: A collaborative example scenario where a human and a robot interact over an object
fixed rigidly in the end-effector of the robot and in the hand of the human. The force polytope of
the human (red) and the robot (blue) as well as their collaborative polytope (orange) calculated

as a Minkowski sum of their individual polytopes are shown on the right.

2.3.2 Force polytope

When a human operator and a robot are physically interacting in order to manipulate an
object, which is rigidly fixed both in the robot’s end-effector and the human hand, the final
force exerted on the object will be the sum of the forces of the human fh and the force of the
robot fr.

f = fh + fr (2.65)

Their individual force capacity can be expressed in a polytope form, for the human Pfh and the
robot Pfr respectively. Finally, as their forces acting on the object are summed, their common
force capacity on the object can be expressed as

Pf = {f ∈ Rm | f = fr + fh, fr ∈ Pfr, fh ∈ Pfh} (2.66)

Therefore their common wrench capacity can be expressed as a sum of their individual wrench
capacities, corresponding to the Minkowski sum ⊕ in polytope algebra

Pf = Pfr ⊕ Pfh (2.67)

A planar example of this collaboration scenario and the polytopes obtained is in shown on
Figure 2.4.

In more general case, if a collaboration is composed of N actors rigidly holding an object, where
their force capacity is expressed in a polytope form Pfi, then their common force capacity can
be calculated as the Minkowski sum of the N polytopes.

Pf = Pf1 ⊕ Pf2 ⊕ . . . ⊕ PfN (2.68)

Furthermore, the polytope formulations that require calculating the wrench/force capacity, for
both robot’s and human’s, will be combined using Minkowski sum ⊕. Such metrics are human’s
and robot’s wrench/force polytope and stiffness region polytope, as shown in Table 2.1.

2.3.3 Velocity polytope

When a human operator and a robot are physically interacting in order to manipulate an object
which is rigidly fixed both in the robot’s end effector and the human hand, there is no relative
movement of the object with respect to the human’s hand and the robot’s end effector

ẋh = ẋr = ẋ, (2.69)
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Common polytope

Human polytope
Robot polytope

Figure 2.5: A collaborative example scenario where a human and a robot interact over an object
fixed rigidly in the end-effector of the robot and in the hand of the human. The velocity polytope
of the human (red) and the robot (blue) as well as their collaborative polytope (orange) calculated

as an intersection of their individual polytopes are shown on the right.

Once their individual velocity capacity is expressed in polytope form Pvh and Pvr, their common
velocity capacity Pv (the achievable velocities of the object) can then be calculated as

Pv = {ẋ ∈ Rm | ẋ ∈ Pvr, ẋ ∈ Pvh} (2.70)

Geometrically, this operation can be represented as an intersection of their velocity capacities,
and the intersection ∩ operation can be calculated efficiently using polytope algebra.

Pv = Pvh ∩ Pvr (2.71)

A planar example of this collaboration scenario and the polytopes obtained is in shown on
Figure 2.5.

In a more general case where there are N actors (robots and humans) collaborating by rigidly
holding the object, and where their velocity capacity is expressed in a polytope form Pvi, the
common velocity capacity can be calculated as their intersection

Pv = Pv1 ∩ Pv2 ∩ . . . ∩ PvN (2.72)

Furthermore, the polytope formulations characterising robot’s or human’s movement capacity
(velocity ẋ, acceleration ẍ, etc.) will be subject to the same condition (2.64) and will be
combined using the intersection ∩ operation, as shown in Table 2.1.

2.4 Conclusion and synthesis

This chapter brings an overview of the polytope based physical ability characterisations for
humans and robots, with the aim to develop a unified view of their abilities and provide a base
for characterising their common physical abilities. As described in Section 1.1, the literature
proposes many different metrics for quantifying human and robot physical abilities. However,
they are often very different in scope, accuracy, physical interpretation and in many cases
specific to only robots or only humans. The focus of this chapter, as well as this thesis, is
therefore placed on polytope based representations of physical abilities as they are arguably
the most complete and the most accurate characterisations for both robots and humans, based
on their musculoskeletal models.

This chapter brings an overview of the common polytope based representations of humans’ and
robots’ physical abilities in Section 2.1 and Section 2.2, in the attempt to present a systematic
view on their formulations. In this overview, different physical abilities of humans (based on
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musculoskeletal models) and robots are characterised by finding the relationships between their
actuation limits and the achievable sets of different task-related variables. As these relationships
are usually described through their highly nonlinear dynamics and kinematics relationships, in
order to obtain the polytope-shaped representations, the dynamics and kinematics equations
are linearised around a specific state. This approach yields linear and affine transformations of
the actuator limits to the achievable sets of desired task space variables.

Common polytope formulations, described in Section 2.1 for robots and in Section 2.2 for
humans, involve different linearised dynamics and kinematics equations, as well as different
actuation limits. However, they can be represented using a generic formulation

Px = {x ∈ Rm | Ax = By + b, y ∈ Py} (2.73)

where the polytope Px represents the achievable set of the task space variable x ∈ Rm, y ∈ Rk

is the input (actuator) variable limited within input set (actuator limits) Py. The input set
Py is often defined in the form of intervals of different input (actuator) variables, however in
general case it can have a polytope shape as well. The linearised dynamics and kinematics
equations can be represented, in a generic case, using the equation Ax = By+b, where the
matrix A ∈ Rk×m is a linear transformation matrix from the m dimensional output (task) space
to the k dimensional intermediate space, the matrix B ∈ Rk×d is a transformation matrix from
the n dimensional input space to the intermediate space and b ∈ Rk is a bias vector expressed
in the intermediate space. Furthermore, the dimension of output (task) space m is lower than
the intermediate space dimension k ≥m , which is in term lower than the input (actuator)
space dimension n≥ k≥m. This condition comes from the fact that when characterising the
physical abilities, the polytopes map higher dimensional input space (ex. Joint Space (JS) or
muscle force space) to the lower dimensional output space (ex. Cartesian Space (CS)).

Table 2.1 brings a list of the polytope formulations for robots and humans, introduced in
Section 2.1 and Section 2.2 respectively, in a condensed view. The table shows how different
polytope formulations correspond with the generic polytope formulation (2.73), in terms of
system matrices A,B, input, output and bias vectors x,y, b and the input limits Py.

Polytope capacity Eqn. x A B y Input set Py b Cond. Collab.
Robotic manipulators

Velocity 2.8 ẋ Im×m J q̇ [q̇min, q̇max] - Kin ∩
Kin. Acceleration 2.9 ẍ Im×m J q̈ [q̈min, q̈max] ab Kin ∩
Kin. Jerk 2.11 ...

x Im×m J
...
q [

...
q min,

...
q max] jb Kin ∩

Precision 2.15 δẋ Im×m J δq [δqmin, δqmax] - Kin ∩
Force/Wrench 2.17 f JT In×n τ [τmin, τmax] -τb Dyn ⊕
Acceleration 2.22 ẍ Im×m JM−1 τ [τmin, τmax] -ab Dyn ∩
Stiffness 2.30 ∆x JTKc In×n τ [τmin, τmax] -τb Dyn ⊕

Human musculoskeletal models
Velocity 2.56 ẋ Im×m J q̇ P q̇ - Kin ∩
Force/Wrench 2.48 f JT N F [Fmin,Fmax] -τb Dyn ⊕
Acceleration 2.52 ẍ Im×m JM−1N F [Fmin,Fmax] -ab Dyn ∩
Stiffness 2.62 ∆x JTKc N F [Fmin,Fmax] -τb Dyn ⊕

Table 2.1: The list of common polytope formulations for characterising physical abilities of
robots and humans introduced in Section 2.1 and Section 2.2 respectively. The table shows the
correspondence of the common formulations to the generic formulation described by the equation
(2.73). The table further specifies if the polytope formulations is specified in kinematic or dynamic
conditions. Finally, the table shows the necessary polytope algebra operator in order to characterise

the common abilities in the collaboration scenario described in Section 2.3.1.
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Polytopes, apart from being able to accurately represent both human’s and robot’s physical
abilities, enable combining their individual polytopes for characterising the common physical
abilities when interacting physically to execute different task. Given the physical ability of
interest and the physics of the human-robot physical interaction scenario, different polytope
algebra tools, such as Minkowski sum or intersection, can be used to express the common
physical ability of their interaction in the polytope form as well.

Section 2.3, demonstrates the use of different polytope algebra operations to characterise force
and movement capacity of the human-robot collaboration in one classical collaboration scenario,
where the human and the robot jointly manipulate an object. In the context of the same
scenario, Table 2.1 shows the polytope algebra operators (Minkowski sum ⊕ and intersection
∩) used to combine their individual polytopes to characterise their different physical abilities
as one system.

In summary, polytopes enable accurate representation of human’s and robot’s physical abil-
ities, as well as characterising their common physical abilities when collaborating physically
to execute a task. In that way, this representation provides tools to create more advanced
collaboration scenarios. Accurate representation of robot’s physical abilities enables exploit-
ing its abilities fully when designing its tasks, creating the adapted robot control strategies
or planning for its trajectories. On the other hand, accurate representation of human’s abil-
ities enables assessing the task ergonomics and making sure that human’s capacity is never
surpassed. Additionally, it enables creating more human-centered robot behaviours, where the
robot adapts its assistance level to the lacking physical abilities of the human operator. Finally,
a unified representation of their individual and common physical abilities might enable new
task scheduling techniques capable of assessing if different tasks are more suitable for robots,
human operators or are they more suitable for their collaboration.

However, polytope formulations, as introduced in Section 2.1 and Section 2.2, need to be trans-
formed to more standard representations in order to be used in practical implementations. The
two most common ways to represent a polytope are as a set of vertices, or as a set of inequal-
ity constraints corresponding to its faces. Depending on the polytope formulation structure
different transformation strategies, to the one of these forms, need to be employed, where the
computational efficiency of the transformation operation can vary significantly with respect to
the formulation complexity. Therefore, the following chapter (Chapter 3) focuses on providing
a generic view on different formulation families present when characterising physical abilities
of humans and robots, with the aim to specify different polytope transformation strategies
applicable to each of the families as well as to discuss their computational complexity.





35

Chapter 3

Transforming polytopes to standard
representations

As described in Chapter 2, polytope algebra offers efficient means of representing and ma-
nipulating the physical abilities of humans and robots. However, using polytopes in practical
applications requires transforming them to standard representations, for example into a set of
vertices or a set of inequality constraints, corresponding to their faces. The algorithms used
to transform the polytopes to these representations, known as vertex enumeration and facet
enumeration methods, have been extensively studied in the literature [71]. However, their
applicability often depends on specific polytope formulations and their efficiency is influenced
by the complexity of the polytope itself (e.g., the number of vertices and faces).

In the previous chapter, Section 2.4 introduced a generic polytope formulation unifying all the
common polytope representations of human and robot physical abilities. However, this formu-
lation is not directly suitable for the standard polytope transformation strategies. Therefore,
in this chapter, Section 3.2 proposes a structured view on the different families of polytope
formulations derived from the unified formulation, namely the intersection and the projection
formulations, as well as their special cases.

Section 3.3 then provides an overview of different polytope transformation strategies in the
literature, for the introduced families of polytope formulations. The section starts with the
overview of generic strategies for converting between standard (vertex and half-plane) represen-
tation, followed by an overview of specialised methods for different families of introduced poly-
tope formulations. In addition to providing an overview of the applicable methods, the section
discusses the efficiency of the proposed methods and their limitations. Moreover, Section 3.3
discusses the use of different polytope approximation strategy for improving the transformation
efficiency for high-dimensional polytopes that are intractable with standard methods. Finally,
Section 3.3.5 brings a condensed view of the proposed overview in a form of Table 3.2.

The final two section of this chapter introduce two theoretic and algorithmic contributions of
this work regarding the efficient transformation of polytopes. Section 3.4 introduces an effi-
cient vertex enumeration algorithm for a specific polytope formulation called the intersection
formulation with interval input set, introduced in Section 3.2.2. The algorithm exploits the
hyperrectangle geometry of the input set which significantly reduces the computational com-
plexity of the algorithm and lowers execution time. The algorithm’s performance is compared
against the state-of-the-art methods on the use case of the robot’s wrench capacity polytope,
described in Section 2.1.5.

Section 3.5 introduces a new polytope approximation algorithm developed directly for the uni-
fied polytope formulation, introduced in the previous chapter. Therefore, this polytope trans-
formation strategy is suitable for all common polytope based physical ability characterisation



36 Chapter 3. Transforming polytopes to standard representations

Figure 3.1: Figure illustrating the vertex (V) and half-plane (H ) representations of a polytope
on a simple planar example. Image on the left shows the V-representation as a Convex-Hull of
the specified vertices. Images on the right show the H -representation as an intersection of the

half-planes (lines in 2D) representing the faces of the polytope Px.

introduced in the previous chapter. However, it is particularly well suited for high-dimensional
problems, where the standard exact methods often have intractable execution times. Such high
dimensional problems are common when it comes to characterising human’s physical abilities
based on musculoskeleral models. The performance of this algorithm is tested on the challeng-
ing use case of the human’s wrench capacity polytope, and compared to the state-of-the-art
methods.

3.1 Common polytope representations

When it comes to polytopes Px characterising the convex sets of variables x ∈ Rm, the most
commonly used representations in literature are the so-called vertex or V and half-plane or
H -representation [71, 119].

The vertex or V-representation consists in specifying a list of polytope’s vertices xvi ∈ Rm,
such that the polytope is defined as their Convex-Hull Conv (·)

Px = Conv (xv1, xv2, . . . , xvNv) (3.1)

where Nv is the number of vertices. Figure 3.1 (left) shows a graphical interpretation of the
vertex representation on the example of planar (m=2) polytope.

The half-plane or H -representation, on the other hand, is defined as the intersection of the
half-planes forming the faces of the polytope

Px = {x ∈ Rm | Hx ≤ d} (3.2)

where the matrix H ∈ RNf×m is composed of Nf normal vectors ni ∈ Rm of the half-planes
corresponding to the Nf faces of the polytope, while vector d ∈ RNf contains their displace-
ment di from the origin. Figure 3.1 (right) shows a graphical interpretation of the half-plane
representation on the example of planar (m=2) polytope.

Several alternative polytope representations were proposed recently, such as theZ-representation
[120] where the polytopes are represented as polynomial zonotopes, and theM-representation
[121] which is a more compact special case of the Z-representation. These representations
offer an improved efficiency of conducting polytope algebra operations, with respect to the
traditional H and V-representations. However, despite these advancements, their practical
applications are still quite limited, primarily due to the challenging computational complexity
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involved in transforming polytopes into these alternative representations.

Representing polytopes in these standard forms enables using different efficient tools from com-
putational geometry and polytope algebra to perform operations over polytopes and provides
tools for exploiting them in practical applications. However, in many cases polytope formula-
tions do not correspond neither to the V nor H -representation. As a result, many algorithms
are developed in the literature transforming different polytope formulations into one of the two
standard forms. The algorithms transforming the polytopes to the V-representation are often
called vertex enumeration algorithms and to the H -representation of are called facet enumer-
ation algorithms [122]. The appropriate choice of suitable polytope transformation algorithm,
and its complexity, depends on various factors such as the polytope formulation, the desired
polytope representation (V orH ), and potentially the time constraints for algorithm execution
(online or offline).

Therefore, Section 3.2 brings a structured overview of different polytopes, especially the ones
occurring when characterising different physical abilities of humans and robots, and classifies
them with respect to their formulation. Section 3.3 then exploits this classification to provide
an overview of their applicable polytope transformation strategies and briefly discusses their
efficiency.

3.2 Generic view on physical ability polytope formulations

This section aims to present a generic perspective on different families of polytope formula-
tions commonly found when characterising the physical abilities of humans and robots. These
polytopes are categorised based on their formulation to facilitate the choice of applicable algo-
rithms.

From a generic standpoint, physical abilities represented in the shape of polytopes Px can be
seen as feasible sets of output (task space) variables x ∈ Rm, produced by applying a linear
transformation on the input (actuation space) variables y ∈ Rn, bounded within (actuator
limits) y ∈ Py. As described in the previous chapter (Section 2.4), the polytope formulations
for characterising physical abilities can be expressed in a unified generic form

Px = {x ∈ Rm | Ax = By + b, y ∈ Py} (3.3)

where matrices B ∈ Rk×n and A ∈ Rk×m present the linear transformation of the n dimensional
input to m dimensional output space, through the k dimensional intermediate space, while
b ∈ Rk is a bias vector. Furthermore, in the context of this work, the dimension of output
space m is considered to be lower or equal to the intermediate space dimension k≥m , which
is in term lower or equal to the input space dimension n≥ k≥m. In practice, this condition
implies that the human or the robot model considered have at least the same number of degrees
of freedom (DOF) as the dimension of the output space m.

This compact and implicit formulation represents a unified view of different physical ability
polytope formulations. However, depending on the structure of the matrices A and B, as
well as on the form of the input set Py, different algorithms are required to transform this
formulation to its standard representations (H and V).

One important factor for determining the complexity of the polytope transformation, and the
choice of the suitable algorithm, is the shape of the input set, corresponding to the limits of
the input variable y ∈ Rn limits. There are two most common forms that can be considered:
interval form Iy and polytope form Py.
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The interval shaped Iy input set is specified in a form of min-max intervals

Iy = {y ∈ Rn| ymin ≤ y ≤ ymax} (3.4)

In a geometric sense, these individual intervals of the input variable y can be visualised as an
n-dimensional hyperrectangle, also known as a hyperbox or an orthotope. Each axis i of the
hyperrectangle corresponds to an interval yi ∈ [yi,min, yi,max].

More generally, rather than an interval Iy, the input set can be defined as any convex polytope
(ex. set of linear constraints in its H -representation).

Py = {y ∈ Rn| Hyy ≤ dy} (3.5)

As polytopes Px are then defined as linear transformations Ax = By+b of the input set
(intervals Iy or polytope Py shaped) from the input space to the output space, the structure
of the linear transformation (matrices A and B) has a direct impact on the complexity of the
formulation, as well as on the choice of the algorithm. Therefore, in this work, the distinction
between two generic families of polytope formulations is proposed, derived from the unified
formulation (3.3): the projection formulation, where matrix A is identity matrix A = Im×m,
and the intersection formulation, where B = In×n.

3.2.1 Projection formulation
 

 

 

  

Figure 3.2: An example (m = 2, n = 3) of constructing two different projection formulation
polytopes, from the same input set Py. Polytopes Px1 and Px2 represent linear affine transforma-

tions of the input set Py using two different transformation matrices B1 and B2.

The projection formulation is defined through a linear affine transformation of the n dimen-
sional input space y ∈ Rn to the m dimensional output space x ∈ Rm using the projection
matrix B ∈ Rm×n

Px = {x ∈ Rm | x = By + bx, y ∈ Py} (3.6)

where bx ∈ Rm is a constant bias vector, defined in the output space. The name projection
formulation comes from the fact that the polytope Px, in this formulation, is a projection of
the n dimensional input set Py to the m dimensional output space Rm [123].

A graphical representation of the projection formulation (3.6) is shown on Figure 3.3, where two
different output polytopes Px are constructed applying different affine transformation matrices
B on the same input set Py.

Zonotope formulation

If the input space has the interval shape Iy, the final polytope Px, defined by the equation
(3.6), has a zonotope form. In that case the polytope Px can be represented as a Minkowski
sum of n line segments Li, each one corresponding to one axis range [yi,min, yi,max] of the input
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set Iy projected to the output space using the matrix B. [124]

Px = L1 ⊕ · · · ⊕ Ln (3.7)

where the i-th line segment Li can be expressed through i-th line vector bi of the matrix B

Li = {x ∈ Rm | x = biyi + bx, yi ∈ [yi,min, yi,max]} (3.8)

 

 

 

 

Figure 3.3: A graphical example (m = 2, n = 3)
of constructing the zonotope shaped polytope Px

from the interval input set Iy.

These line segments are often called compo-
nents or generators of the zonotope Px [125].

More generally, for any zonotope shaped in-
put set Py, expressed as a Minkowski sum of
the generators Lyi

Py = Ly1 ⊕ Ly2 ⊕ · · · (3.9)

polytope Px is a zonotope as well. The gener-
ators Li of the polytope Px correspond to the
generators Lyi of the input set Py, projected
to the output space using the equation (3.6).
Therefore, polytope Px has the same number
of generators Li as the zonotope Py, which can be expressed as

Li = {x ∈ Rm | x = By + bx, y ∈ Lyi} (3.10)

Zonotopes are highly structured and central symmetric shapes, hence transforming them to
appropriate representations (H and V) is in many cases more efficient than for generic poly-
topes.

3.2.2 Intersection formulation

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4: An example (m = 2, n = 3) of constructing a intersection formulation polytope Px

from the input set Py. First the image Im (A) of the matrix A is intersected with the input set
Py, then this intersection is projected to the output space using the pseudo-inverse A+.

The intersection formulation, on the other hand, is expressed by a matrix equation Ax = y.
It can be interpreted as a linear transformation in the opposite direction [126], from the m
dimensional input space x ∈ Rm to the n dimensional output space y ∈ Rn, using the projection
matrix A ∈ Rn×m

Px = {x ∈ Rm| Ax = y + by, y ∈ Py} (3.11)

where by ∈ Rn is a constant bias vector, defined in the input space. The name intersection
formulation comes from the fact that the polytope Px is no longer just a projection of the input



40 Chapter 3. Transforming polytopes to standard representations

set Py to the m dimensional output space, but rather a projection of its intersection with the
image Im (A) of matrix A. A graphical representation of the intersection formulation (3.11) is
shown on Figure 3.4, where the intersection Py∩Im (A) and the final polytope Px are denoted
in blue.

The main difficulty of the intersection formulation (3.11) is that it is defined as an inverse
projection, from the m dimensional output space to the n dimensional input space [126].
In order to inverse this relationship, an equivalent projection formulation polytope can be
constructed by characterising the intersection Py ∩ Im (A).

Equivalent projection formulation

In order to express the intersection formulation in the projection form, it is necessary to
inverse the relationship y = Ax, considering by = 0. If the input and output space have
the same dimension n = m, A is invertible and the inverse relationship can be easily obtained
as x = A−1y.

 

 

 

Figure 3.5: An example (n = 2,m = 1) of
applying the image projector AA+ in the input
space, the input set Py is shown in grey and the
image Im (A) in blue. As the input vector ya

belongs to the image Im (A) its multiplication
with AA+ results in the same vector. yb does
not belong to the image and AA+ results in
y′
b, its orthogonal projection onto the image
Im (A) is outside the input set Py.

However, in the more general case, the input space
is higher dimensional n > m, making matrix A not
invertible. In such cases the inverse relationship
can be obtained using the left pseudo-inverse of
matrix A

x = (ATA)−1ATy = A+y (3.12)

Due to the fact that, in the general case, the op-
eration x = A+y is not bijective, the input vec-
tor y′ = Ax corresponding to the output vector
x = A+y does not correspond to the original in-
put vector y

y′ = Ax = A(A+y) ̸= y (3.13)

making it possible that the input vector
y′=AA+y no longer respects the input set Py

y′ = AA+y /∈ Py (3.14)

The matrix AA+ represents an orthogonal projector matrix to the image space Im (A) of
the matrix A [127, Chapter 5.5.4]. Therefore, for any input vector y belonging to the image
Im (A), the multiplication by AA+ results in itself [128, Chapeter 1.3.1]

y = AA+y, ∀y ∈ Im (A) (3.15)

However, for any input vector y not belonging to the image Im (A), multiplying it with the
matrix AA+ will result in its orthogonal projection to the image Im (A). As shown in the
graphical example on Figure 3.5, even though the original y respects the input set Py, its
orthogonal projection onto the image AA+y does not is some cases.

Therefore, having ensured that all the inputs y belong to the image Im (A), the pseudo-
inverse A+ provides a unique inverse solution to the equation y = Ax. Then, the new input
set, respecting the limitations y ∈ Py and ensuring the unique inverse solution, can be found
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Figure 3.6: A comparative view of the projection (left) and intersection (right) polytope formu-
lation using the same input space (middle). In the projection formulation, the whole input space
Py is projected using the matrix B to the output space to obtain the polytope Px (grey left).
In the intersection formulation, first the intersection of the input space Py with the image of the
matrix A is found (blue middle) Im (A)∩Py, then this intersection can be projected to the output

space using the pseudo-inverse A+ of the matrix A to obtain the polytope Px (blue right).

as the intersection
y ∈ Im (A) ∩ Py (3.16)

By exploiting the new input set and using the pseudo-inverse A+, the equivalent formulation
of the the initial intersection polytope Px can be expressed as

Px = {x ∈ Rm | x = A+y +A+by, y ∈ Im (A) ∩ Py} (3.17)

Using the formulation (3.17), in practice, often requires characterising the image y ∈ Im (A)
in a set form as well. As shown in expression (3.15), all the vectors y belonging to the image
Im (A), when multiplied with the image projector AA+ result in themselves (y−AA+y = 0).
This relationship can be exploited to formulate a compact set form of the image Im (A)

Im (A) = {y ∈ Rn | (In×n −AA+)y = 0, y ∈ Rn} (3.18)

Figure 3.4 provides a graphical representation of the mapping (3.17), showing the intersection
Im (A) ∩ Py and the final polytope Px, being its projection to the output space x ∈ Rm.

The intersection formulation is generally more computationally complex to work with than the
projection formulation, as it often requires characterising the intersection Im (A) ∩ Py. The
graphical comparison of the construction of both intersection and projection polytopes from
the same input set is shown on Figure 3.6.

3.2.3 Combined cases

Physical ability polytopes described in Section 2.2 contain two special cases consisting in the
combination of intersection and projection polytope formulations: intersection-projection and
projection-intersection formulation.
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Figure 3.7: An example (n = 3, k = 2, m = 1) of a construction of the intersection-projection
polytope Px from the input set Py. Geometrically, first the input set Py is projected to the inter-
mediate space Rk to obtain the projection polytope Pz (yellow). Then this polytope is intersected
with the image Im (A) of matrix A (blue middle). Finally the intersection Pz∩Im (A) is projected
to the output space with the pseudo-inverse A+ to obtain the final 1D polytope Px (blue right).

3.2.3.1 Intersection-projection formulation

The unified generic polytope formulation given by the equation (3.3) can be seen as a special
case of the polytope formulation that contains both intersection and projection formulation

Px ∈ {x ∈ Rm | Ax = z + bz︸ ︷︷ ︸
intersection

, z = By︸ ︷︷ ︸
projection

, y ∈ Py} (3.19)

where x ∈ Rm is the output vector, y ∈ Rn is an input vector and z ∈ Rk is an intermediate
space vector, where n≥ k ≥m. Matrix B ∈ Rk×n is a projector matrix from n dimensional
input space to the k dimensional intermediate space, matrix A ∈ Rk×m is a projector matrix
from m dimensional output space to the k dimensional intermediate space and bz ∈ Rk is the
bias vector, defined in the intermediate space.

In this work, this polytope formulation is named intersection-projection as it is a special case
of a intersection formulation (3.11) with polytope shaped input set which has the projection
formulation. The final polytope Px can be expressed as

Px ∈ {x ∈ Rm | Ax = z + bz, z ∈ Pz} (3.20)

where its input set polytope Pz is defined using the projection formulation

Pz ∈ {z ∈ Rk | z = By, y ∈ Py} (3.21)

This formulation can also be transformed to an equivalent projection formulation, as described
for the intersection formulation is Section 3.2.2, resulting in a polytope

Px = {x ∈ Rm| x = A+z −A+bz, z + bz ∈ Im (A) ∩ Pz} (3.22)

However, this polytope formulation is much more computationally complex than both intersec-
tion and projection formulation, as it requires first computing the projection polytope Pz and
then finding the intersection Im (A)∩Pz in order to find the polytope Px. A graphical example
of constructing the intersection-projection formulation polytope is shown on Figure 3.7.

Remark. This formulation corresponds to the formulations of the wrench and stiffness capacity
polytopes for human musculoskeletal models, described in Section 2.2.3 and Section 2.2.6.
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Figure 3.8: An example (n = 3, k = 2, m = 1) of a construction of the projection-intersection
polytope Px from the input set Py. Geometrically, first the input set Py is intersected with the
image Im (A) of the matrix A (yellow left). The intersection Py ∩ Im (A) is then projected to
the intermediate space using the pseudo-inverse A+ to obtain the polytope Pz (yellow middle).
Finally, an affine transformation B is applied to the polytope Pz to transforming it to the final

polytope 1D (m = 1) Px (blue right).

3.2.3.2 Projection-intersection formulation

A different special case of polytope formulation combining both projection and intersection
formulation can be expressed as

Px ∈ {x ∈ Rm | x = Bz + bx︸ ︷︷ ︸
projection

, Az = y︸ ︷︷ ︸
intersection

, y ∈ Py} (3.23)

where x ∈ Rm is the output vector, y ∈ Rn is an input vector and z ∈ Rk is an intermediate
space vector, where n≥ k ≥m. Matrix A ∈ Rn×k is a projector matrix from n dimensional
input space to the k dimensional intermediate space, matrix B ∈ Rm×k is a projector matrix
from k dimensional intermediate space to the m dimensional output space and bx ∈ Rm is the
bias vector, defined in the output space.

In this work, this polytope formulation is named projection-intersection as it is a special case
of a projection formulation (3.6) with polytope shaped input set which has the intersection
formulation. The final polytope Px can be expressed as

Px ∈ {x ∈ Rm | x = Bz + bx, z ∈ Pz} (3.24)

where its input set polytope Pz is defined using the intersection formulation

Pz ∈ {z ∈ Rn | Az = y, y ∈ Py} (3.25)

This formulation can also be transformed to an equivalent projection formulation, using the
same procedure described in Section 3.2.2, resulting in a polytope

Px = {x ∈ Rm| x = BA+y + bx, y ∈ Im (A) ∩ Py} (3.26)

This polytope formulation is again much more computationally complex than both intersection
and projection formulation, as it requires first computing the intersection y ∈ Im (A)∩Py, fol-
lowed by the projection BA+y. A graphical example of constructing the projection-intersection
formulation polytope is shown on Figure 3.8.
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Remark. This generic formulation corresponds to the formulation of the velocity capacity
polytope for human musculoskeletal models, described in the Section 2.2.5.

3.2.4 Synthesis of polytope formulations

Section 3.2 proposes a structured view on different families of polytope formulations, with the
aim to group the polytope formulations that can be used with the same polytope transformation
algorithms. The discussed families are based on the generic polytope formulation (3.3),

Px = {x ∈ Rm | Ax = By + b, y ∈ Py} (3.27)

which, as described in Chapter 2 (synthesis Section 2.4), unifies all the common polytope
representations for characterising physical abilities of robots and humans.

There are two main families of polytope formulations discussed in this section: projection and
intersection polytope formulation.

The projection formulation (3.47) corresponds to the specific case of the formulation (3.27)
where the matrix A is an identity matrix Im×m. The projection formulation is defined as the
linear affine transformation of the input set Py into the output space through the matrix B,
forming the polytope Px.

The intersection formulation (3.11) corresponds to the specific case of the formulation (3.27)
where matrix B is an identity matrix In×n. As described in Section 3.2.2, the polytopes Px
expressed in this formulation can be seen geometrically as a linear projection of the intersection
of the input set Py and the image space Im (A) of the matrix A, to the output space.

Furthermore, two special cases of these formulations are discussed in Section 3.2.3 intersection-
projection formulation, corresponding to the intersection polytope where the input set Py
has the projection formulation, and projection-intersection formulation, corresponding to the
projection polytope where the input set Py has the intersection formulation.

Table 3.1 shows, in a condensed manner, how the introduced polytope forms correspond to the
generic formulation (3.27).

Formulation Eqn. x A B y Input set Py b

Projection 3.6 x ∈ Rm Im×m B y ∈ Rn Py bx ∈ Rm

Intersection 3.11 x ∈ Rm A In×n y ∈ Rn Py by ∈ Rn

Combined cases
Intersection-projection 3.19 x ∈ Rm A B y ∈ Rn Py bz ∈ Rk

Projection-intersection 3.23 x ∈ Rm Im×m B z ∈ Rk Pz bx ∈ Rm

Table 3.1: Ths table brings the correspondence in the introduced polytope formulations and the
generic formulation (3.27).

The following sections leverage the proposed view on different polytope formulations and pro-
vide an overview of standard algorithms for transforming these families of polytope formulations
to standard polytope representations (H and V).

3.3 An overview of polytope transformation strategies

Transforming polytopes to their standard representations (V and H ) is a well studied problem
in literature. Over the years, many efficient algorithms [122, 129, 130] have been proposed
for vertex enumeration, finding the V-representation, and facet enumeration, finding the H -
representation.
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However, the algorithms are often developed for a specific polytope formulation, where their
efficiency might vary considerably with the size of the problem (dimension of input and output
spaces) [131] and the complexity of the evaluated polytope (number of faces and vertices) [132].
Therefore, the choice of the appropriate polytope transformation algorithm depends on to the
polytope formulation, the representation required by the application, as well as the required
time-efficiency.

This section brings a non-exhaustive overview of standard algorithms for transforming differ-
ent polytope formulations (intersection and projection) with different input set shapes (interval
Iy and polytope Py) into different standard representations (V and H ). Additionally, Sec-
tion 3.3.4 discusses different polytope approximation strategies in the context of improving the
efficiency of the vertex and half-plane evaluation. Finally, Section 3.3.5 brings a condensed
view of the proposed overview in a form of Table 3.2.

3.3.1 Standard polytope representation conversion algorithms

Converting polytope representations from half-plane (H ) to vertex (V) and vice-versa is a
well studied problem in literature. Many different algorithms have been developed capable of
performing the transformations in both directions, with various degrees of efficiency.

There are two main families of approaches developed in the literature: Incremental Algorithms
(INA) and Graph Traversal Algorithms (GTA) [133, Chapter 8.] [134].

Incremental Algorithms (INA) construct the V-representation of polytopes by iteratively in-
tersecting the half-planes defined by the H -representation, while keeping only the intersection
points that correspond to the vertices of the polytope. These methods construct the H -
representation in an iterative manner as well, by constructing the half-plane equations from
the vertices and keeping only the ones corresponding to the faces of the polytope. Examples of
incremental algorithms are the Double-Description Method (DDM) [129, 135] or the Beneath
and beyond method [136].

Graph Traversal Algorithms (GTA) are based on representing the polytope in a form of a graph
of its vertices connected by its edges. This graph is then traversed in different fashions in order
to obtain all the vertices (V-representation) and faces (H -representation) of the polytope.
Examples of such methods are the Pivoting Method (PIM) by Bremner et al. [122], the Gift-
wrapping algorithm by Seidel [137] of the Reverse search algorithm by Avis and Fukuda [130]

A comprehensive review of different conversion algorithm was proposed by Avis et al. [134],
comparing the efficiency of different families of algorithms on different standard polytope bench-
marks, as well as their available implementations. In general, the GTA methods are more
efficient for higher dimensional problems, while INA methods are more efficient for lower di-
mensional problems, for dimensions up to 12 [133, Chapter 8.3].

These methods are standard building blocks for using polytopes in practical applications as
well as for computing different operations over polytopes, such as intersections, Convex-Hulls
and Minkowski sums (described in Appendix A). However, the polytope formulations families
described in the previous section are not expressed neither as H nor V-representation. There-
fore, these formulations require either additional steps in order to be used with standard INA or
GTA algorithms, or in some cases, dedicated algorithms that are specific to their formulations.

3.3.2 Strategies for the intersection formulation

This section brings an overview of approaches used for transformation of polytopes with the in-
tersection formulation, described in Section 3.2.2, into their respectiveV andH -representation.
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Figure 3.9: An example of constructing an intersection formulation polytope with an m = 2
dimensional output space and an n = 3 dimensional input space. The input set Py has a polytope
form, and its intersection with the image of the matrix A is shown in blue (left). The final polytope

Px is shown in blue as well (right).

The polytopes with the intersection formulation can be expressed as

Px = {x ∈ Rm| Ax = y + by, y ∈ Py} (3.28)

where y ∈ Rn, by ∈ Rn are the n dimensional input vector and input bias, x ∈ Rm is the
m dimensional output vector, A ∈ Rn×n is a transformation matrix from output to the input
space and Py is the input set.

The geometrical representation of the polytope Px defined by (3.28) is shown on Figure 3.9,
for the example of n = 3 dimensional input set Py and m = 2 dimensional polytope Px. The
resulting polytope Px is an affine projection of the intersection of the input polytope Py and
the image Im (A) of the matrix A into the lower dimensional output space. As shown on
Figure 3.9, the vertices and faces of the polytope Px do not correspond to the projection of the
vertices and faces of the input polytope Py. Rather, as discussed in Section 3.2.2, the polytope
Px is generated by projecting the intersection Im (A) ∩ Py, of the polytope Py and the image
Im (A) of the matrix A, to the output space. Therefore, there is a unique mapping between
the vertices and faces of the intersection Im (A) ∩ Py, and the vertices and the faces of the
polytope Px, given through the pseudo-inverse inverse [128] of the matrix A.

Algorithms for finding the V and H -representation vary in complexity, depending on the
structure of the input set Py.

3.3.2.1 Finding the H -representation

If the input set Py is expressed in its H -representation

Py = {y ∈ Rn | Hyy ≤ dy} (3.29)

then finding theH -representation of the polytope Px is straightforward, by replacing the vector
y with Ax− by in the equation above

Px = {x ∈ Rm | HyAx ≤ dy −Hyby} (3.30)

Even though thisH -representation (3.30) of the polytope Px follows directly from its definition
and can be easily expressed, it might not be minimal. This means that even though the equation
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(3.30) is correct and fully describes the polytope Px, there might be some redundant half-
planes. Many algorithms have been developed over the years for removing the redundant half-
planes equations [138], and their computational complexity is generally equivalent to solving
a series of Linear Program (LP) problems [139],[133, Chapter 7.2]. Therefore, depending on
the application and the computational complexity of the polytope description necessary, such
techniques can be used to reduce the equation (3.30) to the minimal set of linear constraints.

However, if the polytope Py is not expressed in H -representation, in most cases the most
efficient strategy is to first transform it to its H -representation and the apply the manipulation
described above. For example if the polytope Py is expressed by its V-representation,

Py = Conv (yv1, yv2, . . .) (3.31)

where yvi ∈ Rn are the vertices of Py. These vertices can be transformed to theH -representation
using the techniques described in Section 3.3.1, which can then be used with the above described
approach (3.30) to obtain the H -representation of the polytope Px.

Therefore, when it comes to finding the H -representation of the polytope Px, the main com-
plexity comes form determining the H -representation of the input set Py. The input set Py,
in general case, can have any formulation, not necessarily corresponding neither to the V nor
to the H -representation.

Therefore, in the remainder of this section three special cases of the input set formulations are
discussed: intersection and projection formulation of the input set Py, as well as the interval
form Iy.

Special case: intersection formulation

If the input set Py has the intersection formulation itself

Py = {y ∈ Rn | Cy = z + bz, z ∈ Pz} (3.32)

where z ∈ Rk is a new its k dimensional input vector, bounded within the set Pz, bz ∈ Rk is
the bias vector and the matrix C ∈ Rk×n is a projector form the n dimensional space to the k
dimensional space, where k ≥ n.

Then the two intersection formulations can be combined into the new polytope Px, by replacing
y with Ax− by

Px = {x ∈ Rm | CA︸︷︷︸
A′

x = z + bz + Cby︸ ︷︷ ︸
b′z

, z ∈ Pz} (3.33)

This new combined polytope has the intersection formulation as well, where the polytope Pz
becomes its input set. Therefore, all the approaches described Section 3.3.2.1 are valid for this
polytope respectively.

Special case: projection formulation

The case where the input set Py has the projection formulation corresponds to the combined
special case called intersection-projection formulation, described in Section 3.2.3.1.

The most straightforward approach to finding theH -representation of the polytope Px consists
in first finding the H -representation of the input set Py. Then the above described method
(3.29-3.30) can be used to find the final H -representation of the polytope Px.

The common strategies for finding the H -representation of polytopes with the projection for-
mulation are described in Section 3.3.3.
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Figure 3.10: An example of the constructing an intersection formulation polytope with m = 2
dimensional output space and n = 3 dimensional input space. The intersection Im (A)∩Iy of the
hyperrectangle shaped input space Iy with the image of the matrix A is shown in blue (left). This
intersection can be projected to the output space using the inverse of the matrix A to obtain the

polytope Px (blue right).

Special case: Interval form Iy

The intersection polytope formulation (3.28) with the interval limits

Iy = {y ∈ Rn | y ∈ [ymin,ymax]} (3.34)

is a spacial case of the intersection polytope formulation where the input space limits are
defined as independent min-max ranges

Px = {x ∈ Rm | Ax = y + by, ymin ≤ y ≤ ymax} (3.35)

Figure 3.10 graphically represents the construction the polytope Px from the input set Iy.

When the input set has the interval form Iy the H -representation of the polytope Px can be
found directly by substituting y with Ax − by in the interval equation y ∈ [ymin,ymax] and
rewriting it in the matrix from [

A
−A

]
︸ ︷︷ ︸

Hx

x ≤
[
ymax + by
−ymin + by

]
︸ ︷︷ ︸

dx

(3.36)

where matrix Hx ∈ R2n×m and the vector dx ∈ R2n can be used to express theH -representation
of the polytope Px

Px = {x ∈ Rm| Hxx ≤ dx} (3.37)

However, as discussed at the beginning of Section 3.3.2.1, additional steps might be necessary
to remove the redundant half-plane equations within the matrix Hx and the vector dx.

3.3.2.2 Finding the V-representation

Finding the V-representation of polytopes with the intersection formulation, is a much more
complex operation with respect to finding the H -representation.

In general, finding the V-representation of the polytope Px, is performed by first finding its
H -representation, as described in the previous section (Section 3.3.2.1). Then, depending on
the size of the problem, different standard representation conversion algorithms, described in
Section 3.3.1, can be used to obtain its V-representation.
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However, as the special case of the intersection formulation, where the input set has interval
shape Iy, is particularly present in the robotics literature, several efficient algorithms have been
proposed for finding its V-representation directly.

Special case: Interval form Iy

When the input set has interval shape Iy, the compact form of this polytope Px with the
intersection formulation can be expressed as

Px = {x ∈ Rm | Ax = y + by, y ∈ [ymin, ymax]} (3.38)

Several efficient algorithms were developed for finding all the vertices of polytopes with this for-
mulation. These algorithms, exploit the geometry of the problem and provide better efficiency
than the standard conversion INA or GTA based methods.

An efficient algorithm for vertex enumeration of the intersection type polytope is proposed by
Gouttefarde et al. [140]. The algorithm assumes that the output space dimension is always
m = 2, in which case, the polytope Px becomes a 2D polygon. The algorithm then exploits the
2D geometry of the problem and efficiently navigates the boundaries of the polygon in search
for extremities. However, this algorithm does not scale well to higher dimensional problems.

A different algorithm, finding theV-representation of the intersection polytope Px with interval
limits Iy, is proposed by Chiacchio et al. [35]. The algorithm leverages the hyperrectangle ge-
ometry of the interval input set Iy and performs an efficient exhaustive search through its faces.
This algorithm has been improved by Sasaki [106], significantly reducing the computational
complexity by exploiting the geometry of the intersection of the hyperrectangle (interval) Iy
and the image of matrix Im (A). Moreover, this improved algorithm is based on the equivalent
projection formulation of the intersection polytope, described in the Section 3.2.2.

Px = {x ∈ Rm | x = A+y +A+by, y ∈ Im (A) ∩ [ymin,ymax]} (3.39)

Both of these algorithms, Chiacchio et al. [35] and Sasaki [106], are based on the efficient
exhaustive search of the hyperrectangle Iy faces. However, the number of faces of the hyper-
rectangle grows exponentially with the input space dimension

Nn,k = 2n−k

(
n

k

)
where n is the dimension of the input space, Nn,k is the number of the k dimensional hyper-
rectangle faces. Therefore, as the dimension of the input space n grows, the computational
efficiency of these algorithms decreases exponentially.

3.3.3 Strategies for the projection formulation

This section brings a short overview of methods used for the transformation of polytopes with
projection formulation, described in Section 3.2.1, into their respectiveV andH -representation.

The projection polytope (3.6) with polytope input set Py can be expressed as

Px = {x ∈ Rm| x = By + bx, y ∈ Py} (3.40)

where y ∈ Rn is an n dimensional input vector, x, bx ∈ Rm are the m dimensional output
vector and bias, while B ∈ Rm×n is a transformation matrix from input to the output space.
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Figure 3.11: An example of the constructing a projection formulation polytope with m = 2
dimensional output space and n = 3 dimensional input space, where the input space Py has a
polytope shape. In this formulation, the whole input space Py (grey) is projected using the matrix

B to the output space to obtain the polytope Px (blue).

The geometrical representation of the polytope Px defined by (3.40) is shown on Figure 3.11,
for the example of n = 3 dimensional polytope Py and m = 2 dimensional polytope Px. The
resulting polytope Px is an affine projection of the input polytope Py into the lower dimensional
output space. Furthermore, the vertices and the faces of the polytope Px correspond to the
subset of the projected vertices and faces of the input polytope Py.

Given the structure of the input set Py algorithms for finding the V and H -representation
vary in complexity.

3.3.3.1 Finding the V-representation

If the input set polytope Py is expressed using its vertex or V-representation

Py = Conv (yv1, yv2, . . .) (3.41)

where yvi ∈ Rn are the vertices of the polytope Py, the vertices of the projection formulation
polytope (3.40) can then be found by projecting the vertices of Py to the output space using
the matrix B ∈ Rm×n and calculating their Convex-Hull Conv (·)

Px = Conv (Byv1, Byv2, . . .) (3.42)

The Convex-Hull algorithm finds the V-representation of the projection polytope directly, as
the vertices of the polytope Px are a subset of the projected vertices yvi of the input polytope
Py, as shown in the example on Figure 3.11.

If the input polytope Py is expressed using its half-plane or H -representation,

Py = {y ∈ Rn | Hyy ≤ dy} (3.43)

there are two main approaches decoupling the problem.

The first and straight-forward approach consists in finding the V-representation of the input
set Py first, using the standard representation conversion methods described in Section 3.3.1.
Then the above described procedure (3.41-3.42) can be used to find the V-representation of
Px. However, in many cases, when the input space dimension n is high or if the geometry of
the polytope Py is complex (large number of faces and vertices), finding its V-representation
might be computationally demanding.

The second approach, more efficient in many cases, consists in finding the H -representation of
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the polytope Px directly from the input set’s H -representation. One of the most well known
algorithms for projecting the H -representation of polytopes is arguably the Fourier-Motzkin
Elimination (FME) described by Dantzig and Eaves [141]. This algorithm uses an iterative
inequality elimination method to isolate the set of half-plane equations bounding the final
polytope Px. However, this approach has an exponential complexity with the dimension of the
input space n [142], and additionally it does not guarantee a minimal representation [143]. A
more efficient algorithm is introduced by Jones et al. [144] called Equality-Set Projection (ESP).
As opposed to FME, this algorithm is output sensitive, having its execution time proportional to
the complexity of the final polytope Px (it number of faces and vertices), making it particularly
well suited to the high dimensional input spaces Rn. A more in depth comparison of these
methods, as well their comparison to several other polytope projection algorithms, is brought
in the work by Glassle et al. [145]. Once the H -representation of the polytope Px is obtained
using one of these methods, the standard representation conversion methods can be used to
obtain the V-representation of the polytope Px defined in the m dimensional output space.

The same two approaches can be used in the general case, where the input set Py does not
correspond neither to the V nor to the H -representation. The choice of the more suitable one
depends on the efficiency of transforming the input set Py into its V or H -representation.

In remaining part of this section three special cases of the input set formulation are discussed:
intersection and projection formulation of the input set Py, as well as the interval form Iy.

Special case: intersection formulation

If the input set Py has the intersection formulation, then the formulation of the polytope Px
corresponds to the projection-intersection formulation, the combined special case described in
Section 3.2.3.2.

The H and V-representations of the input set Py, with intersection formulation, can be ob-
tained using the strategies discussed in Section 3.3.2. As discussed in Section 3.3.2, in gen-
eral, the H -representation of intersection polytopes can be found more efficiently than the
V-representation, making the second approach described in Section 3.3.3.1 better suited.

Special case: projection formulation

If the input set Py has the projection formulation itself

Py = {y ∈ Rn | y = Dz + by, z ∈ Pz} (3.44)

where z ∈ Rk is its k dimensional input vector, bounded within the set Pz, by ∈ Rn is the bias
vector, and the matrix D ∈ Rn×k is a projection matrix form the k dimensional space to the
n dimensional space.

Then the two projection formulations can be combined into the new polytope Px, by replacing
the y with Dz + by in initial formulation of Px (3.40).

Px = {x ∈ Rm | x = BD︸︷︷︸
B′

z +Bbz + bx︸ ︷︷ ︸
b′x

, z ∈ Pz} (3.45)

This new formulation corresponds to the projection formulation as well. Therefore, the same
approaches described in Section 3.3.3.1 can be used to find its V-representation respectively.
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Figure 3.12: An example of the constructing a projection formulation polytope with m = 2
dimensional output space and n = 3 dimensional input space, where the input space Iy has a
hyperrectangle (interval) shape. In the projection formulation, the whole input space Iy (grey) is

projected using the matrix B to the output space to obtain the polytope Px (blue).

Special case: Interval form Iy

The projection polytope formulation Px with the interval limits Iy

Iy = {y ∈ Rn | y ∈ [ymin,ymax]} (3.46)

is a spacial case of the projection polytope formulation which can be compactly expressed as

Px = {x ∈ Rm| x = By + bx, ymin ≤ y ≤ ymax} (3.47)

Figure 3.12 graphically represents the construction the polytope Px from the input set Iy.

The most straight-forward way of finding the vertices xvi ∈ Rm of the projection polytope Px
is by first enumerating the 2n vertices yvi ∈ Rn of the hyperrectangle (interval) Iy, by creating
a list of all the combinations of the minimal ymin and maximal ymax values of y

yv1 =


y1,min

y2,min

. . .
yn,min

 , yv2 =


y1,max

y2,min

. . .
yn,min

 , . . . , yv2n =


y1,max

y2,max

. . .
yn,max

 (3.48)

Then these vertices can be projected to the lower dimensional output space Rm using the
projection matrix B ∈ Rm×n, where the polytope Px can be found by calculating the Convex-
Hull Conv (·) of the projected points.

Px = Conv (Byv1, Byv2, . . . , Byv2n) (3.49)

The complexity of this approach depends on two factors. The dimension of the of the input
space n and the dimension of the output space m. The number of vertices of the hyperrectangle
(interval) grows exponentially (2n) with the dimension of the input space n, and constructing a
matrix of 2n×n entries can become impractical. On the other hand, as this approach requires a
Convex-Hull algorithms, which are executed in the m-dimensional output space, the dimension
m might make the Convex-Hull algorithm impractical as their complexity grows significantly
with the dimension of the space m [74].

Therefore for higher dimensional output spaces (typically m ≥ 4) and input spaces (causing the
memory issues due to 2n × n matrix construction) a more efficient approach might be to first
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calculate the H -representation of this polytope, using the methods described in the following
section, and then use standard representation conversion methods (Section 3.3.1), to find its
V-representation.

3.3.3.2 Finding the H -representation

If the input polytope Py is expressed using its half-plane or H -representation,

Py = {y ∈ Rn | Hyy ≤ dy} (3.50)

the straight-forward approach consists in decoupling the problem and find theV-representation
first, using the standard representation conversion methods described in Section 3.3.1, then
follow the above described procedure (Section 3.3.3.1) to find the V-representation of Px.

As described in the previous section, in many cases, when the input space dimension n is high
or if the geometry of the polytope Py is complex (large number of faces and vertices), finding its
V-representation might be computationally demanding. In those cases, if theH -representation
of the polytope Py is available, the H -representation of the polytope Px can be found directly
using the algorithms such as FME and ESP.

These same two approaches can be used in the general case, where the input set Py does not
correspond neither to the V nor to the H -representation. The choice of the more suitable one
depends on the efficiency of transforming the input set Py into its V or H -representation.

Special case: Interval form Iy

The projection polytope formulation Px with the interval limits Iy can be compactly expressed

Px = {x ∈ Rm| x = By + bx, ymin ≤ y ≤ ymax} (3.51)

Apart from the two approaches described at the beginning of this section (Section 3.3.3.2), there
are several more efficient algorithms introduced in the literature, specific for this formulation
and typically exploiting the polytope’s zonotope structure.

One such efficient algorithm, exploiting the geometry of the formulation (3.51) of the projection
polytope Px with interval limits Iy, is introduced by Bouchard et al. [146] and improved by
Gouttefarde and Krut [147]. It is often referred to as Hyper-Plane Shifting Method (HPSM).
This algorithm finds the minimal H -representation of the polytope (3.51) by efficiently per-
forming the exhaustive search of all the possible half-plane combinations corresponding to the
m − 1 dimensional polytope Px faces. Even-though much more efficient than the Fourier-
Motzkin Elimination (FME), this algorithm still has considerable (binomial) complexity, as
it relies on the exhaustive search in the n dimensional input space where the number Nh of
hyper-planes to be tested equals to

Nh =

(
n

m− 1

)

3.3.4 Polytope approximation strategies

Exact vertex and facet enumeration methods, such as the standard representation conversion
methods described in Section 3.3.1 or more specific methods for the projection and the inter-
section formulation described in Section 3.3.2 and Section 3.3.3, rely on different versions of
exhaustive search in the n-dimensional input space, which is often higher dimensional than
the output space n > m. Their execution time is typically exponential, or polynomial in the
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best case, with respect to the dimension of the input space n, the number of vertices and the
faces of the input set Py and the final polytope Px [132]. Therefore, in cases where the input
space is much higher dimensional than the output space n≫ m or when the polytopes Px and
Py have complex geometries (large number of faces and vertices), such approaches may not be
practically viable for interactive, in-the-loop, applications.

To overcome this issue, various approximate approaches, such as the Ray Shooting Method
(RSM) [148] and the Convex-Hull Method (CHM) [149] have been developed, reducing the
complexity and improving the execution time.

Figure 3.13: An example of the
approximation C of the 2D (m= 2)
polytope Px using a RSM algorithm.
The input space is sampled with 8

rays.

The RSM algorithms are relatively simple to setup as they
rely on different forms of sampling (shooting rays) of the
polytope Px, in the low dimensional output space. Their
execution time is proportional to the number of sampling
directions (rays shot), therefore, by choosing an appropri-
ate sampling strategy, the RSM algorithms can provide an
efficient approximation of the polytope Px. However, these
algorithms do not provide any bound on their estimation
error and rely highly on hand tuned initial parameters. Fig-
ure 3.13 shows a visual example of a RSM approximation of
a polygon Px using uniform sampling in the output space
with 8 rays.

The CHM algorithms, first introduced by Lassez [149] and
Huynh et al. [150], propose an efficient iterative approxima-
tion of the polytope Px, while at the same time avoiding the
complexity of the exhaustive search. The CHM algorithms
simplify the final polytope Px geometry by removing the
need to find all the faces and vertices of the polytope. Such
algorithms are usually defined in the lower-dimensional out-
put space x ∈ Rm making them output sensitive, having the execution time proportional to
the number of vertices and the faces of the output space polytope Px. In addition to searching
in the lower m dimensional output space, they enable finding an efficient inner (or outer) ap-
proximation of the polytope Px, while satisfying a user defined level of accuracy. Finally, they
find both the vertices and the faces of the polytope Px at the same time, providing both V
and the H -representation [145].

The execution of a typical CHM algorithm consists in two phases. In the first phase an initial
approximation of the polytope Px is constructed finding a subset of m+ 1 vertices forming an
initial m-dimensional Convex-Hull C approximation of the polytope Px. In the second phase,
the Convex-Hull approximation C is refined iteratively until the desired accuracy is reached.
The CHM algorithms use a sequence of Linear Programs (LPs) to find new vertices of the
polytope in each iteration, followed by the Convex-Hull algorithm to group them to the faces.
An example of the CHM algorithm iterations for m = 2 output space is shown on Figure 3.14.

The CHM algorithms have several limitations though. The resolution of the algorithms relies on
the iterative application of the Convex-Hull algorithm which complexity grows exponentially for
output space dimensions m > 3 [74]. As a result, the applications of these methods have so far
been limited to the low-dimensional output spaces m ≤ 3. Additionally, as different polytope
formulations require different LP formulations, the implementations of these methods are often
somewhat specific to their respective applications.

There are several examples in the literature where the approximation based methods were
used for improving the efficiency of different computationally expensive polytope evaluation
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convex-hull convex-hullLP LPLP

Figure 3.14: This figure shows the procedure of successive approximation of the polytope Px

using the CHM algorithm. The face normal vectors ni of the Convex-Hull C are used with LP to
find new vertices which are then used to update the Convex-Hull C and furthermore improve the

approximation of the polytope.

problems. Bretl and Lall [151] have proposed a CHM based algorithm for approximating 2D
(m= 2) polytopes in the context of legged robot locomotion. Del Prete et al. [152] recently
proposed an efficiency improvement of this algorithm, and Audren and Kheddar [153] extended
it to the 3D (m=3) use-cases. This algorithm calculates the inner and outer approximation
of the polytope Px at the same time, while its accuracy condition can be set a as desired
ratio between the inner and outer approximation volumes. Ponce and Faverjon [154] have
introduced a derivative of the CHM algorithm to calculate the 2D, 3D and 4D (m = 2, 3, 4)
polytopes in the context of grasping objects with multiple fingers. While Xu et al. [155] used a
CHM algorithm in the context in the context of information theory. Both of these algorithms
find all vertices and faces of the output polytope Px, without exploiting CHM’s approximation
capacity. Furthermore, Carmichael and Liu [61, 108] used an RSM algorithm for approximating
2D and 3D (m=2, 3) polytopes in the context of human force capacity estimation, based on
a musculoskeletal model. In order to enable real-time execution, their RSM implementation
relies on the uniform sampling in the output space.

In summary, when the complexity of the polytope Px transformation does not permit using
standard exact methods in the practical applications, especially when the dimension n of the
input space is high while the dimension of the output space m is reasonably low m ≤ 3,
polytope approximation methods, such as RSM and CHM algorithms, provide a more efficient
solutions. The RSM algorithms provide a fast sampling based approximation, however without
any guarantees on the approximation error or accuracy. On the other hand, CHM algorithms
use an efficient iterative approach to the polytope approximation, while at the same time being
capable of guaranteeing the maximal approximation error.

3.3.5 Synthesis of transformation strategies

Section 3.3 brings an overview of the standard polytope evaluation strategies applicable to
finding the H and V-representation of polytopes with the projection and the intersection for-
mulation. For each one of the formulations, several special cases of the input space Py are
considered and the appropriate methods are described. The overview proposes both standard
exact polytope evaluation methods (Sections 3.3.1 to 3.3.3) and polytope approximation meth-
ods (Section 3.3.4). Additionally, a brief discussion on their computational complexity is given
as well.

The aim of this overview is to serve as a guide for finding an appropriate polytope evaluation
strategy given the polytope Px formulation, the shape of the input set Py and provide an
insight into their time-efficiency. As a visual tool, this section proposes a condensed view of
the overview in the form of Table 3.2. The table groups the discussed state of the art methods
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Formulation
Generic (Unified)

Ax = By + b, y ∈ Py

Equation (3.3)

Projection (Proj.)
x = By + bx, y ∈ Py

Equation (3.6)

Intersection (Int.)
Ax = y + by, y ∈ Py

Equation (3.11)
Finding
representation

H V H V V H

Input set Py

special cases
- Iy Hy other Iy Proj. Vy Int. other Iy other Hy Int. Iy Hy Proj. other

State of the art resolution strategies
Overview
Section

- Section 3.3.3.2 Section 3.3.3.1 Section 3.3.2.2 Section 3.3.2.1

Standard exact
Methods

N/A HPSM [147]
FME [141],
ESP [144]

N/A
Section 3.3.1

ex. DDM [129]
N/A

Chiacchio [35],
Sasaki [106]

N/A
Section 3.3.1

ex. DDM [129]
N/A

Approximation
Methods

RSM [61] Section 3.3.4

Proposed algorithms
VEPOLI2

Section 3.4
VEPOLI2

ICHM
Section 3.5

ICHM

Table 3.2: This table brings a condensed view of the overview of the standard polytope evaluation methods applicable to different polytope formulations.
The table brings methods for projection and intersection formulations and their generic unified form. As described in the overview different standard
methods are often defined for finding H or V-representation for one of the polytope formulations. Furthermore, the methods are often specific to one
spacial case of the input set Py: they might require its Interval Iy, Projection (Proj.) or Intersection (Int.) form, or in some cases its half-plane and vertex
representation Hy or Vy. The table shows that there are several cases where the standard methods are not directly applicable (N/A), but might require a
sequence of several methods in order to be evaluated. The table also shows the applicability (red cells) of the algorithms VEPOLI2 and ICHM introduced

in Section 3.4 and Section 3.5 respectively.
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with respect to their direct applicability to different evaluation cases. If the polytope evaluation
case does not have any method directly applicable, it is denoted with N/A (Not Applicable).

The table demonstrates that there are several polytope evaluation cases where the standard
exact methods are not directly applicable, or potentially require several methods used sequen-
tially. On the other hand, the approximation methods are applicable to the transformation
of both the intersection and the projection formulations. Moreover, in the case of the generic
formulation (3.3), to the best of our knowledge, only the Ray Shooting Method (RSM) method
by Carmichael and Liu [61] has been applied.

The following two sections introduce two new polytope evaluation algorithms called VEPOLI2

(Section 3.4) and ICHM (Section 3.5). Both algorithms are added to Table 3.2, showing their
applicability to different polytope evaluation problems.

3.4 VEPOLI2: New vertex finding algorithm for intersection
formulation

One typical example of the polytope with the intersection formulation (3.11) and interval input
set (3.4) is the feasible wrench polytope, discussed in Section 2.1.5,

Pf (q, q̇, q̈) =
{
f ∈ Rm | τ ∈ [τmin, τmax] , JT (q)f = τ − τb(q, q̇, q̈)

}
(3.52)

where the input space corresponds to the space of applicable joint torques τ ∈ Rn, the output
space is the set feasible Cartesian Space (CS) wrenches (forces) f ∈ Rm and the mapping
between the two is given through the Jacobian transpose matrix J(q)T ∈ Rn×m. Additionally,
the bias vector τb groups the influences of robot’s motion and gravity.

Being able to characterise the robot’s wrench generation capacity exactly, as in the case of the
polytope (3.52), has a potential to enable more adapted robot control strategies leveraging this
fine information about robot’s true capacity. As the polytope Pf is state dependant, its shape
and the size vary significantly with respect to the robot’s state {q, q̇} and potentially desired
acceleration q̈ to be achieved. Therefore, when it comes to using the polytope Pf in real-time
robot control applications, where the robot exchanges wrenches with different objects and tools
in the environment, the wrench polytope Pf has to be evaluated in real-time too.

Typical robot control strategies require the cycle times in the range of a few milliseconds in
order to ensure satisfactory results. Therefore, to integrate the wrench polytopes Pf in the
robot control applications, the polytope Pf needs to be transformed to a suitable representation
(H or V) in comparable times as well.

In a generic form a robot’s wrench capacity polytope Px can be expressed as

Px = {x ∈ Rm | y ∈ [ymin,ymax], Ax = y} (3.53)

where the matrix A ∈ Rn×m corresponds to the Jacobian transpose J(q)T and x ∈ Rm

corresponds to the CS wrench f , while y ∈ Rn, without the loss of generality, corresponds
to the achievable joint torques τ reduced by the fixed bias τ − τb. Additionally, the input set
can be expressed in the interval form

Iy = {y ∈ Rn | y ∈ [ymin,ymax] } (3.54)

As discussed in Section 3.3.2.1, the H -representation of the intersection formulation based
polytopes comes directly from their definition and is easy to obtain. Therefore, in this section
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the accent is put on transforming the polytope Pf to itsV-representation. As discussed in Sec-
tion 3.3.2.2, there are several algorithms introduced in the literature that enable efficient vertex
enumeration of intersection polytopes Px with interval input set Iy. Two of such examples are
the algorithms introduced by Chiacchio et al. [35] and Sasaki [106].

In this section, a new efficient algorithm for finding the V-representation of this polytope for-
mulation is presented, building upon the findings from the algorithm proposed by Sasaki [106].
The proposed algorithm reduces the complexity of the exhaustive search for the vertices of
the polytope Px by exploiting the geometry of the problem. The algorithm is compared, Sec-
tion 3.4.3, against the the state of the art algorithms from Chiacchio et al. [35] and Sasaki [106]
and shown to have lower complexity and shorter execution time. Furthermore, the results show
that the proposed algorithm is capable of finding the V-representation of this family of poly-
topes within a few milliseconds, for problem sizes equivalent to those of evaluating the wrench
capacity (3.52) of standard robotic manipulators, opening doors for potential applications in
real-time applications.

The algorithm is named VEPOLI2, standing for Vertex Enumeration algorithm for POLytopes
with Intersection formulation and Interval limits.

3.4.1 Problem definition

 

 

 
 

 
  

 

 

 

  
 

Figure 3.15: Example intersection polytope Px with n = 3 dimensional interval input set Iy and
m = 2 dimensional output space. The polytope Px vertices xvi correspond to the vertices of the

intersection Iy ∩ Im (A) denoted as yvi, through the pseudo-inverse AT of the matrix A.

As shown on Figure 3.15, the space of all the input vectors y ∈ Rn, bounded within the interval
shaped input set Iy, geometrically forms an n-dimensional hyperrectangle (orthotope) with n
pairs of parallel sides defined by the output limits y ∈ [ymin, ymax]. The image of the A
matrix Im (A) is a r-dimensional subspace of the hyperrectangle, where r is the rank of A. In
the remainder of this section, the matrix A is, without loss of generality, assumed to be full
column rank, i.e. m=r.

As discussed in Section 3.2.2, the output space polytope Px is the direct affine projection of
the intersection between the image Im (A) and the input set Iy using the pseudo-inverse A+ of
the matrix A. Therefore this algorithm aims to efficiently find the vertices xvi of the polytope
Px, by efficiently finding the vertices yvi of the intersection I ∩ Im (A), and project them to
the output space using the relationship

xvi = A+yvi, where yvi ∈ Iy ∩ Im (A) (3.55)

Therefore the operation of enumerating all the vertices xvi of the polytope Px can be seen
as first finding the V-representation (the set of vertices yvi) of the intersection I ∩ Im (A),
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followed by its projection to the output space through the pseudo-inverse A+, to obtain the
V-representation of the polytope Px

Px = Conv
(
A+yv1, A+yv1, . . .

)
(3.56)

 

 

...

Figure 3.16: Example of intersection vertices
yvi placement on n−m dimensional faces of
hyperrectangle Iy. Left, m = 1, the vertices
yvi are on n−m=2 dimensional faces (sides),
while on the right m = 2 the vertices are on

n−m=1 dimensional faces (edges)

In their work, Sasaki [106] have shown that, when
the input space dimension is n and the image
Im (A) dimension is m, the extreme values (ver-
tices) of the intersection yvi belong to the n −m
dimensional faces of the hyperrectangle Iy. Fig-
ure 3.16 demonstrates this relationship on an ex-
ample with the input space dimension n = 3 and
two different output space dimensions m = 1 and
m = 2. For m = 1 the vertices yvi are on
m−n = 2 dimensional faces of the hyperrectangle
corresponding to its sides, and when m = 2 the
vertices yvi are on m−n = 1 dimensional faces of
the hyperrectangle, its edges.

In order to find the V-representation of the inter-
section I∩Im (A), the state-of-the-art algorithms,
proposed by Chiacchio et al. [35] and Sasaki [106], propose an exhaustive search over all the
n-m dimensional hyperrectangle faces to find the extreme values of yvi. In this work a new
representation of output vector y is proposed enabling an efficient navigation of the n − m
dimensional hyperrectangle faces. Additionally, an efficient approach to discarding the hyper-
rectangle faces that cannot contain vertices is integrated in the algorithm, further reducing the
complexity of the exhaustive search.

3.4.2 Proposed VEPOLI2 algorithm

Consider an input vector y bounded within the input set Iy. It can be defined as

y = ymin + α1y1 + α2y2 + ...+ αnyn (3.57)

where αi ∈ [0, 1] are scalars weights and vectors yi are orthogonal base vectors in Joint Space
(JS)aligned with i-th axis of the hyperrectangle Iy, defined as yi =

[
0 . . . yi,max − yi,min . . . 0

]T .
As shown on the example on Figure 3.17, the input vector y representation (3.57) can be ex-
ploited to reach any point within the hyperrectangle Iy, by choosing appropriate scalars αi in
range [0, 1]. Finding the appropriate values of the scalars αi, for any given y, can be formulated
in a form of linear system

[
y1 · · · yn

]︸ ︷︷ ︸
Yn×n

α1

· · ·
αn


︸ ︷︷ ︸
αn×1

= ymin − y, α = Y −1(ymin − y) (3.58)

where the matrix Y , containing the orthogonal base vectors yi, is square and always invertible.
Furthermore, as the intersection vertices yvi belong to the n-m dimensional faces of the input
hyperrectangle Iy, the representation (3.57) can be further simplified. Any input vector y,
belonging to an n−m dimensional face of the hyperrectangle Iy, can be reached by choosing
the appropriate values of n−m scalars αi ∈ [0, 1], while the other m scalars are fixed to either
0 or 1 (αi ∈ {0, 1}).
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Figure 3.17: Example of the vector representation (3.57) on the n=3 dimensional hyperrectangle
Iy. Base vectors yi are shown on the left, and on the right their linear combination using scalars

αi is shown reaching the point y ∈ Iy.

Furthermore, n−m scalars αi ∈ [0, 1] can be interpreted as coordinates of the n−m dimensional
face, while the remaining m fixed scalars αi ∈ {0, 1}, to either 0 or 1, define its origin yo

yo = ymin + α1y1 + ...+ αmym, αi ∈ {0, 1} (3.59)

Then any y, belonging to a face of the hyperrectangle, can be expressed using the face’s origin
yo and its set of n−m scalars αi

y = yo + αm+1ym+1 + · · · + αnyn, αi ∈ [0, 1] (3.60)

The vector α ∈ Rn can be conveniently divided into two components, αo ∈ Rm containing m
scalars αi defining the origin of the face and αx ∈ Rn−m containing n−m scalar coordinates
αi of the face. Additionally, the same can be done with the matrix Y , divided in Yo ∈ Rn×m

corresponding to m base vectors used to define the origin yo, and Yx ∈ Rn×(n−m) corresponding
to the n−m base vectors yi spanning the face. Then the origin yo and the final vector y can
be expressed as

yo = ymin + Yoαo, y = yo + Yxαx, αo ∈ {0,1}, αx ∈ [0,1] (3.61)

Therefore, in order to find all the vertices yvi of the intersection Iy ∩ Im (A), the proposed
VEPOLI2 algorithm tests if there exists a point intersection (a vertex) between the Im (A)
and every single one of the n−m dimensional faces of the hyperrectangle Iy.

Since all the y belonging to the image Im (A) can be expressed as y = Ax, this relationship can
be further exploited to relate the vertices yvi of the intersection Im (A) ∩ Iy and the vertices
xvi of the final polytope Px. For each face to be tested, the equations (3.53) and (3.55) can be
combined

yvi = Axvi = yoi + αm+1ym+1 + ... + αnyn (3.62)

where, yoi is the origin of the n−m dimensional face, spanned by the scalar n−m scalars
αxi. For each face i, by fixing the appropriate m scalars αoi to 0 or 1, its origin yoi can be
calculated using (3.61). In order to determine if this face contains the vertex of the intersection
Iy ∩Im (A), a linear system derived from equation (3.62) can be solved. This system finds the
remaining n−m scalars αxi as well as the corresponding vertex xvi at the same time

[
A −ym+1 . . . − yn

]︸ ︷︷ ︸
Zn×n


xvi

αm+1
...
αn

 =
[
A Yxi

] [xvi

αxi

]
= yoi,

[
xvi

αxi

]
= Z−1yoi, (3.63)
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Matrix Z ∈ Rn×n is a square matrix where each one of the vectors yi is independent. If
the matrix Z is singular, geometrically, the image Im (A) is parallel to the face being tested,
therefore no intersections exist. If Z is invertible and the n − m scalars αxi are obtained,
a simple check if αxi ∈ [0,1] can be used to determine if xvi is a vertex of the polytope
Px. Geometrically, the condition αxi ∈ [0,1] ensures that the intersection point between the
Im (A) and the n−m dimensional face, is also inside Iy. One of the nice features of this
approach is that it does not require an explicit inversion of A, as in equation (3.55), to obtain
the set of vertices composing Px.

Following three sections bring the approaches further improving the efficiency of the proposed
algorithm. First, the dimension of the matrix Z is reduced using the Singular Value Decompo-
sition (SVD), then the parallelism of the faces of the hyperrectangle is exported to reduce the
number of the computations of the system (3.63). Finally, an additional condition is introduced
enabling to discard faces and avoid the unnecessary matrix inversions.

3.4.2.1 Matrix size reduction using the SVD

In order to reduce the dimension of the linear system (3.63), the SVD [156] of AT is used

AT = U
[
S Om×(n−m)

]︸ ︷︷ ︸
Σ

[
V T
1

V T
2

]
︸ ︷︷ ︸
V T

(3.64)

where S = diag(σ1 . . . σm) is a diagonal matrix containing the m singular values of AT . V T
1 ∈

Rm×n is the projector from the input space onto the image of Im (A) and V T
2 ∈ Rn−m×n is a

basis of Ker
(
AT

)
. V T

1 and V T
2 are orthogonal vector subspaces yielding V T

2 V1 = 0 and thus

V T
2 Ax = 0 (3.65)

Then, multiplying the equation (3.63) with V T
2

V T
2

[
A Yxi

] [xvi

αxi

]
= V T

2 Axvi︸ ︷︷ ︸
0

+V T
2 Yxiαxi = V T

2 yoi (3.66)

allows to reduce the system (3.63) to

V T
2

[
−ym+1 . . . − yn

]︸ ︷︷ ︸
T(n−m)×(n−m)

αx = V T
2 Yxiαxi = V T

2 yoi (3.67)

If T is invertible, αxi can be computed by

αxi = T−1V T
2 yoi (3.68)

When the computed αxi complies with the check αxi ∈ [0,1], the corresponding polytope
vertex can be calculated as

xvi = A+
(
yoi + Yxiαxi

)
(3.69)

This new approach requires the calculation of the SVD and the pseudo-inverse A+. Neverthe-
less, since the pseudo-inverse can be efficiently calculated from the SVD as A+ = UΣT+V T and
since both the SVD and pseudo-inverse are calculated once per algorithm run, the computation
efficiency is greatly improved due to the matrix dimension reduction from n to (n−m) when
inverting T instead of Z.



62 Chapter 3. Transforming polytopes to standard representations

   

Figure 3.18: Example of input space interpretation of the VEPOLI2 algorithm for the system
n=3 and m=1. The two vertices of the intersection {yv1,yv2} are reached by solving the linear
system (3.63) or (3.67). The vertices belong to the parallel (n−m=2 dimensional faces) sides of

the hyperrectangle Iy.

3.4.2.2 Exploiting the parallelism of the hyperrectangle faces

Figure 3.19: All the
parallel edges of the 3D
hyperrectangle shown in
differing colours. It has 3
(red, blue, yellow) sets of
4 parallel edges, 12 edges

in total.

The number of n −m dimensional faces of an n dimensional hyper-
rectangle Iy can be calculated using the expression

Nn,(n−m) = 2n−(n−m)

(
n

n−m

)
= 2m

(
n

m

)
More precisely, an n dimensional hyperrectangle has

(
n
m

)
sets of 2m

parallel faces with the dimension n−m. As illustrated on Figure 3.19,
a 3D (n = 3) hyperrectangle has

(
3
1

)
= 3 sets of 22 = 4 parallel

(n−m=1) edges, as well as
(
3
2

)
= 3 sets of 21=2 parallel (n−m=2)

sides.

All the parallel n−m dimensional faces of the hyperrectangle Iy can be
spanned using the same set of n−m scalars αxi, while the remaining
m scalars αoi can be used to find their 2m origins yoi.

Figure 3.18 illustrates the case where Im (A) is a line (m = 1) and the input space is n = 3
dimensional. In this case the intersection vertices {yv1,yv2} lie in n-m=2 dimensional hyper-
rectangle faces. In that example, both vertices yvi are placed on two parallel faces, spanned by
the two scalars α1 and α3, while the scalar α2, set to 0 or 1, is used to find their origins yoi.

In the linear system (3.67), matrix T has the same content for each parallel face of the hyper-
rectangle. Therefore, the inverse T−1 can be recalculated only once per set of parallel faces.
Then, for each of the 2m parallel faces within the set, the vertex xvi and the corresponding
αxi, can be obtained by multiplying the 2n origins yoi with T−1, as described by (3.68-3.69).

Overall, in order to test all possible combinations of the n−m dimensional faces which may con-
tain vertices of the intersection (and in term the final polytope Px), the total of

(
n
m

)
= n!

m!(n−m)!

inversions of the matrix T and 2m
(

n
m

)
checks αxi ∈ [0,1] have to be performed.

In the case depicted in Figure 3.18 (n=3, m=1), T is inverted only
(
3
1

)
=3 times and conditions

are evaluated 6 times, which corresponds exactly to the number of sides of the hyperrectangle.
In the same example, if the output space would be 2D (n=3, m=2) the number of T inversions
is 3 and the number of condition evaluation is 12, which corresponds to the number of edges
of the hyperrectangle.
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3.4.2.3 Matrix inverse condition

The most time consuming aspect of the proposed VEPOLI2 algorithm is the relatively high
number of matrix T inversions. Therefore this section proposes a necessary condition to discard
the sets of faces that cannot contain a vertex and avoid unnecessary matrix T inversions.

Figure 3.20: The bounding-box
calculated using the equation (3.71).
The size of the example system is
n−m = 2, where t1, t2 are column

vectors of the matrix T .

Due to the constrained nature of the scalars αxi ∈ [0,1], it
is possible to efficiently calculate the bounds (tub and tlb)
on the Tαxi

Tαxi ∈ [tlb, tub] (3.70)

As the column vectors ti within the matrix T are, in the gen-
eral case not orthogonal, the min-max interval shaped set
can not exactly characterise the feasible set of Tαxi. How-
ever, an interval that over-approximates it, can be found
very efficiently by row-wise summing only positive and only
negative elements tij of T

ti,lb =
∑
j

max(tij , 0), ti,lb =
∑
j

min(tij , 0) (3.71)

As shown on Figure 3.20, this creates a bounding box around the space defined by Tαxi.

In order for the system (3.67) to have a solution, the null-space projections of the vectors yoi

have to respect the same bounds as well

V T
2 yoi ∈ [tlb, tub] (3.72)

Therefore, using this bounding box, the necessary check can be devised for the inversion of the
matrix T . If all the 2m combinations of V T

2 yoi /∈ [tlb, tub], the system (3.67) cannot have a
solution which satisfies αxi ∈ [0,1], and there is no need to invert T to figure it out.

The condition V T
2 yoi ∈ [tlb, tub] is a necessary condition, however as the interval [tlb, tub]

presents an over-approximation of the achievable set Tαx,αx ∈ [0,1], it is not a sufficient
condidion.

The bounding box (3.71), as well as the 2m face origins yoi can be calculated efficiently, allowing
for a computationally inexpensive reduction in the number of matrix inversions. The upper
bound on the number of matrix inversions Ninv can be found by studying the worst-case
scenario, where all the origins yoi pass the condition (3.72). In this case the number of inversion
corresponds to the binomial

(
n
m

)
. In the general case, the number of matrix inversions Ni is

bounded and equals to

Ninv ≤
(
n

m

)
=

n!

m!(n−m)!

The number of checks Nc of the condition αxi ∈ [0,1], per matrix inversion, is bounded as
well, as the origin vectors yoi that do not comply with the necessary condition (3.72) can be
discarded from the these checks as well

Nc ≤ 2m

3.4.3 Performance and complexity comparison

To demonstrate the efficiency of the VEPOLI2 algorithm, it is compared against the polytope
vertex search algorithm introduced by Chiacchio et al. [35]. Furthermore the comparison is
extended to the algorithm proposed by Sasaki [106] which is, to our knowledge, the only
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algorithm exploiting the geometric structure of the intersection formulation polytope with
interval limits (3.53).

System size Chiacchio[35] Sasaki [106] VEPOLI2

(n,m) matrix inversions: 2n!
m!(2n−m)!

n!
m!(n−m)! ≤ n!

m!(n−m)!

matrix size: 2n× 2n m×m n-m × n-m
time[ms]: mean ± std (max)

(4, 2) 24 6 4.2±1.4 (6)
8×8 2×2 2×2

2.7±0.1 (3.6) 0.93±0.1 (1.1) 0.64±0.1 (1.5)
(4, 3) 32 4 2.9±1.1 (4)

8×8 3×3 1×1
3.7±0.3 (6.0) 0.79±0.08 (1.4) 0.54±0.1 (1.4)

(6, 3) 220 20 2.8±2.5 (10)
12×12 3×3 3×3

14.2±0.9 (20) 2.1±0.2 (3.4) 1.5±0.2 (2.7)
(6, 6) 64 1 1±0 (1)

12×12 6×6 6×6
34.7±1 (44.3) 0.32±0.07 (0.56) 0.24±0.04 (0.46)

(7, 3) 364 35 7.3±4.2 (20)
14×14 3×3 4×4

25±0.5 (27) 3.5±0.1 (5.4) 2.6±0.2 (4.3)
(7, 6) 448 7 6.4±1 (7)

14×14 6×6 1×1
150±34 (360) 1.6±0.5 (4) 1.2±0.3 (3.0)

Table 3.3: Complexity and execution time (in milliseconds) comparison for three different vertex
search algorithms. The comparison provided for the number of matrix inversions, matrix size and

time of execution, averaged over 1000 random systems.

The three algorithms have been tested on finding the V-representation of the three different
systems, inspired by the wrench (f ∈ Rm) polytope Pf enumeration for three different robots:
a 4R planar robot (n=4), the Universal Robots UR5 6DoF robot (n=6) and the Franka Emika
Panda 7DOF robot (n=7). The planar 4R robot is used to calculate its planar force (m = 2)
and its planar wrench (m = 3) polytope, while UR5 and Panda are used to calculate Cartesian
Space (CS) force (m = 3) and wrench (m = 6) polytopes. The results are averaged over 1000
randomly generated matrices A and input sets Iy. All algorithms have been implemented
in the programming language Matlab and tested on a laptop equipped with a 1.90GHz Intel
i7-8650U processor. The source code of the experiment is publicly available on GitLab1.

Table 3.3 shows the results of this complexity evaluation. The VEPOLI2 algorithm substan-
tially reduces the number of matrix inversions and thus reduces the processing time consid-
erably: 4-10× faster execution than Chiacchio’s algorithm and on average 30% faster than
Sasaki’s. Results show that, even for the generic cases that correspond to the 6DOF (n = 6)
and 7DOF (n = 7) industrial robots, the VEPOLI2 algorithm is capable of evaluating both
force (m = 3) and wrench (m = 6) polytope vertices under 3ms. Such a low processing
time opens numerous opportunities for the online use of polytope based capacity, evaluation
especially in the area of robot control.

Figure 3.21 shows the visualisation of the CS force (m = 3) polytope for the UR5 and Panda
robots. Both polytopes are calculated using the VEPOLI2 algorithm.

1Gitlab: https://gitlab.inria.fr/auctus-team/people/antunskuric/papers/polytope_vertex_search

https://gitlab.inria.fr/auctus-team/people/antunskuric/papers/polytope_vertex_search
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Figure 3.21: Two different views of Panda (n = 7) and UR5 (n = 6) robot’s force polytope
(m = 3) calculated using the VEPOLI2 algorithm. Both robots and polytopes are shown in the
same scale (1m : 1000N). The figure shows that the UR5 has much larger polytope than Panda
robot. This is due to its larger force capacity, as UR5 is rated for 5kg loads whereas Panda is rated

for 3kg loads.

3.4.4 Discussion on limitations

This algorithm, being based on the algorithm proposed by Sasaki [106], is still based on the
exhaustive search. Even though significantly reducing the complexity of the Sasaki’s method,
it is not particularly well suited for high dimensions n of the input space, especially if the
difference between the input and the output space dimension n−m is large.

The algorithm has two computational bottlenecks: the number of matrix T inversions Ninv

and the number of checks αxi ∈ [0,1] per matrix inversion Nc.

If the system has high dimensional input space and low dimensional output space (n ≫ m)
then the number of matrix inversions Ninv =

(
n
m

)
will be large, while the number of checks

Nc = 2m will be low. On the other hand, if the system has both high dimensional input
space and high dimensional output space (n ≈ m and n,m ≫ 0), then the number of matrix
inversions Ninv =

(
n
m

)
will be relatively low and will not be the limiting factor, but the number

of checks Nc = 2m which will be very high. Therefore, although the algorithm is created in a
generic form and can find the V-representation of any polytope belonging to this family, it is
particularly efficient when the dimensions of the input and the output space are relatively low.

Furthermore, as the VEPOLI2 algorithm exploits the null-space Ker
(
AT

)
of the matrix A to

gain on efficiency, it is not suitable for the systems where the matrix A is square (m = n),
as in that case the null-space does not exist Ker

(
AT

)
= {∅}. However, as discussed in

the Section 3.2.2, this specific case of interval projection is much easier to work with as it
corresponds to the projection formulation, which V-representation can be determined in a
straight-forward manner, as described in Section 3.3.3.1, by projecting the vertices of the
hyperrectangle to the output space.

3.4.5 Algorithm implementation

pycapacity

The pseudo-code of the proposed algorithm is given in Algorithm 1,
while an efficient open-source Python implementation is publicly avail-
able within the package pycapacity2, which is described more in detail
in Chapter 7.

Section 4.2 brings the application of the VEPOLI2 algorithm for the real-
time robot control in the human-robot collaboration scenario, where the
algorithm is exploited in order to calculate the robot’s wrench capacity
polytope online.

2https://auctus-team.github.io/pycapacity/

https://auctus-team.github.io/pycapacity/
https://auctus-team.github.io/pycapacity/
https://auctus-team.github.io/pycapacity/
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Algorithm 1 The VEPOLI2 algorithm pseudo-code
Require: A, ymin, ymax (Eq. 3.54)
U,Σ, V T ← svd(AT )
A+ = UΣT+V T

V1, V2 ← V
calculate n base vectors y1 . . .yn (Eq. 3.57)
init V-rep: Xv, Yv← []
for all

(
n
m

)
combinations of m fixed αi do

construct matrices Yo and Yx
T = V T

2 Yx
if matrix T invertible then

find bounds tlb, tub (Eq. 3.71)
init list of origins yo satisfying the condition (Eq. 3.72): Lo← []
for all 2m vectors αo do
yo = ymin + Yoαo

if V T
2 yo ∈ [tlb, tub] then

update candidates: Lo← [Lo, yo]
if Lo not empty then

calculate the inverse T−1

for all yo in Lo do
αx = T−1V T

2 yo

if αx ∈ [0,1] then
yv = yo + Yxαx

xv = A+yv

update V-rep: Xv← [Xv, xv], Yv← [Yv, yv]
return V-rep: Xv, Yv

3.5 ICHM: New algorithm for polytope approximation

This section introduces a new polytope approximation algorithm called Implicit (or Iterative)
Convex-Hull Method (ICHM). This algorithm is based Convex-Hull Method (CHM), devel-
oped by Lassez [149], and tailored specifically for the generic (implicit) polytope formulation

Px =
{
x ∈ Rm |Ax = By + b, y ∈ Py

}
(3.73)

where the input set Py can be expressed with its H -representation

Py =
{
y ∈ Rn |Hyy ≤ dy

}
(3.74)

This polytope formulation, as discussed in Section 2.4, unifies the formulations of all the com-
mon polytope characterisations of human’s and robot’s physical abilities. The correspondence
of different physical ability polytopes and the formulation (3.73) can be found in Table 2.1.

The generic polytope formulation (3.73) has an implicit form Ax = By which cannot be used
directly with standard polytope transformation strategies described in Section 3.3. More specif-
ically, its formulation corresponds to the intersection-projection, introduced in Section 3.2.3.1,
a special case of the intersection formulation

Px ∈ {x ∈ Rm | Ax = z + b, z ∈ Pz} (3.75)
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where the input set polytope Pz ∈ Rk is defined using the projection formulation

Pz ∈ {z ∈ Rk | z = By, y ∈ Py} (3.76)

Finding the V and H -representation of the polytope Px, using the standard methods, requires
separating the problem and first transforming the input set Pz in a suitable representation
(usually H ), followed by the second step of transforming the final polytope Px.

However, when the input space is high dimensional n ≫ 1, both polytope Pz and Px have
complex geometries, consisting in large number of vertices and faces. The high dimensional
input space (and low dimensional output spaces n ≫ m) are very common when it comes to
characterising the physical abilities of humans, based on their musculoskeletal modes. The
musculoskeletal models often have large number of muscles n ≫ 1, often more than 50, while
the output space usually corresponds to the 3D Cartesian Space (CS) (m = 3). In such cases,
the exact polytope transformation methods have intractable computation times, as they relay
on the exhaustive search in the high dimensional input space.

To overcome the complexity of the exhaustive search, various approximate approaches, such as
the Ray Shooting Method (RSM) [148] and the Convex-Hull Method (CHM) [149] described in
Section 3.3.4, have been developed, reducing the computation complexity and improving the
execution time. Although RSM algorithms are relatively simple to setup they do not provide
any bound on their estimation error and highly rely on hand tuned initial parameters. CHM
[149] algorithms on the other hand, perform a very efficient iterative approximation, while
at the same time guaranteeing the bound of the user defined approximation error. In each
iteration CHM refines the approximation, by using Linear Programs (LPs) to find new vertices
of the polytope and Convex-Hull to group them to faces. Furthermore, CHM finds the V and
the H -representation of the polytope at the same time. However in its standard formulation,
the CHM is not suitable for the family of problems given with equation (3.73).

Therefore, this section proposes a new algorithm extending the CHM algorithm to the generic
polytope formulation (3.73). Section 3.5.1 introduces the LP formulation adapting the CHM
approach to the implicit problem formulation (3.73), while Section 3.5.2 brings the ICHM
algorithm overview, as well as the pseudo-code and the geometrical representation. Finally,
Section 3.5.3 brings the performance analysis of the ICHM and comparison to the state-of-the-
art methods on the example of finding the V-representation of the human wrench capacity
polytope based on the musculoskeletal models, which is particularly challenging both due its
implicit formulation and high dimensional input space n≫ m.

3.5.1 Linear programming formulation

Figure 3.22: The figure demon-
strates the LP based vertex
search by choosing two different

vectors c.

From a geometrical point of view, solving a Linear Program
(LP) problem boils down to finding a vertex of a polytope
[157].

xv = argmax
x

cTx

s.t. x ∈ Px
(3.77)

However, in order for the polytope Px to be suitable for LP
optimisation in the m-dimensional output space, its implicit
formulation Ax = By needs to be expressed in explicit form.

In the general case, the input space is higher dimensional
n ≥ m and the matrix A is not square. As discussed in
Section 3.2.2, to find an explicit form of equation (3.73), the
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pseudo-inverse A+ can be used as a solution only if By + b belongs to the image Im (A) of A
[156]. Therefore, equation

Ax = By + b (3.78)

can be transformed to

x = A+(By + b), where By + b ∈ Im(A) (3.79)

Using the Singular Value Decomposition (SVD) [156] of the matrix AT produces AT = UΣV T .
The rotation matrix V ∈ Rn×n is separated into V1 ∈ Rn×m, a projector to the image Im (A)
of A, and V2 ∈ Rn×(n−m), a projector to its null-space Ker

(
AT

)
. As all the vectors belonging

to the Im (A) have zero projection to the null-space Ker
(
AT

)
, an equality constraint can be

devised for By + b to belong to the image Im (A) of A.

V T
2 By + V T

2 b = 0 (3.80)

Finally, combining equations (3.80), (3.79), (3.74) and (3.73), one can create a Linear Program
(LP) capable of reaching all vertices of the polytope Px

max
y

cTA+By +A+b

s.t. V T
2 By = −V T

2 b

Hyy ≤ dy

(3.81)

by appropriately choosing the projection c, as demonstrated on Figure 3.22.

3.5.2 Proposed ICHM algorithm overview

Given the polytope definition (3.73) and the Linear Program (LP) problem defined in (3.81),
the proposed ICHM algorihtm provides a structured way to choose vectors c to find all the
vertices (V-representation) and facets (H -representation) of the polytope Px. In order to
do so, the method leverages the iterative Convex-Hull C calculation, where each newly found
vertex extends C. The normal vectors of the faces of the newly obtained C are used to decide
for the new vectors c to use in the LP (3.81). This iterative process is performed until some
specified level of accuracy is reached. Figure 3.23 visually demonstrates several iterations of
the algorithm for the 2-dimensional polytope Px example.

3.5.2.1 Initial Convex-Hull

More precisely, the first step of the algorithm constructs an initial set of vertices Xv and an
initial Convex-Hull C. In a m-dimensional space, the minimal number of points to create a
volume is m+1. There are various ways proposed in the literature to obtain the initial set of
points in order to start the refinement process, such as starting by a random set of directions
c proposed by Lassez [149] in their original paper. Another approach, proposed by Del Prete
et al. [152] proposes to uniformly sample the input space.

The approach proposed in this work exploits the base vectors ui ∈ U obtained using the
Singular Value Decomposition (SVD) of the matrix (A+B) = UΣV T . This approach has
two benefits. One one hand, the base vectors ui are orthogonal vectors in the output space
corresponding to the highest variability (amplification) directions, given by the singular values
σi of the matrix A+B. Therefore, the chances of not obtaining m − 1 different vertices when
projecting the polytope Px in these directions is much lower than in random directions. And
on the other hand, for any matrix A and B, the matrix U is relatively efficient to calculate.
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convex-hull LPLP

convex-hull LP
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vertex
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Inital convex hull Iteration 1
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Figure 3.23: This figure shows the procedure of the successive approximation of the polytope
Px using the proposed ICHM algorithm. The approximation starts with the initial Convex-Hull
C construction, using the vectors ui ∈ U . Then the approximation is refined by using the face
normal vectors ni of the Convex-Hull C with the LP (3.81) to find new vertices which are then
used to update the Convex-Hull C. The check (3.84) is used to determine if the LP results belong
to the faces or they are new vertices of the polytope. The algorithm stops when no new vertices

are found.

Therefore, the proposed approach to find the initial set of vertices consists in solving two
LPs (3.81) for each one of the m base vectors ui, one that minimises (c = −ui) and one
that maximises (c = ui) the projection of the polytope Px. In the ideal case, this approach
obtains 2m vertices of the polytope Px. Once the initial set of vertices xv is found, the initial
Convex-Hull C can be calculated. Its centroid position is given by xc=

1
N

∑
xv,i.

3.5.2.2 Incremental refinement

Figure 3.24: The figure shows an
example of the polytope face con-
dition from equations (3.84) and
(3.83). The face Fi of the Convex-
Hull C is considered to be the face

of Px, because δi<ε.

The next step of the algorithm is to iterate over
all the faces Fi of the Convex-Hull C. For each
new face Fi, the normal ni is found and used as
a candidate ci in the direction pointing out of poly-
tope Px. The normal vector direction is verified by
projecting the vector going from the centroid xc to
any vertex xj of face Fi, onto the normal ni and
verifying if the scalar product is positive or nega-
tive.

ci =

{
ni, if nT

i (xj − xc) ≥ 0,

−ni, otherwise.
(3.82)

Solving equation (3.81) with ci, the obtained xi can be
either a vertex of the polytope Px or be coplanar with face Fi. To determine if xi is coplanar
with the face, a simple check can be devised, which verifies if the orthogonal (normal) distance
from xi to any vertex xj of face Fi

δi = nT
i (xj − xi) (3.83)
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is within a certain user defined accuracy ε

xi =

{
vertex, if |δi| ≥ ε,

on the face, otherwise.
(3.84)

Figure 3.24 provides a graphical interpretation of this check and of the values δi and ε.

If xi belongs to face Fi of the Convex-Hull C then Fi is considered to be a face of the polytope
Px. In that case the algorithm updates the H -representation of Px

H ←
[
H
nT
i

]
, d←

[
d

nT
i xj

]
(3.85)

where ni is the face normal vector and nT
i xj is the orthogonal distance from the origin to

the face Fi. On the other hand, if xi is a vertex of the polytope it is appended to the V-
representation list Xv ← [Xv, xi].

3.5.2.3 Stopping condition

Once all the faces of the Convex-Hull C are evaluated, the Convex-Hull is updated using the
new vertex list Xv.

One of the algorithm stopping conditions proposed by Bretl and Lall [151], is to construct the
inner and outer approximation of the polytope Px at the same time and stop approximating
when the ratio r = Vol (Pinner) /Vol (Pouter) between their volumes reaches a certain threshold
r ≤ 1.

However, volume ratio condition is sometimes hard to interpret, as its representation of the
approximation error does not have the same units as the physical quantity being represented
by the polytope Px. Therefore, the ICHM algorithm exploits a different stopping condition
setting the threshold on the maximal distance δi. The algorithm stops iterating if the vertex
list Xv has no new elements or, in other words, if the maximal distance δi for all the faces Fi

is lower than the user defined accuracy ε

max{|δi|} ≤ ε (3.86)

In this stopping condition, the maximal distance δi corresponds to the maximal error committed
by the approximation, expressed with the same units as the units of the physical quantity being
represented by the polytope. Provided that the output space has the same units in all the axis.
Preserving the same units improves the interpretation of the approximation error and enables
the user to intuitively decide on the acceptable approximation error ε for the application in
question.

Finally, if the user sets the approximation error ε = 0, the ICHM algorithm finds the exact
solution, all the vertices and the faces of the polytope Px.

3.5.3 Performance analysis

To evaluate the efficiency of the ICHM algorithm, the challenging polytope formulation, cor-
responding to the generic formulation (3.73), with a high-dimensional input space and a low-
dimensional output space (n ≫ m) is tested. Additionally, the algorithm performance is
compared against two state-of-the-art approaches: an approximation approach based on the
Ray Shooting Method (RSM) algorithm introduced by Carmichael and Liu [69] and an exact
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Figure 3.25: Figure presenting the performance analysis results in the logarithmic scale for
three different algorithms: HPSM, RSM and proposed ICHM with respect to different number of
muscles. The left figure shows the evolution of the execution time. The middle figure shows the
evolution of the underestimation error, the maximal distance in between the polytope Px and the
acquired polytope, calculated as max{|δi|}. The right figure shows the evolution of the number of
vertices found. All the plots show the averaged results, with variances, over 100 runs, where each

run corresponds to one randomly generated model.

evaluation approach based on the combination of two efficient algorithms Hyper-Plane Shifting
Method (HPSM) [147] and Pivoting Method (PIM) [122].

3.5.3.1 Human wrench capacity polytope

The polytope in question is the human’s wrench capacity polytope, previously discussed in
Section 2.2.3. The polytope Pf characterising the achievable wrenches f , the human can
generate given its musculoskeletal model, can be expressed as

Pf (q, q̇, q̈) =
{
f ∈ Rm | F ∈ [Fmin,Fmax] , JT (q)f =N(q)F − τb(q, q̇, q̈)

}
(3.87)

where f ∈ Rm is the Cartesian Space (CS) wrench, F ∈ Rn is the vector of muscular forces,
while J(q) and N(q) are configuration q dependant Jacobian and moment arm matrix. Addi-
tionally, the bias vector τb corresponds to the joint torques corresponding to the effects of the
gravity and the movement.

This polytope formulation is challenging due to the high dimensional input space (large number
of muscles), making the geometry of the polytope Pf relatively complex, having large num-
ber of faces and vertices. In such cases, standard exact methods for polytope transformation
have long execution times, preventing this polytope representation to be used in interactive
(online) applications. To reduce the computation times of the wrench polytope Pf evaluation,
Carmichael and Liu [69] have proposed an algorithm based on the RSM, described in Sec-
tion 3.3.4. Although the algorithm enables real-time approximation of the polytope Pf , the
obtained approximation is coarse and without any bounds on the approximation accuracy.

3.5.3.2 Experiment and results

Therefore, to evaluate the performance of the proposed ICHM algorithm, a comparative ex-
periment is performed, where the ICHM algorithm’s performance is compared against the
RSM method proposed by Carmichael and Liu [69] as well as against the two step exact
approach based on the HPSM [147] and PIM [122]. The experiment consists in finding the V-
representation of the CS force m = 3 polytope Pf for a randomised mock-up musculoskeletal
model with k=7 degrees of freedom and a number of muscles ranging from n = 20 to 100.
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Figure 3.26: CS force polytope of a musculoskeletal model of human upper limb [158] with 7DOF
and 50 muscles, evaluated for two different configurations using the proposed ICHM algorithm.
The visualisation is performed using bioviz [159] and polytopes are scaled with a ratio 1m : 1000N

The RSM algorithm [108] requires uniform sampling of the ray directions in the 3D space. In
this experiment the sampling is performed based on a two Euler angles parametrisation. For this
method, three linearly increasing levels of granularity are tested for each Euler angle: ∆=36o,
18o and 12o; making for nr = 10, 20 and 30 rays per angle. Overall number of ray directions
in 3D space (Nr = n2

r) is then 100, 400 and 900. For the proposed ICHM algorithm, three
exponentially increasing levels of accuracy are tested ε=0.1, 1 and 10 N. All the algorithms
are implemented in Matlab and run on a 1.90GHz Intel i7-8650U processor. The source code
of the experiment is publicly available on GitLab3.

Results of the experiments, averaged over 100 algorithm runs, are shown on Figure 3.25. The
results confirm that the exact approach using the HPSM method has an execution time ex-
ponentially related to the number of muscles. Even for only 30 muscles it already takes more
than 4.5 h to calculate, therefore this method is not tested on more than 30 muscles, where it
finds over 104 vertices.

The RSM algorithm shows nearly constant time of execution for the full range of tested muscles
and the constant number of vertices found, which is expected. The results show however, that
for low muscle numbers d<25, when using a fine granularity ∆=12o the RSM algorithm finds
more vertices than the exact solution found by the HPSM. Furthermore, the middle plot of
Figure 3.25 shows that the RSM estimation error increases considerably with the number of
muscles d, followed by a very high variance. These results confirm that, as the polytope shape
is not spherical, by uniformly covering the space of ray directions, RSM based algorithms will
necessarily estimate certain areas of the polytope better than the others.

The graphs show that the proposed ICHM method’s execution time depends near-linearly of
the number of muscles considered d and the estimation error bound parameter ε. The accuracy
graph, shown in the middle plot, shows that the proposed ICHM algorithm is capable of limiting
the estimation error of the polytope evaluation under desired value ε regardless of the number
of muscles. Furthermore, considering the vertex number found by the algorithms, it can be
seen that the number of vertices has a nearly-linear relationship with the number of muscles d
and the variable ε.

The demonstrated efficiency of the ICHM algorithm opens many doors for its applications in
real-time systems, providing the user with an easy to understand trade-off between speed and
accuracy. Figure 3.26 shows the visualisation of the CS force (m = 3) polytope of a human
musculoskeletal model with 50 muscles and 7DOFs, calculated using the ICHM algorithm.

3Gitlab: https://gitlab.inria.fr/auctus-team/people/antunskuric/papers/human_wrench_capacity

https://gitlab.inria.fr/auctus-team/people/antunskuric/papers/human_wrench_capacity
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3.5.4 Algorithm implementation

pycapacity

The pseudo-code of the ICHM algorithm is given in Algorithm 2, while an
efficient open-source Python implementation is publicly available within
the package pycapacity4, which is described more in detail in Chapter 7.

Finally, Section 4.3 brings the application of the proposed algorithm for
the real-time robot control in the human-robot collaboration scenario,
where the algorithm is exploited in order to calculate the human’s wrench
capacity polytope online.

Algorithm 2 Proposed ICHM algorithm pseudo-code
Require: A,B, ymin, ymax, b, ε
U,Σ, V T ← svd(A+)
init H -rep: H,d← [ ] and V-rep: xv,yv ← [ ]
for all ui in U do

yi ← Linear Program (LP) (Eq. 3.81) with c=ui and c=−ui

xv ← [xv, A+Byi +A+b]
repeat

calculate the Convex-Hull C of xv

calculate the centroid xc =
1
N

∑
i xv,i

for all new face Fi in C do
find normal ni and one vertex xj of Fi

yi ← LP ( Eq. 3.81 ) with c=ni ( Eq. 3.82 )
xi = A+Byi +A+b
calculate δi (Eq.3.83)
if |δi| ≤ ε then

new face: update H -rep ( Eq. 3.85 )
else

new vertex: update V-rep: xv← [xv, xi], yv← [yv, yi]
until max{|δi|} ≤ ε
return V-rep: xv, yv and H -rep: H, d

3.6 Conclusion

This chapter aims to provide a set of tools for efficient transforming of polytopes representing
the physical abilities of humans and robots into more standardised forms suitable for practical
applications. The focus is put on the two widely used polytope representations: vertex or V
and half-plane or H -representations. These representations offer various advantages, including
compatibility with visualisation tools, in a for triangulated meshes, and optimisation-based
applications like robot control and trajectory planning. Additionally, they enable efficient
operations like Minkowski sums and intersections over multiple polytopes.

While the literature presents numerous algorithms for transforming polytope formulations into
their H or V-representation, these algorithms are often tailored to specific sets of polytope
formulations. Chapter 2 proposes a generic view on different common polytope representation
of humans’ and robots’ physical abilities and proposed a unifying polytope formulation describ-
ing all the proposed metrics, introduced in Section 2.4. However, this unified formulation is
not directly suitable for the standard polytope transformation algorithms. Hence, Section 3.2

4https://auctus-team.github.io/pycapacity/

https://auctus-team.github.io/pycapacity/
https://auctus-team.github.io/pycapacity/
https://auctus-team.github.io/pycapacity/
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proposes a structured view on different polytope formulation families derived from the pro-
posed generic unified formulation namely intersection and projection formulation, as well as
some special cases.

Section 3.3 further provides an overview of applicable techniques for transforming these families
into theirV or H -representation. The chapter briefly introduces the standard generic methods
for mutual transformation between V and H -representation, followed by the polytope formu-
lation specific methods that are capable of better exploiting the geometry of the formulation
families. Finally, several polytope approximation methods are discussed as a means of improv-
ing the efficiency of polytope transformation for high-dimensional problems. The aim of this
overview is to provide a brief introduction into the applicable state-of-the-art methods when
it comes to transforming different polytope formulations as well as to discuss their limitations
and computational efficiency.

The final two sections of this chapter introduce two contributions of this thesis in the domain
of polytope transformations. The Section 3.4 introduces an efficient vertex enumeration algo-
rithm for the intersection polytope formulation with the interval input set. This algorithm is
based on the work by Sasaki [106], exploiting the geometry of the hyperrectangle input set in
order to improve its computational complexity of its exhaustive search and reduce the execu-
tion time. The algorithm is particularly well suited for low dimensional polytope evaluation,
that are common when it comes to polytope characterisations of physical abilities of robotic
manipulators. The performance of the proposed algorithm is compared to the state-of-the-art
methods on finding the V-representation of the force capacity polytope for redundant robotic
manipulators, introduced in Section 2.1.5. The results show that the algorithm has significantly
lower computational complexity and hence shorter execution time, in the order of magnitude
of several milliseconds for standard robotic manipulators, implemented in Pyhton. Such short
execution time opens doors for using these polytopes in real time applications, such as robot
control. This algorithm has been published in the context of the scientific paper A. Skuric et
al. [A1].

Section 3.5 brings a new polytope approximation algorithm based on the Convex-Hull Method
(CHM) by Lassez [149]. The algorithm is developed for the generic polytope formulation
directly and can therefore be used with all the common polytope formulation introduced in
previous chapter. This algorithm performs an iterative approximation of the final polytope by
using sequences of Linear Programs (LPs) to find new vertices of the polytope and Convex-Hull
to group the to faces. The algorithm improves the approximation accuracy in each iteration
and continues iterating when desired user defined approximation accuracy is reached. The
execution time of the algorithm depends directly of the complexity of the polytope being
transformed (number of faces and verteices), therefore by appropriately setting the desired
accuracy, the algorithm is capable of simplifying the final geometry of the polytope and lowering
the execution time. This is particularly useful when it comes to the high-dimensional problems,
where the input space dimension is much higher than the output space n ≫ m, where the
standard exact methods have intractable execution times, as they are based on different forms
of the exhaustive search. Such high-dimensional problems are very common when it comes to
characterising physical abilities of humans based on their musculoskeletal models, as they often
have large number of muscles n, while their capacities are characterised in the Cartesian Space
(CS) m = 3. The performance of the proposed method is therefore tested on the challenging
polytope formulation of the human’s wrench capacity polytope, described in Section 2.2.3.
The results of the proposed methods in comparison to the state-of-the-art methods show that
it has significantly shorter computation time while at the same time guaranteeing the user
defined approximation accuracy. Furthermore, the results show that the proposed algorithm,
in the case of human’s wrench capacity polytope, has execution time under half of a seconds



3.6. Conclusion 75

for musculoskeletal models up to 100 muscles, opening many doors for using this polytope
formulation in the real time applications. The ICHM algorithm has been published in the
context of the scientific paper A. Skuric et al. [A3] and later refined within A. Skuric et al.
[A4].

Following chapter leverages the proposed algorithms and formulations to propose several use-
cases of the polytope based physical ability characterisations in the context of the real-time
robot control in different human robot physical collaboration scenarios. Chapter 4 proposes
uses the real-time polytope evaluation for creating more adapted robot control strategies in the
context of the physical human-robot interaction. Chapter 5 explores the possibilities of using
polytopes for the real-time visual feedback to the operators. Moreover, Chapter 6 proposes
a new CS trajectory planning strategy exploiting the polytope algebra. Finally, Chapter 7
presents the publicly available open-source software package implementing several algorithms
introduced in this section and enabling an efficient, real-time compatible, evaluation of polytope
based physical abilities for humans and robots.
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Chapter 4

Enhancing human-robot physical
collaboration with polytopes

Chapter 2 presentes the benefits of polytope representations of physical abilities for robots
and humans, based on their musculoskeletal models. Polytopes, in addition to being their
accurate representation, can actually be used as a unifying view on their different physical
abilities and allow for characterising their common physical abilities, as one system, in the
same polytope form. Chapter 3 then presents some of the most efficient algorithms, proposed
in the literature, for transforming different polytope families into the standard forms suitable
for different applications, such as visualisation or robot control. Furthermore, in Chapter 3,
two new efficient algorithms for polytope transformation are proposed: VEPOLI2 (introduced
in Section 3.4) and ICHM ( introduced in Section 3.5). These algorithms significantly reduce
the computational complexity of the polytope transformation and enable their use in real-time
applications.

The context of this chapter is put within a collaborative workstation [5, 160], where the human
and the robot work in a close proximity and interact physically to execute different tasks.
Collaborative workstations are promising tools for the future of the small-scale manufacturing
[161, 162], such as the mini-satellite fabrication in the context of the LiChiE project. The aim of
such collaboration is to improve the overall efficiency by combining the abilities of both humans
(flexibility, adaptability, expertise, etc.) and robots (repeatability, precision, tirelessness, etc.),
while at the same time improving the operator’s safety, and overall well-being, when executing
different tasks. Therefore, this chapter leverages the efficiency of the proposed algorithms and
aims to demonstrate the potential of using polytope representation of human’s and robot’s
physical abilities for creating real-time robot control strategies in the context of human-robot
physical collaboration.

One of the main challenges of such collaborative workstations is creating more adaptive control
strategies where the robot adapts its behaviour, not just with respect to the requirements of the
task and its own abilities, but also to the current abilities of the human operator, as well as his
safety. Creating these collaborative strategies requires having a set of tools for characterising
the abilities of robots and humans, as well as quantifying different notions of human’s well-being
and safety.

This chapter, therefore, aims to demonstrate that polytope representations of different physical
abilities of robots and humans, have a great potential to be used in this context. As showed
in Section 2.3, polytopes allow expressing different physical abilities of robots and humans, as
well as their collaboration as a single system, in the same polytope form. Such a unified view
enables assessing if different tasks better suite the human’s or the robot’s abilities, or if they
better suite their physical collaboration. This lays the foundation for more adapted objective
and quantitative task allocation strategies. Furthermore, as both human’s and robot’s physical
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abilities are state dependant and can vary significantly during the task execution, this work
proposes to use the polytopes for capturing the changes in their abilities in real-time.

Having accurate information about robot’s physical abilities in real-time, enables creating robot
control strategies that adapt to the changes and better exploit robot’s abilities. On the other
hand, having accurate online information about human’s physical abilities enables monitoring
the operator’s capacity to execute a certain task in real-time. This real-time information can
be used to quantify the operators’ lacking physical abilities to execute certain task, or in other
words, quantify how much assistance they need from the robot. Such monitoring and assistance
strategies allow ensuring that their abilities are not surpassed during the task execution, having
a direct impact on the operator’s safety and well-being.

Therefore, there are three main concepts that this chapter attempts to explore

Concept 1 (C1). Real-time physical ability information enables creating more adapted control
strategies that better exploit robot’s and human’s individual abilities

Concept 2 (C2). Real-time physical ability information enables creating collaborative control
strategies that better exploit their common abilities when collaborating physically

Concept 3 (C3). Real-time physical ability information enables creating more human-centred
robot control strategies improving human’s safety

This chapter is structured as follows. Section 4.1 brings an example of the task of collabora-
tive object carrying within a collaborative workstation, where two collaborative scenarios are
proposed. The first scenario, introduced in Section 4.2, consists in two robots collaborating to
carry a heavy object while the control strategies of each one of the robots take in consider-
ation both their own and the other robot’s physical abilities. The second scenario, proposed
in Section 4.3, consists in the human operator and the robot collaboratively carrying a heavy
object, where the robot’s control strategy takes in consideration its own physical abilities and
the physical abilities of the operator in the real-time. Section 4.4 brings the discussion on
the limitations and perspectives of the proposed experiments and the collaborative control
approaches.

4.1 Collaborative carrying of a heavy object

Figure 4.1: Illustrative example of collaborative object carrying in two different collaborative
scenarios, human-robot collaboration on the left and dual robot arm collaboration on the right.

One traditional example of a collaborative task requiring physical interaction between multiple
actors (humans and robots) is collaborative object carrying [163–165]. In this task N actors
collaborate physically by applying forces fai on the object with mass m, in order to compensate
for its gravity G

G = mg = fa1 + · · · + faN (4.1)
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An illustration of the human-robot and dual robot arm collaborative carrying is given on
Figure 4.1. As discussed in Section 2.3, in this particular collaboration scenario, each of the
actors’ capacity to generate forces fai can be expressed in the polytope form

fai ∈ Pf,ai (4.2)

while their joint capacity of generating the forces on the object can be found as the Minkowski
sum of their polytopes

Pf = Pf,a1 ⊕ · · · ⊕ Pf,aN (4.3)

Therefore if gravity induced force acting the object G is within the polytope Pf the collaborative
system is able to compensate for the objects weight

G ∈ Pf (4.4)

As both human’s and robot’s force capacity is state dependant1 and changes during the ex-
ecution of the task, the role of the robot control strategies is to find the suitable forces fai
that respect their individual capacities Pf,ai and accomplish the task by compensating for the
object’s weight G.

The following two sections present two different robot control strategies for two different col-
laborative object carrying scenarios. Section 4.2 brings a physical collaboration scenario based
on two robotic arms carrying an object with a mass of 12kg. Their physical abilities are calcu-
lated in real-time in the polytope form and integrated in the real-time robot control in order
to exploit their full force capacity. Section 4.3, on the other hand, proposes the human-robot
physical collaboration scenario for carrying of an object with the mass of 7kg. In this scenario,
both of their physical abilities are evaluated online and used to create a human-centred robot
control strategy, able to exploit their changing physical abilities while ensuring their safety.

4.2 Dual robotic arm collaborative object carrying

Figure 4.2: Figure showing the experimental setup for dual robot arm collaborative carrying.
Two Franka Emika Panda robots jointly carry the object with a mass of m = 12kg, where each
object compensates for a part of the total weight fr1 + fr2 = mg. The object is rigidly fixed in

the end-effectors of both robots.

This sections presents a physical collaboration scenario using two Franka Emika Panda robots
involved in the collaborative carrying on an object of mass m. Each robot is contributing to

1The human’s and the robot’s state force capacity is dependant on their respective states. The exact
relationships are described in Section 2.1.5 for robots and in Section 2.2.3 for humans.
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the compensation of the object’s gravity G = mg by producing forces fr1 and fr2 , such that

fr1 + fr2 = G (4.5)

Panda robots are rated to a maximal carrying capacity of 3kg, which corresponds to the absolute
minimal carrying capacity of the robot, evaluated in one of its near-singular configurations. It
is, by definition, an underestimation of the real robot’s task space force capacity and relying
on it, as it is commonly done, limits the scope of the possible tasks and applications.

The goal of this experiment is to demonstrate the fact that by taking into account the true force
capacity of each robot, it is possible to go considerably beyond the robot’s conservative rated
capacity without comprising safety nor exceeding any of the actuation limits2. The weight of
the object chosen for the experiments is m = 12kg, voluntarily far above the recommended
joint carrying capacity m ≤ 6kg.

The following Section 4.2.1 proposes an efficient approach for calculating the carrying capacity
of both robots, leveraging the efficiency of the VEPOLI2 algorithm (described in Section 3.4).
Section 4.2.2 proposes a robot control strategy exploiting this real-time information in order to
fully compensate for the continuous evolution of their capacity over time. Finally, Section 4.2.3
brings the experimental validation of the approach, as well as the discussion of the results.

4.2.1 Robot carrying capacity calculation

As the carrying task requires the robots to apply only the forces fr1 and fr2 that are opposite
to the force of the object’s gravity G, their physical ability to carry certain weight can be
evaluated as the maximal applicable force in the vertical (z-axis) direction. Therefore, the
robot’s carrying capacity Fz can be expressed as the the special case of the robot’s wrench
polytope Pf , described in Section 2.1.5, where the task space is one dimensional (m = 1)

Fz(q, q̇) = Pfz(q, q̇) = {f ∈ R | Jz(q)T f = τ − τb(q, q̇), τ ∈ [τmin, τmax]} (4.6)

where {q, q̇} is the robot’s joint state, f ∈ R is the applicable scalar force in z-axis direction,
τ ∈ Rn are the applied joint torques limited within the interval τ ∈ [τmin, τmax], τb ∈ Rn are
the bias joint torques grouping the effects of gravity and robot’s motions, while Jz ∈ R1×n is
the configuration dependant Jacobian matrix with one line and n columns.

Figure 4.3: A geometric view of
constructing the carrying capacity
Fz as the intersection of the force
polytope Pf and the z-axis. The
carrying capacity is expressed at the

center of the object.

Geometrically, the m = 1 dimensional polytope, describing
the range of scalar forces f applicable in the vertical direc-
tion, can be represented as the intersection of the complete
wrench/force (m = 6/m = 3) polytope Pf , described in
Section 2.1.5, with the vertical axis. An illustrative view of
this intersection is shown on Figure 4.3.

For any given robot state {q, q̇} this one dimensional set
Fz can be transformed into the form of a min-max interval

Fz = {f ∈ R | f ∈ [fmin, fmax]} (4.7)

Finding the limits [fmin, fmax] of the applicable scalar force
f in the vertical direction can be viewed as finding a V-
representation of the 1D (m = 1) polytope Fz. Then the

2It it worth noting that the mechanics of the robot’s joints might not be designed to withstand the efforts
above its rated payload in the long-run. However, this experiment aims to illustrate an optimised use of the
robot’s abilities, assuming perfectly rigid joints in the directions producing no motion.
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vertex search algorithm VEPOLI2, described in Section 3.4, can be used to efficiently find the
limits (vertices) fmin and fmax of the applicable force in z-axis direction.

Furthermore, this procedure can be done for both robots r1 and r2, by characterising their
carrying capacities Fz,r1 and Fz,r2 and finding their applicable vertical force ranges

fr1 ∈ [fr1,min, fr1,max], fr2 ∈ [fr2,min, fr2,max] (4.8)

Additionally, their combined carrying capacity Fz,r1+r2 can be calculated as the Minkowski
sum of their polytopes Fz,r1 and Fz,r2

Fz,r1+r2 = Fz,r1 ⊕Fz,r2

or in this special case (m = 1), the sum of their intervals

fr1+r2 = fr1 + fr2 ∈ [fr1,min + fr2,min, fr1,max + fr2,max].

In the context of this experiment, the real-time carrying capacity calculation is implemented
using the Python open-source library pycapacity, developed in the context of this thesis and
described in Chapter 7.

4.2.2 Collaborative robot control strategy

The collaborative carrying task requires the robot’s to apply forces that compensate for the
object’s weight G, which can be expressed in a form

fr1 + fr2 −G = 0 (4.9)

In the general case, there exists an infinity of ways the weight can be distributed between the
two robots, satisfying equation (4.9) and, at the same time, respecting their carrying capacities
Fz,r1 and Fz,r2 .

In this work, a simple weight distribution strategy is proposed, where the relative load of each
of the robots, with respect to their carrying capacity is evenly distributed.

fr1
fr1,max

=
fr2

fr2,max
(4.10)

In other words, the weight the robot carries is proportional to its carrying capacity. Combining
equations (4.9) and (4.10), the weight carried by each one of the robots can be expressed as

fr1 =
fr1,max

fr1,max + fr2,max︸ ︷︷ ︸
λ1

G, fr2 =
fr2,max

fr1,max + fr2,max︸ ︷︷ ︸
λ2

G (4.11)

where λ1 and λ2 represent the ratios of both robot’s contribution to the overall carrying ca-
pacity, and their relationship can be expressed as λ1 + λ2 = 1.

In order to find the optimal forces fr1 and fr2 that, at the same time, compensate for the
weight of the object (4.9), comply with the proposed weight distribution strategy (4.11) and
respect their carrying capacities (4.8), a Quadratic Program (QP) based robot control strategy
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is proposed

fr1 , fr2 = argmin
fr1 ,fr2

weight compensation︷ ︸︸ ︷
||G− fr1 − fr2 ||2 +

weight distribution︷ ︸︸ ︷
ωλ2||fr1 ||2 + ωλ1||fr2 ||2

s.t. fr1 ∈ [fr1,min, fr1,max]

fr2 ∈ [fr1,min, fr2,max]

(4.12)

The proposed optimisation problem consists in two tasks. The first task is the weight com-
pensation task, corresponding to equation (4.9), which is ensured by minimising the error
||G− fr1 − fr2 ||2. Expressing equation (4.9) in this form, allows for the cases when the robot’s
carrying capacities are not sufficient for carrying the object fr1,max + fr2,max < G. Preventing
such situations and ensuring the feasibility of the robots’ tasks presents a substantial research
challenge in the realm of robot task design.

In the context of collaborative carrying task, a potential avenue in addressing this issue comes
from wrench feasibility analysis [18, 19]. These tools could enable quantifying the areas of the
collaborative workspace, where a certain weight compensation capacity is guaranteed. Then,
the collaborative carrying tasks could be designed within these ares in the workspace. It’s
worth noting that these approaches complement the proposed approach and could be used in
tandem to further improve the robustness of the proposed method and bring it a step closer
to practical real-world applications.

The second task ensures the even relative load distribution between the robots, as proposed by
the weight distribution strategy given in equation (4.11). To achieve this behaviour, the norm
of the first robot’s force fr1 is weighted by the second robot’s contribution ratio λ2, while the
second robot’s force fr2 is weighted by the first robot’s contribution ratio λ1. This way, if the
robot r1 has higher carrying capacity fr1,max > fr2,max, the force fr1 is weighted (penalised)
less in the cost function λ1 > λ2, ultimately resulting in higher values found by the optimisation
problem for robot 1. On the other hand, if the carrying capacities of both robots is equal, then

Carrying
capacity

calculation

Carrying
capacity

calculation
Robot 2

Force Control

1kHz

100Hz

Robot 1

Force Control

1kHz

Collaborative control strategy

 

100Hz

Figure 4.4: The block diagram showing the implemented robot control scheme. Each robot’s low-
level force control loop runs at 1kHz, while the carrying capacity calculation and the collaborative

control strategy are evaluated at the frequency of 100Hz.
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the weighing factors are equal too λ1 = λ2, resulting in the equal weight distribution.

The factor ω is used to set the priority of the weight distribution task much lower than the main
task of the weight compensation of the object, in the experiments proposed in this sections the
regularisation weight is set to ω = 1× 10−5.

Each robot control cycle starts by calculating the carrying capacities (4.8), followed by the
resolution of the optimisation problem (4.12). Once the optimal vertical forces fri , are obtained
the joint torques τri , achieving those forces, are calculated for each of the robots and sent to
their low-level joint controllers

τri = JT
z,ri(qri)fri + τb,ri(qri , q̇ri), ∀i ∈ {1, 2} (4.13)

The calculation of the carrying capacity of both robots and the proposed collaborative control
strategy are implemented in programming language Python and performed at the frequency
of 100Hz. The robot’s open-loop force control is implemented in programming language C++,
using the library pinocchio [166], and run at the frequency of 1kHz. The complete software
stack has been integrated using the Robot Operating System (ROS) [167] programming en-
vironment and run from one computer equipped with a 1.90GHz Intel i7-8650U processor.
Figure 4.4 shows the schematic block diagram of the implemented collaborative robot control
strategy.

4.2.3 Experimental validation

Figure 4.5: This figure shows the experimental setup and visualises the trajectory taken by the
human operator. The robots compensate for the full object’s weight while the operator moves the

object through the workspace, doing a forward and backward pass through the 4 via-points.

Video

In this experiment the two Panda robots jointly compensate for the weight
of the object (12 kg), using the proposed collaborative control strategy.
A human operator freely moves the object through the common work-
space, implicitly changing both robots’ configurations in real-time. As
a consequence, the task space trajectory and the evolution of the robot
configurations are not known in advance.

The particular trajectory taken by the human operator in this experiment
is indicated on Figure 4.5. It consists in taking the object through the set
of four via-points, making a forward and backward pass. The proposed
control strategy then leverages the real-time calculation of their carrying capacity and adapts

https://youtu.be/hApIv1oFuhk
https://youtu.be/hApIv1oFuhk
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Figure 4.6: This figure shows the time evolution of different control and physical ability variables in the top graphs, as well as several images of the
experiment taken when the operator attained different via-points with the object. The top graph shows the time evolution of the carrying capacity of the
manipulators fr1,max, fr2,max, indicating, with red background, the time periods when the naive strategy fr1 = fr2 = 0.5G (dashed line on all graphs)
would not be feasible for at least one of the two robot. The second graph provides the evolution of their joint capacity fmax = fr1,max+ fr2,max, indicating
their individual contributions to the common capacity. The third graph indicates the time evolution of applied manipulator forces fr1 , fr2 , calculated using
the proposed control strategy. Finally, the bottom graph shows the time evolution the weights λ1, λ2 used with the robot control. All the force values are

expressed in kilograms for easier readability.
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the weight distribution to ensure the compensation of the full object’s weight during the whole
experiment.

A straightforward control strategy, requiring each robot to compensate for half of object mass
fr1 = fr1 = 0.5G is taken as baseline to evaluate the performance of the new method. This
experiment is illustrated in the accompanying video3.

Figure 4.6 (bottom) shows several images taken during the experiment execution, in the mo-
ments when the operator reached different via-points. The graphs on the top show the time
evolution of the evaluated maximal forces and force applied by each robot during the experi-
ment. The naive strategy fr1 = fr1 = 0.5G is shown in dashed lines for comparison.

The results show that the proposed control strategy is successful in ensuring compensation of
the object weight during the full length of the experiment. In the starting via-point t = 0s and
t ≥ 21s, robot r2 (robot on the right) is close to it’s singular configuration and its load carrying
capacity is close to 5kg. Controlling it to compensate for half of the weight of the object would
result in a saturation of the actuators and potential damage to the hardware. The same is
true for via-point 4 at t = 12s. In this via-point the robot r1 (robot on the left) is not be able
to compensate for half of the object weight, but thanks to the proposed adaptive control law,
the task can successfully be achieved, supporting Concept 1 (C1) . Furthermore, any naive
fixed strategy, assigning certain fixed ratio of the object’s weight to the robots, would result in
surpassing the robots’ limits which in turn would fail to accomplishing the task. By exploiting
the online calculation of the robots’ physical abilities, the proposed strategy enables exploiting
their changing abilities and accomplishing this task while at the same time guaranteeing that
their capacities are not exceeded.

The results further show that even though in the large portion of the experiment one of the
robots was not able to carry half of the object’s weight, their joint carrying capacity exceeded
the objects weight fr1,max+fr2,max > G during the whole length of the experiment, conforming
with Concept 2 (C2) .

However, this may not be the case over the entire common workspace of the two robots, but
this example is a good illustration of the interest of accounting for the true capabilities of the
system at the control level. In certain configurations the common carrying capacity of the
robots might be lower than the objects weight fr1,max + fr2,max < G. The proposed control
approach, in those cases would ensure that the robots’ physical abilities are not exceeded,
however it would not be able to guarantee the weight compensation of the object.

In summary, the experimental validation demonstrates the effectiveness of the proposed control
strategy in real-time adaptation of weight distribution between multiple robots based on their
varying physical abilities. The strategy ensures safe and efficient collaboration between robots,
allowing them to collectively perform tasks that would be challenging or impossible for each
robot to accomplish individually. Leveraging real-time information about their physical abili-
ties, the proposed strategy offers a flexible solution for collaborative applications, eliminating
the need for pre-calibration or in advance task-specific information.

4.3 Human-robot collaborative object carrying

In many industrial contexts, including the LiChiE project’s mini-satellite fabrication process,
tasks involving the manipulation of heavy objects are a frequent occurrence. Taking inspiration
from these tasks, this section presents an illustrative scenario where a human and a robot

3Video: https://youtu.be/hApIv1oFuhk

https://youtu.be/hApIv1oFuhk
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Figure 4.7: This figure show the experimental setup. The robot end-effector is fixed to the
carried object and the human operator is holding the object by the handle. The object’s mass is
m = 7kg, while the operator and the robot collaborate to compensate the full weight of the object.

collaborate physically to carry a heavy object. In this scenario, shown on Figure 4.7, a human
operator and a Franka Emika Panda robot jointly carry an object mass of m=7 kg, each one
compensating for a part of the total weight

fh + fr = mg = G (4.14)

In this experiment, the operator has the expert knowledge about the task and moves the object
through the workspace to perform the task efficiently. The robot’s role, in this case, is to assist
the operator with the carrying of the heavy object and improve their safety and their overall
well-being.

The usual choice for these scenarios is a simple gravity compensation strategy, making the
robot carry the full weight of the object fr = G and provide the operator with full movement
transparency. Several such human-centred robot control strategies have recently been proposed
in the literature, where the robot in addition to the full weight compensation improves different
aspects of the human safety and ergonomics. One example of such approach is proposed by
Ferraguti et al. [168], which REBA [45] ergonomic indicators to improve human posture while
carrying an object.

However, as discussed in Section 4.2, assigning any fixed weight to the robotic manipulator
requires a priori analysis of its changing capacity and determination of the worst-case weight
limits, which in the case of the Franka Emika Panda robot is m ≤ 3kg4. Therefore, carrying
the 7kg load requires using a more capable robot which, in many cases, significantly increase
the cost of such system and potentially reduces operator’s safety. As more capable robots
are usually bigger and heavier, they result in much higher exchanged forces in case of impact
with the operator, raising many safety concerns [169]. Therefore, delegating the entire weight
compensation to the robot is not always the most efficient or the safest solution for the operator.

On the other hand, several studies have shown that the human’s physical feedback during
task execution improves significantly their engagement in the task [170], improves the task
execution efficiency and reduces the risk of error [171]. However, since the human’s carrying
capacity varies significantly throughout the workspace as well, before allocating any weight to
the operator, their safety has to be ensured. As in the case of robots, the traditional approach
consists in analysing the task in advance and determining, often in a very conservative manner,

4Given by the manufacturer in the form of the robot’s rated payload.
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the set of worst-case limits [172], often given in a form of different standards [49] and manuals
[48].

In order to avoid making such coarse assumptions, several approaches have been proposed in
the literature, able to quantify different measures of human physical abilities and adapt the
human load to their changes online. Kim et al. [173] have proposed an approach estimating
the joint torques in the operator’s body produced by carrying the load of the object, where
the robot’s role is to adapt the operator’s posture to minimise the magnitude of human’s joint
torques. The human body is approximated using a planar model actuated at the joint level.
Furthremore, in their work, the human is the one carrying the full mass of the object, while
the robot’s only role of is to modify the operator’s posture in order to improve his ergonomics.

A different approach is proposed by Carmichael and Liu [68], where the human and the robot
collaborate physically to execute the carrying task. Their approach is employs on a more
accurate human model, based on human musculoskeletal models, which is used to efficiently
approximate the human’s force capacity. The robot control strategy modulates the weight
carried by the human with respect to the approximation calculated in real-time. The approach
is developed in the context of human rehabilitation and used for the real-time control of assistive
exoskeletons. The authors show that such approach is capable of adapting to the operator’s
pathology and reduce the rehabilitation time [174]. This approach demonstrates the potential
of using human-centred robot control strategies which are able to adapt the load carried by the
human precisely to his varying physical abilities. However due to the intractable computational
complexity of the human force capacity calculation proposed by the authors, the scope of their
work is limited to relatively simple planar musculoskeletal models. Furthermore, the robot
control strategy proposed in their work is aimed to the rehabilitation and the use of assistive
exoskeletons, which does not transpose well to more unstructured industrial scenarios.

Inspired by their work, this section aims to further demonstrate the potential of using the
real-time knowledge about both robot’s and human’s physical abilities in the context of collab-
orative robot control in industrial scenarios. The proposed collaborative robot control strategy
leverages the two new algorithms developed in the context of this work, capable of efficiently
calculating the force capacity of robots (VEPOLI2 described in Section 3.4) and humans, based
on their musculoskeletal models (ICHM described in Section 3.5). Their changing capacities
are calculated online and used to create collaborative robot control strategy, capable of both
exploiting their full potential and, at the same time, ensure the safety of the operator.

Section 4.3.1 introduces an efficient strategy for calculating the operator’s carrying capacity
in real-time. Section 4.3.2 introduces the collaborative robot control strategy using the online
information about the operator’s carrying capacity, as well as the robot’s capacity, described
in Section 4.2.1. The experimental validation of this approach is described in Section 4.3.3 as
well as the discussion on results.

4.3.1 Human carrying capacity calculation

As described in Section 2.2, the analysis of human’s physical abilities in this work is based on
their musculoskeleral models, as the most accurate models of human bodies currently available.
More specifically, as shown on Figure 4.7, this experiment requires evaluating the operator’s
ability to carry the object in his right arm. Many different human arm musculoskeletal models
are proposed and validated in the biomechanics literature [158, 175], as well as different software
tools for their analysis [146, 176]. However, choosing an appropriate musculoskeletal, and
adapting it to individual characteristics of the operator, is a challenging scientific problem.

In broad terms, using more detailed musculoskeletal models often leads to more accurate repre-
sentation of human subjects [177], but comes with an increase in the computational complexity.
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The computational efficiency of the proposed ICHM algorithm, described in Section 3.5, allows
for considering relatively detailed models (even up to 50 muscles) while maintaining interactive
execution times. Therefore, the analysis in this section assumes having an appropriate and
detailed musculoskeletal model of the operator’s arm.

When it comes to the collaborative carrying experiment, the operator is required to apply
only the force fh that contributes to compensating the object’s gravity G. Therefore, the task
is effectively one dimensional m = 1 and his physical ability to carry certain weight can be
evaluated as the maximal applicable force in the vertical (z-axis) direction. Hence, the human’s
carrying capacity Fz can be expressed as the the special case of the human’s wrench polytope
Pf , described in Section 2.2.3, where the task space is one dimensional (m = 1)

Fz(q, q̇) = Pfz(q, q̇) = {f ∈ R | Jz(q)T f = N(q)F − τb(q, q̇), F ∈ [Fmin, Fmax]} (4.15)

where {q, q̇} represent the human’s joint state, f ∈ R is the applicable scalar force in z-axis
direction, F ∈ Rn are the applied muscular forces limited within the interval F ∈ [Fmin, Fmax],
τb ∈ Rn represents the bias joint torques grouping the effects of the gravity and human’s
motions, while Jz ∈ R1×n is the configuration dependant Jacobian matrix with one line and n
columns and N ∈ Rn×d is the state dependant moment arm matrix. Values n and d correspond
to the number of joints and muscles considered in the musculoskeleral model.

Analogously to the robot’s case, human’s carrying capacity Fz is a m = 1 dimensional polytope,
describing the range of scalar forces f applicable in the vertical direction. Geometrically, this
polytope corresponds to the intersection of the complete wrench/force (m = 6/m = 3) polytope
Pf , described in Section 2.2.3, with the vertical axis. An illustrative view of this intersection
is shown on Figure 4.8.

Furthermore, for any given human’s state {q, q̇} this one dimensional set Fz can be transformed
into the form of a min-max interval

Fz = {f ∈ R | f ∈ [fmin, fmax]} (4.16)

In order to find the limits [fmin, fmax] of the applicable scalar force f in the vertical direction,
this problem can be formulated as finding the V-representation of the 1D (m = 1) polytope
Fz. Then the real-time capable algorithm ICHM, proposed in Section 3.5, can then be used to
find the limits (vertices) fmin and fmax of the applicable force in z-axis direction.

Figure 4.8: A geometric view of con-
structing the carrying capacity Fz as the
intersection of the force polytope Pf and
the z-axis. The carrying capacity is ex-

pressed at the center of the object.

Following the similar procedure as for humans, the
robot’s carrying capacity can be determined in real-
time as well, using the VEPOLI2 algorithm, as pro-
posed in Section 4.2.1. Then the human’s carrying ca-
pacity Fz,h and robot’s carrying capacity Fz,r, char-
acterising their feasible ranges of applicable vertical
forces fr and fh can be expressed as in the form of
ranges

fh ∈ [fh,min, fh,max], fr ∈ [fr,min, fr,max] (4.17)

Additionally, their combined carrying capacity Fz,h+r

can be calculated as the Minkowski sum of their car-
rying capacities Fz,h and Fz,r

Fz,h+r = Fz,h ⊕Fz,r
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or in this special (m = 1), the sum of the intervals

fh+r = fh + fr ∈ [fh,min + fr,min, fh,max + fr,max].

As in the previous experiment, the real-time carrying capacity calculation, using VEPOLI2

and ICHM algorithms, is implemented using the Python open-source library pycapacity. This
library is developed in the context of this thesis in Chapter 7.

4.3.2 Collaborative robot control strategy

The collaborative carrying task requires the human and the robot to apply forces that combined
compensate for the object’s weight G

fh + fr = G

As their carrying capacity changes in time, the main task of the robot’s control algorithm
consists in modulating the weight carried by the operator and the robot to ensure that their
carrying capacity is not exceed while compensating for the object’s weight.

In addition to the object’s weight compensation, inspired by the Assist-As-Needed (AAN)
paradigm proposed by Carmichael and Liu [68], a simple adaptive weight distribution strategy
is proposed, with the goal to ensure that the human operator’s relative load remains constant
with respect to its real-time capacity.

fh
fh,max

= const.

The fixed ratio chosen for the experiments is 30% of the human’s carrying capacity, ensuring
operator’s safety and maintaining the constant level of engagement.

fh = 0.3fh,max

It is worth acknowledging that determining the optimal ratio is a challenging scientific problem,
one that may require individual determination for each human subject. In the context of this
work, the value of 30% is selected arbitrary.

The main task of the object’s weight compensation as well as the AAN strategy, maintaining
the constant relative load of the operator, is implemented in a single robot control strategy
based on Quadratic Program (QP)

fr, fh = argmin
fr,fh

weight compensation︷ ︸︸ ︷
||G− fr − fh||2 +

weight distribution︷ ︸︸ ︷
ω||fr||2

s.t. fh ∈ [0.3fh,min, 0.3fh,max]

fr ∈ [fr,min, fr,max]

(4.18)

The main component of the cost function of this QP is the minimisation of the error ||G−fh−fr||2,
which ensures that the object’s gravity is always compensated, as long as their carrying capacity
defined in the constraints of the optimisation problem allows for it.

The AAN strategy is formulated as a regularisation task ω||fr||2 in the cost function. This task
minimises the magnitude of force fr applied by the robot while having no penalisation for the
human’s force fh. The resulting behaviour of the optimisation problem is to find the weight
distribution between the human and the robot which results in the minimal force fr applied
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by the robot, while maximising the force of the operator fh. In the other words, this weight
distribution strategy produces the AAN behaviour where the human applies its maximal forces
(30% of its carrying capacity) while the robot compensates for the rest. More precisely, the
force the human applies is equal either to 30% of its carrying capacity or the full objects weight

fh =

{
0.3fh,max, if G ≥ 0.3fh,max

G, otherwise

while the robot carries the remaining weight, as long as it is capable of doing so

fr =

{
G− fh, if G− fh ≤ fr,max

fr,max, otherwise

It is worth noting that, if the object’s weight exceeds the common carrying capacity of the
robot and the operator

fr,max + 0.3fh,max < G

they are not able to compensate for the weight. In such scenarios, the proposed strategy will
prioritise ensuring that their capacities are not exceeded, over the weight compensation.

The regularisation factor ω is used to set the priority of the AAN task lower than the main
task of the weight compensation of the object. In the experiments proposed in this section the
regularisation weight is set to ω = 1× 10−2.

In each control cycle human’s Fz,h and robot’s Fz,r carrying capacities are calculated. These
values are then used for the resolution of the optimisation problem (4.18). Once the robot’s
optimal vertical force fr is obtained, the joint torques τr achieving this force are calculated

Carrying
capacity

calculation

Carrying
capacity

calculation
Robot

Force Control

100Hz

1kHz

Collaborative control strategy

 

100Hz

OptiTrack
Motion Capture 

Figure 4.9: Block diagram showing the implemented robot control scheme. The robot’s low-level
force control loop runs at 1kHz, while the carrying capacity calculation of both robot and the
operator, as well as the collaborative control strategy, are evaluated at the frequency of 100Hz.

Human’s posture is obtained using the motion capture system OptiTrack.
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using the expression
τr = JT

z,r(qr)fr + τb,r(qr, q̇r)

where {qr, q̇r} ∈ Rnr is the robot’s nr dimensional state, Jr ∈ R×nr is the end-effector Jacobian
with 1 line and nr columns, τb,r ∈ Rnr is robot’s torque vector corresponding to the effects
of the gravity and the robot’s motion and τr ∈ Rnr are the joint torques sent to the robot’s
low-level joint control.

The human’s force fh, calculated by the proposed control strategy, corresponds to the force
the operator should apply in order for the object to stay static in the space. As the weight
compensation is both operator’s and robot’s task, the operator will naturally tend to apply the
force fh. Therefore, the proposed control strategy indirectly closes the loop with the human
operator through the forces applied on the object.

Both robot’s and human’s carrying capacity calculation algorithms, as well as the robot control
strategy described in Section 4.3.2, are implemented in Python and run in real-time with the
update frequency of 100Hz. The low-level robot control is implemented in C++, using the
open-source library pinocchio [166], and run in real-time at the frequency of 1kHz. All the
software components are integrated using the Robot Operating System (ROS) [167] and run on
a computer equipped with a 1.90GHz Intel i7-8650U processor. Figure 4.9 shows the schematic
block diagram of the implemented collaborative robot control strategy.

4.3.3 Experimental validation

Figure 4.10: These figures show the experimental setup. The robot end-effector is fixed to the
carried object and the human operator is holding the object by the handle. The motion capture
system is used to acquire the pose of the human arm. The via-points are visually indicated to the
human operator with numbered stickers on the table placed at the corners of a 30 cm square. The

images shows the experiment 1 (left) and the experiment 2 (rigth).

Video

In this experiment, the human operator performs a task by visually nav-
igating the object through the common workspace, passing through the
set of 4 via-points. The object is fixed in the end-effector of the robot as
well as at the hand of the human operator using a handle. Figure 4.10
shows the experimental setup indicating the structure of the collaborative
workstation, the placement of the via-points and the handle.

The experiment is repeated two times, for two different operator positions,
equally distant from the via-points, but rotated by 90° in space. These

https://youtu.be/wg4E62AkNnM
https://youtu.be/wg4E62AkNnM
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operator positions are indicated on Figure 4.10 as well. Furthermore, in
each of the two experiments, the operator performs 10 cycles through the via-points. The
experiment is illustrated in the accompanying video5.

Figure 4.11: Human right arm mus-
culoskeletal model MOBL-ARMS [158],
with 50 muscles and 7 joints. Visualised

using OpenSim software [176].

The musculoskeletal model used in this experiment is
the MOBL-ARMS model [158] of the human upper
limb (right arm), developed by Holzbaur et al. [175].
A relatively detailed model consisting in 50 muscles
(d = 50) and 7 degrees of freedom (n = 7). The visual-
isation of this model, using the biomechanics software
Opensim [176], is shown on Figure 4.11. The operator’s
arm configuration is inferred in real-time using an Opti-
Track [178] motion capture system. The musculoskele-
tal model is obtained using the efficient biomechanics
library biorbd [159].

The human subject (male, 182 cm, 80 kg) and the
MOBL-ARMS model belong to the same 50th per-
centile anthropomorphic group [179] so no model adap-
tation is necessary (ex. scaling [180]).

Figure 4.12 shows the recorded time evolution of
robot’s and human’s carrying capacities and weight
carried during the 10 cycles for each of the two ex-
periments.

The figure shows (top graphs) that the human’s carrying capacity is much more variable than
the robot’s one, peaking around 20kg in the recorded experiments and going as low as 5kg,
emphasising the importance of measuring it in real-time, and supporting Concept 1 (C1) .
Furthermore, the experiment’s show that the human’s carrying capacity is in many cases much
higher than the robot’s capacity, confirming the importance of creating the control strategies
able to account for both of their physical abilities.

The second line of graphs on Figure 4.12 shows the time evolution of the sum of their carrying
capacities, their common carrying capacity as one system. The graphs show that even though
both the robot and the human, in multiple instances during the experiment runs, had carrying
capacity lower than the object’s weight G, their joint carrying capacity exceeds the object’s
weight during the whole time of the experiment. Therefore, the proposed method demonstrates
the feasibility of using physical ability aware control strategies to improve the performance of
the physical collaboration. This confirms Concept 2 (C2) by showing that, even though,
neither the operator or the robot would have been able to carry the object on their own, by
collaborating, they were able to execute this task.

It is worth noting that the objective of this experiment is to demonstrate the feasibility rather
than guarantee universal applicability. In more general situations, there could be scenarios
where the collective carrying capacity of the human and the robot is insufficient to support the
object’s weight (fh,max+fr,max < G). In such cases, the introduced control strategy prioritises
ensuring that both actors capacities are not exceeded rather than the complete compensation
for the object’s weight.

The third line of graphs shows the time evolution of the weight carried by the robot and the
human, while the bottom graphs on Figure 4.12, show the relative load of the robot lr and the

5Video: https://youtu.be/wg4E62AkNnM

https://youtu.be/wg4E62AkNnM
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Figure 4.12: This figure shows the evolution of the carrying capacity and weight carried by the operator and the robot over the course of the via-point
cycle, for two experiments. The plots show mean values and the variances of the curves calculated over 10 successive cycles. The graph regions belonging

to the different via-points are separated by vertical lines. All the values are expressed in kilograms for easier readability.
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human lh calculated as

lh =
fh

fh,max
, lr =

fr
fr,max

The graphs confirm that the proposed control strategy maintained the human’s relative load
at 30% (lh = 0.3) of its capacity as proposed by the Assist-As-Needed (AAN) strategy, while
the robot’s relative load lr depended on the human capacity. As the human’s carrying capacity
decreased robot’s load lr increased, and vice-versa. By having the real-time knowledge about
the operator’s carrying capacity, the robot was able to adapt its assistance level to maintain
human’s load constant, despite substantial changes in the operator’s capacity profile and despite
his changing placement placement with respect to the task, supporting the Concept 3 (C3) .

4.4 Discussion and perspectives

This chapter argues for the use of accurate real-time information about human’s and robot’s
physical abilities for creating collaborative robot control strategies. To demonstrate this con-
cept, the chapter proposes two proof-of-concept experimental scenarios in the context of human-
robot physical collaboration.

As discussed in Section 4.2, the dual robot collaborative carrying experiment shows that the
proposed strategy enables to fully exploit the robots’ changing physical abilities in real-time.
Additionally, the strategy enables ensuring that their safety is not compromised, even though
the wight carried by the robots (12kg) is two times higher than their rated payload (2×3kg).
Therefore, such real-time capacity-aware control strategies have the potential to enable lever-
aging the true physical abilities of robots more optimally and even potentially help make a
step towards more minimal robot design.

Section 4.3 showcased the human-robot collaborative carrying experiment. For this scenario a
new human-centred robot control strategy is proposed, leveraging the information about both
of their physical abilities in real-time. The experiment shows that the strategy successfully
distributes weight between the human and the robot, making sure that their abilities are not
surpassed, despite their substantial changes happening in real-time. At the same time, the
strategy ensures the operator’s safety by maintaining the operator’s relative load constant (at
30% of its capacity), inspired by the Assist-As-Needed (AAN) paradigm [68].

As the main focus of the experiment is to demonstrate the feasibility of the concept of capacity-
aware collaborative robot control, it is important to note that the experiment is conducted with
a single participant. Even though the benefits of similar AAN strategies have been experimen-
tally confirmed in the rehabilitation literature [70, 174], their application in the collaborative
scenarios is not well studied. Therefore, in order to go a step further and evaluate the utility
of such human-centred strategies in more practical applications (and their parameters), a more
extensive user study would be required.

Furthermore, the carrying task, used in the experiments, is relatively simple and essentially one
dimensional. However the proposed capacity-aware approaches are not limited to such simple
use-cases. Section 4.4.1 discusses the perspectives of these approaches to be used in more com-
plex human-robot physical collaboration scenarios. Moreover, the experiments demonstrated
that the computational efficiency of the ICHM algorithm allows for using a relatively detailed
human musculoskeletal model of operators to evaluate their physical abilities in real-time. Sec-
tion 4.4.2 discusses the benefits and limitations of using such detailed human models in the
context of human-robot collaboration.
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4.4.1 Perspective: Extension to more flexible assistive strategies

The proposed human-robot collaborative carrying experiment, as discussed in Section 4.3.3,
has two main limitations. Firstly, it only accounts for forces in the vertical (z-axis) direction,
limiting the task to one-dimensional (m = 1) space. This simplification reduces computational
complexity but does not exploit full polytope geometry of the human’s and robot’s physical
abilities. Secondly, the wrenches (fh) applied by the human operator are not measured in the
experiment, simplifying the scenario by assuming all operator forces are in the z-axis direction.
However, in the absence of wrench fr measurements, the operator receives no assistance for
forces orthogonal to the z-axis.

One of the promising approaches able to address these limitations is proposed by Petrič et al.
[70]. The authors proposed an assistive strategy based on human’s force ellipsoids, where the
robot’s task consists in making the operator’s force capacity isotropic (equal in all the directions
in space). The forces applied by the operator are measured in real-time and amplified by the
robot. The amplification factor is determined with respect to the operator’s force capacity in
the direction of the applied force. The author’s show that such strategy does not restrict the
operator’s movements while significantly reducing the effort. However, their work is based on
force ellipsoids which are a coarse under-approximation of the true operator’s force capacity.
Moreover, their approach is created around a very specific planar exoskeleton setup in the
rehabilitation context. Therefore, this section discusses an extension of this approach to the
polytope representation of physical abilities and to more flexible collaboration scenarios.

Such human-centered assistive robot control strategy could enable providing the operator with
adapted assistance in any spatial direction, by leveraging the real-time measurement of the
operator’s wrenches fh. Moreover, the method could allow for exploiting the full polytope
geometry of human’s and robot’s wrench polytopes (Pf,h and Pf,r). Finally, such method
could allow to shape the operator’s wrench capacity given a desired polytope Pf,d, opening
doors for more flexible collaboration behaviours.

Figure 4.13: This figure illustrates the proposed assistive control strategy based on the desired
polytope Pf,d modulation. The first figure on the left shows the human’s wrench polytope Pf,h

with no robotic assistance. The second figure shows the case where the robotic assistance leads
to the isotropic rectangle shape of the desired polytope Pd,f . The third figure shows the scenario
where the desired polytope is modulated in order to prevent collision with the obstacles O. The
last figure shows the scenario where the desired polytope Pf,d shape takes in account the obstacles

and guides the operator in the executing the task T .

By setting an appropriate shape of the desired polytope Pf,d, different collaborative behaviours
can be obtained. For example, if no information about the task and the environment is avail-
able, then the shape Pf,d can be set to a m-dimensional hypercube. In this scenario, the
robot’s assistance makes the operator’s force capacity isotropic (equal in all the directions of
the space). On the other hand, if the information about the obstacles in the environment is
available, the shape of the desired polytope Pf,d can be reduced in the directions of obstacles,
preventing the operator to get in contact with them. Finally, if the operator’s task requires
executing a trajectory, known in advance, the shape of the desired polytope Pf,d can be chosen
to guide the operator toward the successful task execution. Figure 4.13 illustrates the discussed



96 Chapter 4. Enhancing human-robot physical collaboration with polytopes

behaviours through of the desired polytope Pf,d modulation.

Implementing the adaptive force amplification approach

Figure 4.14: Finding the
maximal ranges of human’s
and desired wrench capacity in

direction u.

For a given operator wrench fh, characterised by magnitude
fh and direction vector u, both operator and robot force ca-
pacity intervals can be defined: fh ∈ [fh,min, fh,max] and
fr ∈ [fr,min, fr,max], as detailed in Section 4.3.1 and Sec-
tion 4.2.1. Using the same vector u, the maximum desired
range [fd,min, fd,max] within the polytope Pf,d can be deter-
mined. Figure 4.14 illustrates the geometrical representation of
these ranges.

The proposed assistive robot control strategy consists in ampli-
fying the operator’s wrench as follows

fr = αfh︸︷︷︸
fr

u (4.19)

Here, α represents a scalar amplification factor and fr is the magnitude of the robot’s wrench
applied in the direction u. The final force applied jointly by the robot and the human is then

fh + fr = (1 + α)fh (4.20)

In order to amplify the operator’s force capacity fh,max in the direction u, and match the
desired capacity fd,max, the factor α can be determined using the ratio

fh
fh,max

=
(1 + α)fh
fd,max

(4.21)

The final expression for the amplification factor α becomes

α =
fd,max

fh,max
− 1 (4.22)

To calculate the amplification factor α (4.22), while at the same time ensuring that the robot’s
wrench capacity is not exceeded, a Quadratic Program (QP) can be formulated

α = argmin
α

∣∣∣∣∣∣α− fd,max

fh,max
+ 1

∣∣∣∣∣∣2
s.t. fr = αfh

fr ∈ [fr,min, fr,max]

(4.23)

For any human wrench (fh = fhu), the assistive robot control strategy (4.23) allows to calculate
the optimal force amplification α, shaping the operator’s wrench capacity Pf,h into the desired
shape Pf,d, while respecting the robot’s wrench capacity Pf,r.

A parallel with the impedance control

Consider that the operator and the robot jointly manipulate an object with a mass m. The
wrenches they apply onto the object are combined and produce its motion in space

fh + fr = (1 + α)fh = mẍ (4.24)
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where ẍ is the object’s Cartesian Space (CS) acceleration (including gravity) and α is the
amplification factor described in the previous section. This equation can be rearranged in a
form

fh =
m

1 + α
ẍ (4.25)

permitting to see the proposed assistive approach as a special case of the impedance control,
allowing to modulate the perceived mass m of the object to the operator. This approach could
enable the intuitive modulation of the perceived mass of the object through the desired polytope
Pf,d, providing the operators with physical feedback about the task and their environment.
Additionally, the object’s mass can be modulated to account for the changing physical abilities
of the operator Pf,h and the robot Pf,r.

However, in the context of this thesis, the development of this approach stayed in the conceptual
stage, leaving it as a potential avenue for future research and exploration.

4.4.2 Perspective: On using detailed musculoskeletal models

The ICHM algorithm, proposed in Section 3.5, presents a new and efficient way of evaluating
different polytopes of physical abilities based on human’s musculoskeletal models. This algo-
rithm opens many possibilities for wider use of human physical ability polytopes in the area of
the human-robot collaboration, by both reducing the computation time and enabling the use
of more complete human models, better describing human subjects [177].

The algorithm’s real-time ability may enable higher degree of human-centred robot control,
where the operators’ accurate real-time capacity, based on the detailed musculoskeletal models,
could be used not only to enforce safety and improve engagement, but to provide the operator-
specific assistance profiles. Such detailed musculoskeletal models could help preventing the
development of the work related injuries, by ensuring that the operator’s load well suited to
its abilities as well as by including the information about his fatigue level [181] or his specific
pathology. Furthermore, in more distant future, such human-centred approaches could be
used to create scenarios in which the operator’s load would not be adapted just to its current
abilities, but modulated in a way to increase his abilities over time or potentially even enable
the rehabilitation in the factory context.

However, even though the ICHM algorithm, and the potential collaborative robot control strate-
gies using it, are independent of any musculoskeletal model, their accuracy relies entirely on
the model’s real-time representation of the operator. Therefore, for practical implementations,
the key challenges are two-fold: evaluating human posture in the real-time, precise enough and
in a minimally intrusive way, as well as performing the individual scaling and calibration of
the used musculoskeletal models for a given operator [180].

In their recent work, Laisné et al. [182] have proposed a new promising method for calibrating
the musculoskeletal models of human subjects, based in part on the works conducted in this
thesis, particularly on the ICHM algorithm. The method consists in measuring the human
subject’s force capacity polytope in the laboratory setup and finding the optimal parameters of
the musculoskeletal models to minimise the error between the recorded and simulated polytope.
The method is based on the optimisation using Genetic algorithms and is applicable to relatively
detailed musculoskeletal models, such as the model with 50 muscles and 7 joints developed by
Holzbaur et al. [175].

Such techniques have a great potential to enable using detailed and well adapted models of
the human operators and, in combination with the efficient tools for their analysis, enable
high degree of personalised assistance to the operators, further improving their well-being and
safety.



98 Chapter 4. Enhancing human-robot physical collaboration with polytopes

4.5 Conclusion

This chapter showcases the potential of employing polytope representations of robots’ and hu-
mans’ physical abilities to develop collaborative robot control strategies capable of adaptation
to their changing abilities online. The chapter demonstrates that real-time calculation of these
polytopes provides promising tools for creating flexible robot control strategies for different
physical collaborating scenarios. Allowing the robot to adapt not just to the requirements of
the task and its own abilities, but also to the changing abilities of the operators and their
safety.

The chapter attempts to demonstrate three concepts, stating the potential impact of using
real-time information about robot’s and human’s physical abilities for creating the adaptive
robot control in collaborative scenarios. Concept 1 (C1) states that this real-time information
can be exploited to better use each of the actors individual abilities. Concept 2 (C2) states
that such real-time information can be used to better distribute the task load and allow them
to collaboratively perform the task they would have been unable to do on their own. Finally,
Concept 3 (C3) states that the human’s real-time capacity information can be used to improve
his safety and well-being while executing the task.

To support these concepts, the chapter brings two example collaborative scenarios, based on a
common industrial task of collaborative carrying of a heavy object. The scenarios studied are:
dual robotic arm collaborative carrying and human-robot collaborative carrying.

In the dual robot arm experiment two Franka Emika Panda robots carry an object with a
mass of 12 kg through the common workspace, even though their rated payload, given by the
manufacturer, is 3kg. Robots’ carrying capacity is calculated in real-time using the algorithm
VEPOLI2, proposed in Section 3.4. This real-time information is then used to create the
collaborative robot control strategy that adapts to their changing capacities in real-time.

The experiment shows that by calculating robots’ carrying capacity in real-time, each one of the
robots is able to surpass their rated abilities without compromising their safety, demonstrating
Concept 1 (C1) . Furthermore, by using the real-time information about the carrying capacity
of both robots, the proposed control distributes the weight of the object to the robots with
respect to their changing physical abilities. As a result, the experiment shows that the two
robots are able to compensate for the 12kg weight during the whole time of the experiment,
even though neither of the robots would have been able to carry half of the object’s weight on
their own, demonstrating Concept 2 (C2) . This experiment has been published as a part of
the scientific article A. Skuric et al. [A1].

In the second experiment, human operator and a Franka Emika Panda robot jointly carry 7kg
object. Human’s and robot’s carrying capacity are calculated in real-time and used to create the
collaborative robot control strategy adapting to their real-time changes. In order to determine
the human’s carrying capacity, a relatively detailed musculoskeletal model of the human right
arm is used, with 50 muscles and 7 joints, developed by Holzbaur et al. [175]. Then, the newly
developed algorithm ICHM, described in Section 3.5, is used to do the real-time calculations.

The experiment reveals that human carrying capacity exhibits greater variability compared to
that of the robot. Interestingly, in several instances, the human demonstrated a higher carrying
capacity than the robot. By having real-time information about the carrying capacities of
both the human and the robot, the proposed control strategy effectively distributes the weight
between them, while making sure that their both physical abilities are not exceeded. Even
though neither of them would have been able to carry the object on their own, the proposed
control strategy enables them to successfully carry out the task when collaborating physically,
once again demonstrating Concept 2 (C2) .
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Moreover, in addition to to making sure that human’s physical ability is not surpassed during
the task executions, to further demonstrate Concept 3 (C3) , an additional task was incorpo-
rated into the collaborative robot control strategy aiming to improve the operator’s safety and
his engagement in the task. This task consisted in maintaining a constant relative load for the
operator throughout the experiment, corresponding to 30% of its carrying capacity. This con-
cept was inspired by the Assist-As-Needed (AAN) strategy as described in Carmichael and Liu
[68], commonly used in rehabilitation and assistance robotics. The human-robot collaborative
carrying experiment has been published as a part of the scientific article A. Skuric et al. [A3].

In conclusion, this chapter advocates for creating robot control strategies based on the real-
time and accurate information about the changing nature of task related physical abilities
of robots and humans, based on polytopes. The chapter shows that such strategies enable
employing their individual abilities fully without compromising their safety. Furthermore,
when collaborating physically, such strategies enable distributing their task execution load
with regard to their changing abilities, allowing them to execute tasks they would not have
been able to do individually. Finally, the chapter shows that having the real-time and accurate
information about human’s physical abilities has a great potential to further improve operator’s
safety and well-being at the workplace.

Following two chapters explore the potential use-cases of the real-time physical ability polytope
evaluation in different human-robot collaboration scenarios. Chapter 5, explores the possibili-
ties of using polytopes for the real-time visual feedback to the operators. Chapter 6 proposes
a new Cartesian Space (CS) trajectory planning strategy exploiting the polytope algebra. Fi-
nally, Chapter 7 presents a publicly available open-source software Python package pycapacity,
providing tools for the efficient evaluation of polytope and ellipsoid based physical abilities of
humans and robots.
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Chapter 5

Real-time polytope visualisation for
human-robot collaboration

As described in previous chapters, polytopes are one of the most accurate characterisations
of different physical abilities of humans and robots. Commonly, they are valuable tools for
numerous offline analysis applications, such as evaluating the performance of different robot
designs with respect to the task requirements [31, 110, 183, 184]. In addition to using polytopes
as quantitative indicators, these applications often employ different visual representations of
polytopes to provide qualitative insights and additional visual information to operators. With
the recent increase in the computing power and the development of more capable algorithms,
such as ICHM and VEPOLI2, the polytope characterisations of physical abilities make their
way in online, interactive, applications as well. Leveraging these efficient algorithms, Chapter 4
shows how the real-time calculation of physical ability polytopes can be used to create advanced
robot control strategies and enhance the physical collaboration of humans and robots.

However, efficient human-robot collaboration, in addition to flexible and human-centred robot
control strategies, requires a high degree of operator’s situation awareness [185] both in terms
of robot’s behaviour and its physical abilities in real-time. As described by Camblor et al. [186],
human’s situation awareness in an important factor in human-robot collaboration, having a
direct influence on the operator’s safety and the collaboration performance. Low situational
awareness is often associated with higher risk of accidents [187], while better situational aware-
ness leads to more efficient collaborations [186].

This chapter explores the idea of using the interactive visualisation of robot’s physical ability
polytopes to the operator, with the aim to improve the operator’s understanding about robot’s
task, about robot’s current state and its current physical abilities. As discussed in Chapter 2,
polytopes can be efficiently transformed into triangulated meshes and visualised with most
of the standard visualisation tools. One particularly interesting set of tools, providing an
interactive and immersive approach to visualisation, are the Virtual Reality (VR) and Mixed
Reality (MR) or Augmented Reality (AR) tools. AR and MR tools are particularly well suited
for human-robot physical interaction as they allow the operator to act on the physical word
directly, while augmenting his vision of the physical world with virtual features (information)
[188]. VR tools, on the other hand, require the actions of the operator to be in the virtual
world as well, which is more suitable to the robot teleportation scenarios [189].

Using these new set of tools, several works have been recently proposed in the literature visual-
ising the physical ability polytopes to the operator in the human-robot collaboration context.
Recently, Weistroffer et al. [80] proposed an approach, based on MR, that improves safety in
collaborative workstations by visualising several different robot’s physical ability characterisa-
tions to the operator, force polytopes being one of them. Zolotas et al. [79], on the other hand,
focused more precisely on the constrained velocity polytopes, proposed by Long and Padır [34].
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In their study the polytopes are visualised to the human subjects while teleoperating the robot
using the VR tools. The authors study several polytope visualisation strategies. The study
results show that the pure triangulated mesh visualisation, in the case of their task, is not the
most intuitive to the operators.

One of the possible reasons why subjects found polytopes not intuitive might be the abundance
of information within the polytope. Polytopes can have many hundreds of vertices and faces,
which can increase the operator’s cognitive load required to isolate the important information.
Additionally, determining the appropriate (intuitive) physical ability to be visualised to the
operator is a challenging scientific problem, as this highly depends on the nature of the task
and potentially on the preferences of the operator as well. This is especially true since the
physical ability polytopes often represent different abstract physical quantities, such as forces
or accelerations. In order to be visualised they are scaled and transformed to the Cartesian
Space (CS) (space of CS positions), which possibly adds to the operator’s confusion.

To answer some of these challenges, this chapter brings a new polytope formulation able to
incorporate multiple robot’s actuation limits within one single polytope representation, while
remaining easy to interpret. This new polytope formulation represents the CS reachable by
the robot’s within a given time horizon and is particularly aimed to be used as a visualisation
tool to the operators. Furthermore, the chapter brings a preliminary work on the development
of the testing setup for evaluating the efficiency of different polytopes and their visualisation
modalities for sharing information with the operators.

The chapter is structured as follows. Section 5.1 introduces the convex polytope based approx-
imation approach of the robot’s reachable space within the horizon, while its approximation
accuracy and execution time are studied in Section 5.1.3. Section 5.2 brings a preliminary
work on non-convex approximation of this reachable space in order to provide a more accurate
information to the operator. Finally, Section 5.3 brings the preliminary work on visualising
the polytopes to the operator using the AR tools.

5.1 Approximating robot’s reachable space with convex poly-
topes

This section introduces a new polytope characterisation of robot’s physical abilities aimed
particularly for the informative and easy to interpret visualisation to the operators. In order
provide the informative insight to the operator, the proposed polytope formulation unifies the
influences of multiple robot’s actuator limits, such as Joint Space (JS) positions, velocities and
torques, as well as the influence of the robot’s kinematics and dynamics. At the same time,
its geometrical interpretation remains intuitive, representing the prediction of the Cartesian
Space (CS) positions reachable by the robot.

The set of all the CS positions (ex. end-effector CS positions) the robot can reach, given
its geometry and the limitations of its actuator’s positions, is a well studied problem in the
literature and is often called robot’s reachable workspace [13–15]. Different reachable workspace
characterisations are common visual tool in robotics, often specified in the manufacturer’s
data-sheets [190, 191] using images such as on Figure 5.1. However, the geometry of reachable
workspaces is often very complex, which can be challenging to characterise mathematically,
as well as to exploit when it comes to practical applications. Furthermore, the methods used
to calculate the reachable workspaces are often based on Interval analysis [192] or different
extensive sampling strategies [14, 20]. Such techniques are often developed for robot design
and analysis applications and their computational efficiency does not allow for interactive
applications. Finally, robot’s reachable workspace is evaluated in advance for the entirety of
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Figure 5.1: Figure on the left shows a section of the reachable workspace for a Franka Emika
Panda robot given in the manufacturer’s datasheet [191], as the area shown in blue. Figure on the
right conceptually illustrates, in different colours, the area of this workspace reachable within the

horizon times of 0.2s, 0.5s and 1s.

robot’s states, therefore it lacks the instantaneous information about the robot’s current state
and its current abilities.

Instead of characterising the robot’s entire workspace, the tools from Reachability Analysis
[193, 194] allow for a more interactive characterisation of the robot’s reachable space: robot’s
reachable space within a time horizon. Such characterisations represent the space of robot’s
reachable positions (ex. end-effector CS positions) within a certain time horizon, given the
robot’s current state and different assumptions on its physical abilities. Figure 5.1 provides an
illustration of the complete reachable workspace of a Franka Emika Panda robot, as well as the
reachable space within a several different horizon times.

As robotic systems are highly nonlinear and featuring complex kinematics and dynamics, the
exact characterisation of their reachable spaces is very complex to characterise and calculate.
Therefore, approximation techniques are necessary in order to yield practical solutions [195].
Pereira and Althoff [196] have developed an set based approach, later improved by Schepp et al.
[197], to approximate the human arm reachable space, modelled as a serial robotic manipulator.
Their approach approximates the reachable space using a set of spheres and cylinders. However,
in many cases the approximation of the reachable space using these shapes is impractical sue
to their nonlinear nature.

In this section, an approximation approach of the robot’s reachable space using convex poly-
topes is proposed, leveraging several of their key characteristics. Since the reachable space
is often low dimensional (≤3D) these polytopes can be easily visualised, having the structure
of a triangulated mesh. Additionally, convex polytopes can be represented as a set of linear
inequalities Ax ≤ b, which may be directly used with different optimisation techniques. Addi-
tionally, this set of linear inequalities can be intuitively extended with different environmental
and user defined constraints. Furthermore, operations over polytopes such as Minkowski sum
and intersection are well defined and efficient to calculate, enabling for the intuitive extension
of the proposed method to account for robot’s link geometry. Finally, the efficiency of poly-
tope enumeration techniques for low dimensional polytopes has a potential to make this metric
real-time capable.

As discussed in Chapter 2, convex polytopes are widely used to characterise different task space
physical abilities in robotics (ex. force, acceleration, velocity capacity). However, to the best
of our knowledge they have not yet been used to characterise the reachable space of a robotic
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manipulator. The proposed approach is partially inspired by the works of Long and Padir [33]
on the constrained manipulability (velocity) polytopes.

The section has the following structure. In Section 5.1.1 the formal definition of the approach is
introduced, as well as its extension with the environmental constraints and the link geometry.
Section 5.1.3 brings the analysis of the accuracy of the convex polytope approximation, as well
as the execution time analysis. In Section 5.1.3.4, the results of the accuracy and execution time
analysis of the approach are given and Section 5.1.4 brings the discussion on main limitations.

5.1.1 Reachable space polytope definition

The dynamics equation of a serial robot in Joint Space (JS) can be expressed as

M(q)q̈ + C(q, q̇)q̇ + g(q)︸ ︷︷ ︸
τd

= τ (5.1)

where M ∈ Rn×n is the mass matrix, C ∈ Rn×n is a matrix grouping Coriolis and centrifugal
effects and g ∈ Rn is the gravity vector. τ ∈ Rn is the applied joint torque vector and τd ∈ Rn

is the equivalent joint torque vector due to the nonlinear effects of the robot’s movement and
gravity. Vectors q, q̇, q̈ ∈ Rn are robot’s JS position, velocity and acceleration respectively.

For a robot with n actuated degrees of freedom (DOF), the robot’s joint torque τ , velocity q̇
and joint angles q are n-dimensional vectors, limited by the robot’s hardware1

τ ∈ [τmin, τmax] , q̇ ∈ [q̇min, q̇max] , q ∈ [qmin, qmax] (5.2)

For a given moment in time to and corresponding robot’s state {qo, q̇o}, the affine relationship
between joint torques τ and accelerations q̈o can be expressed as

q̈o = M−1(qo)(τ − τd(qo, q̇o)) = M−1
o (τ − τd,o) (5.3)

Considering a constant joint acceleration q̈o during a given horizon length th, an approximation
of the robot’s joint velocity q̇h and position qh, at the end of horizon, can be calculated using
numerical integration (forward Euler method)

q̇h = M−1
o th(τ − τd,o) + q̇o, qh = M−1

o

t2h
2
(τ − τd,o) + q̇oth + qo (5.4)

This linear numerical integration (5.4) considers the robot’s dynamics (5.1), and the applied
joint torque τ , fixed during the horizon time th. Such assumption is reasonable only for short
horizon times th which in term represents a limitation of the proposed method.

The relationship between the m-dimensional task space velocity ẋ and acceleration ẍ of a cer-
tain frame on the robot (for example end-effector frame) and the n-dimensional JS equivalents
is defined through the corresponding Jacobian matrix J(q) ∈ Rm×n and its time derivative
J̇(q) ∈ Rm×n

ẋ = J q̇, ẍ = J q̈ + J̇ q̇ (5.5)

Finally, given the horizon of interest th, the predicted Cartesian Space (CS) position xh can
then be expressed as

1There is a coupling between the velocity and torque limits of an actuator related to its power. Yet, it is
common practice to consider a subset of these limits such as torque and velocity can be chosen independantly
one from the other.
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xh = ẍo
t2h
2

+ ẋoth +xo

= JoM
−1
o

t2h
2
τ −JoM−1

o

t2h
2
τd,o︸ ︷︷ ︸

∆xo,dyn

+J̇oq̇o
t2h
2

+ ẋoth︸ ︷︷ ︸
∆xo,vel

+xo

︸ ︷︷ ︸
x̂h

(5.6)

Where x̂h = ∆xo,dyn+∆xo,vel + xo is a predicted position vector calculated by integrating
the influences of the robot’s joint movement { ˙̇qo, τd,o} over the time horizon th. The first
term describes the influence of the applied joint torques τ on CS position reached, considered
constant during the horizon th.

The convex polytope of reachable CS positions Px can then be defined as a set of all the possible
CS positions xh at the end of the horizon th, achieved by any combination of joint torques τ
within robot’s physical limitations (5.2), given the robot’s current state {q̇o, qo} and τd,o.

Px = {xh ∈ Rm | xh = JoM
−1
o

t2h
2
τ + x̂h,

τ ∈ [τmin, τmax] ,

M−1
o th(τ − τd,o) + q̇o ∈ [q̇min, q̇max] ,

M−1
o

t2h
2
(τ − τd,o) + q̇oth + qo ∈ [qmin, qmax]}

(5.7)

Polytope Px formulation (5.7) can also be seen as projection of the joint torque polytope Pτ
to the lower m dimensional task space

Px = {xh ∈ Rm | xh = JoM
−1
o

t2h
2
τ + x̂h, τ ∈ Pτ} (5.8)

where the joint torque polytope Pτ integrates all the joint actuator limits (5.2) of the robot

Pτ = {τ ∈ Rn | τ ∈ [τmin, τmax] ,

M−1
o th(τ − τd,o) + q̇o ∈ [q̇min, q̇max] ,

M−1
o

t2h
2
(τ − τd,o) + q̇oth + qo ∈ [qmin, qmax]}

(5.9)

Video

The visualisation potential of the proposed polytope formulation Px is
showcased on Figure 5.2, Figure 5.3, and Figure 5.4, as well as in the pub-
licly available video2. The influences of the robot’s actuator constraints,
robot movement (q̇o, τd,o) and different horizon lengths th, is captured
through the changing shape and size of the reachable space polytope Px.

The following sections extend this polytope formulation with the car-
ried payload, environmental constraints and the robot’s link geometry.
Section 5.1.2 then describes an efficient approach to finding the H and
V-representation of the reachable space polytope Px.

2Video: https://youtu.be/JwZgrUp095Y
3More information about the Panda robot at https://frankaemika.github.io/docs/

https://youtu.be/JwZgrUp095Y
https://youtu.be/JwZgrUp095Y
https://youtu.be/JwZgrUp095Y
https://frankaemika.github.io/docs/
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Figure 5.2: Three images show the comparison of the size of the reachable space polytope Px

of a Franka Emika Panda3 robot’s end-effector for 3 horizons (left to right) th = 0.05, 0.15 and
0.25s, for the same configuration.

Figure 5.3: Reachable space polytope Px for a Franka Emika Panda robot’s end-effector for 3 con-
figurations (th=0.15s). On the left, the robot is in its initial position q = [0, 0, 0,−π/2, 0, 3π/5, 0],
close to the center of the joint ranges. In the middle figure the robot has joints q1 and q3 are at
their limits, q = [0,−1.59, 0,−2.9, 0, 3π/5, 0, 0]. On the right, robot’s joints q0 and q2 are at their
limits q = [−2.72, 0,−2.72,−π/2, 0, 13π/5, 0, 0], preventing the robot to rotate around the z axis

in one direction.

Figure 5.4: Reachable space polytope Px for a Franka Emika Panda robot’s end-effector for 4
different end-effector velocities ẋo=J q̇o (from left to right) ẋo = [0, 0, 0], [0,−1,−0.5], [0, 1, 0] and

[0, 0,−1]m/s.

5.1.1.1 Influence of the carried object

Consider a robot that carries a payload, an object with a mass mobject and inertia iobject,
attached to its end-effector. This object has an influence on the robot’s dynamics, modifying
the mass matrix M , coriolis matrix C and the gravity vector g [198]. The augmented dynamical
model of the robot has reduced acceleration capabilities due to the added effort necessary for
the object’s movements.

Figure 5.5 shows the influence of different object masses mobject, on the resulting reachable
space polytope Px for the Franka Emika Panda robot.
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Figure 5.5: Reachable space polytope Px for a Franka Emika Panda robot for three different
carried object masses (left to right) mobject = 0, 2 and 5kg, horizon time used th=0.15s.

5.1.1.2 Integration of the environment

If the robot’s environment can be defined as a set of convex inequalities

Aex ≤ be (5.10)

these constraints can be directly transformed to the constraints of the joint torque τ using the
equation (5.6)

Aexh = AeJoM
−1
o

t2h
2
τ +Aex̂h ≤ be (5.11)

and then included in the Px calculation (5.7)

Px = {xh ∈ Rm | xh = JoM
−1
o

t2h
2
τ + x∗

h,

τ ∈ [τmin, τmax] ,

M−1
o th(τ − τd,o) + q̇o ∈ [q̇min, q̇max] ,

M−1
o

t2h
2
(τ − τd,o) + q̇oth + qo ∈ [qmin, qmax] ,

AeJoM
−1
o

t2h
2
τ +Aex̂h ≤ be }

(5.12)

Figure 5.6 showcases the extension of the reachable space polytope Px with the environmental
constraints, influencing directly its shape. The same approach can be used to visualise the
robot’s task space constraints to the operator, enforced by the robot control. For example in
the case of robot teleoperation, the polytope Px can be used to visualise to the operator the
space reachable by the robot while including virtual walls [199].

Figure 5.6: Resulting reachable space polytope Px for a Franka Emika Panda robot’s end-effector
when integrating the environmental constraints, horizon time used is th=0.15s. Environment is

defined as z ≥ 0.5m and y ≥ −0.2m.
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Figure 5.7: The figure shows the construction of the reachable space polytope of the Panda
robot’s link 3, Px,l3 . The first image shows the robot’s link 3 modelled as a line segment l3 (in
red). The polytopes Pxs and Pxe calculated in its vertices (yellow) are shown in the middle. Px,l3 ,
calculated as their Convex-Hull, is shown on the right. Robot is in its initial configuration, and

the horizon time used is 150ms.

5.1.1.3 Integration of robot’s link geometry

Leveraging the efficient tools from polytope algebra, the proposed reachable space approxima-
tion can be extended to the calculation of the reachable space of robot’s links as well.

For example, if a robot link li is modelled as a line segment, the polytope Px can be calculated
at the start Pxs and the end Pxe of the line li. Then, the reachable space of this idealised robot
link li can then be calculated as the Convex-Hull (Conv (·)) of the polytopes Pxs and Pxe

Px,li = Conv (Pxs, Pxe) (5.13)

Figure 5.7 shows the construction of the reachable space polytope of the Panda robot’s link 3,
modelled as a line segment.

If, instead of a straight line, the space captured by a robot’s link li is expressed as a convex
set of constraints or a polytope (H -representation)

Li =
{
xli | Alixli ≤ bli

}
(5.14)

the reachable space polytope Px,li can be extended to account for this link geometry by first
finding the vertices (V-representation) of the polytope Li, for example using one of the standard
polytope transformation methods described in Section 3.3.1. Then the reachable space polytope
Px can be evaluated for each one of the Nv vertices, while the full link polytope Px,Li can be
found by computing their Convex-Hull

Px,Li = Conv (Px1, . . . ,PxNv) (5.15)

Video

By evaluating the polytope Px,Li for each robot’s link one can obtain an
efficient approximation of the reachable space of the entire robot. One
example of constructing such reachable space is shown on Figure 5.8.

The link polytopes Px,Li can be further used to calculate the convex en-
velope Penv of the robot’s reachable space as well, by calculating the their
Convex-Hull.

Penv = Conv (Px,L1 , Px,L2 , . . . ) (5.16)

An interactive visualisation of the reachable space approximation for the robot’s links as well
as its convex envelope can be found in the publicly available video4.

4Video: https://youtu.be/1J2UrMC2uP0

https://youtu.be/1J2UrMC2uP0
https://youtu.be/1J2UrMC2uP0
https://youtu.be/1J2UrMC2uP0
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Figure 5.8: First two images show the construction of the reachable space polytope of the panda
robot’s link 3, Px,L3 . The left figure shows the link 3, modelled as a box L3 (in red). Followed by
the visualisation of its reachable space polytope Px,L3

, calculated as a Convex-Hull of the polytopes
of each one of its 8 vertices (in yellow). Last two images show 4 enveloping spaces Li for each one
of the robot’s links, and their reachable space polytopes Px,Li

. Robot is in its initial configuration,
and the horizon time used is 150ms.

5.1.2 Finding H and V-representation of the reachable space polytope

In order to be used with standard applications, such as to be visualised to the operator, this
polytope has to be transformed to the set of the vertices (V-representation) or the set of
half-planes (H -representation) representing its faces.

The reachable space polytope Px belongs to the family of problems

Px = {x ∈ Rm | x = Bτ + bx, Hττ ≤ dτ }, τ ∈ Rn, n ≥ m (5.17)

where the inequality constraint Hττ ≤ dτ encapsulates all the robot constraints (5.2) as well as
the environmental constraints (5.11), and the matrix JoM

−1
o

t2h
2 becomes the projection matrix

B. Vector τ corresponds to the joint torque vector, x corresponds to the positions at the end
of the horizon xh and the bias vector bx corresponds to x̂h.

This polytope has the projection formulation with polytope input set, as described in Sec-
tion 3.2.1. The set of constraints Hττ ≤ dτ forms a H -representation of a polytope Pτ in the
n-dimensional joint torque space

Pτ = {τ ∈ Rn | Hττ ≤ dτ } (5.18)

This polytope is then projected to the, usually much lower dimensional (m ≤ 3), Cartesian
Space (CS), forming the reachable space polytope Px (5.17).

As described more in detail in Section 3.3.3, and condensed in Table 3.2, there are multiple
ways to find the vertices and faces of this polytope. Table 3.2 shows that if finding the H -
representation of the polytope Px, the most straight-forward methods are the Fourier-Motzkin
Elimination (FME)[141] or Equality-Set Projection (ESP)[144]. However, when searching for
its V-representation, no standard exact method can be directly applied. As described in
Section 3.3.3.1, finding the V-representation requires different multi-step approaches.

In order to avoid using the multi-step approaches and to find both theH andV-representations
of the polytope Px at the same time, Iterative Convex-Hull Method (ICHM) is used. ICHM
method, described in detail in Section 3.5, is defined for a generic family of sets

P = { x ∈ Rm | Ax = By + b, Hyy ≤ dy } (5.19)
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Using the ICHM algorithm for enumerating the reachable space polytope is rather straight-
forward, by setting its matrix A to identity A = Im×m, matrix B becomes the projection matrix
P , the inequality constraint Hyy ≤ dy then becomes the set of the constraints Hττ ≤ dτ and
the bias b becomes the bias bx.

5.1.3 Analysing the approximation performance

The aim of the proposed polytope approximation of the robot’s reachable space is to provide
the real-time insight to the operators into the robot’s state and its current physical abilities.
Nevertheless, as this approach relies on approximating the actual reachable space, the accuracy
of information provided to operators requires further validation. This section, therefore, brings
a numerical analysis of the proposed approximation method’s accuracy.

Defining metrics of interest for accuracy analysis is highly dependent of the applications these
methods will be used on. If the application requires an under-approximation of the reachable
set or an over-approximation, the metrics of interest will not be the same. In this section, the
proposed polytope accuracy is analysed using three different quantitative metrics, each one
providing an insight in different characteristics and limitations of the method.

Additionally, as this approximation method has a potential to be used for real-time applications,
execution time analysis is performed as well.

In the extent of the proposed experiments, the considered reachable space is the reachable
space of the robot’s end effector.

5.1.3.1 Numerical analysis of the approximation accuracy

Figure 5.9: Images show the steps (left to right) of the nonlinear simulation procedure on a
simplified 2 link planar robot. First the polytope Px of the end-effector is determined. For each
xvi vertex of the Px, the joint torque τvi , generating this vertex, is applied to the robot simulation
(figures in the middle). All the robot’s end-effector positions xk in all the simulation time steps

∆t are saved for further analysis.

The main limitation of the proposed convex polytope Px approach to the approximation of the
robot’s reachable space, and its main source of the approximation error, is the consideration
of robot’s dynamics and kinematics to be linear. Therefore, to analyse the approximation
accuracy of the proposed approach, it is compared to the robot’s nonlinear simulation.

Each vertex xvi of the reachable space polytope Px, calculated for the robot’s state {qo, q̇o}, is
generated by a certain joint torque vector τvi , considered constant during the time horizon th.
Assuming the linear robot model, the joint torques τvi , generating the vertices xvi , correspond
to the subset of vertices of the joint torque polytope Pτ (5.9), that produce the largest possible
robot’s displacements in Cartesian Space (CS).

Therefore, to evaluate the accuracy of the proposed method, the difference in reached space
produced by the constant liner model (polytope Px) and time varying nonlinear model of the
robot is evaluated, for the same set of applied joint torques τvi . Figure 5.9 illustrates the
nonlinear simulation procedure.
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A simple discrete nonlinear robot dynamics simulation, subject to the constraints (5.2), is
employed. For each joint torque vector τvi , a simulation is carried out using the equations
(5.1-5.4)

q̈k = M−1(qk) (τvi − C(qk, q̇k)q̇k + g(qk))

q̇k+1 = q̈k∆t+ q̇k

qk+1 = q̈k
∆t2

2
+ q̇k∆t+ qk

(5.20)

For each τvi considered, N = th/∆t steps are taken within the horizon time th, where ∆t is the
simulation sampling time (∆t = 5ms used in the experiments). Each simulation step (5.20)
updates the robot’s dynamics model (matrices M,C and vector g) and calculates the resulting
state {qk+1, q̇k+1}, while considering the joint torque vector τvi constant during the complete
roll-out (N steps).

The CS position in each step xk is calculated by evaluating the robot’s forward kinematics

xk = ffk (qk) (5.21)

Figure 5.9 illustrates the nonlinear simulation procedure. For each of the nv vertices xvi of the
polytope Px, the simulation (5.20) is performed, and all the CS positions xk of the robot in
each of the N = th/∆t sample times are retained for the further analysis.

X = {x0,0 . . . x0,N︸ ︷︷ ︸
τv1

, x1,0 . . . x1,N︸ ︷︷ ︸
τv1

, . . . , xnv ,0 . . . xnv ,N︸ ︷︷ ︸
τvnv

}

Based on the set of robot’s CS positions reached in the numerical simulations X , and the
calculated polytope Px, this section proposes three different approximation accuracy metrics.
Figure 5.10 shows the geometrical interpretation of the proposed metrics.

+ == =

Figure 5.10: Depiction of the defined quantitative metrics for a simple 2 link planar robot. The
notation n{·} represents the number of points.

Metric m1 First metric, m1, is defined as a ratio of number of the robot’s CS positions
xk ∈ X , reached in the simulations, inside the polytope Px with respect to the overall number
of simulated positions.

m1 =
|X ∩ Px|
|X |

=
|X ∩ Px|
N · nv

(5.22)

The notation |·| represents the number of elements of the set. The metric m1 gives an insight on
how well the polytope Px encapsulates the real reachable space determined with simulations.
This metric is designed to asses the confidence in the polytope Px. The closer this metric is to
1, the less chance that the robot can exit the space bounded by Px.
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Metric m2 The second metric, m2, is defined as the ratio of the volumes of the polytope Px
and the Convex-Hull of the subset of the reached points xk ∈ X that are inside of Px.

m2 =
Vol (R1)

Vol (Px)
, R1 = Conv (X ∩ Px) (5.23)

The metric m2 quantifies the quality of the approximation providing an insight into the ratio
of the polytope Px that is actually attained by the robot in the simulations. A low score
(m2 << 1) of this metric indicates that the large part of the Px is not actually reachable.

Metric m3 The third metric, m3, is defined as the ratio of the volumes of the polytope Px
and the Convex-Hull of all the points xk ∈ X , reached by the robot in the simulations.

m3 =
Vol (Px)
Vol (R2)

, R2 = Conv (X ) (5.24)

The metric m3 gives insight about the ratio of the volumes of the polytope Px and the simulated
reachable space of the robot R2. This metric assesses the quality of the volume of the Px as a
metric. The further this metric from 1 the less confidence one has in the volume of the Px.

5.1.3.2 Benchmark comparison

Figure 5.11: Comparison of the end-effector reachable space approximation using the convex
polytope Px (blue) and the cube Cx (orange) for the Panda robot with the horizon time th=200ms.

They are both evaluated in robot’s initial position and the figures show two different views.

To benchmark the accuracy of convex polytope approach Px, it is compared against the coarse
approximation of the robot’s end-effector reachable space using fixed CS velocity ẋ and accel-
eration ẍ limits specified by robot manufacturer.

ẍ ∈ [ ẍmin, ẍmax], ẋ ∈ [ ẋmin, ẋmax] (5.25)

The CS limitations (5.25) assume that the robot’s acceleration ẍ and velocity ẋ capacity
is constant. As described in Section 2.1, this not true since the robot’s movement capacity
depends highly on robot’s state {q, q̇} [200]. However, the limits (5.25) are very convenient
and widely used in many applications. A simple convex space Cx (cube in 3D) of reachable
end-effector positions given the CS limitations (5.25) can be calculated as

Cx = { xh ∈ Rm | xh = ẍo
t2h
2

+ ẋoth + xo,

ẍo ∈ [ ẍmin, ẍmax],

ẍoth ∈ [ ẋmin, ẋmax] }

(5.26)

Figure 5.11 shows the visual comparison of the two approaches: Px and Cx calculated for one
pose of the Franka Emika Panda robot.
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5.1.3.3 Implementation details

The proposed analysis of the reachable space polytope accuracy is performed using the numer-
ical simulation of the collaborative robotic manipulator Franka Emika Panda with 7 degrees
of freedom. The robot’s Joint Space (JS) limits as well as the CS limits are taken from the
manufacturer’s official datasheet [191]. These values are publicly available5 and are listed in
Table 5.1 and Table 5.2.

Limits q0 q1 q2 q3 q4 q5 q6
qmin [rad] -2.8973 -1.7628 -2.8973 -3.0718 -2.8973 -0.0175 -2.8973
qmax [rad] 2.8973 1.7628 2.8973 -0.0698 2.8973 3.7525 2.8973
q̇max [rad/s] 2.175 2.175 2.175 2.175 2.61 2.61 2.61
τmax [Nm] 87 87 87 87 12 12 12

Table 5.1: Franka Emika Panda robot JS actuator limits5. The lower limits of the JS velocity
and torque are symmetric to their upper limits.

Limits Translation Orientation
ẋmax 1.7 m/s 2.5 rad/s
ẍmax 13 m/s2 25 rad/s2

Table 5.2: Franka Emika Panda robot CS kinematic limits5. The lower limits of the CS velocity
and acceleration are symmetric to their upper limits.

Robot modeling and kinematics as well as simulations of robot dynamics are built using the
Python implementation of the roboticstoolbox [201] package. The evaluation of the reach-
able space polytope Px and Cx is carried out using the ICHM algorithm’s efficient Python
implementation within the pycapacity6 package, described more in detail in Chapter 7. The
ICHM’s approximation accuracy used for all the evaluations is δ=1mm.

Eight different horizon lengths th are chosen for the experiments

th = [0.05s, 0.15s, 0.25s, 0.5s, 0.75s, 1.0s, 1.5s, 2.0s]

and the simulation sample time has been set to ∆t=5ms.

The proposed method’s implementation as well as the code used for the experiments is open-
source and can be found in the GitLab repository7. The GitLab repository additionally contains
a Robot Operating System (ROS) [167] implementation of the proposed method for more in-
teractive evaluation. Furthermore, an efficient implementation of the reachable space polytope
can be found as a part of pycapacity Python package as well. All the simulations are run on
a computer equipped with a 1.90GHz Intel i7-8650U processor and 32Gb of RAM memory.

5.1.3.4 Results of the numerical analysis

This section brings the results of the numerical analysis of the computation time and the
accuracy of the proposed reachable space approximation.

Execution time

Figure 5.12 shows the polytope Px execution time averaged over 1000 random robot configu-
rations for each of the 8 horizon lengths. From the figure it can be seen that the execution

5Full datasheet available at: https://frankaemika.github.io/docs/control_parameters.html
6https://auctus-team.github.io/pycapacity/
7GitLab: https://gitlab.inria.fr/auctus-team/people/antunskuric/reachable_space/

https://frankaemika.github.io/docs/control_parameters.html
https://auctus-team.github.io/pycapacity/
https://gitlab.inria.fr/auctus-team/people/antunskuric/reachable_space/
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Figure 5.12: Execution time of the polytope Px enumeration using ICHM algorithm. Average
and standard deviation calculated over 1000 executions for each of the 8 horizon lengths.

time is relatively consistent through all the horizon lengths, with an average value around 50
ms. The constant execution time is expected because the horizon length th does not have a big
influence on the geometrical complexity of the polytope (number of vertices and faces). Rather
than on the complexity, as shown on Figure 5.2, the horizon time th has an influence on the
scale of the polytope.

Figure 5.13: Average execution time and standard deviation calculated over 1000 executions for
each of the 8 horizon lengths, with different number of added environmental constraints, ranging

from 0 to 1000.

Figure 5.13 shows the ICHM execution time for the 8 horizon lengths with different numbers of
environmental constraints Aex≤be. All the environmental constraints are generated randomly
and all the results are averaged over 1000 random robot configurations for each horizon length
th and all 5 different numbers of environmental constraints: 0 (no environment constraints), 10,
100, 500 and 1000. Results show that up to 10 added environmental constraints the execution
time of the method does not change significantly, having the average execution time around
50ms. With 100 environmental constraints the average execution time increases around 20%
to around 70ms, for 500 the average execution is 100ms and with 1000 constraints the average
execution time more than doubles, to 150ms.

The execution time analysis of the ICHM algorithm has shown that the average polytope Px
enumeration takes between 50 and 150ms, which opens many doors for potential real-time
applications.
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Figure 5.14: Accuracy measures calculated for Px and Cx, averaged over 100 random poses of
the Franka Emika Panda robot for each of 8 horizon lengths.

The average execution time of the nonlinear simulation for th=50ms and ∆t=5ms is around
60s, and it grows to about 240s for th=2s. The cube Cx average execution time stays constant
for all horizon lengths at around 2ms.

Accuracy analysis

Figure 5.14 shows the evolution of the three metrics m1, m2 and m3 with respect to the horizon
length th for the Px and Cx, averaged over 100 random robot configurations.

The first graph on the Figure 5.14 shows the metric m1. It can be seen that the ratio of
simulated robot positions xk ∈ X inside the polytope Px decreases with the increasing horizon
length th, while it increases for the Cx. For larger horizon lengths the robot is able to move far
from the initial joint configuration qo at the beginning of the horizon, making the assumption
of linearity of the robot model, made for calculating Px, largely inaccurate. The approach Cx,
on the other hand, improves with the increase in horizon length, since the space bounded by the
cube Cx increases linearly with the horizon length th, at some point it encapsulates the whole
workspace of the robot. However, it can be seen that even though the ratio m1 decreases, the
polytope Px still contains more than half (≥60%) of the simulated robot’s reached positions
xk ∈ X . Finally, it can also be seen that the variance of m1 increases considerably, lowering
the confidence of the polytope Px for longer horizons.

Evolution of the metric m2 is shown on the middle graph of Figure 5.14 . It can be seen that
the volume of all the reached robot positions inside polytope Px and Cx decreases considerably
with the increase of the horizon time th. For the horizon times under th ≤ 0.25s the majority
(≥50%) of the reachable space polytope Px has been reached by the robot simulations. However
for the longer horizon times th ≥ 0.5s the reached volume ratio m2 drops under 20% of the
total volume of the Px. In the case of Cx, the majority (≥50%) of the volume of the Cx is never
reached by the robot for all tested horizon lengths th.

The right graph of Figure 5.14 shows the evolution of the metric m3. The graph shows that the
volume of the polytope Px and the cube Cx becomes several times higher than the volume of
R2 with the increase in the horizon time th. For the horizon time of th=2s the average volume
of Px is 12 times larger than the volume of R2 and the volume Cx is more than 50 times larger
than R2. At the same time the average reached volume R1 inside Px and Cx consists of under
10% of their volume (metric m2), which potentially makes both polytope Px and Cx impractical
for many of applications.

However, for the shorter horizon times th ≤ 0.25s the ratio m3 is very close to 1 for Px, which
means that the reachable space polytope’s Px volume corresponds well to the actual reached
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Figure 5.15: Comparison of the end-effector reachable space approximation polytope Px (blue)
and the reachable space obtained using non-liner simulation R2 (green), from different viewpoints.

Both spaces are evaluated for one robot’s configuration with the horizon of th = 150ms.

volume of the robot R2. Figure 5.15 shows the comparison of the sets Px and R2, for one
configuration of a Franka Emika Panda robot.

Overall, this numerical analysis shows that the reachable space approximation based on the
convex polytope Px works reasonably well for low horizon times th ≤ 250ms. For longer horizon
times th > 250ms the assumption of the linearity of the system produces a large error in the
reachable space estimation. In those cases, polytope Px has volume several times higher than
the real reachable space of the robot (shown by the metric m3), most of which is not reachable
by the robot at all (showed by the metric m2). Finally, the results show that the polytope
Px, even though a coarse approximation, has better performance across all the defined metrics
then the Cx based on the constant CS limits, at the same time having smaller average volume
for the all the horizon times. These results remind, once again, that robot’s CS capacity is not
constant and by modeling their evolution, even in a coarse manner, a substantial improvement
in the estimation accuracy can be reached.

5.1.4 Discussion on limitations and potential applications

Approximating the reachable space of the robot using convex polytopes Px is an efficient
and relatively fast way of gaining information about the potential robot’s position within the
horizon of interest. Even though this approximation approach is neither an under or an over
approximation of the true reachable space of the robot, as shown in the numerical analysis,
for shorter horizon times th ≤ 250ms this metric is reasonably precise. Due to its efficiency,
easy and intuitive integration of different environmental constraints, possibility to consider the
robot’s link geometry and the fact that its output has the form of a convex set of inequality
constraints (convex polytope Px), it has a potential to be a useful tool for robot performance
and safety analysis. However there are several important limitations of this approach.

5.1.4.1 Main limitations

First of all, the reachable space of a robot is highly non-convex and nonlinear. As shown in the
numerical analysis Section 5.1.3.4, approximating this space with convex polytopes is relatively
precise only for small horizon times th ≤ 250ms.

Secondly, robot dynamics is highly nonlinear and time variant as well. When calculating the
reachable space polytope Px, as formulated in Section 5.1.1, the robot model is linearised in the
robot’s joint configuration qo and velocity q̇o at the beginning of the horizon and this linearised
model is considered constant during the horizon length. The consideration of constant robot
model and its linearity, is only valid for small robot displacements around the current robot
state, which is again a strong assumption and only valid for short horizon times.
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Finally, the polytope formulation from the Section 5.1.1, considers only constant joint torques
τ applied to the robot during the whole horizon length th. The polytope Px calculates the joint
torque vectors τ that will produce the largest possible displacements in Cartesian Space (CS)
given the robot and environment constraints. This calculation is based on the robot’s linearised
model at the beginning of the horizon, which in term, once again, limits the precision of the
approximation to the small displacements around the initial robot state, preventing longer
horizon lengths th, as confirmed in the analysis Section 5.1.3.4.

5.1.4.2 Potential applications

One promising field of applications for the polytope based reachable space metric is the human-
robot interaction domain. The polytope is essentially a triangulated mesh and can be easily
visualised, which could be an easy and intuitive way to give insight to the human operators
about robot’s real-time capabilities. This metric could potentially be used to increase human
operators awareness about the robot’s state during the co-manipulation by visualising the
polytope Px in real-time and even potentially increase the interaction safety. On the other
hand, it has a potential to be used for the haptic control applications, as human operators
might not be always aware of how close the robot is to the limitation of its capabilities or what
is the possible space the robot can be in while teleoperating.

Furthermore, the numerical analysis has shown that for shorter horizon times th ≤ 250ms the
volume of the polytope Px is comparable to the volume of the simulated reached space R2, as
shown on the Figure 5.14. The volume of the Px could potentially be used as a performance
metric for robotic workspace analysis and for applications such as robot design.

Finally, as the polytope Px can be represented as a set of convex inequalities Hx ≤ d, this
metric could potentially be used as a set of constraints for robot control. For example in case of
the Model Predictive Control (MPC) [202] where, in many cases, robot’s dynamics is already
considered linear and constant during given horizon time, which corresponds well with the
assumptions of the polytope Px formulation.

5.2 Preliminary work: Non-convex approximation of the robot’s
reachable space

One of the main limitations of the convex polytope based approach, in terms of the impact on
its estimation accuracy, is the assumption of linearity of the robot’s kinematics

x = ffk (qo +∆q) ≈ xo + J(qo)∆q

throughout the horizon time th. This assumption can have an undesired effect where large
parts of the polytope Px can be outside of the robot’s workspace, unattainable to the robot
regardless of the horizon time. This is particularly noticeable in the cases where the operator
is interested in visualising the robot’s reachable space for longer horizon times (th > 0.5s).

Many different methods are available in the literature addressing this issue, namely in the
field of robot’s workspace analysis. This field brings a vast body of literature on different
methods that characterise the set of the robot’s reachable positions and orientations, given
its actuator limits and its nonlinear kinematics, while being able to guarantee certain bounds
on the approximation accuracy. These methods are well known tools for robot design and
workplace placement [13, 15], and they are often based on Interval analysis [192] or different
exhaustive sampling strategies [14]. However, as these methods are developed for the design and
analysis applications, their computational efficiency does not allow for interactive applications.
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Therefore, this section brings a preliminary work on a sampling-based approach able to effi-
ciently account for the nonlinear aspects of robot kinematics and improve the accuracy of the
reachable space approximation, especially for longer horizon times. However, it is important
to acknowledge that both this method and the preceding polytope approximation method lack
guarantees on their approximation error.

5.2.1 Sampling-based reachable space approximation strategy

When considering a kinematic robot model in which Joint Space (JS) velocity q̇ and position
q adhere to constraints

q̇ ∈ [q̇min, q̇max] , q ∈ [qmin, qmax] (5.27)

for any given robot configuration qo and horizon time th, the set of all the robot’s reachable
joint positions q can be specified

Q = {q ∈ Rn | q = qo + q̇th︸︷︷︸
∆q

, q ∈ [qmin, qmax], q̇ ∈ [q̇min, q̇max]} (5.28)

where ∆q represents the JS displacement from the initial position qo during the time horizon
th. As each of the n components of the joint position q are independent, the set Q can be
geometrically represented as a hyperrectangle in robot’s JS.

The setQ (hypterrectangle) can then be transformed to the task space using the robot’s forward
kinematics ffk (·)

Rx = {x ∈ Rm | q ∈ Q, x = ffk (q)} (5.29)

obtaining the set of all the reachable task (Cartesian) space positions Rx.

As a comparison, the approach described in the previous section considers the robot’s kinemat-
ics to be linear during the horizon time, which yields a convex set of the task space reachable
space positions that can be represented by a polytope Px

Px = {x ∈ Rm | q = qo +∆q ∈ Q, x = xo + J(qo)∆q} (5.30)

Figure 5.16: Simple example of the robot with n = 3 joints and planar m = 2 task space.
The figures illustrate the difference between the linear Px and nonlinear Rx projection of the

hyperrectangle Q to task space.

Figure 5.16 illustrates the difference between the polytope Px and the nonlinear reachable space
Rx. As shown on the figure, the polytope Px is an approximation of the reachable space Rx,
which is, in general case, nonlinear and non-convex.

Furthermore, the vertices of convex polytope Px are a subset of projected vertices of the the
hyperrectangle Q. However, in the case of the set Rx, which uses the nonlinear projection
through the robot’s forward kinematics, the projected vertices of the hyperrectangle Q, are
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either projected to its interior or they become a part of the surfaces bounding the robot’s
reachable space. In general case the projected vertices are no longer the extreme points of the
non-convex reachable space Rx.

Figure 5.17: The figures illustrate the property of the critical points to be the intersection of the
r = 1 dimensional faces and r = 2 dimensional faces both in JS and when projected to the task

space.

These projected vertices are also called critical points [203]. As the forward kinematics ffk (·)
is a continuous function, these critical points represent the intersections of the edges and faces
of the set Q projected in the task space, as illustrated on Figure 5.17. Therefore, starting
at any of the critical points, any other point in the space Rx can be reached (including the
boundaries) by navigating the projected edges and faces of the set Q.

Leveraging this property, this work proposes a simple approximation approach of the space
Rx, based on sampling of the edges and faces of the set Q. This approach consists in sampling
the r dimensional faces (r = 0 vertices, r = 1 edges, r = 2 facets, etc.) of the hyperrectangle
Q and projecting them to the task space using the forward kinematics function ffk (·). This
approach allows for an efficient sampling of Rx, where its approximation can be then obtained
by triangulating the obtained sample points.

Figure 5.18: The figures illustrate the proposed sampling-based strategy, by choosing to sample
r = 1 dimensional faces of the hypercube Q on the left and the r = 2 dimensional faces on the

right, while using uniform sampling with s = 4 samples per axis.

The proposed approach is more computationally efficient than the standard sampling methods,
as it does not require sampling the complete n dimensional hyperrectangle Q, rather its r
dimensional faces, where r ≤ n. Figure 5.18 illustrates the sampling strategy.

The proposed approach can be divided in three steps:

1. Sample all the r dimensional faces of the hyperrectangle Q

2. Project them to the task space using ffk (·)

3. Triangulate the obtained points
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Face dimension and sampling complexity

Determining the optimal parameters for implementation, including the dimension r of the
faces to be sampled and the sampling strategy, profoundly influences both the accuracy of the
approximation and the execution time. These considerations are important as they describe
the trade-off between approximation accuracy and time efficiency.

Increasing the dimension r of the sampled faces and elevating the sampling resolution holds
the potential to improve approximation accuracy. However, these improvements may come at
the cost of extended execution times.

The number of r dimensional faces of the n dimensional hyperrectangle can be found using the
equation

nf = 2n−r

(
n

r

)
Moreover, in the context of uniform sampling with s samples along each axis, the number of
samples per r dimensional face has an exponential relationship

ns = sr

As a result, the overall number of sampled points, given by Ns = nfns, is exponentially related
to the parameters r and s. Therefore the appropriate values for r and s should be determined
with respect to the application’s requirements, in terms of the approximation accuracy and the
computational complexity.

Triangulating the non-convex space

Furthermore, as the reachable space Rx is not convex, the triangulation of sampled points can
be executed in multiple ways. If the application requires it, the sampled points can be tri-
angulated using different Convex-Hull algorithms or Delaunay triangulation [204], in order to
convexify the obtained space. On the other hand, numerous non-convex triangulation methods
are available in the geometric algebra, such as Alpha-shapes [205] triangulation. Such tech-
niques represent better the true reachable space, but are more computationally complex. For
example, in a case of a set of n 3D points, the Alpha-shape algorithm’s complexity is O(n2)
[205], while the Convex-Hull algorithms usually have a complexity of O(n log n) [74].

Open-source implementation

Video

A publicly available Python implementation of the proposed sampling-
based reachable space approximation method can be found on GitLab8 as
well as a short video9 demonstration of the method running in real-time.
The implemented method uses the library pinocchio [166] for robot’s for-
ward kinematics while the non-convex Alpha-shape triangulation is im-
plemented using CGAL [206] library.

Figure 5.19 shows the visualisation of the approximation of the reachable
space Rx using the proposed sampling method for different horizon times,
while Figure 5.20 shows several different joint configurations for the same
horizon times.

8GitLab: https://gitlab.inria.fr/auctus-team/people/antunskuric/example/reachable_workspace
9Video: https://youtu.be/s_bjTfJhDag

https://youtu.be/s_bjTfJhDag
https://youtu.be/s_bjTfJhDag
https://gitlab.inria.fr/auctus-team/people/antunskuric/example/reachable_workspace
https://youtu.be/s_bjTfJhDag
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Figure 5.19: Figure showing the approximation of the reachable space Rx of a Franka Emika
Panda robot in one configuration for three different horizon times: th = 100ms, 200ms and 500ms
(from left to right). Figures show that the approximated space is highly non-convex and for
longer horizon times it tends to approach the robot’s full workspace [191]. The chosen sampling
parameters are r = 3, uniform sampling with s = 5 and the execution time was around 500ms.

Figure 5.20: Figure showing the approximation of the reachable space Rx of a Franka Emika
Panda robot in five different configurations for the same horizon time: th = 150ms. The first on the
right shows the robot in its initial configuration, while the three following figures show the robot
in configurations where two out of its seven joints are in their position limits, where the influence
of robot’s joint position limits can be seen through its reachable space size and shape, similar to
Figure 5.3. The figure on the right, demonstrates the non-convex nature of the robot’s reachable
space, showing the robot in its near-singular configuration. In this configuration its movement
capacity is high in tangential directions and low in radial ones. The chosen sampling parameters

are r = 2, uniform sampling with s = 3 and the execution time was around 50ms.

5.2.2 Discussion on limitations

The proposed sampling-based approach holds potential for improving reachable space approxi-
mation accuracy and provide the operator with more accurate representation the robot’s phys-
ical abilities. However, it has several limitations.

The proposed method lacks formal guarantees on approximation error and, in its current form,
it does not represent neither an under nor an over-approximation of the true reachable space
Rx. Furthermore, while all sampled points projected to the task space are attainable by the
robot, once triangulated, the obtained space might include areas that are unattainable.

The approach’s accuracy and computational efficiency heavily depends on parameter choices,
like the dimension of sampled faces r and the sampling strategy. Additionally, computational
efficiency of forward kinematics influences overall effectiveness as well.

Future refinements are needed to focus on addressing these limitations and to enhance the
method’s applicability and reliability, and in that way the quality of the information transmit-
ted to the operator.
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5.3 Preliminary work: Interactive polytope visualisation plat-
form

In the context of this thesis an initial work on the development of a testing platform for
the interactive visualisation of different polytopes is conducted. The long-term aim of the
testing platform is to be enable comparing different modalities of polytope visualisation to
the operators and help to understand and evaluate their effectiveness in different human-robot
collaboration scenarios. In this preliminary work the focus is put on real-time interactive
visualisation of polytopes using the Augmented Reality (AR) devices. More specifically the
initial setup is built around a Microsoft HoloLens 2 device, as one of the widely used, of-the-shelf
and affordable AR devices.

ROS
Robot state monitoring

Polytope calculation

Unity application
Receiving polytope from ROS

Sending polytopes to HoloLens

HoloLens 2
Polytope

visualisaiton

Figure 5.21: Figure shows the conceptual overview of the developed platform. Robot Operating
System (ROS) is used to gather information about the robot’s current state, which is then used to
calculate different polytopes of physical abilities and prepare them for visualisation. The polytopes
in form of meshes are sent to the Unity application which updates the virtual world. The updated
virtual world (with polytopes) is then visualised in real-time to the operator using Microsoft

HoloLens AR headset.

Achieving the real-time visualisation of the physical ability polytopes with AR devices, while
making sure that the polytopes are visualised at the right place (ex. robot’s end-effector),
and synchronised with the robot’s movements, involves several key steps. It requires real-time
monitoring of the robot’s state in order to calculate the appropriate polytopes and transform
them to the form of triangulated meshes. The polytopes are then communicated to AR devices,
which ultimately provide the operator with the real-time interactive visualisation.

The architecture of the implemented system is illustrated in Figure 5.21. ROS is used to
gather real-time data on the robot’s state, while pinocchio [166] library is used to calculate
the robot’s dynamics and kinematics. The computation of various polytopes was implemented
using the pycapacity Python package. Once the polytopes are transformed to the form of
triangulated meshes, they are transmitted to the Unity framework. The Unity application
updates the virtual world with the new data and transmits the polytopes in real-time to the
Microsoft HoloLens 2. This AR device efficiently visualises the polytopes to the operator, at
the appropriate position on the real robot (ex. robot’s end-effector), providing an immersive
visualisation experience for the operator.

Some components of this setup have been created through an informal collaboration with the
Institute for Experiential Robotics at Northeastern University, building upon their recent work
described in Zolotas et al. [79]. Additionally, a significant portion of the platform’s development
has been undertaken during Claire Houziel’s internship, she is pursuing her master’s degree in
"Robotics and Rehabilitation" at Sorbonne University.
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Figure 5.22: Figure shows the screenshots taken from the operator’s perspective using Microsoft
HoloLens headset. Images show two different robot’s configurations and for each one two ap-
proximations of the robot’s reachable space are shown: convex polytope approach described in
Section 5.1 and non-convex approach from Section 5.2. Convex polytope is calculated with the

horizon time of th = 200ms, while the non-convex approximation is calculated for th = 100ms.

Figure 5.23: Figure shows screenshots form the Microsoft HoloLens headset. The non-convex
approximation of the robot’s reachable space, described in Section 5.2 , is calculated for one robot’s

configuration and three different horizon times th = 100, 200 and 300ms (from left to right).

Video

The implemented setup allows for interactive visualisation of different
polytope metrics in real-time, which serves as a base for the future work
that will concentrate on the evaluation of their effectiveness for sharing
information with the operator. Figure 5.22 and Figure 5.23 show visual-
isations of several physical ability polytopes of the Franka Emika Panda
robot using the developed AR platform. Additionally, a publicly available
video demonstration of the interactive visualisation of polytope metrics
can be found using link10.

5.4 Conclusion

This chapter discusses the concept of utilising polytopes as a visualisation tool to inform op-
erators about the robot’s real-time state and its changing physical capabilities. By providing
dynamic and interactive visualisations of polytope based metrics, this approach holds the po-
tential to significantly enhance operators’ situational awareness. Not only enhancing operator
safety by allowing them to better understand the robot’s capabilities and limitations, but also
having the capacity to improve overall collaboration performance.

10Video: https://youtu.be/0O9b9iBzWyA

https://youtu.be/0O9b9iBzWyA
https://youtu.be/0O9b9iBzWyA
https://youtu.be/0O9b9iBzWyA
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Polytopes offer a convenient visualisation method due to their capacity to be transformed
into triangulated meshes, a format compatible with most standard visualisation tools. Among
these tools, Virtual Reality (VR) and Augmented Reality (AR) devices emerge as particularly
promising platforms, offering immersive and interactive visualisation experiences. Neverthe-
less, the challenge lies in determining which specific physical ability polytope to present to
operators and selecting an appropriate visualisation mode. This task is challenging, primarily
due to the intrinsic complexity of polytopes, containing a large number of faces and vertices
that may overwhelm operators’ cognitive capacity when extracting pertinent information. Fur-
thermore, the common formulations of physical ability polytopes often characterise abstract
physical quantities, like accelerations or forces, which may not intuitively translate to opera-
tors’ understanding once displayed. The convergence of these challenges highlights the need
for careful consideration of both the choice of physical ability polytope and the visualisation
mode to ensure effective communication of critical information to operators.

This chapter, in Section 5.1.1, introduces a novel polytope formulation for robotic manipu-
lators, which provides an approximation of the manipulator’s reachable space within a given
horizon time. This polytope formulation is particularly suitable for operator visualisation, as
unlike traditional polytope formulations, it represents the set of robot’s reachable positions,
thereby simplifying interpretation for operators. Additionally, it has the capacity to integrate
actuator constraints and robot’s movement capacity at the same time. Moreover, it can be
intuitively extended to include the environmental constraints as well as the robot’s link geom-
etry. Finally, with the execution time of around 50ms, for standard 7DOF collaborative robot,
it has a potential to be used for interactive visualisation. However, it’s important to note that
this formulation relies on a linearized robot model, consequently limiting its applicability to
scenarios with shorter horizon times. The analysis conducted in Section 5.1.3 shows that the
accuracy of the approximation significantly diminishes for horizon times exceeding 250 mil-
liseconds. The proposed convex polytope approximation approach have been published as a
part of a scientific article A. Skuric et al. [A5].

To enhance the approximation accuracy, particularly for longer horizon times, and to provide
the operator with more accurate long-term information, Section 5.2 introduces a preliminary
work on the sampling-based reachable space approximation strategy. This method takes into
account the robot’s nonlinear kinematics and allows the non-convex characterisation of the
robot’s reachable spaces. Therefore, the proposed method has a potential to offer a more
accurate characterisation of robot’s reachable space than the convex polytope based approach.
However, like the convex polytope based approach, this strategy lacks formal guarantees on its
approximation accuracy, necessitating further research to enhance reliability and information
quality conveyed to operators.

Finally, in the effort to evaluate the effectiveness of the real-time polytope visualisation to
the operators, Section 5.3 presents the preliminary work on the development of the testing
setup based on AR tools. In the context of this thesis an initial setup is developed capable
of visualising different polytopes to the operator using Microsoft HoloLens. The polytopes are
visualised at the appropriate location on the real-robot (ex. end-effector), updated in real-time
and synchronised with the movements of the robot. This setup presents the foundation for the
future work on evaluating the information sharing potential of different polytope formulations
and different visualisation modalities, in the context of the human-robot collaboration.

Following chapter, Chapter 6, proposes a new Cartesian Space (CS) trajectory planning ap-
proach exploit robot’s full movement capacity, while at the same time remaining reactive to the
potential changes in the environment. Chapter 7 presents the publicly available open-source
software Python package pycapacity. The package provides the efficient implementation of
algorithms for evaluating polytope and ellipsoid based physical abilities of humans and robots.
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Chapter 6

Polytopes for time-efficient and
reactive Cartesian Space trajectory
planning

Chapter 2 shows that polytopes are an accurate characterisation of physical abilities for both
robots and humans. Moreover, efficient polytope algebra tools potentially open doors for their
use in real-time applications, as demonstrated in Chapter 3.

One such application is showcased in Chapter 4, demonstrating the potential of using real-time
evaluation of human’s and robot’s physical ability polytopes in the context of the human-robot
physical interaction. The polytopes are used for creating more flexible robot control strategies
that adapt to the changing physical abilities of both humans and robots. A different polytope
application scenario is brought in Chapter 5, proposes the use of the physical ability polytopes
as visual communication tools. Such real-time visualisation has a potential to provide insight
to the operators about the robot’s current states and its current physical abilities in real-time.

This chapter brings the application of the polytope representation of robot’s movement capacity
(its physical ability to generate movement: velocities, accelerations, etc.) for efficient and
reactive planning of robot’s trajectories in Cartesian Space (CS). As discussed in Section 2.1,
robot’s CS movement capacity is robot’s state dependent and can change significantly while
executing different trajectories.

Leveraging the efficient tools form polytope algebra, this chapter proposes a new trajectory
planning approach consisting in evaluating the robot’s movement capacity in real-time and
using it to adapt the planned trajectory to account for its changes. By re-planning in each step
of the trajectory execution, the proposed approach is able to fully exploit robot’s constantly
changing movement capacity and at the same time be reactive to the potential changes in
the trajectory itself, induced by the robot’s environment. These properties are particularly
interesting in the human-robot collaboration context, as the collaborative robots are often
limited in performance, relying on the efficient use of their abilities, and working in human
environments which is commonly unstructured and highly dynamical.

The motivation for the proposed approach is described in Section 6.1, followed by Section 6.2,
which brings the intuition about the difficulties of planning robot’s trajectories in CS. The
efficient method for evaluating robot’s CS movement capacity is described in Section 6.3, while
the proposed real-time re-planning approach is introduced in Section 6.4.

The performance of the proposed planning method is compared against the state-of-the-art
trajectory planning methods in Section 6.7. An applicative experiment of the proposed method
in the context of collaborative waste sorting is brought in Section 6.8.
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6.1 Motivation: Time-optimal and reactive trajectories

The field of collaborative robotics has seen a unprecedented growth in recent years with the
development of safer and cheaper robots with promising applications in industry, research,
and even everyday life [207]. However, as the complexity of the environments in which these
robots operate increases, planning for robot trajectories becomes a significant challenge. The
robots need to dynamically adapt to changing environmental conditions and tasks, as well as
the presence of humans. At the same time, in order to be safe, collaborative robots tend to be
smaller and relatively limited in performance compared to more traditional industrial robots
[169]. Therefore, it is becoming increasingly important to utilise the physical abilities of these
robots fully in order for their applications to become viable, rather than investing in larger,
more expensive industrial robots.

When it comes to planning robot motions, the most common approach is to decouple path and
trajectory planning [208]. First, the robot’s geometric path is found, accomplishing certain
task and potentially avoiding the obstacles in the environment. Then the optimal sequence of
movements along this path is calculated in order to optimise certain criteria, the most common
ones used in the literature being minimum energy, minimum jerk and minimum execution time.
Among these criteria, the one that aims to exploit full robot’s movement capacity corresponds
to the minimum time criteria, resulting in time-optimal (or minimum time) trajectories [209].

Traditional time-optimal trajectory planning techniques, developed for industrial robots, find
trajectories with the highest possible speeds, within robot’s and task constraints, along pre-
defined paths. These methods are often defined in robot’s Joint Space (JS) calculating the
necessary optimal motions of each one of the robot’s joints. Time-optimal algorithms, such
as ones proposed Bobrow et al. [210] and recently by Pham and Pham [211], assume full in
advance knowledge about both robot’s path and the environment. However in collaborative
scenarios, environment is often dynamic and conditions may change rapidly, requiring real-time
changes in the trajectory and the task. To account for these changes the trajectory needs to
be adapted in real-time, however time-optimal approaches have long execution times due to
their computational complexity, making such implementations unpractical.

On the other end of the spectrum, the real-time capable trajectory planning approaches often
abstract the robot as a generator of ideal movements without accounting for its true capacity.
These methods are often defined in robot’s task space, the space of robot’s CS positions and
orientations. With this simplification, they have short execution times and can quickly adapt
to any changes in the robot’s path, environment or the task itself. Such algorithms, as proposed
by Macfarlane and Croft [212], Haschke et al. [213] or Svarny et al. [214], are often based on S-
curve trajectories [215] with an appropriate order, producing smooth trajectories that respect
a set of fixed velocity, acceleration, jerk and sometimes even snap (jerk derivative) limits
enforced by the task itself and robot’s movement capacity that is assumed to be constant
[216]. However, the robot’s CS movement capacity is not constant and can vary significantly
during the trajectory execution. Therefore such approaches are not capable of fully exploiting
the robot’s capacity, resulting in trajectories that might underestimate or sometimes even
overestimate its movement capacity. Figure 6.1 shows an example of this effect on a Franka
Emika Panda collaborative robot.

To bridge this gap, several approaches were proposed recently, aiming to exploit full robot’s
movement capacity while allowing for reactive adaptations online. These methods often de-
couple time-optimality and reactivity problems and frequently involve varying degrees of robot
model simplification. For instance, Palleschi et al. [217] proposed a decoupling method that
plans for time-optimal robot motions while guaranteeing human safety. The approach consists
in offline pre-calculation of the time-optimal trajectory that exploits full robot’s movement
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Figure 6.1: End-effector linear velocity limits as computed using the fixed Cartesian Space
(CS) limits provided by the manufacturer (orange) and using an estimation based on the JS
velocity limits and the current configuration of the robot (blue) (scale: 1 m.s−1/ 10 cm). The true
robot’s velocity capacity are in some directions higher and in the others significantly lower than

the manufacturer’s limits, depending on the configuration.

capacity, while the reactivity is ensured online using the reactive re-planning approach. A
different decoupling approach that uses Dynamic Motion Primitives (DMP) is proposed by
Springer et al. [218]. Their method calculates the DMP models of the time-optimal point-to-
point trajectories of the robot in-advance, trying to exploit its full movement capacity. Then
these DMP based trajectories are exploited in real-time to adapt to changing targets. However,
even though the offline trajectories calculated by these decoupled methods are time-optimal,
their real-time adaptations might lose this property. In order to avoid the decoupling, Zhang
et al. [219] proposed a real-time method for time-optimal trajectory planning based on simpli-
fying the robot’s model. The approach uses machine learning to learn the simplified robot’s
dynamical model offline. The simplified model reduces the computational complexity of the
time-optimal planning and allows for real-time reactive re-planning. However, this method
requires a substantial degree of in-advance computation in order to work properly.

Optimal control methods like Model Predictive Control (MPC) [202] offer a promising avenue
for generating reactive and time-optimal trajectories in real-time. MPC approaches determine
the optimal action to be executed by the robot, given its current state and predictions of its
future states, obtained using the robot’s model. MPC updates its prediction of the robot’s
future states in each step of the trajectory execution, taking in account the changes in robot’s
current state and its environment. Therefore, they can account for the evolving movement
capacity of a robot and react to the changes in its environment [220][221]. However, as robot
models are highly nonlinear, the implementation of these methods remains relatively complex
and challenging, often relying on nonlinear optimisation techniques [222, 223].

Hence, this chapter makes a step in this direction, proposing a trajectory planning approach
capable of producing time-efficient and reactive trajectories by re-planning in real-time. The
proposed approach evaluates the robot’s CS movement capacity in real-time, using the efficient
tools from polytope algebra, and re-plans the time-optimal trajectory in each time-step. The
time-optimal planning is based on Trapezoidal Acceleration Profile (TAP) [216] planning, which
computational efficiency enables real-time execution. By evaluating robot’s CS movement
capacity and re-planning the time-optimal trajectory in each step of the trajectory execution,
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the approach is capable of adapting to the changes in robot’s movement capacity without
requiring any pre-computation. Additionally, the real-time re-planning enables reacting to
potential changes in the robot’s trajectory induced by its environment, making it well-suited
for dynamic environments where conditions change rapidly such as human-robot collaboration.

Experimental results, described in Section 6.7, demonstrate the effectiveness of the proposed
approach on a Franka Emika Panda collaborative robot. The proposed method is compared
against a state-of-the art offline time-optimal method TOPP-RA [211], where the results show
that the proposed algorithm generates the trajectories that have comparable execution time
(even shorter in some cases) than offline method. The method is furthermore compared to the
standard reactive approach based on TAP planning with fixed CS movement capacity given by
the manufacturer. The analysis confirms that the proposed method achieves faster and more
precise trajectories than the standard reactive approach with fixed capacity assumption.

Finally the reactivity of the proposed approach is demonstrated in a mock-up experiment in
the context of collaborative waste sorting, described in Section 6.8. In this experiment the
proposed planning method is used to generate time-efficient and adaptable robot’s trajectories
in order to pick the waste items introduced by the operator and place them in the appropriate
sorting bins.

The intuition about robot’s movement capacity aware trajectory planning in CS is given in
Section 6.2. The description of the efficient method for robot’s CS movement capacity evalu-
ation is described in Section 6.3. Then, Section 6.4 gives an overview of the Cartesian space
TAP planning and the description of the real-time planning strategy. Section 6.5 discusses
several potentially undesirable effects of the proposed method and proposes the approaches to
overcome them. The experimental validation of the proposed method is brought in Section 6.7
and Section 6.8. Finally, the limitations and perspectives of the proposed method are discussed
in Section 6.9.

6.2 Problem statement: Capacity aware trajectory planning

Time-optimal trajectory planning consists in finding the robot’s movements with the highest
possible speeds, within robot’s and task constraints, along predefined paths. Therefore it
requires a thorough understanding of the robot’s movement (ex. velocity, acceleration, jerk)
capacity along the specified path.

Robot’s actuation capabilities are usually expressed in the n dimensional Joint Space (JS).
Where, for each one of the n joint actuators, the limits are specified by manufacturers in the
form of independent min-max ranges of different joint variables. As opposed to the robot’s
actuator limits, the desired path to follow is often defined in the task space, often m = 3
dimensional space of Cartesian Space (CS) positions or m = 6 if orientations are specified
as well. In the context of this chapter, robot’s paths are considered to be CS point-to-point
straight line path from one pose Xa to another Xb (for example expressed as an homogeneous
transform matrix in SE(3)). CS straight line paths are commonly used as they represent the
shortest paths in the CS between the two CS positions, and in the context of human-robot
interaction they have shown to produce predictable robot’s motions for the operators [224].
Additionally, they can be used to construct more complex paths by approximating them with
a set of straight line segments.

Traditional approaches to the time-optimal trajectory planning consist in transforming the
path to JS, where they find the fastest movements of the robot’s joints following the path
and respecting the actuator limits. This approach is convenient because the robot’s movement
capacity in JS can reasonably be considered constant and each joint limit can be specified
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Figure 6.2: The figure illustrates the robot’s CS linear velocity capacity evolution while following
a CS straight line path, from point A to B, using two different JS paths (up and down). The robot’s
CS velocity capacity polytope is shown in blue, while its capacity to generate velocity in the path
direction is shown in red. The path is shown in black dashed lines. The graph on the right shows
the evolution of the robot’s velocity capacity in the path direction while executing the trajectory.
The figure shows that the robot’s movement capacity in the path direction can evolve significantly

during the trajectory execution, as well as that it depends highly on the JS path taken.

as an independent min-max range. However, the main limitation of this approach is that JS
is usually higher dimensional than CS (n > m), making the mapping between the CS and
JS not unique. In practice this means that there are multiple JS paths that accomplish the
same CS path. Each one of these JS paths has different properties which makes finding the
optimal JS path a challenging problem of its own, and one with a substantial computational
cost. Additionally, having chosen an appropriate JS path, the robot’s redundant degrees of
freedom are fixed even though they do not participate in movement generation, preventing it
from executing other tasks and further limiting this approach.

Complementary approach consists in transforming the robot’s joint actuator limits to the CS
and planning the time-optimal trajectory in CS directly. Such method results in the CS tra-
jectory which respects all the robot’s actuator limits without explicitly choosing the JS path.
As discussed in Chapter 2, once the robot’s actuator limits are transformed to CS, they form
the polytopes of robot’s CS movement capacity. The robot’s movement polytopes are highly
dependant on its state and can evolve significantly during the trajectory execution. Therefore,
changing robot’s CS movement capacity presents one of the main challenges of time-optimal
trajectory planning in CS. Figure 6.2 illustrates robot’s changing CS velocity capacity along
the trajectory for two different JS paths executing the same CS path.

A common approach to simplify this issue is to consider robot’s CS movement capacity constant
during the trajectory execution. For example by choosing a fixed set of limits that correspond
to the worst-case robot’s movement capacity along the path. Such approach is, by definition,
not capable of fully exploiting the robot’s movement capacity, underestimating considerably
robot’s actual abilities. Furthermore, finding the worst-case underestimation of the robot’s
movement capacity often involves characterising all the robot’s JS configurations possible for
the same path, which is not always practically possible and results in long execution times.
A more common approach, especially in the industry, is much more empirical. It involves
manually finding the appropriate set of fixed CS limits by specifying certain percentage of the
robot’s CS limits predefined by the manufacturers [190][225]. This tuning approach has to be
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Figure 6.3: The figure illustrates three different strategies for planning for CS trajectory with
respect to their consideration of the robot’s velocity capacity limits in the path direction. The
planned trajectories are shown in blue while the robot’s true velocity capacity when executing
the trajectory is shown in red dashed lines. Figures on the left and in the middle represent the
planning methods which assume fixed velocity capacity during the trajectory execution (black
dashed line). Strategy on the left, due to the robot’s changing capacity, at the beginning of
the trajectory underestimates robot’s ability and towards the end overestimates robot’s abilities,
resulting in infeasible trajectory. Strategy in the middle uses the worst-case velocity capacity on
the path as its limit, resulting in feasible trajectory however significantly underestimating robot’s
abilities. Strategy on the right shows an example of a true time-optimal trajectory exploiting fully

robot’s changing velocity capacity.

repeated for each trajectory of interest in order to find a satisfactory trade-off between robot’s
speed and the tracking error. Manual tuning can be time consuming and, in many cases, results
in sub-optimal trajectories planed without any real information about the robot’s true motion
capacity.

Therefore, choosing any fixed set of CS limits leads to either overestimation of the robot’s
movement capacity or its underestimation, as shown on Figure 6.3. The overestimation can
lead to planning for trajectories that are unfeasible for the robot, while underestimation leads
to sub-optimal robot’s trajectories, that do not exploit its full movement potential. Planning
for a true time-optimal trajectory would involve accounting for the robot’s changing movement
abilities along the trajectory. However, as the robot’s movement capacity depends on its
joint states, evaluating the robot’s movement capacity along the path in advance would require
transforming the CS path to JS. Such approach would lose most of the benefits of CS trajectory
planning: resulting in high computational cost, requiring making choices about the appropriate
JS path and fixing the robot’s redundant degrees of freedom.

Rather than trying to account for the robot’s changing movement capacity in the offline plan-
ning stage, this chapter proposes a method that calculates the robot’s movement capacity in
real-time and adapts the time-optimal trajectory with the updated limits in each step. The
proposed method calculates the robot’s movement capacity, in the path direction, using efficient
tools from polytope algebra in real-time. Trapezoidal Acceleration Profile (TAP) planning is
then used to recalculate the time-optimal trajectory with the updated movement capacity is
each step. In this way, this CS trajectory planning method is able to adapt to the robot’s
changing movement capacity, while not making any a priori choices about the robot’s JS path.
Additionally, the real-time re-planning allows the method to be reactive to the potential changes
in the desired robot’s path induced by the robot’s environment.

The real-time method for robot’s CS movement capacity evaluation in the path direction is
described in Section 6.3. While Section 6.4 presents the real-time TAP based trajectory re-
planing method. Section 6.7 then brings a comparative study of the performance of the pro-
posed method against the state-of-the-art JS time-optimal method TOPP-RA [211], as well as
against the CS planning approach considering fixed limits.
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6.3 Evaluating robot’s Cartesian Space movement capacity in
real-time

Robot’s joint actuator limits are usually given by the manufacturer as ranges of the feasible
joint positions q ∈ Rn, velocity q ∈ Rn, acceleration q̇ ∈ Rn and jerk q̈ ∈ Rn

...
q ∈ [

...
q min,

...
q max], q̈ ∈ [q̈min, q̈max], q̇ ∈ [q̇min, q̇max], q ∈ [qmin, qmax] (6.1)

The true Joint Space (JS) acceleration q̈ and jerk ...
q limits are a consequence of the constrained

nature of the robot’s actuator torques τ and torque derivatives τ̇ , and have a polytope form.
In this work, these limits are considered to be given in a form of independent ranges (6.1).
However, the proposed approach is not restricted by this assumption and can be extended to
account for the polytope limits as well.

The mapping between the robot’s n dimensional JS and m dimensional Cartesian Space (CS)
velocity, acceleration and jerk for a certain fixed frame of interest (ex. end-effector frame) is
nonlinear and dependant on robot’s state {q, q̇, q̈}

ẋ = J(q)q̇

ẍ = J(q)q̈ + J̇(q, q̇)q̇
...
x = J(q)

...
q + 2J̇(q, q̇)q̈ + J̈(q, q̇, q̈)q̇

(6.2)

A certain joint configuration q, the joint velocity q̇, acceleration q̈ and jerk ...
q are mapped

to CS using the Jacobian matrix J(q) ∈ Rm×n and its time derivatives J̇(q, q̇) ∈ Rm×n and
J̈(q, q̇, q̈) ∈ Rm×n.

JS kinematic limits (6.1) are expressed in a form of an interval for each of the robot’s n
joints (degrees of freedom), forming n dimensional hyperrectangles. For any given robot state
{qk, q̇k, q̈k}, CS kinematic limits can be calculated by projecting these JS n dimensional hy-
perrectangles (6.1) into the m dimensional CS using the expressions (6.2). The resulting CS
limits will have a form of convex polytopes.

As described in Section 2.1.2 and Section 2.1.3, for a certain robot state {qk, q̇k, q̈k} the convex
polytopes Pv, Pa and Pj of achievable CS velocities ẋ, accelerations ẍ and jerks ...

x can be
expressed as

Pv(qk) = {ẋ ∈ Rm | ẋ = J(qk)q̇ + bv, q̇ ∈ [q̇min, q̇max]} (6.3a)
Pa(qk, q̇k) = {ẍ ∈ Rm | ẍ = J(qk)q̈ + ba, q̈ ∈ [q̈min, q̈max]} (6.3b)

Pj(qk, q̇k, q̈k) = {
...
x ∈ Rm | ...

x = J(qk)
...
q + bj ,

...
q ∈ [

...
q min,

...
q max]} (6.3c)

where ba, bj ∈ Rm are the bias acceleration and jerk produced by the effect of current joint
velocity q̇k and acceleration q̈k, while bv ∈ Rm is a zero vector, added to unify the formulations.

bv = 0

ba = J̇(qk, q̇k)q̇k

bj = 2J̇(qk, q̇k)q̈k + J̈(qk, q̇k, q̈k)q̇k

(6.4)

Additionally, as the bj term produced by the second derivative of the Jacobian matrix J̈ q̇k
will produce relatively small effects on final value of bj , it is neglected J̈ q̇k ≈ 0. Finally,
the achievable CS velocity, acceleration and jerk, given current robot state {qk, q̇k, q̈k} can be
expressed as

ẋ ∈ Pv(qk), ẍ ∈ Pa(qk, q̇k),
...
x ∈ Pj(qk, q̇k, q̈k) (6.5)
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As point-to-point CS paths are effectively one dimensional, instead of using the complete
polytope definitions (6.3a - 6.3c), a more efficient solution is to use the polytopes to find
the robot’s movement capacity in the path direction. Since the path is one dimensional the
calculated movement capacity can be expressed in the form or min-max ranges (intervals) for
each one of the CS variables. The following section proposes an efficient approach to finding
the projection of the CS polytopes of robot’s movement capacity in the path direction.

6.3.1 Finding movement capacity in the path direction

Characterising the robot’s movement (velocity, acceleration and jerk) capacity in the path di-
rection, requires finding the maximal (and minimal) values of the robot’s Cartesian Space (CS)
movement variable in the path direction that is still within its movement capacity polytope. In
other words, geometrically, this corresponds to finding the intersection of the polytope with the
line corresponding to the path direction. Therefore, this section proposes an efficient Linear
Program (LP) based approach for characterising this intersection.

Figure 6.4: Figure shows the
projection s of the CS variable
in the path direction c as well
as its components y⊥ normal

to the path.

For any point-to-point CS path, an m dimensional CS unit vector
c, pointing in the direction of the path can be found. Then any
CS vector y ∈ Rm can be projected on the path direction using
the scalar product

s = cTy (6.6)

where s ∈ R is a scalar. Analogously, the projection of the
vector y on the path’s complementary (orthogonal) space can
be expressed using [226, p. 431]

y⊥ = (Im×m − ccT )︸ ︷︷ ︸
N

y (6.7)

where y⊥ ∈ Rm is a m dimensional vector containing the com-
ponents of the vector y orthogonal to the path. Mathematically,
the matrix N = (Im×m − ccT ) corresponds to the projector to
the null-space Ker

(
cT

)
of the vector c. A simple check can then be devised to verify if a

certain CS vector y is in the path direction. In order for vector y to be in the path direction,
respecting the equation (6.6), it should not have components in the path null-space, or in other
words Ny = 0.

Remark. The expression for null-space projector matrix N , defined in equation (6.7), is valid
only if the vector c is a unit vector. If the vector c is not normalised the equivalent expression
becomes N = Im×m − ccT

cT c
[226, p. 431].

With the known path direction c and the path normal space projector N , the maximal value of
the Cartesian variable y ∈ Rm, in the path direction c, within its range expressed as a convex
polytope Py, can be found by solving the LP [157]

max
y

cTy

s.t. Ny = 0,

y ∈ Py

(6.8)

whereas the minimum can be found by minimising it. Figure 6.5 illustrates geometrically this
procedure.

By substituting the generic Cartesian variable y with Cartesian velocity ẋ, acceleration ẍ and
jerk ...

x and its polytope Py with their respective polytopic limits (6.5), LP formulation (6.8)
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Figure 6.5: Figure demonstrating the proposed approach to finding the maximal CS capacity
in the path direction. Robot’s path is shown on the left and where the path direction vector c is
shown in red. Polytope Py of the CS capacity is shown in blue on the right. The maximal and
minimal capacity in the path direction can then be found by minimising and maximising the LP

defined in (6.8).

can be directly used to calculate the limits of the velocity ṡ, acceleration s̈ and jerk ...
s in the

trajectory direction c.

Cartesian velocity example When searching for maximal Cartesian velocity ṡmax, assum-
ing known robot configuration qk and trajectory direction vector c, the Cartesian velocity along
the trajectory ṡ can be calculated as a projection of the Cartesian velocity ẋ

ṡ = cT ẋ = cTJ(qk)q̇ + cTbv (6.9)

Integrating this relationship into the LP formulation (6.8) yields

ṡmax = max
q̇

cTJ(qk)q̇ + cTbv

s.t. NJ(qk)q̇ = −Nbv,

q̇ ∈ [q̇min, q̇max]

(6.10)

The equivalent LP expressions for finding the maximal acceleration and jerk are obtained by
substituting q̇ and bv with q̈, ba and ...

q , bj . The minimal values are found by minimising
the same problem. Using the proposed procedure, for any path direction c and a given robot
state {qk, q̇k, q̈k}, the robot’s movement capacities (velocity ṡ, acceleration s̈ and jerk ...

s ) in
the path direction can be expressed as

ṡ ∈ [ṡmin(qk), ṡmax(qk)]

s̈ ∈ [s̈min(qk, q̇k), s̈max(qk, q̇k)]
...
s ∈ [

...
s min(qk, q̇k, q̈k),

...
s max(qk, q̇k, q̈k)]

(6.11)

Therefore, determining the robot’s instantaneous movement capacity in the path direction can
be obtained very efficiently, by solving a sequence of 6 LP problems and allowing for real-time
execution.

It is worth noting that the robot’s movement capacity limits, as expressed in (6.11), assume
that the robot’s velocity, acceleration and jerk limits are independent and do not influence one
another, which is not usually the case (ex. if one of the robot’s joints reaches its maximal
velocity, it will no longer be able to accelerate in that direction). However, these limits are
used for Trapezoidal Acceleration Profile (TAP) planning which inherently accounts for this
issue and finds the trajectory respecting all the set constraints at the same time.
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6.3.2 Integrating task induced Cartesian space limits

In many cases, when planning for Cartesian Space (CS) movement, the task requires limiting
maximal CS velocity, acceleration and jerk. For example, when executing trajectories in the
human vicinity, it is common practice to limit the robot’s CS velocity ẋ to minimise the
potential impact forces due to the robot’s moment of inertia [169] and kinetic energy [227].
On the other hand, when designing trajectories of robotic manipulation of liquids, in order to
prevent its sloshing or spilling, translation acceleration ẍ continuity needs to be ensured [228],
which in term corresponds to introducing CS jerk ...

x limits.

Therefore, if an additional task specific limit of a CS variable y (velocity, acceleration or jerk)
is required that can be expressed as an interval

y ∈ [ymin, ymax] (6.12)

or more generally in a form of polytope defined by a set of inequality constraints

C = {y | Ay ≤ b} (6.13)

Then the Linear Program (LP) problem (6.8) can be extended to account for the polytope
(6.13)

max
y

cTy

s.t. Ny = 0,

y ∈ Py ∩ C

(6.14)

Cartesian velocity example Following the same example of maximal velocity ṡmax along
the trajectory from (6.10), if an additional CS limits are imposed by the task

Cv = {ẋ | Aẋ ≤ b} (6.15)

the maximal velocity ṡmax along the trajectory that respects both task constraint (6.15) and
robot’s instantaneous movement capacity (6.3a), can be found by extending the LP formulation
(6.10)

ṡmax = max
q̇

cTJ(qk)q̇ + cTbv

s.t. NJ(qk)q̇ = −Nbv,

AJ(qk)q̇ ≤ b−Abv,

q̇ ∈ [q̇min, q̇max]

(6.16)

The lower limit ṡmin can be found by minimising the same problem.

6.3.3 Scaling robot’s Cartesian space limits

When it comes to planning robot trajectories, it is a common practice to consider only a part
(certain percentage) of the specified robot limits. This is partially due to the fact that more
dynamic robot movements require higher actuation capacity and leave less margin to account
for potential tracking error, in many cases resulting in impaired tracking performance and
potentially even raise different safety concerns.
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When the robot’s Cartesian Space (CS) kinematic limits are assumed constant, the simplest
form of scaling can be done by multiplying with scalar factors αv, αa, αj ∈ [0, 1].

ẋ ∈ [αvẋmin, αvẋmax]

ẍ ∈ [αaẍmin, αaẍmax]
...
x ∈ [αj

...
xmin, αj

...
xmax]

(6.17)

allowing the robots velocity ẋ, acceleration ẍ and jerk ...
x not to exceed certain percentage of

the specified limits.

However, if the robot’s CS kinematic capacity is not considered constant, but a result of the
robot’s current state {q, q̈, q̈}, and its Joint Space (JS) kinematic limits (6.1), then the scaling
using the scalars αv, αa, αj ∈ [0, 1] can done in the JS

q̇ ∈ [αvq̇min, αvq̇max]

q̈ ∈ [αaq̈min, αaq̈max]
...
q ∈ [αj

...
q min, ‘αj

...
q max]

(6.18)

These new modulated JS limits can then be used to calculate the polytopes Pv,Pa and Pj using
equations (6.3a - 6.3c), and in term scale the robot’s CS movement capacity in path direction
(6.11).

6.4 Evolving capacity aware Cartesian Space trajectory plan-
ning

In order to fully exploit the robot’s changing movement capacity while executing the trajectory,
this work proposes a real-time re-planning strategy. The proposed trajectory planning method
leverages the computational efficiency of Trapezoidal Acceleration Profile (TAP) or S-curve
velocity profiles [216, Chapter 9.2.2.2][229, 230], a classical approach to finding the Cartesian
Space (CS) time-optimal or minimum-time trajectories [209]. In each step of the trajectory
execution, the proposed method evaluates the robot’s movement capacity in the path direction,
using the efficient method described in Section 6.3.1, and recalculates the new time-optimal
trajectory using TAP planning on the remaining path.

Section 6.4.1 brings a brief introduction to the basics of the TAP planning, while Section 6.4.2
provides more details about the real-time re-planning approach.

max

min

d

time [s]

Figure 6.6: TAP example, all the initial
and final conditions are set to 0.

6.4.1 Trapezoidal acceleration profile ba-
sics

Cartesian Space (CS) point-to-point straight-line paths
connect two CS poses Xa and Xb (for example ex-
pressed as homogeneous matrices in SE(3)) of the de-
sired robot’s frame (ex. end-effector frame) [216, Chap-
ter 9.2.1]. These paths can be expressed as P(s), where
s ∈ [0, d] is a scalar position on the path with a length
d [231, 232].

When is comes to finding the time-optimal time evolu-
tion of the robot’s CS pose X(t) following the straight
line path between Xa and Xb, one of the most common
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approaches in the literature are the Trapezoidal Acceleration Profile (TAP) planning techniques
[216, Chapter 9.2.2.2]. TAP trajectory planning finds the time-optimal evolution of the path
position variable s(t) respecting the limits on all its derivatives

ṡ ∈ [ṡmin, ṡmax], s̈ ∈ [s̈min, s̈max],
...
s ∈ [

...
s min,

...
s max] (6.19)

as well as the starting and end conditions

ṡ(0) = ṡ0 ṡ(T ) = ṡT s̈(0) = s̈0 s̈(T ) = s̈T (6.20)

Where T is the trajectory duration, ṡ0 and s̈0 represent the velocity and acceleration at the
beginning of the path P(s), while the ṡT and s̈T represent their final values at the end of the
trajectory. One example of the TAP profile is shown on Figure 6.6.

When planing for the geometric paths P(s) in CS, where the CS poses Xa and Xb belong
to SE(3), it is common practice to separate the translation Pt(st) and orientation Pr(sr)
component of the path P(s)[233]. The translation component of the path can then be expressed
as

Pt(st) = stut, st ∈
[
0, ||Xt

b −Xt
a||2

]
(6.21)

where Xt
a and Xt

b are the translation parts of the poses Xa and Xb and ut is the unit vector
pointing from Xt

a to Xt
b. For the orientation, the common approach is to use the axis-angle

representation of the rotation, and specify the difference in orientation between Xa and Xb

as an angle θ around the axis ur. Then the geometric path corresponding to the orientation
Po(sr) can be written as

Pr(sr) = srur, sr ∈ [0, θ] (6.22)

Pr(sr) and Pt(st) represent a relative change in the orientation and translation over the course
of the trajectory from the initial pose Xa. The desired CS pose X(t) can be calculated using
an homogeneous transformation matrix H, constructed from Pr and Pt

X(t) = XaH
(
Pr

(
sr(t)

)
, Pt

(
st(t)

))
(6.23)

and optimal CS velocity and acceleration can be found

ẋ(t) =

[
ṡt(t)ut

ṡr(t)ur

]
, ẍ(t) =

[
s̈t(t)ut

s̈r(t)ur

]
(6.24)

The translation path Pt(st) and the orientation path Pr(sr) direction can be calculated as

ct = [uT
t ,03×1]

T , cr = [03×1,u
T
r ]

T (6.25)

where ut ∈ R3 is the unit vector pointing from the CS pose Xt
a to Xt

b and ur ∈ R3 represents
the axis of the rotation between the poses.

Once both translation and orientation TAP trajectories are found resulting in optimal sr(t)
and st(t), to synchronise the two movements, their time duration is matched, making both
trajectories last the same time T , the time taken by the longer of the two trajectories T =
max{Tr, Tt}.

The inherent challenge of TAP planning for the robot’s motion in the CS is that its movement
capacity limits (6.19) are robot’s state dependent, and over the course of the trajectory the
robot’s movement capacity can change significantly. Therefore, no set of fixed CS limits as
defined in (6.19) will be able to exploit the robot’s full movement capabilities.
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Figure 6.7: Velocity curve, updated in the real time with instantaneous maximal values. At
each time-step tk during the trajectory execution (ex. t1 and t2) the Trapezoidal Acceleration
Profile (TAP) planning calculates the remaining trajectory considering that maximal velocity ṡmax

constant till the end of the movement (black dotted lines). As the maximal velocity ṡmax increases
during the trajectory execution (red dashed line), the final trajectory duration is considerably

shorter.

6.4.2 Allowing for real-time updates of CS capacity

To address the issue of constantly changing kinematic limits (6.19), during robot trajectory
execution, a real-time re-planning strategy is proposed. This approach consists in evaluating
the jerk ...

s , acceleration s̈ and velocity ṡ limits at each step of the trajectory execution, using
the proposed method in Section 6.3.1. The updated limits are then considered constant until
the end of the movement and used in conjunction with the TAP algorithm to calculate the
time-optimal profile of the remaining trajectory. Figure 6.7 illustrates the proposed approach
on the example of the velocity ṡ curve.

In each time step k, corresponding to the moment in time tk and robot’s state {qk, q̇k, q̈k},
the instantaneous limits on the path variables sr(t) and st(t) are calculated using the method
described in Section 6.3.1. The new updated limits have a form

ṡi ∈ [ṡi,min(qk), ṡi,max(qk)]

s̈i ∈ [s̈i,min(qk, q̇k), s̈i,max(qk, q̇k)]
...
s i ∈ [

...
s i,min(qk, q̇k, q̈k),

...
s i,max(qk, q̇k, q̈k)]

(6.26)

where i is either the translation t or the orientation r. The translation limits are calculated
using the direction vector ct and the rotation limits are calculated using cr, defined in (6.25).

Then, given the robot’s position on the trajectory st(tk), sr(tk), the remaining length of the
geometric path to the target position can be calculated as dk = st,T − st(tk) and the remaining
angle of rotation θk=sr,T−sr(tk). Then the initial conditions for the new planning execution
can be updated

st ∈ [0, dk], ṡt,0 = ṡt(tk), s̈t,0 = s̈t(tk),

sr ∈ [0, θk], ṡr,0 = ṡr(tk), s̈r,0 = s̈r(tk)
(6.27)

Finally, the updated TAP trajectory can then be calculated for the translation st(t) and the
orientation sr(t), resulting in an optimal robot trajectory given the updated robot’s limits (6.26)
and the initial conditions (6.27). The assumption of constant limits (6.26) for the duration
of the remaining trajectory is a simplification that does not hold true in practice, as the
robot’s movement capacity can change significantly over time. However, this issue is addressed
through real-time planning, which constantly updates the plan using the latest information on
the robot’s current ability. The TAP planning algorithm is well-suited for this approach, as it
is highly efficient in computing optimal trajectories, allowing for real-time execution.
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An example of the generated velocity ṡ profile using real-time TAP re-planning, with constantly
changing limits ṡmax, is shown on Figure 6.7.

6.5 Compensating for real-time TAP planning negative effects

The proposed approach adapts to the constant changes of the robot’s motion capabilities by
planning the new Trapezoidal Acceleration Profile (TAP) trajectory at each time step tk. For
each planning iteration it considers constant robot’s capabilities until the end of the trajectory.
This assumption is reasonable as only the first step of each planned trajectory is used, in
which the calculated robot’s capabilities are valid. However, based on the prediction of robot’s
constant movement capacity, the TAP planning decides the phase of the trajectory: when
to stop accelerating and when to start braking. Therefore, in some cases, especially when
robot’s capacity changes significantly towards the end of the trajectory, TAP planning can
produce oscillations and an overshoot due to the switching between the modes of braking and
accelerating.

There are two main scenarios that generate unwanted behaviour, both related to the robot’s
deceleration (braking) capacity. Section 6.5.1 describes the overshoot effect due to the robot’s
decreasing braking capacity towards the end of the trajectory, while Section 6.5.2 describes
the oscillation effect produced by the robot’s increasing braking capacity towards the end of
the trajectory. The sections propose heuristics for minimising these effects and numerically
validate the choice of their parameters.

6.5.1 Decreasing braking capacity: Overshoot effect

Figure 6.8: Figure shows the effect of di-
minishing braking capacity towards the end of
the trajectory, where the end result is an over-

shoot.

When the robot’s deceleration capacity decreases
towards the end of the trajectory, Figure 6.8, the
planned trajectory will have an overshoot. Due
to considering robot’s capacity constant, robot’s
braking capacity is overestimated and when the
Trapezoidal Acceleration Profile (TAP) planning
decides to start braking, at the time step tk, it
is already too late, the robot is not able to stop
before it reaches the target position.

This is an inherent challenge of real-time planning
and cannot be solved without adding a degree of
prediction of the robot’s future capabilities. One
such approach to mitigate the overshoot is to pre-
dict the robot’s minimal braking capacity for the
remaining Cartesian Space (CS) path P(s(ti)) un-
til the end of the trajectory ti ∈ [tk, T ] and use this
value for TAP planning.

s̈min = max {s̈min(ti)} ti ∈ [tk, T ] (6.28)

This approach in many cases results in more con-
servative trajectories as the robot’s braking ca-
pacity is underestimated, but at the same time
it guarantees the overshoot removal. As the robot’s braking capacity depends on its joint state
{q, q̇}, finding the minimal braking capacity (6.28) requires either knowing the exact robot’s
Joint Space (JS) path until the end of the trajectory, which is by definition not known, or



6.5. Compensating for real-time TAP planning negative effects 139

finding all the possible joint configurations the robot can be in on the remaining path, which
is very long and not practical for most real-time applications.

In this work a sampling based approximation of (6.28) is proposed based on sampling the
remaining the CS path (from the current pose Xk to the final pose Xb) into N posses Xi ∈
SE(3). The most probable predictions JS configurations qi at each of the poses Xi is proposed
to be found as the robot’s inverse kinematics solution the closest to the current pose qk. Finally,
the prediction of (6.28) can be found as the minimal braking capacity among all the sampled
ones s̈i,min

s̈min = max {s̈0,min, . . . , s̈N,min} (6.29)

Experimental validation of compensation parameters
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Figure 6.9: Plots showing the comparison of the average overshoot (left) and average execution
time (right) of the proposed method with and without overshoot compensation. For each length

ranging from d = 0.1 to 1m, means and variances are calculated over 100 random trajectories.

In the experiments the remaining trajectory is sampled with N = 2 points, corresponding to
the current position Xk in the time step tk and the final position at the end of the trajectory
XT . Joint configuration qT at XT is found as the inverse kinematics solution the closest to
the current configuration qk and the joint velocity q̇T and acceleration q̈T are considered to be
q̇T , q̈T = 0, as the robot will come to a stop at the target XT . Finally the braking capacity
used for TAP planning in the step tk is the minimum of the two

s̈min = max {s̈k,min, s̈T,min} (6.30)

Figure 6.9 presents a comparison between the proposed method’s performance with and with-
out overshoot compensation. To evaluate the methods, 1000 random translation trajectories
(random fixed orientation) were generated in the robot’s workspace, ranging in length from
d = 10cm to d = 1m. The experiments were conducted in simulation using a Franka Emika
Panda robot, the implementation details are described in Section 6.6. The overshoot and exe-
cution time were recorded for each trajectory. The results indicate that the proposed method
with overshoot compensation significantly reduces the expected overshoot compared to the
method without compensation, going from 3mm average overshoot to 0.1mm. Moreover, the
compensation strategy does not have a negative impact on the trajectory execution time. On
the contrary, it slightly reduces the average execution time, as shown in the figure.

The numerical analysis shows that even by taking in consideration only the final braking capac-
ity of the robot s̈T,min the effects of the overshoot can be significantly reduced. Furthermore,
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Figure 6.11: The figure shows braking stage of the TAP planning trajectory with the effect of
augmenting braking capacity towards the end of the trajectory. The executed acceleration s̈ is
shown in blue, the planned one is shown in black dotted lines and the maximal braking limit is
shown in red dashed lines. Due to, in some cases, inverse proportional coupling between the robot’s
velocity q̇ and the braking capacity, the more the robot brakes, the more its velocity q̇ decreases
and more the braking capacity increases. This effect produces an oscillatory behaviour, as shown
in the sequence of figures. The robot starts braking in time step k. Because it was braking, its
braking capacity increased in step k + 1. With the increased braking capacity, TAP planning

decides to decrease braking in step n+ 1 as it can brake stronger later.

this strategy can be implemented very efficiently since the robot’s final braking capacity s̈T,min

has to be evaluated only once per trajectory execution.

6.5.2 Increasing braking capacity: Oscillations effect

Figure 6.10: Figure shows the effect of in-
creasing braking capacity towards the end of
the trajectory, where the end result are oscil-

lations.

When the robot’s breaking capacity increases
along the trajectory, scenario shown on Fig-
ure 6.10, the proposed method can result in os-
cillatory behaviour. Due to considering robot’s
capacity constant, robot’s braking capacity is un-
derestimated and the decision of the Trapezoidal
Acceleration Profile (TAP) planning to start brak-
ing, at the time step tk, comes too soon. In the
next step tk+1 the robot’s breaking capacity in-
creases which makes TAP planning take the deci-
sion to stop braking. The repetitions of this se-
quence create the oscillations of the planed accel-
eration profile and produces jerky trajectories.

The effect of these oscillations is greatly ampli-
fied as the robot’s braking capacity s̈min, in some
cases, is inverse proportional to the robot’s cur-
rent joint velocity q̇k through the bias term ba =
J̇(qk, q̇k)q̇k. Lowering the joint velocity q̇k, lowers the bias ba and increases the braking ca-
pacity s̈min. This effect creates a closed loop behaviour, where the more the robot brakes, the
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more its braking capacity increases. Figure 6.11 illustrates few time steps of such oscillatory
behaviour.

In order to smooth the acceleration profile and reduce the effect of coupling introduced by
the bias ba, a simple strategy is proposed which consists in down-sampling the TAP planning.
Instead of planning the TAP trajectory in each time step tk, the trajectory is planned with
the time step ∆tp, while linearly interpolating the trajectory between the planning steps t ∈
[tk, tk +∆tp].

s(t) = sk +
sk+1 − sk

∆tp
(t− tk), t ∈ [tk, tk +∆tp] (6.31)

The same linear interpolation can be applied to the velocity ṡ and acceleration s̈

ṡ(t) = ṡk +
ṡk+1 − ṡk

∆tp
(t− tk),

s̈(t) = ṡk +
s̈k+1 − s̈k

∆tp
(t− tk)

(6.32)

where sk,ṡk are s̈k are path position, velocity and acceleration in the current step tk and
sk+1,ṡk+1 are s̈k+1 are the their optimal values in the next planning step tk+1 = tk + ∆tp
calculated by the TAP planning.

Between the TAP planning steps, the robot’s movement capacity is considered constant and in
that way the high-frequency oscillations induced by the bias term ba are filtered. Furthermore,
the longer the time between the planning ∆tp, the more the effects of the coupling are reduced.
On the other hand, the robot’s movement capacity is considered constant between the plan-
ning steps ∆tp. Since the robot’s movement capacity can decrease between planning steps,
the planned trajectory can potentially overestimate the robot’s capacity in this period. This
overestimation can therefore increase the robot’s tracking error due to its inability to follow
the planned trajectory. Therefore, when implementing this oscillation compensation strategy,
a choice of the planning step ∆tp requires a trade-off to be made between the filtering the
high-frequency oscillations and the allowable level of tracking error.

Experimental validation of compensation parameters
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Figure 6.12: Plots showing the comparison of the jerk variance (left) and tracking error (right) of
the proposed method with and without oscillation compensation, for trajectory lengths d = 0.4, 0.6
and 0.8m. Means and variances are calculated over 100 random trajectories. Four down-sampling

times are compared ∆tp = 1, 5, 10 and 50ms.
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In order to find the optimal down-sampling time ∆tp an empirical study is conducted for 100
random trajectories with lengths d = 40cm, 60cm and 80cm in the robots workspace. The
experiments are conducted in simulation using a Franka Emika Panda robot, the implementa-
tion details are described in Section 6.6. Four down sampling times are compared ∆tp = 1ms,
5ms, 10ms and 50ms. For each executed trajectory the maximal deviation from the path and
the Cartesian Space (CS) jerk variance is evaluated.

Figure 6.12 demonstrates an inverse proportionality between the down sampling time and the
jerk variance. Additionally, it reveals that as the planning time step ∆tp increases, there is
a corresponding increase in the deviation from the desired path. Therefore, the choice of the
appropriate planning time step ∆tp implies making a trade-off between the two. In the case
of this work, the planning step ∆tp = 10ms is chosen, resulting in a significant decrease in the
jerk variance while having relatively low impact on the tracking error.

6.6 Experimental setup

All the experiments, both in simulation and in real world, are conducted on a Franka Emika
Panda robot. The robot’s kinematic limits in Joint Space (JS) and the Cartesian Space (CS)
are obtained from Franka Emika’s official datasheet [225]. These values are publicly available1

and are listed in Table 6.1 and Table 6.2.

Limits q0 q1 q2 q3 q4 q5 q6
q̇max [rad/s] 2.175 2.175 2.175 2.175 2.61 2.61 2.61
q̈max [rad/s2] 15 7.5 10 12.5 15 20 20
...
q max [rad/s3] 7500 3750 5000 6250 7500 10000 10000

Table 6.1: Franka Emika Panda robot JS kinematic limits1. The lower limits are symmetric to
the upper ones.

Limits Translation Orientation
ẋmax 1.7 m/s 2.5 rad/s
ẍmax 13 m/s2 25 rad/s2
...
xmax 6500 m/s3 12500 rad/s3

Table 6.2: Franka Emika Panda robot CS kinematic limits1. The lower limits are symmetric to
the upper ones.

6.6.1 Robot control architecture

The schematic diagram of the proposed approach within the robot control paradigm is shown on
Figure 6.13. Given the robot’s current state {qk, q̇k, q̈k} in step k, the approach first determines
the robot’s current CS movement capacity in the path direction using the approach described
in Section 6.3.1, resulting in velocity ṡmax, acceleration s̈max and jerk ...

s max limits. Using
the updated limits, the robot’s current CS state Xk,ẋk,ẍk and the target state Xt,ẋt,ẍt, the
proposed method calculates the new optimal trajectory using TAP planning, as described in
Section 6.4.2. Once the optimal TAP trajectory is found, desired states Xd,ẋd,ẍd are sent to
the inverse velocity kinematics layer of the control architecture.

1Full datasheet available at: https://frankaemika.github.io/docs/control_parameters.html

https://frankaemika.github.io/docs/control_parameters.html
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Figure 6.13: Proposed method schematic overview in the context of the robot control, elements
in blue present the extension of a standard Cartesian Space (CS) based Trapezoidal Acceleration

Profile (TAP) planning.

In this work, the robot control strategy for real-time CS trajectory following is formulated as
a Quadratic Program (QP) and solved in each control loop.

q̈opt = argmin
q̈

trajectory tracking︷ ︸︸ ︷
||ẍ∗ − J(qk)q̈ − J̇(qk, q̇k)q̇k||2+

regularisation︷ ︸︸ ︷
ωr||q̈r − q̈||2

s.t. q̈ ∈ [q̈ub(qk, q̇k, q̈k), q̈lb(qk, q̇k, q̈k)]

(6.33)

where the qk, q̇k ∈ Rn is robot’s current state, q̈k ∈ Rn is the robot’s current acceleration,
J(qk) ∈ Rm×n and J̇(qk, q̇k) ∈ Rm×n are the robot’s state dependent jacobian matrix and its
time derivative. The bounds of each of joint accelerations q̈i,ub, q̈i,lb are calculated in a way
to guarantee that the joint jerk ...

q , acceleration q̈, velocity q̇ and position q in the horizon δt
respect their limits.

q̈i,ub = min
{
q̈i,k +

...
q i,maxδt︸ ︷︷ ︸

jerk

, q̈i,max︸ ︷︷ ︸
acceleration

,
1

δt
(q̇i,max − q̇i,k)︸ ︷︷ ︸

velocity

,
2

δt2
(qi,max − qi,k − q̇i,kδt)︸ ︷︷ ︸

position

}
(6.34)

where the horizon δt has to be chosen long enough to ensure constraints compatibility without
leading to conservative behaviour [234]. Equation (6.34) shows the upper bound expression,
the lower bound calculation is equivalent, and is obtained by substituting min for max and
maximising instead of minimising. The horizon δt chosen for the experiments is 15ms.

The optimisation problem (6.33) consists in two tasks: trajectory tracking task and a secondary
(regularisation) task.

Trajectory tracking task The trajectory tracking task is accomplished by following the
desired CS acceleration ẍ∗. the control law formulated as a PD controller with a feed-forward
term through the desired Cartesian acceleration ẍ∗

ẍ∗ = Kpe+Kd(ẋd − ẋk) + ẍd

e = Ad(Xk) log(X
−1
k Xd)

(6.35)

Xd,ẋd,ẍd are the desired CS pose, velocity and acceleration in the next step, while Xk and ẋk

are the measured CS pose and velocity in current step k. Kp,Kd ∈ Rm are diagonal matrices
containing the proportional and derivative gains. Vector e is the CS pose error expressed in
the world frame.



144 Chapter 6. Polytopes for time-efficient and reactive Cartesian Space trajectory planning

The robot is controlled using the joint velocity commands which are calculated using an Euler
backward numerical integration

q̇∗k+1 = q̇∗k + q̈opt∆t (6.36)

In the experiments, the PD controller gains used are

Kp = diag
(
[170.0, 170.0, 170.0, 100.0, 100.0, 100.0]

)
and

Kd = diag
(
[50.0, 50.0, 50.0, 30.0, 30.0, 30.0]

)
Regularisation task The robot’s redundant degrees of freedom are used to dampen the
movement in the trajectory null-space and keep the robot away from its joint limits. The
regularisation task is expressed through the joint acceleration q̈r

q̈r = krp(qr − q)− krdq̇ (6.37)

where krp and krd are scalar gains and qr is the initial robot pose at the center of all the joint
ranges.

qr =
qmax + qmin

2

The secondary task gains used are krp = 5s−2 and krd = 2
√
krds

−1, while secondary task
weight is ωr = 1e−5.

6.6.2 Software implementation details

The simulation experiments used for the comparative studies are implemented in Python using
open-source implementations of TOPP-RA [211] and Trapezoidal Acceleration Profile (TAP)
planning implementation within ruckig library [230]. The code used for the simulation exper-
iments is open-source and can be found on GitLab2.

For the mock-up experiment, the real-time execution of the proposed method is implemented in
C++. The TAP planning is implemented using the open-source library ruckig [230], while the
efficient Linear Program (LP) solver used for real-time Cartesian Space (CS) limit calculation
is GLPK [235]. All the software components are integrated using Robot Operating System
(ROS).

Additionally, both simulation and real world experiments used robot rigid body dynamics
simulation implemented using the open-source library pinocchio [166].

6.7 Comparative study

A simulation based comparative study is conducted to evaluate the performance of the proposed
method against well known time-optimal planning algorithms. The proposed algorithm is first
compared to a state of the art time-optimal Joint Space (JS) planning method called TOPP-RA
[211]. Furthermore the proposed algorithm is compared against the Trapezoidal Acceleration
Profile (TAP) planning with fixed Cartesian Space (CS) limits provided by the manufacturer.

6.7.1 Benchmarking against time-optimal Joint space planning

In order to evaluate the performance of the trajectories found and executed by the proposed
Cartesian Space (CS) planning approach, it is compared against a state-of-the art time-optimal

2https://gitlab.inria.fr/auctus-team/people/antunskuric/papers/catp

https://gitlab.inria.fr/auctus-team/people/antunskuric/papers/catp
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Figure 6.14: The plots show the comparison of the path velocity, acceleration and jerk, generated
by the proposed approach (blue) and TOPP-RA(red), for two different trajectories (up and down).
The dashed lines show the robot’s movement limits in the trajectory direction calculated using the

proposed method, described in Section 6.3.1.

Joint Space (JS) planning algorithm TOPP-RA [211]. TOPP-RA takes in consideration the
robot’s JS velocity and acceleration limits and plans for the minimum time JS trajectories.
Both algorithms are run on a set of 1000 random straight line trajectories (with random fixed
orientation), ranging in length from d = 10cm to 1m. The goal of this experiment is to
compare the generated trajectory profiles of TOPP-RA and the proposed approach as well as
their execution times, in order to asses the tome optimally of the proposed real-time planning
approach.

TOPP-RA’s limitation however is that it cannot deal with CS trajectories directly and it
requires an additional step of finding the JS path corresponding to the CS path. For TOPP-
RA, the full JS path is determined by sampling the CS path P(s) into the set of way-points
Xw,i and finding the inverse kinematic solution qw,i for each one of them. To ensure the JS
path continuity, the inverse kinematics solution qw,n+1 at the way-point Xw,n+1 is taken as
the one closest to the joint configuration qw,n in the previous way-point Xw,n. The distance
between the way-points used in these experiments is 5cm.

Both approaches are tested using 50% of the robot’s JS velocity, acceleration and jerk capacity
αv=αa=αj = 0.5.

Results

The comparison of the planned velocity, acceleration and jerk profiles for two trajectories are
shown on Figure 6.14. It can be seen that both methods find similar time profiles for all the
path variables, indicating the effectiveness of the proposed approach. Moreover, even though
TOPP-RA plans entirely in JS its CS trajectory respects the CS velocity and acceleration
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Figure 6.15: Plots showing the comparison of the trajectory execution time of the proposed
method with TOPP-RA, for trajectory lengths ranging from d = 0.1 to 1m. Left graph shows the
comparison of the execution time, while the graph on the right shows the difference in execution
time in a form of percentage. Means and variances are calculated over 100 random trajectories.

limits calculated by the proposed method, demonstrating the accuracy of limit calculations.
Additionally, TOPP-RA does not limit the jerk which can be seen on the jerk plots in Fig-
ure 6.14.

Additionally, the influence of the overshoot compensation strategy can be observed in the
second (bottom) trajectory. The proposed approach starts braking earlier and does not use the
full braking capacity of the robot. The resulting trajectory does not have an overshoot, even
though the robot’s braking capacity decreases significantly towards the end of the trajectory.
This demonstrates the effectiveness of the proposed strategy in reducing overshoot while not
significantly increasing the execution time.

The trajectory execution time comparison is presented in Figure 6.15. The figure shows that
the proposed method has a comparable execution time for all tested trajectory lengths. In-
terestingly, for lengths over 40cm, our approach is even faster than TOPP-RA. This can be
attributed to the fact that our method takes a different JS path than TOPP-RA, which in some
cases might be more optimal than the one calculated in advance. This effect is more present
for longer trajectories, where taking the JS path the closest to the initial joint configuration
might not be the most optimal criteria.

6.7.2 Benchmarking against time-optimal Cartesian space planning

The proposed adaptive approach is further compared to a standard Trapezoidal Acceleration
Profile (TAP) trajectory planning using fixed Cartesian Space (CS) kinematic limits. The CS
limits for the Franka Emika panda robot are taken from the standard datasheet [225], as given
in Table 6.2.

The approaches are compared over 100 random robot straight line trajectories (with random
fixed orientation), in the robot’s workspace, with a fixed length of d = 50cm. The performance
of the two approaches is compared for different scaling levels α, starting at 10% (α=0.1) of
robot’s capacity and going to 90% (α=0.9). The scaling strategy is chosen to be equal for
velocity, acceleration and jerk α=αv=αa=αj .

The implementation of the TAP trajectory generator for both approaches is done using the
open-source library ruckig [230]. The robot control strategy implemented for trajectory fol-
lowing is the same for both approaches as detailed in the Section 6.6.1.
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Figure 6.16: Result of the benchmarking experiment comparing the fixed CS planning approach
(red) to the proposed method (blue). The graph on the left shows comparison of the max tracking
error with respect to the ratio of the capacity α used while the graph in the middle shows the
trajectory execution time comparison. The graph on the right unites the two graphs on the left in
order to show the relation of the trajectory execution time against the max tracking error. Means

and variances are calculated on 100 random robot trajectories.

Results

In Figure 6.16, the results of a comparative study between the proposed method and the TAP
planning method with fixed CS limits are presented. Both methods show a linear relationship
between the tracking error and the ratio of capacity used (α), however the proposed approach
has significantly lower mean errors and variances for same values α. This can be attributed, in
part, to the overestimated CS limits (Table 6.2) provided by the manufacturer for the Panda
robot, see Figure 6.1. Due to this overestimation, the planned TAP trajectories, depending on
the path direction in robot’s workspace, can become infeasible and induce large tracking errors.
This is particularly apparent when using larger percentage of the robot’s movement capacity.
Figure 6.16 (on the left) shows that the average tracking error for α ≥ 0.7 is larger than 10cm
(while the length of the trajectory is 50cm).

Figure 6.16 further shows that using 30% of the manufacturer’s CS limits (i.e., α=0.3) results
in a tracking error of around 1.2cm, which is higher than any of the mean errors achieved
by the proposed method for all tested values of α. While for α=0.3, the fixed CS planning
has the execution time of 1.1 seconds, the proposed method has lower execution time for all
α ≥ 0.7. These results therefore confirm that when it comes to planning for highly dynamical
trajectories, taking in consideration robot’s true movement capacity results in faster and more
precise movements.

Video

In addition to the comparative study, a simple comparative experi-
ment of the two methods is conducted using a Franka Emika Panda
robot. In this experiment the operator attempts to find the fastest
possible trajectories using the two methods, while having the track-
ing error under 1cm. The optimal value of the capacity ratio
α is determined experimentally, by augmenting it in small incre-
ments and finding the maximal value that satisfies the tracking er-
ror condition. A short video of the experiment is publicly avail-
able3.

3Video: https://youtu.be/KBo0ZHihi3I

https://youtu.be/KBo0ZHihi3I
https://youtu.be/KBo0ZHihi3I
https://youtu.be/KBo0ZHihi3I
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6.8 Mock-up experiment: Collaborative waste sorting

Waste recycling is an important tool for addressing the ecological issue of accumulating human-
ities waste. One of its crucial parts is the waste sorting procedure, where the recyclable mate-
rials are extracted from the regular waste and prepared for the recycling process. Robotics and
computer vision technologies have a great potential to improve the waste processing efficiency
and increase its volume [236]. However, waste sorting is a highly dynamic and unstructured
environment, presenting many challenges to potential robotised solutions. To be viable, waste
sorting robots need to be able to operate at high speeds, where they use pick-and-place or
pick-and-toss [237] techniques to sort the waste in different material groups. Therefore, one
of the key challenges for building such systems is producing efficient and reactive movement
generation techniques.

Several robotic solutions have been proposed in the literature to address waste sorting tasks
[238], such as Zenrobotics Fast picker4 or SELMA5 . However, these solutions are based on
expensive industrial robots and are only viable for large scale recycling facilities.

In this work, we propose a mock-up interactive (collaborative) scenario for waste sorting that
leverages the proposed real-time trajectory planning method in order to create fast and adapt-
able robot movement.

In the experiment, a human operator is introducing different waste items at the sorting work-
station, where the robot is placed. The operator can introduce the waste items in any time
and order, as well as modify their position and orientation on the table. The operator can do
the same with the sorting buckets, the bins in which the sorted items are placed. The robot’s
job is to pick all the waste items and place them in the appropriate sorting buckets as fast as
possible.

Waste items (two cans and two cartons), as well as the buckets, are tracked in real-time using
a motion capture system OptiTrack. In order to efficiently and robustly sort the waste, object
manipulation procedure is divided in 6 phases.

1. Position the gripper 5cm above the object with the appropriate orientation

2. Lower the gripper to the object

3. Close the gripper

4. Rise the object 10cm

5. Transport the object to the appropriate bucket

6. Release the object

Video

The robot control architecture, as described in Section 6.6.1, and the
proposed real-time planning approach are implemented in programming
language C++, using Robot Operating System (ROS) framework, and
run in real-time at the frequency of 1kHz. For this experiment, 60% of
robot’s capacity is used (α=0.6) in order to keep the tracking error under
1cm, as shown on Figure 6.16. The experiment is available in a form of
accompanying video6.

Figure 6.17 shows the time evolution of one run of the experiment. The plot shows the evolution
of the translation st and orientation sr in time as well as their respective velocities ṡt, ṡr. The

4Zenrobotics Fast picker: https://zenrobotics.com/de/
5SELMA: https://www.opteknik.se
6Video: https://www.youtube.com/watch?v=BHGipnKNOfA

https://www.youtube.com/watch?v=BHGipnKNOfA
https://www.youtube.com/watch?v=BHGipnKNOfA
https://zenrobotics.com/de/
https://www.opteknik.se
https://www.youtube.com/watch?v=BHGipnKNOfA
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Figure 6.17: Figure on the left shows the experimental setup of the mock-up waste sorting experiment. The robot used in the experiments is a Franka
Emika Panda robot. The experiment uses six objects: two cans, two cartons and two sorting bins, all tracked in real time using motion capture system
Optitrack. The images on the bottom show several moments of the experiment, while the plot (up right) shows the time evolution of the real-time executed
trajectories. The plot shows the position st and orientation sr path evolution in time as well as translation ṡt and rotation ṡr velocity on the path and
their calculated maximal values (dotted lines). In the experiment, the operator first brings the sorting bins to the robot workstation, then introduces the
waste objects to the robot with unknown positions and orientations. Robot plans and executes in real-time the trajectories necessary in order to place, as

fast as possible, the objects into the appropriate sorting bin.
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grey areas show the moments in time where the gripper is closing or opening in order to grasp
or let go of an object. Several moments during the experiment run are shown on the images
around the plot.

The experiment starts with the human operator bringing the sorting bins (metal and paper) and
placing them in the robot’s workspace. Then, the operator introduces the objects (sometimes
multiple at a time) on the workstation table. The robot plans and executes the necessary
trajectories in real-time, in order to place the objects in appropriate sorting bins. Objects’ and
bins’ positions and orientations are not known in advance and can change in real-time.

The velocity ṡt, ṡr plots show that the proposed approach is able to follow robot’s changing
capacity and produce motions with maximal possible reachable velocities. It can also be seen
that for different trajectories executed, either translation velocity ṡt or rotation velocity ṡr
is maximised. The reason why they are not both exploited is because the translation and
orientation is synchronised in order for the robot to reach both target position and orientation
at the same time.

The adaptability of the proposed approach is further demonstrated as the final waste item is
handed over to the robot, where the robot grasps the object from the operator’s hand.

6.9 Discussion

The proposed online trajectory re-planning approach has several benefits over both classic
time-optimal approaches in Joint Space (JS) and reactive approaches in Cartesian Space (CS).
It is capable of efficiently exploiting robot’s true CS movement capacity, while being reactive
at the same time, allowing for planning the efficient trajectories on the fly. In each step of the
trajectory execution, the proposed approach efficiently calculates the robot’s instantaneous CS
movement capacity, using the method described in Section 6.3.1. Then, the robot’s CS capacity
is considered constant until the end of the trajectory and used to recalculate the time-optimal
trajectory for the remaining path using the Trapezoidal Acceleration Profile (TAP) planning.
As the approach re-plans in each trajectory execution step, the assumption of constant limits
is reasonable, since only the first step of each planned trajectory is ever executed for which the
calculated limits are valid.

With this in mind, a parallel between the Model Predictive Control (MPC) [202] and the
proposed approach can be made. MPC predicts the future states of the system, given its current
states and the available system model and searches to find the optimal action to be executed in
the current step given a certain optimality criteria. The proposed approach can then be seen as
a simplified special case of the MPC approach, where the robot’s model is entirely integrated
within the robot’s movement capacity limits, which are state dependent and calculated in each
time-step. Then the real-time TAP re-planning makes the prediction robot’s behaviour until
the end of the trajectory and provides the optimal current action to be made in order to
execute the desired path in minimum time. The proposed approach lacks the flexibility of the
MPC approaches, such are adding additional criteria apart from minimum-time, choosing the
prediction time horizon length, where the proposed approach always plans to the end of the
trajectory, or considering more complex robot model for in the prediction horizon. However,
due to the inherent complexity of the robot’s model and the trajectory planning in general,
making the proposed simplifications and trading-off the flexibility of the MPC approach, comes
with the increase in the computational efficiency and enables the proposed method to run in
real-time. The proposed approach has several limitations though.

The main limitation of the proposed approach is its assumption that the CS path can be
represented using using only one variable s(t) (or two st(t), sr(t) in case of both translation and
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orientation). This assumption enables transforming polytope based robot’s capacity metrics
(6.5) to the interval ranges of path variables (6.11). As shown in Section 6.3.1, these ranges can
be efficiently calculated in real-time and used with the standard trajectory planning algorithms
such as TAP. The consequence of such assumption is that the planned trajectory can guarantee
respecting the calculated limits only in the path direction, which is reasonable for straight line
trajectories. However, if the path is not a straight line, or if it is a straight line but the target
position suddenly changes during the trajectory execution, the proposed approach will not be
able to guarantee respecting the robot’s limits in the directions orthogonal to the path. In
order to overcome this effect, trajectory planning algorithms, able to integrate the polytope
representation of path constraints (6.5) are required. Therefore, a promising future direction
is adapting the planning method for the family of planning techniques based on Quadratic
Program (QP) optimisation, such as the MPC approach, which allow for integrating polytope
shaped limits, since they can be expressed in a form of linear constrains. The thesis of Nicolas
Torres Alberto, a member of AUCTUS team, focuses on this topic. Their work proposes an
efficient linear formulation of the MPC in CS, capable of integrating the polytope formulation
of robot’s state dependent physical abilities, expressed as (6.5) described in Section 6.3.

Different limitation of the proposed approach, that could be resolved using the same set of
tools, is the assumption that the translation and orientation paths independent. However, the
limits on velocity, acceleration and jerk of both paths are not independent, as both translation
and rotation are generated by the same robot actuators with the limits (6.1). The true limits on
the path variables st and sr would have a form of a polytope. A way to avoid this issue could be
to define the path in Lie space, where the rotation and translation could be represented in one
path variable. However, in that case, the robot would no longer move in straight lines in CS.
In order to minimise the coupling effect between the rotation and translation, in the context of
this work, translation limits are calculated while considering constant rotation velocity, while
rotation limits are calculated considering constant translation velocity.

Another limitation of the proposed approach is the assumption of the constant robot’s capacity
for every CS planning iteration. As described in Section 6.5, this can lead to certain negative
effects such as an overshoot or oscillations. In order to overcome this issue, instead of consid-
ering only instantaneous robot’s capacity for each trajectory generation execution, it would be
necessary to predict the robot’s kinematic capacity along the remaining trajectory. This is a
challenging research topic which results might be applied not just in TAP planning techniques
but also to the optimal control methods such as MPC.

Finally, the robot’s JS kinematic limits (6.1) are considered constant in time, which is generally
not the case. These limits will depend on the robot’s actuation limits τ and different dynamical
and gravitational effects acting on the robot, as well of the robot’s joint state {q, q̇}. For
highly dynamical robot’s movements, the available actuation capacity of the robot might reduce
certain of the limits (6.1). Therefore, the integration of the robot’s actuation limits τ could
make the proposed approach more robust and it is a promising direction for future research.

6.10 Conclusion

This chapter aims to address one of the key challenges when it comes to trajectory planning
in Cartesian Space (CS): accounting for robot’s changing movement capacity while executing
the trajectory. To tackle this challenge, the chapter proposes an efficient trajectory planning
method, capable of adapting to the robot’s changing capacities, by evaluating them in real-time
and updating the planned trajectory to account for their changes. This chapter showcases the
potential of using real-time evaluation of robot’s movement capacity (physical ability to gen-
erate movement: velocity, acceleration, etc.) for creating time-efficient and reactive trajectory
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planning strategies in CS.

The proposed strategy has two main components: an efficient approach to evaluating robot’s
CS movement ability and an efficient trajectory planning strategy, both capable of running
in real-time. Section 6.3 describes the proposed approach for evaluating robot’s changing
CS movement capacity, leveraging efficient tools from polytope algebra allowing for real-time
execution. As described in Section 6.4, the trajectory planning strategy developed in this work
is based on time-optimal Trapezoidal Acceleration Profile (TAP) planning, due to its high
computational efficiency which enables real-time execution as well. Therefore, in each step of
the trajectory execution, the proposed method first efficiently evaluates robot’s instantaneous
CS movement capacity and then uses it to recalculate the new time-optimal trajectory on the
remaining path using the TAP planning. By recalculating the updated time-optimal trajectory
in each step of the trajectory execution, the proposed method is able to adapt to the real-time
changes in robot’s movement capacity, as well as to the changing task constraints and to the
potential changes in the trajectory, induced by the events in the environment. The adaptability
of the proposed method makes it a robust and flexible tool, particularly interesting for human-
robot collaborative scenarios, where responsiveness to real-world events is crucial, as well as the
efficient use of robot’s capacities, as collaborative robots’ often have very limited performance
abilities.

To evaluate the performance of the trajectories calculated by the proposed method, it is com-
pared against a state-of-the-art time-optimal Joint Space (JS) planning method called TOPP-
RA [211]. The results of the comparison show that the proposed method has a comparable
trajectory execution time as TOPP-RA even though it is planning in real-time as opposed
in advance optimisation done by TOPP-RA. Furthermore, the proposed method is compared
against a standard CS time-optimal TAP planning approach, considering constant CS limits
given by the manufacturer. The results show than the proposed method exploits better robot’s
movement capacity and at the same time has lower tracking error. The comparative study is
describe in Section 6.7.

To showcase a potential application of the proposed method, a mock-up experiment is con-
ducted in the context of human-robot collaborative waste sorting. In the experiment, the
human operator introduces different waste items on the collaborative workstation with un-
known position and orientation in space and at any point in time. The proposed trajectory
planning method is then used to generate the time-efficient robot’s motions on the fly. The
experiment shows that the proposed method enables the robot to execute the pick-and-place
motions, placing the waste items in the appropriate sorting bins, as soon as the waste items
were introduced and as fast as its movement’s abilities allow it. Therefore, the experiment
further demonstrates the practical potential of the proposed method in the human-robot col-
laboration scenarios, showcasing the reactiveness of the proposed approach, as well as its ability
to efficiently use robot’s movement capacity.

The next chapter, Chapter 7, presents the publicly available open-source software Python
package pycapacity. The package is developed in the context of this thesis and provides
the efficient implementation of algorithms for evaluating polytope and ellipsoid based physical
abilities of humans and robots.
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Chapter 7

pycapacity: An efficient task-space
capacity calculation Python package
for robotics and biomechanics

Preceding chapters demonstrate the potential of real-time evaluation of robot’s and human’s
physical abilities for creating more flexible human-robot collaboration. Chapter 4 shows that
the real-time evaluation of robot’s and human’s physical ability polytopes can be a valuable tool
for creating adaptable robot control strategies for human-robot physical collaboration scenarios,
able to adapt to their changing physical abilities. Chapter 5 discusses the potential of polytopes
as a visual feedback tools for improving human operators’ situational awareness, by providing
them with real-time insight into the robot’s current state and its changing abilities. Finally,
Chapter 6 shows how real-time evaluation of robot’s movement capacity enables creating more
flexible trajectory planning strategies able to adapt to its changing physical abilities on the fly.

However, all the described approaches heavily rely on the efficient evaluation of different phys-
ical ability polytopes, requiring their real-time their execution. As described more in detail
in Chapter 3, the computation complexity of polytope evaluation depends highly on its for-
mulation and makes choosing the appropriate algorithm a crucial challenge when it comes to
building such applications.

Therefore, this chapter presents the software package called pycapacity, which aims to provide
a set of efficient tools for evaluating task-space physical ability metrics for humans and robots,
based on polytopes and ellipsoids. The package implements several state-of-the-art algorithms
for polytope evaluation, including VEPOLI2 and ICHM developed in the context of this thesis
and introduced in Section 3.4 and Section 3.5 respectively. In that way, it bringing many of
the physical ability polytopes to the few milliseconds evaluation time, making it possible to
use them in online and interactive applications.

Furthermore, pycapacity is implemented as a open-source Python package with a goal to be an
easy-to-use framework that can be easily integrated with standard robotics and biomechanics
libraries. The package can be easily interfaced with standard libraries for robotic manipulator
rigid body simulation such as roboticstoolbox [201] or pinocchio [166], as well as human
musculoskeletal model biomechanics software opensim [176] and biorbd [159]. The package
can also be used with the Robot Operating System (ROS) [167].

The package additionally implements a set of visualisation tools for polytopes and ellipsoids
intended for fast prototyping and quick and interactive visualisation.

Section 7.1 brings more detailed motivation behind the development of this package. Section 7.2
then brings a brief introduction in the differences between ellipsoids and polytopes and their
evaluation within the package. Section 7.3.1 and Section 7.3.2 list the implemented physical



154 Chapter 7. pycapacity: An efficient task-space capacity calculation Python package for
robotics and biomechanics

ability ellipsoids and polytopes. Section 7.4 lists the implemented polytope transformation
algorithms, followed by Section 7.5 which brings the performance analysis of the implemented
polytope algorithms for different physical ability polytopes. Finally, Section 7.6 introduces the
brief overview of the software implementation of the package and an example code.

7.1 Motivation

There are many different metrics available in the literature that might be used to characterise
different physical abilities of humans and robots: force capacity, velocity capacity, acceleration
capacity, accuracy, stiffness etc. Most of these metrics can be represented by two families of
geometric shapes: ellipsoids [22] and polytopes [35]. These metrics are traditionally important
tools for off-line analysis purposes (workspace design, human motion and ergonomics analysis)
and recently, they have shown a great potential to be used for interactive online applications,
to be integrated in robot control strategies or as a visual feedback to the operator.

Ellipsoid metrics are often used for evaluating the manipulability of the robot’s end-effector.
The manipulability ellipsoid is a geometric shape that represents the robot’s ability to move
within the task-space. Due to their computational efficiency and intuitive visualisation, they
have been used in many different applications, such as robot control, workspace design, robot
design, etc. Therefore, there are several open-source packages that implement the manipula-
bility ellipsoid evaluation and visualisation, such as MMC [239], manipulability_metrics [240],
Manipulability [241][242]. However, most of these packages are limited to the evaluation of
the manipulability ellipsoid, representing the velocity capacity, and they do not provide tools
for evaluating other ellipsoid metrics, such as force capacity, acceleration capacity, etc. Addi-
tionally these software packages are often developed for the use with a specific robotics library,
such as roboticstoolbox [201] or Robot Operating System (ROS) [167], and they are not
trivial to integrate with other libraries.

Even though different efficient tools for evaluating ellipsoids are widely available in the litera-
ture and open-source community, the tools for evaluating polytopes are still relatively scarce.
The main reason for this is that the polytopes are in general more complex to evaluate and
manipulate than ellipsoids. However, the polytopes are much more accurate representation of
the true limits. Additionally, polytopes are easy to visualize, as they are essentially triangu-
lated meshes, and they can be easily integrated in the robot control strategies, as they can be
expressed as a set of linear constraints.

The evaluation of polytopes is often a computationally expensive task, as their resolution
requires using different vertex and facet enumeration algorithms [71]. Therefore, their com-
putation time is often the limiting factor for the use of polytopes in real world applications,
especially when it comes to their online use. Furthermore, even though there are several
open-source projects that implement polytope evaluation algorithms, such as pypoman [243],
Multi-Parametric Toolbox 3 (MPT3) [244] or cddlib [245][246], they are often very generic and
not easy to use with standard physical ability polytopes. On the other hand, more specific
polytope resolution software solutions, such as constrained_manipulability package [33][34]
or pygradientpolytope [247], are often very specific to their applications, they lack the doc-
umentation and flexibility to be extended to new metrics and integrated with other libraries.

Therefore, this chapter presents the pycapacity Python package in an effort to provide a set
of tools specifically tailored for evaluating task-space physical ability metrics for humans and
robots, based on polytopes and ellipsoids. This package groups a set of efficient algorithms
for their evaluation in an easy to use framework that can be easily integrated with standard
robotics and biomechanics libraries. Furthermore, the package implements several state of
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the art algorithms for polytope evaluation that bring many of the polytope metrics to the
few milliseconds evaluation time, making it possible to use them in online and interactive
applications.

In the context of this thesis, pycapacity package has been used for several real-time applica-
tions. In Section 4.2 this package is used for real-time control of collaborative carrying using
two Franka Emika Panda robots. Section 4.3 uses it to evaluate operator’s carrying capacity
online and implement a Assist-As-Needed (AAN) control strategy for collaborative carrying
task involving a human operator and a robot. The package has also been used to calculate the
approximation of the robot’s reachable space using convex polytope, described in Section 5.1,
allowing for online execution and interactive visualisation.

Finally, in the preliminary work from Laisné et al. [182], the package is used in the biomechanics
context, with the aim to perform the advanced calibration of human musculoskeletal models
to human subjects.

7.2 Ellipsoids and polytopes as physical ability metrics

In robotics, task-space physical ability metrics establish the relationship between different
limits of robot’s actuators (joint positions, velocities, torques, etc.), their kinematics and dy-
namics, and the achievable sets of different task related physical quantities, such as achievable
positions, velocities, forces and similar. Similar metrics can be established for humans as well,
by leveraging their musculoskeletal models. Where the humans in addition to the joint limits
(joint positions and velocities) have additional limits due to using their muscles as actuators
(contraction forces and velocities).

When it comes to characterizing these achievable sets, the two most common approaches are
using ellipsoids and polytopes. Ellipsoids are often used to represent the robot’s velocity
capacity, so called manipulability, while polytopes are mostly used to represent the robot’s
force capacity. However, both ellipsoids and polytopes can be used to represent any of the
task-space physical ability.

Figure 7.1: An example manipulability polytope and ellipsoid geometry for a planar m = 2
robot with n = 2. The difference between the Joint Space (JS) limits for ellipsoid described with
||q̇||2 ≤ 1 (orange) and the range limits −1 ≤ q̇ ≤ 1 (blue) is shown on the right. The difference
in obtained achievable task-space velocity ẋ polytope P (blue) and ellipsoid E (orange) is shown
on the right plot. The plots show that both in joint and task-space the ellipsoid metric is an

underestimation of the true robot’s capacity.

To compare the ellipsoid and polytope metrics, the example of the manipulability ellipsoid and
manipulability polytope can be used.

The manipulability ellipsoid, proposed by Yoshikawa [22], is defined as the set of all achievable
task-space velocities ẋ for a given robot configuration q and joint velocity limits −1 ≤ q̇ ≤ 1,
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and it can be expressed as

E = {ẋ | ẋ = J(q)q̇, ||q̇||2 ≤ 1} (7.1)

The equivalent polytope representation of the manipulability ellipsoid is the manipulability
polytope, which is defined as the set of all achievable task-space velocities ẋ for a given robot
configuration q and joint velocity limits −1 ≤ q̇ ≤ 1, and it can be expressed as

P = {ẋ | ẋ = J(q)q̇, −1 ≤ q̇ ≤ 1} (7.2)

Figure 7.1 illustrates the difference between the manipulability ellipsoid and polytope for a
planar robot with two joints. The manipulability ellipsoid is an underestimation of the true
robot’s capacity, as it considers that the robot’s velocity limits have the shape of a sphere, while
in reality the robot’s velocity limits −1 ≤ q̇ ≤ 1 define a cube. The manipulability polytope
is a more accurate representation of the robot’s capacity, as it considers the true shape of the
robot’s velocity limits.

More generally, polytope based representations of different physical abilities present the exact
solution both for robots and for human musculoskeletal models, while ellipsoids present an
approximation. Figure 7.2 shows the difference between the force ellipsoid and polytope [35]
for one configuration of the Franka Emika Panda robot.

Ellipsoids, however, are much more present in the literature, as their computation is much
faster than the computation of polytopes.

7.2.1 Evaluating ellipsoids

Evaluating ellipsoids is a computationally efficient task, as it can be done using the Singular
Value Decomposition (SVD) [22]. Ellipsoids can be fully defined using their principal axis and
principal axis lengths. Once they are known, the ellipsoid can be easily visualised and used for
further analysis.

pycapacity provides tools for evaluating several common ellipsoid metrics for robots and hu-
mans, such as velocity (manipulability), force and acceleration, and it provides a set of tools
for their easy visualisation implemented in the module pycapacity.visual. All the ellip-
soid manipulation is implemented within the generic object Ellipsoid, available as a part of
pycapacity.objects module

7.2.2 Evaluating polytopes

As described more in detail in Chapter 3, evaluating polytopes consists in finding either the
minimal set of their vertices, V-representation, or the minimal set of the half-planes defining
their faces, H -representation. The V-representation is often used for visualisation purposes,
while the H -representation is often integrated in different optimization problems, as it can be
represented as a set of linear inequalities.

However, finding the V-representation or the H -representation of a polytope is a computa-
tionally expensive task, relying on different vertex and facet enumeration algorithms [71]. The
computational complexity of these algorithms depends on the polytope formulation, the dimen-
sionality of the input (number of robot’s joints or human muscles) and output spaces (1D, 2D,
3D or 6D Cartesian space) and the complexity of the polytope geometry (number of vertices
and faces).
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Therefore, polytope evaluation is often a bottleneck in the computation of different physical
ability metrics, especially for human musculoskeletal models, which have a large number of
degrees of freedom and a large number of muscles. Furthermore, due to the inherent complexity
of the polytope evaluation algorithms, finding the appropriate algorithm for a given polytope
formulation and dimension ability of the input and output spaces is not a trivial task.

pycapcity package aims to provide a selection of algorithms for polytope evaluation, capable
of evaluating common physical ability polytopes in an easy to use and efficient way. These al-
gorithms are implemented in Python and can be used as standalone tools as well. Additionally,
pycapacity implements several common polytope manipulation operations such as:

• Transforming polytope from H to V-representation

• Transforming polytope from V to H -representation

• Triangulating the polytope’s vertices (sometimes called face or F -representation)

• Creating polytope form the Convex-Hull of a point cloud

• Minkowski sum of polytopes, as described in Appendix A

• Intersection of polytopes, as described in Appendix A

• Chebyshev ball

All these operations are implemented within the generic class Polytope and can be used to
perform additional operations on any physical ability polytope of humans and robots. More-
over, this class and all the above operations can be used as a standalone library as well for
the use-cases outside of the scope of physical ability polytopes. The Polytope class and its
functionalities can be accessed through the module pycapacity.objects. Finally, the pack-
age provides tools for easy visualisation the 2D and 3D polytopes implemented in the module
pycapacity.visual.

7.3 Implemented physical capacity metrics

The package implements different physical ability metrics for robotic manipulators and humans
based on musculoskeletal models.

7.3.1 Robotic manipulators metrics

For robotic manipulators the package implement several velocity, force and acceleration capac-
ity calculation functions based on ellipsoids and polytopes. All the metrics are implemented
within pycapacity.robot module:

Ellipsoids

• Velocity (manipulability) ellipsoid, as described by Yoshikawa [22]

Ev = {ẋ | ẋ = J q̇, ||W−1q̇|| ≤ 1}, W = diag(q̇max) (7.3)

• Acceleration (dynamic manipulability) ellipsoid, as described by Chiacchio [36]

Ea = {ẍ | ẍ = JM−1τ , ||W−1τ || ≤ 1}, W = diag(τmax) (7.4)
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Figure 7.2: 2D and 3D force polytopes and their ellipsoid counterparts for a 7 degrees of freedom
(DOF) Franka Emika Panda robot. Both polytopes and ellipsoids are calculated separately for
the 3D and for each of the 2D reduced task-space cases. Both polytopes and ellipsoids take in
consideration the true joint torque limits provided by the manufacturer. The underestimation of

the true force capabilities of the robot by ellipsoids appears clearly.

• Force ellipsoid, as described by Chiacchio et al. [248]

Ef = {f | JTf = τ , ||W−1τ || ≤ 1}, W = diag(τmax) (7.5)

In the above definitions, J is the robot Jacobian matrix, M is the inertia matrix, f is the vector
of Cartesian Space (CS) forces, ẋ and ẍ are vectors for CS velocities and accelerations, q is the
vector of Joint Space (JS) positions, q̇ is the vector of the JS velocities and τ is the vector of
JS torques. Matrix W is a scaling matrix that normalises the JS limits.

Polytopes

• Velocity polytope, described in Section 2.1.2

Pv = {ẋ | ẋ = J q̇, q̇min ≤ q̇ ≤ q̇max} (7.6)

• Acceleration polytope, described in Section 2.1.6

Pa = {ẍ | ẍ = JM−1τ , τmin ≤ τ ≤ τmax} (7.7)

• Force polytope, described in Section 2.1.5

Pf = {f | JTf = τ , τmin ≤ τ ≤ τmax} (7.8)

• Minkowski sum and intersection of force polytopes

P∩ = Pf1 ∩ Pf1 P⊕ = Pf1 ⊕ Pf1 (7.9)
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• Robot’s reachable space approximation in the desired horizon of interest ∆th using the
convex polytope formulation, described in Section 5.1

Px = {∆x | ∆x = JM−1τ
∆t2h
2

,

τmin ≤ τ ≤ τmax,

q̇min ≤M−1τ∆th ≤ q̇max,

qmin ≤M−1τ
∆t2h
2
≤ qmax}

(7.10)

7.3.2 Human musculoskeletal model metrics

Figure 7.3: Cartesian acceleration (red) and force (blue) polytope of a musculoskeletal model of
human upper limb with 7DOF and 50 muscles each, visualised with biorbd. The polytopes are

scaled with a ratio 1m : 5000m/s2 and 1m : 2000N respectively.

For the human musculoskeletal models this package implements the polytope and ellipsoid eval-
uation functions for the following metrics. All the metrics are implemented within pycapacity.human
module.

Ellipsoids

• Velocity (manipulability) ellipsoid, as described by Yoshikawa [22]

Ev = {ẋ | J q̇ = ẋ, ||W−1q̇|| ≤ 1}, W = diag(q̇max) (7.11)

As well as its more complete formulation including muscular stretching velocities l̇

Ev = {ẋ | J q̇ = ẋ, Lq̇ = l̇ ||W−1l̇|| ≤ 1}, W = diag(l̇max) (7.12)

• Acceleration (dynamic manipulability) ellipsoid, as proposed by Khatib et al. [60]

Ea = {ẍ | ẍ = JM−1NF , ||W−1F || ≤ 1}, W = diag(Fmax) (7.13)

• Force ellipsoid, as proposed by Petrič et al. [70]

Ef = {f | NF = JTf , ||W−1F || ≤ 1}, W = diag(Fmax) (7.14)

In the above definitions, J is the robot Jacobian matrix, M is the inertia matrix, L is the
muscle length Jacobian matrix and N = −LT is the moment arm matrix. f is the vector of
Cartesian Space (CS) forces, ẋ and ẍ are vectors for CS velocities and accelerations, q is the
vector of Joint Space (JS) positions, q̇ is the vector of the JS velocities and τ is the vector of
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JS torques, l̇ is the vector of the muscle stretching velocities and F is the vector of muscular
forces. Matrix W is a scaling matrix that normalises the JS space limits.

Polytopes

• Velocity polytope, described in Section 2.2.5

Pv = {ẋ | l̇ = Lq̇, ẋ = J q̇, q̇min, ≤ q̇ ≤ q̇max, l̇min ≤ l̇ ≤ l̇max} (7.15)

• Acceleration polytope, described in Section 2.2.4

Pa = {ẍ | ẍ = JM−1NF , Fmin ≤ F ≤ Fmax} (7.16)

• Force polytope, described in Section 2.2.3

Pf = {f | JTf = NF , Fmin ≤ F ≤ Fmax} (7.17)

7.4 Implemented polytope evaluation algorithms

In addition to the efficient tools for generic polytope manipulation, listed in Section 7.2.2, the
package implements several algorithms for polytope evaluation of the common formulations of
physical ability polytopes of humans and robots

• Hyper-Plane Shifting Method (HPSM)

• Vertex Enumeration Algorithm (VEPOLI2)

• Iterative Convex Hull Method (ICHM)

These algorithms are all implemented in Python and used to evaluate different polytope based
physical ability metrics. Additionally, the algorithms are available to the users to be used
standalone as well, and can be accessed through the module pycapacity.algorithms.

7.4.1 Hyper-plane shifting method (HPSM)

This is an algorithm based on the article by Gouttefarde and Krut [147] which presents an
efficient way of determining the minimal half-space H -representation of polytopes described
by the equation

P = {x | x = By, ymin ≤ y ≤ ymax} (7.18)

7.4.2 Vertex enumeration algorithm (VEPOLI2)

This is an algorithm proposed in the context of this thesis, it is introduced in Section 3.4.
This algorithm presents an efficient method for finding vertex V-representation of polytopes
described by the equation

P = {x | Ax = y, ymin ≤ y ≤ ymax} (7.19)

7.4.3 Iterative convex-hull method (ICHM)

This is an algorithm proposed in the context of this thesis as well, it is introduced in Section 3.5.
This algorihtm implements an efficient method which iteratively approximates polytopes with
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a formulation
P = {x | Ax = By, ymin ≤ y ≤ ymax} (7.20)

The method finds both vertex V and half-plane H representation of the polytope at the same
time. The ICHM method implemented within the pycapacity package can be additionally
extended to the case where there is an additional projection matrix P making a class of problems

P = {x | x = Pz, Az = By, ymin ≤ y ≤ ymax} (7.21)

7.5 Polytope metrics evaluation algorithms and their perfor-
mance analysis

As describe more in detail in Chapter 3, the applicable methods to evaluate different polytope
based physical abilities depend on the family of problems they correspond to. Therefore, this
section brings the information about which algorithm is used for which polytope metric and
provides a brief performance evaluation of their execution times.

Additionally, to give brief information about the efficiency of the proposed methods, the section
provides the execution times of the methods for the example problems. However, as these
execution times can vary significantly depending on the complexity of the model used and the
hardware it is run on, the users are encouraged to run the benchmark scripts themselves to get
the most accurate results. This package provides several benchmarking scripts in the examples
folder1.

7.5.1 Robotic manipulators

In case of robotic manipulators the polytope evaluation methods used are given in Table 7.1.

Polytope Metric Algorithm Problem type Execution time [ms]
mean ± std. (max)

Velocity HPSM x = By, y ∈ [ymin, ymax] 3.6 ± 0.21 (5.7)
Acceleration HPSM x = By, y ∈ [ymin, ymax] 6.6 ± 1.4 (14.2)
Force VEPOLI2 Ax = b, b ∈ [bmin, bmax] 6.8 ± 0.88 (16.4)
Force intersection VEPOLI2 Ax = b, b ∈ [bmin, bmax] 98.2 ± 29.33 (165.8)
Force sum VEPOLI2 Ax = b, b ∈ [bmin, bmax] 17.1 ± 3.4 (44.9)
Reachable space ICHM x = By, y ∈ Py 30.5 ± 6.6 (76.7)

Table 7.1: Performance evaluation of polytope metrics for robotic manipulators.

The average execution time is calculated for 1000 random configuration of a 7 DOF Franka
Emika panda robot, the model was used with pinocchio [166] library. All the experiments
are run on a computer equipped with a 1.90GHz Intel i7-8650U processor. The results are
obtained using the benchmarking script provided by the repository in the examples folder1. The
reachable space polytope is calculated using the ICHM algorithm with the precision ε = 1mm.

7.5.2 Musculoskeletal models

In case of human musculoskeletal models the methods used are given in Table 7.2.

The average execution time is calculated for 1000 random configuration of a 50 muscle 7 DOF
musculoskeletal model described by Holzbaur et al. [175], the model was used with biorbd

1Benchmarking examples: https://github.com/auctus-team/pycapacity/tree/master/examples

https://github.com/auctus-team/pycapacity/tree/master/examples
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Polytope Metric Algorithm Problem type Execution time [ms]
mean ± std. (max)

Force ICHM Ax = By, y ∈ [ymin, ymax] 186.8 ± 45.6 (281.6)
Acceleration HPSM or ICHM x = By, y ∈ [ymin, ymax] 378.8 ± 62.3 (643.7)
Velocity ICHM x = By, y ∈ Py 223.1 ± 60.4 (389.1)

Table 7.2: Performance evaluation of polytope metrics for human musculoskeletal models.

[159] biomechanics library. The experiments are run on a computer equipped with a 1.90GHz
Intel i7-8650U processor. The results are obtained using the benchmarking script provided
by the repository in the examples folder1. All the polytopes are calculated using the ICHM
algorithm with the precision ε = 10 (N, m/s2 and m/s).

7.6 Package overview

pycapacity

Python package pycapacity is publicly available both as a GitHub reposi-
tory2 and as a pip package3. Furthermore, the package has up-to-date and
comprehensive documentation4 including many examples, showing both
the package’s functionalities and how to integrate it with other libraries.
Installing the package can be done using a single line of code, using pip
package manager

> pip install pycapacity

Package structure

The package is divided in 6 modules which can be used as standalone tools as well

• pycapacity.objects - Module implementing generic Polytope and Ellipsoid classes

• pycapacity.algorihtms - Polytope evaluation algorithms described in Section 7.4

• pycapacity.human - Physical ability metrics for humans described in Section 7.3.2

• pycapacity.robot - Physical ability metrics for robots described in Section 7.3.1

• pycapacity.visual - 2D and 3D visualisation of polytopes and ellipsoids

• pycapacity.examples - Module implementing different toy models for fast prototyping

Supported libraries

The package is modular and can be easily integrated with different robotics and biomechanics
libraries. The documentation provides tutorials helping to jump start practical applications5.

• OpenSim[176] - https://github.com/opensim-org

• biorbd[159] - https://github.com/pyomeca/biorbd

• pinocchio[166] - https://github.com/stack-of-tasks/pinocchio

• roboticstoolbox[201] - https://github.com/petercorke/robotics-toolbox-python
2GitHub repo: https://github.com/auctus-team/pycapacity
3pip package: https://pypi.org/project/pycapacity/
4Documentation: https://auctus-team.github.io/pycapacity/
5Tutorials: https://auctus-team.github.io/pycapacity/examples/index.html

https://auctus-team.github.io/pycapacity/
https://auctus-team.github.io/pycapacity/
https://github.com/opensim-org
https://github.com/pyomeca/biorbd
https://github.com/stack-of-tasks/pinocchio
https://github.com/petercorke/robotics-toolbox-python
https://github.com/auctus-team/pycapacity
https://pypi.org/project/pycapacity/
https://auctus-team.github.io/pycapacity/
https://auctus-team.github.io/pycapacity/examples/index.html
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Example program

To demonstrate the user-friendly nature of pycpacity, this section provides an illustrative
example involving the computation of a Cartesian Space (CS) force for a m = 3 polytope
Pf . This polytope is associated with a randomised robot manipulator featuring n = 6 de-
grees of freedom. Furthermore, the obtained polytope Pf is intersected with a generic cube
Cf and visualised. The resulting program output is displayed in Figure 7.4 for reference.

Figure 7.4: Output of the example program.

1 # robot capacity module
2 from pycapacity import robot, visual, objects
3 import matplotlib.pyplot as plt
4 import numpy as np
5

6 # radomised robot data
7 m, n = 3, 6 # 3d forces, 6 dof
8 # joint torque limits max and min
9 t_min, t_max = -np.ones(n), np.ones(n)

10 # random jacobian matrix
11 J = np.array(np.random.rand(m,n))*2-1
12

13 # calculate the force polytope
14 P_f = robot.force_polytope(J, t_min, t_max)
15

16 # define a cube with H-representation
17 I = np.eye(3)
18 C_f = objects.Polytope(H = np.vstack((I,-I)),
19 d = np.ones(6))
20 # calculate the intersection
21 P_int = P_f & C_f
22

23 # plotting the polytope
24 visual.plot_polytope(plot=plt,
25 polytope=P_f,
26 label='$P_f$',
27 edge_color='black',
28 alpha=0.2)
29 # plotting the cube
30 visual.plot_polytope(plot=plt,
31 polytope=C_f,
32 label='$C_f$',
33 color='red',
34 alpha=0.1)
35 # plotting the intersection
36 visual.plot_polytope(plot=plt,
37 polytope=P_int,
38 label='$P_f\cap C_f$',
39 color='yellow',
40 alpha=0.5)
41 plt.legend()
42 plt.show()

7.7 Conclusion

This chapter presents the pycapacity Python package, a toolkit designed to evaluate task-
space physical ability metrics for both humans and robots, based on polytopes and ellipsoids.
The aim of this package is to provide efficient tools for evaluating these metrics within an easily
accessible framework, which can seamlessly integrate with standard robotics and biomechanics
libraries. By implementing state-of-the-art algorithms for polytope evaluation, pycapacity
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enables the evaluation of these metrics in an efficient manner, making them applicable for
interactive online applications.

Moreover, pycapacity has several additional features facilitating its use in practical appli-
cations. It implements many common polytope manipulation operations (such as Minkowski
sum, intersection, Chebyshev ball stc.) allowing users to seamlessly work with these mathemat-
ical structures and make efficient operations over the physical ability polytopes. The package
implements tools for 2D and 3D visualisation of both polytopes and ellipsoids, aiding in the
interpretation and communication of results. Furthermore, pycapacity has a relatively com-
plete documentation, providing users with practical examples demonstrating both the package
features and its integration with other software packages. The package provides the tools for
the performance evaluation of the polytope evaluation algorithms, enabling users to assess and
optimise the efficiency of their applications.

In summary, pycapacity aims to provide a versatile set of tools for robotics and biomechanics
communities, enabling them to efficiently evaluate, manipulate and visualise different physical
ability metrics based on polytopes and ellipsoids. The package is implemented in an user-
friendly fashion, enabling an easy setup of user applications and having the potential to bring
these metrics to the wider community.

Article A. Skuric et al. [A6], introducing the pycapacity package, has been recently published
in Journal of Open Source Software (JOSS)6.

6Journal of Open Source Software (JOSS): https://joss.theoj.org/

https://joss.theoj.org/
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Chapter 8

Conclusion

This thesis is built on a vision of robotics and the industry of the future centred around humans.
In this future, robots are no longer just tools for replacing human labour; instead, they become
their active assistants: coexisting in their close proximity and interacting physically when
executing tasks. Such collaborative systems benefit from both humans’ and robots’ individual
set of abilities, potentially improving their efficiency and enhancing human safety and well-
being through individualised robotic assistance.

Creating such flexible collaborative systems in practice requires having a set of tools for charac-
terising differnet abilities required to accomplish different tasks (RQ1), as well as the individual
abilities of humans and robots in a unified manner (RQ2). Furthermore, in order to decide if
a task is better suited for humans or robots, or if it might require their collaboration, their
common abilities when collaborating (as one single system) have to be quantified as well (RQ3).
Moreover, providing operators with personalised assistance requires quantifying different no-
tions of the extent of assistance the operator needs, as well as their safety and well-being (RQ4).
Finally, as both their abilities and different safety concerns can evolve in time and can change
significantly during the task execution, tools able to capture these changes online are needed
(RQ5).

This thesis argues in favour of physical ability metrics as promising tools that can poten-
tially answer to all these requirements (RQ1-RQ5). More specifically, this thesis concentrates
on polytope characterisations of human’s and robot’s physical abilities, as one of their most
accurate characterisations. Different physical ability polytopes are well known tools for char-
acterising robot’s and human’s physical abilities (RQ2), and as shown in Chapter 2, they have
a great potential to be used to characterise their common abilities when collaborating (RQ3).
Moreover, polytopes are local metrics, being calculated for any given robot’s or human’s state.
Therefore, they enable capturing the state dependent and changing nature of their physical
abilities (RQ5). Finally, polytopes enable evaluating the need of assistance of the operators as
their lacking physical ability to execute a certain task. This need of assistance can be quantified
by comparing the physical abilities required to execute certain task (RQ1), with the changing
physical abilities of the operator. In that way, polytopes enable creating assistive robot control
strategies that guarantee that the operator’s physical abilities are never surpassed which has a
direct impact on their safety and well-being (RQ4).

8.1 Thesis contributions

Due to the relatively high computational complexity of polytope evaluation, real-time (inter-
active) applications of physical ability polytope are still relatively rare in practice. Therefore,
the focus of the first two chapters of this thesis (Chapter 2 and Chapter 3) is put on developing
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efficient tools for evaluating physical ability polytopes, aiming to enable interactive and online
applications.

Chapter 2 brings an overview of common physical ability polytopes formulations applicable
for both humans and robots. The chapter then proposes the use of efficient polytope algebra
operations to characterise their common physical abilities when collaborating in the polytope
form as well. Therefore, the chapter shows that the polytopes give a unified view on their
individual abilities, as well as their abilities when collaborating physically. To go a step further,
the chapter proposes a synthesis of the described polytope formulations in a form of a single
generic polytope formulation unifying all the common physical ability polytopes of humans and
robots.

Building on this generic formulation, Chapter 3 then concentrates on efficient methods for
transforming these polytopes to their standard representations that can be used with practical
applications. First, the chapter proposes a structured overview of different families of poly-
tope formulations, derived from the generic formulation, with respect to their transformation
strategy. Then the chapter brings an overview of standard polytope transformation strategies
applicable to the proposed families of formulations. Following the literature overview of the
standard strategies, two new polytope evaluation algorithms VEPOLI2 and ICHM are intro-
duced. The algorithms’ complexity is experimentally evaluated and compared against the state
of the arm methods. The results show that the algorithms substantially reduce the complexity
and the computation time of the standard methods and have a potential to be used in online
applications.

The following three chapters (Chapter 4, Chapter 5 and Chapter 6) bring the applications of
real-time polytope evaluation in the resolution on different robotics problems in the context of
human-robot collaboration.

Chapter 4 focuses on a challenging problem of developing robot control strategies for an efficient
human-robot physical interaction. The chapter is set in the context of collaborative carrying
of a heavy object, inspired by the LiChIE project. The chapter shows two collaboration
experiments: dual robot arm collaborative carrying and human-robot collaborative carrying.
In these experiments the real-time polytope evaluation is used to capture the changing physical
abilities of the human and the robot online. This real-time information is then used for creating
robot control strategies that adapt to their changes and distribute the weight accordingly. In
the dual robot experiment, two Franka Emika Panda robots carry a 12kg object, largely above
their rated capacity (6kg). The results show that by having real-time information about both
robots’ carrying capacities, the proposed collaborative control strategy adapted to their changes
in real-time and successfully distributes the weight of the object during the whole duration of
the experiment. In the human-robot collaborative carrying experiment, human operator and
a Franka robot carry 7kg object. The experiment shows that, having online information about
their changing capacity enabled to use the robot’s and human’s physical potential without
compromising their safety. Furthermore, even though neither the robot nor the human would
have been able to carry the entire object’s weight on their own, by collaborating they were able
to accomplish the task.

Chapter 5 focuses on developing tools to provide the operator with the interactive insight into
the robot’s current state and its current abilities in the context of the human-robot interaction.
The chapter argues that the polytope representation of robot’s physical abilities could be used
as a valuable visual communication tool. Especially since polytopes can be transformed into
triangulated meshes that can be easily visualised with standard visualisation tools. Moreover,
the chapter introduces a new polytope formulation developed particularly with the visualisation
in mind, representing the robot’s reachable space within a time horizon. Finally, the chapter
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brings the preliminary work on the development of the testing platform, based on Augmented
Reality (AR) tools, with the long-term goal to validate the efficiency of polytopes in sharing
information and their different visualisation modalities.

Chapter 6 concentrates on developing the trajectory planning strategies suitable for dynamical
environments, particularly present when it comes to the human-robot collaboration. Such
trajectory planning strategies require being reactive to the changes in the environment, while at
the same efficiently exploiting robot’s movement capacity. The chapter brings a new Cartesian
Space (CS) trajectory planning strategy that calculates the robot’s movement capacity in real-
time, using efficient polytope algebra tools, and re-plans the updated trajectory at each step to
account for their changes. Moreover, by re-planning in real-time the proposed method is able
to be reactive to the environmental changes as well. The method’s time-efficiency is confirmed
experimentally, by benchmarking it against the state of the art offline methods. The results
shows that the proposed online re-planning method has similar trajectory execution times as the
offline time-optimal methods, without requiring any in-advance computation. The method’s
practical utility is demonstrated using a mock-up experiment in the context of human-robot
collaborative waste sorting. In this experiment the proposed method is used to plan for time-
efficient trajectories on the fly and pick-and-place the waste items into the appropriate sorting
bins. The waste items are introduced by the operator, while the robot does not have any a
proiri knowledge about their position, orientation or the time they will arrive.

Finally, Chapter 7 presents the pycapacity package. An efficient framework for calculating dif-
ferent physical ability metrics for both humans and robots, based on polytopes and ellipsoids.
The aim of the package is to provide an efficient set of tools for evaluation of different physical
ability metrics in an easy to use framework. The package implements several state of the art
algorithms for polytope evaluation and manipulation, including VEPOLI2 and ICHM devel-
oped in the context of this thesis, bringing many of them to the interactive (online) capable
execution times. At the same time, pycapacity is open-source, easy to install and interface
with other standard robotics and biomechanics libraries, and has relatively extensive docu-
mentation. Finally, the package is written in an user-friendly way with the aim to facilitate
building applications and potentially bring these metrics to the wider community.

In conclusion, this thesis focuses on the vision of the future where the industry and the robotics
are more human-centred and have a high degree of human-robot collaboration. Such close
collaboration has a potential to benefit from both of their individual strengths and enhance
the collaboration efficiency, as well as human’s safety and well-being. This thesis argues that
the polytope characterisation of their physical abilities is a powerful tool that can help to
make a step towards such future, providing an unified view on physical abilities of humans
and robots. Therefore, in this thesis, a set of fundamental tools for polytope evaluation is
developed enabling the efficient polytope evaluation and setting the foundation for their use in
online and interactive applications. The thesis then demonstrates that the real-time physical
ability polytopes evaluation can provide solutions to several challenging robotics questions in
the context of human-robot interaction. Finally, this thesis presents the pycapacity package,
aiming to facilitate the use of the polytope based tools and potentially bring them to the wider
community.

8.2 Perspectives

This section discusses the directions for further investigation in order to enhance the research
findings of this thesis, as well as to apply them to different problems and domains.
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8.2.1 Capacity aware Cartesian Space motion planning

As described in Chapter 6, real-time polytope evaluation enables creating reactive and on the
fly trajectory planning strategies capable of exploiting robot’s full movement potential. As
discussed in Section 6.9, the method proposed in this chapter has several limitations. The
method makes the assumption of point-to-point straight-line paths, allowing it to consider
only robot’s movement capacity in the trajectory direction. Furthermore, the method uses
Trapezoidal Acceleration Profile (TAP) as its time-optimal trajectory planning strategy, which
does not allow for considering polytope shaped movement capacity limits. A natural extension
of this method is towards Model Predictive Control (MPC) strategies that do not require any
a priori on the path and can consider polytope shaped limits. Such MPC approaches would
allow to generate highly reactive and adaptable robot’s trajectories on the fly, without the need
to specify the path, while at the same time exploiting robot’s full motion capacity.

A step in this direction is described in the thesis of Nicolas Torres Alberto, a member of the
AUCTUS team. Their work proposes an efficient linear formulation of the MPC in Cartesian
Space (CS), capable of integrating the polytope formulation of robot’s state dependent physical
abilities and allowing for sub-millisecond execution times.

Such approaches are not only limited to the robot’s movement capacity constraints. As de-
scribed in Section 6.3, they can additionally integrate different task and environment related
constraints as well. This property has a great potential to be used for human-robot coma-
nipulaiton, where the robot’s motion planning would consider human’s movement capacity in
addition to the robot’s ones. For example, such human aware strategy could enable the robot to
plan for trajectories that are safe for the operator while at the same time allowing the operator
to adapt the trajectory on the fly.

8.2.2 Safety applications of reachable space approximation

Chapter 5 introduces two new characterisations of robot’s reachable space within a horizon
time, in the context of providing the operator with informative and timely visual feedback
about robot’s current state and its changing physical abilities. These metrics represent the
Cartesian Space (CS) space the robot can reach, from its current position, within a certain
time horizon. This metric could be potentially very useful for safety considerations. For
example by evaluating if the operator entered the space reachable by the robot and adapting
the robot’s behaviour accordingly. Similar approaches are proposed by Pereira and Althoff [196]
and Schepp et al. [197], where the robot’s reachable space is approximated using ellipsoids and
cylinders, while the horizon time of interest is robot’s maximal stopping time.

However, as discussed in Chapter 5, both introduced metrics are approximations of the robot’s
real reachable space which is highly nonlinear and hard to characterise. Moreover, the methods
do not provide any formal guarantees on their approximation accuracy. Therefore, in order to
enable their use in such safety applications, further work in necessary to improve and guarantee
the accuracy of proposed metrics.

8.2.3 Human-robot physical collaboration

Chapter 4 showcased an example application which requires a high degree of physical collab-
oration: collaborative carrying of a heavy object. In this example, the chapter shows that
the real-time evaluation of human’s and robot’s physical abilities enables creating collabora-
tive robot control strategies capable of efficiently distributing the weight between the robot and
human, and at the same time guarantee their safety. In this example scenario, as the collabora-
tive task is relatively simple, applying force in the vertical direction, both human’s and robot’s
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physical ability to execute this task is obtained from their wrench capacity polytopes. The
perspective of using their wrench polytopes to create more advanced human-centred assistance
strategies is discussed in Section 4.4.1.

However, polytope based collaborative strategies potentially allow for more flexible scenarios,
where multiple polytope metrics of multiple physical abilities of humans and robots can be
considered. For example if the task requires applying a force and executing a movement at
the same time. In that case, both wrench and movement capacity polytopes could be used
within the collaborative robot control strategy, making sure to exploit both their wrench and
movement abilities, while at the same time making sure to respect their safety.

Another promising application of physical ability polytopes in the context of human-robot
interaction is in task distribution. As discussed in Chapter 2, both human’s and robot’s physical
abilities can be accurately represented in polytope form, as well as their joint abilities when
interacting physically. Therefore polytopes could be used as tools to evaluate if different tasks
suite better human’s or robot’s set of skills or do they potentially require their collaboration.

Furthermore, as their physical abilities evolve in time, especially human ones, more dynamic
task allocation strategies could be envisaged. Such dynamic task allocation strategies could
benefit from the real-time evaluation of their abilities and take actions in real-time to avoid
potential safety risks. Recently, a similar approach was proposed by Messeri et al. [249], where
the dynamic task distribution strategy is coupled with the real-time evaluation of operators
fatigue. The strategy proposed in their work distributes the tasks on the fly, by ensuring that
the operator’s fatigue level is within the safety limits.

8.2.4 Efficient physical ability polytope evaluation for biomechanics

The proposed polytope evaluation algorithm ICHM (described in Section 3.5), enables effi-
ciently calculating many different physical ability polytopes for human musculoskeletal models.
This algorithm opens many possibilities for wider use of human physical ability polytopes in the
area of the human-robot collaboration, by both reducing the computation time and enabling
the use of more detailed human models, better describing human subjects [177]. Section 4.4.2
discusses more in detail the potential benefits of using such detailed models in the context of
human-robot collaboration.

However, the potential applications of the ICHM algorithm extend beyond robotics. Efficient
evaluation of physical abilities of musculoskeletal models is a promising tool for biomechanics
community as well. The method allows for analysing the physical abilities of very detailed
musculoskeletal models, for which the standard methods would have been intractable.

One such use-case is developed in the context of the thesis of Gautier Laisne, AUCTUS team
member, which aims to calibrate detailed musculoskeletal models to the human subjects. The
thesis approaches this calibration by first measuring human subject’s force capacity and then
employs genetic algorithm based approach to find the parameters of the musculoskeletal model
that produce the force polytope that match the measured data [182]. Their approach leverages
the efficiency of the the ICHM algorithm, which is used to efficiently calculate the force polytope
of the simulated musculoskeletal models.

Additionally, the flexibility of the method allows extending common polytope formulations with
additional human body limitations and in that way increases the estimation accuracy. Recently,
Rezzoug et al. [250] used the ICHM algorithm, to characterise the human arm wrench capacity
polytope while taking in consideration the stability constrains of to glenohumeral (shoulder)
joint.
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8.2.5 Information sharing - visualisation

Chapter 5 discussed using polytope representation of robot’s physical abilities for providing
the real-time visual feedback to the operator about the robot’s current state. Such interactive
visualisation aims to improve the operators situational awareness which has a potential to
improve the overall collaboration efficiency and operator’s safety [186].

However, choosing the appropriate modality of polytope visualisation is a challenging scientific
question. Zolotas et al. [79] showed that the direct visualisation of polytopes is not always the
most intuitive for the operators. There are several possible explanations of these observations.
Polytopes are relatively complex geometrical structures, with many faces and vertices, making
it challenging to the operator to extract the useful information. Furthermore, physical ability
polytopes often represent abstract physical quantities that might not always be easy to interpret
to the operators. Therefore, in order to use polytope based visualisations as a source of useful
information to the operators, it is important to determine the suitable visualisation modality,
as well as the appropriate physical ability polytope with respect to their tasks.

In the context of this thesis, a preliminary work has been carried out on the testing platform for
interactive visualisation, based on Augmented Reality (AR) tools. This platform has a long-
term goal to enable studying and validating different ways of visualising polytope based metrics
and quantify their information sharing effectiveness. Furthermore, the platform potentially
enables testing different physical ability polytopes, while executing different tasks, and to
study their influence on the collaborative performance and safety.
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Appendix A

Performing operations over polytopes

Once the polytopes are transformed in standard forms such as H or V-representations, they
can be exploited to efficiently calculate different operations over multiple polytopes, such as
Minkowski sums and intersections.

A.1 Minkowski sum of polytopes

Figure A.1: A 2d (m=2) example of the construction of the intersection of two polytopes using
their V-representation. The points representing the vertices of the polytope Px1 are shown in
blue, and for polytope Px2 in red. The Minkowski sum polytope Px is formed by calculating all
the combinations of all the vertices of both polytopes, and then calculating their convex hull, the

hull is shown in yellow color.

In order to calculate Minkowski sum of multiple polytopes, for example two polytopes Px1 and
Px2

Px = Px1 ⊕ Px2 (A.1)

the most straight-forward approach is to express both polytopes in theirV-representation form

Px1 = Conv (xv1,1, xv1,2, . . . ,xv1,N1) (A.2)

Px2 = Conv (xv2,1, xv2,2, . . . ,xv2,N2) (A.3)

where polytope Px1 has N1 vertices xv1,i ∈ Rm, and polytope Px2 has N2 vertices xv2,i ∈ Rm.

Then the Minkowski sum of the polytopes can be found as the convex-hull of all the N1 ·N2

combinations of all the vertices of the two polytopes

Px = conv
{
xv1,1 + xv2,1, . . . ,xv1,N1 + xv2,1,

xv1,1 + xv2,2, . . . ,xv1,N1 + xv2,2,

. . .

xv1,1 + xv2,N2 , . . . ,xv1,N1 + xv2,N2

} (A.4)
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These N1·N2 are not all vertices of the polytope Px, some of them are inside of the polytope, as
shown on a graphical example of the Minkowski sum of two 2d (m = 2) polytopes on Figure A.1.
In order to find the minimal set of vertices of the polytope Px, defining its V-representation,
different convex-hull algorithms [74] can be used.

Once the V-representation is determined, different standard representation conversion algo-
rithms (Section 3.3.1), can be used to efficiently find its H -representation.

A.1.1 Special case - projection formulation

A special case of simplified Minkowski sum calculation arises when polytopes Px1 and Px2 both
have projection formulation

Px1 = {x1 ∈ Rm| x1 = B1y1, y1 ∈ I1} (A.5)

Px2 = {x2 ∈ Rm| x2 = B2y2, y2 ∈ I2} (A.6)

where both polytopes are defined in the common m dimensional output space x1,x2 ∈ Rm,
while their input spaces y1 ∈ Rn1 ,y2 ∈ Rn2 might have different dimensions n1 ̸= n2 and are
limited, in generic case, by polytope input sets I1 and I2.

I1 = {y1 ∈ Rn1 | H1y1 ≤ d1}, I2 = {y2 ∈ Rn2 | H2y2 ≤ d2} (A.7)

As the Minkowski sum of two polytopes can then be expressed as the achievable set of output
variable x ∈ Rm corresponding the sum of the variables x1 and x2

Px = Px1 ⊕ Px2 = {x ∈ Rm | x = x1 + x2, x1 ∈ Px1, x2 ∈ Px2, } (A.8)

the projection formulation of their Minkowski sum can be expressed directly

Px =

{
x ∈ Rm

∣∣∣∣ x =

[
B1 0
0 B2

] [
y1

y2

]
,

[
H1

H2

] [
y1

y2

]
≤

[
d1

d2

]}
(A.9)

Finding the V and H -representation of this polytope can then be done using the approaches
for polytope with projection formulation, described in Section 3.3.3.

The same logic can be used if the Minkowski sum is calculated for more than two polytopes

Px = Px1 ⊕ Px2 ⊕ · · · (A.10)

A.2 Polytope intersection

In order to calculate an intersection of multiple polytopes, for example two polytopes Px1 and
Px2

Px = Px1 ∩ Px2 (A.11)

the simplest approach is to transform both polytopes to their H -representation

Px1 = {x ∈ Rm | H1x ≤ d1} (A.12)

Px2 = {x ∈ Rm | H2x ≤ d2} (A.13)
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Figure A.2: A 2d (m=2) example of the construction of the intersection of two polytopes using
their H -representation. The lines representing half-planes of the polytope Px1 are shown in blue,
and for polytope Px2 in red. The intersection polytope Px is formed by including all of their

half-planes, where the space representing their intersection is shown in yellow.

where polytopes Px1 and Px2 represent limits of the same output variable x ∈ Rm. Additionally
matrices Hi ∈ Rm×Ni and vectors di ∈ RNi define the half-plane representation of the polytopes
Pxi with Ni faces.

Given their H -representations the intersections of these polytopes can be expressed directly as

Px =

{
x ∈ Rm

∣∣∣∣ [
H1

H2

]
x ≤

[
d1

d2

]}
(A.14)

by stacking their matrices Hi and vectors di forming the H -representation of the polytope Px.
The obtained H -representation might not be minimal though, it might have some redundant
inequalities. If the application requires it, they can be removed using standard algorithms
[138]. A visual example of constructing the intersection of m = 2 dimensional polytopes using
their H -representation is shown on Figure A.2.

Once the H -representation is determined, different standard representation conversion algo-
rithms (Section 3.3.1), can be used to efficiently find its V-representation.

A.2.1 Special case - intersection formulation

A special case of simplified polytope intersection calculation arises when polytopes Px1 and
Px2 both have intersection formulation

Px1 = {x ∈ Rm| A1x = y1, y1 ∈ I1} (A.15)

Px2 = {x ∈ Rm| A2x = y2, y2 ∈ I2} (A.16)

where both polytopes are defined in the common m dimensional output space x ∈ Rm, while
their input spaces y1 ∈ Rn1 ,y2 ∈ Rn2 might have different dimensions n1 ̸= n2 and are limited,
in generic case, by polytope input sets I1 and I2.

I1 = {y1 ∈ Rn1 | H1y1 ≤ d1}, I2 = {y2 ∈ Rn2 | H2y2 ≤ d2} (A.17)

Using these polytope formulations their intersection polytope can be expressed in the intersec-
tion formulation by stacking the equations

Px =

{
x ∈ Rm

∣∣∣∣ [
A1

A2

]
x =

[
y1

y2

]
,

[
H1

H2

] [
y1

y2

]
≤

[
d1

d2

]}
(A.18)
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Finding the V and H -representation of this polytope can then be done using the approaches
for polytope with intersection formulation, described in Section 3.3.2.

The same logic can be used if the intersection is calculated for more than two polytopes

Px = Px1 ∩ Px2 ∩ · · · (A.19)
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