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## Résumé long en Français

I start this manuscript with a detailed summary in French. The non-French speaking reader can safely jump to the Introduction.

## Cryptographie post-quantique

Que ce soit pour communiquer avec notre famille ou nos amis, accéder à nos données bancaires, consulter nos informations de santé, ou encore gérer des alarmes à distance et autres objets connectés, de plus en plus de données privées circulent sur Internet. Une question essentielle se pose alors :

## Comment protéger nos données privées, et s'assurer qu'elles le restent lors de nos communications en ligne?

La cryptographie est précisément la science qui vise à répondre à cette question. Avec le développement de solutions gratuites comme Let's Encrypt, on estime aujourd'hui que plus de $80 \%$ de nos communications sur Internet sont chiffrées (contre à peine $50 \%$ en 2017) ${ }^{\text {[iii] }}$. On utilise pour cela, ce qu'on appelle des protocoles d'échange de clés, où deux entités (par exemple un client et un serveur) vont se mettre d'accord sur une donnée secrète (la clé), qui sera utilisée ultérieurement dans un système de chiffrement symétrique, comme AES par exemple. Aujourd'hui, la plupart de ces mécanismes d'échange de clés déployés repose sur des variantes d'un problème nommé d'après ses auteurs Diffie et Hellman ([DH76]) et qui peut se formuler comme suit : étant donné un groupe cyclique $G=\langle g\rangle$ rendu public, et deux éléments $g^{a}, g^{b} \in G$, la question est de calculer l'élément $g^{a b}$. Pour plusieurs choix du groupe $G$, ce problème est communément considéré comme extrêmement difficile, dans le sens où même le plus puissant ordinateur nécessiterait un temps supérieur à l'âge de l'univers pour les résoudre directement. Un autre problème issu de la théorie des nombres et très important en cryptographie est le problème de factorisation : étant donné un entier $N=p \times q$ produit de deux (grands) nombres premiers $p$ et $q$, la question est de retrouver ces facteurs. Les cryptosystèmes RSA [RSA78] reposent entre autres sur ce problème. Cependant, d'autres domaines des mathématiques comme la théorie des réseaux euclidiens ou encore les codes correcteurs d'erreurs sont aussi sources de problèmes difficiles intéressants dans un contexte cryptographique. Néanmoins, on sait depuis les années 1990 et l'algorithme de Shor [Sho94], que le problème de factorisation, aussi bien que les problèmes Diffie-Hellman, deviennent en réalité faciles dès lors qu'un adversaire a accès à un ordinateur quantique. Si la construction d'une telle machine avec suffisamment de ressources est toujours aujourd'hui une question ouverte, elle est moins improbable qu'elle ne l'était il y a à peine une dizaine d'années. C'est pourquoi il faut commencer dès aujourd'hui à concevoir des nouvelles méthodes dites

[^1]«post-quantiques », c'est-à-dire résistantes à l'ordinateur quantique. Il est d'autant plus important de commencer à y réfléchir le plus tôt possible, que le déploiement d'une nouvelle technologie à grande échelle prend beaucoup de temps. ${ }^{\text {[iv] }}$

C'est dans ce contexte que l'agence américaine NIST (National Institute for Standards and Technology) a entamé en 2017 et 2023 deux processus de standardisation de cryptosystèmes post-quantiques dont les premiers standards ont été annoncés en Juillet 2022. Les grands gagnants de cette compétition sont les réseaux euclidiens puisque parmi les 4 algorithmes déjà sélectionnés, 3 sont à base de réseaux : un chiffrement ${ }^{[v]}$ Kyber [ABDK+21], et deux signatures: Dilithium [LDKL+20] et Falcon [FHKL+20]. Cependant, le NIST a annoncé que le ou les prochains standards seront des constructions à base de codes correcteurs, choisis parmi BIKE [AABB+22a], HQC [AABB+22b] ou Classic McEliece [ABCC+22]. Cet état de fait n'est en réalité pas surprenant : les cryptographies à base de réseaux euclidiens et à base de codes reposent sur des problèmes similaires dits d'algèbre linéaire bruitée (ou sous contrainte), et il n'est dès lors pas surprenant que soit les deux soient standardisées, soit aucune des deux.

## Cryptographie à base de bruit

L'idée à la base de la cryptographie à base de codes, tout comme de celle à base de réseaux euclidiens, est que résoudre un système linéaire sur un corps fini $\mathbb{F}_{q}$ est en général très facile, alors que ce problème devient vite extrêmement difficile lorsqu'on exige que les solutions vérifient une certaine contrainte non linéaire. Plusieurs types de contraintes ont été considérées dans la litérature (pour simplifier on va supposer qu'il n'existe qu'une seule solution du système vérifiant la dite contrainte) :

- On peut exiger que les coefficients de la solution soient petits, pour une certaine mesure de grandeur. Pour un bon choix de paramètres, on peut alors montrer que ce problème est lié à des problèmes algorithmiques difficiles sur les réseaux euclidiens, d'où le nom cryptographie «à base de réseaux euclidiens ».
- On peut exiger que le vecteur solution ait beaucoup de coefficients nuls, sans borner la taille des autres coefficients. C'est-à-dire exiger que la solution ait un petit poids de Hamming. C'est l'objet de la cryptographie «à base de codes ».
- Si le système est définit sur une certaine extension $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, alors le choix d'une base permet d'étendre chaque équation (et inconnue) sur $\mathbb{F}_{q}$. En particulier, on peut étendre le vecteur solution en une matrice à $m$ lignes, à coefficients dans $\mathbb{F}_{q}$, et on peut exiger que la solution ait un petit rang. C'est l'objet de la cryptographie dite «en métrique rang »

Dans cette thèse, on s'intéresse principalement aux fondements de la cryptographie à base de codes, en s'inspirant de ce qui a été fait pour celle à base de réseaux, mais la première partie concerne la cryptographie en métrique rang. Plus formellement, un code correcteur d'erreurs (linéaire) de longueur $n$ et de dimension $k$ sur un corps fini $\mathbb{F}_{q}$ est un sous-espace vectoriel $\mathscr{C} \subset \mathbb{F}_{q}^{n}$ de dimension $k$. Il est en général spécifié par une base, écrite sous la forme d'une matrice $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ appelée matrice génératrice, ou encore comme le noyau d'une matrice $\mathbf{H} \in \mathbb{F}_{q}^{(n-k) \times n}$ dite matrice de parité. Ils ont été initialement introduits afin de corriger les erreurs qui arrivent lors de communications numériques, d'où le nom «code correcteur d'erreur ». Plus précisément, un message est représenté par un vecteur $\mathbf{m} \in \mathbb{F}_{q}^{k}$, et est vu comme un élément de $\mathscr{C}$ via une

[^2]opération d'encodage $\mathbf{c} \stackrel{\text { def }}{=} \mathbf{m G}$. Autrement dit, on rajoute $n-k$ éléments de $\mathbb{F}_{q}$ qui agissent comme une forme de redondance ( $\mathbf{m}$ et $\mathbf{c}$ portant la même information lorsque $\mathbf{G}$ est de rang plein, ce qui est toujours le cas en pratique). À l'autre bout du canal, le recepteur voit arriver un vecteur $\mathbf{y}=\mathbf{c}+\mathbf{e}$ où certaines coordonnées de $\mathbf{c}$ ont été corrompues puisque le canal n'est pas parfait. Le nombre d'erreurs est caractérisé par le nombre de coefficients non nuls de $\mathbf{e}$, c'est-àdire son poids de Hamming, et on espère que si ce poids de Hamming est suffisamment faible, alors on arrivera à retrouver $\mathscr{C}$. Le lien avec le problème d'algèbre linéaire sous contrainte est alors clair : si $\mathbf{H}$ est une matrice de parité du code $\mathscr{C}$, alors $\mathbf{H y}{ }^{\top}=\mathbf{H e}^{\top}$, et retrouver e revient à trouver la solution de ce système vérifiant la contrainte sur le poids.

En réalité, ce problème est difficile, comme l'avait déjà observé Shannon dès les balbutiements de la théorie de l'information [Sha48; Sha49]. Il a même été prouvé NP-complet [BMT78] (donc difficile en pire cas). Cependant, il est aussi extrêmement difficile en moyenne, ce qui est beaucoup plus pertinent dans un contexte cryptographique. En effet, même après 70 ans de recherche, les meilleurs algorithmes de décodage ont une complexité exponentielle en le poids de l'erreur. Il est d'autant plus remarquable que même aujourd'hui, aucun algorithme quantique n'a apporté d'amélioration significative. Néanmoins, certaines familles particulières de codes bénéficient d'algorithmes de décodage efficaces, comme les codes de Reed-Solomon ([RS60]) ou de Goppa ([Gop70]), ou encore les codes LDPC ([Gal63]) ou MDPC ([MTSB13]). C'est ainsi que McEliece a proposé dès $1978^{[\text {vi] }}$ le premier schéma de chiffrement à base de codes, et qui fonctionne de la façon suivante ${ }^{[v i i]}$ : étant donné un code $\mathscr{C}$ bénéficiant d'un algorithme de décodage efficace $\mathscr{D}$, la clé publique consiste en une base aléatoire $\mathbf{G}$ de $\mathscr{C}$, tandis que la clé secrète est $\mathcal{D}$. Dès lors, chiffrer un message $\mathbf{m}$ peut se faire simplement en l'encodant dans $\mathscr{C}$ et en rajoutant une erreur aléatoire $\mathbf{e}: \operatorname{Enc}(\mathbf{m}) \stackrel{\text { def }}{=} \mathbf{m G}+\mathbf{e}$. Pour déchiffrer, il suffit alors d'utiliser l'algorithme de décodage $\mathscr{D}$ supposé secret pour éliminer e et retrouver le message original. La sécurité d'un tel schéma repose entre autres sur le fait qu'il doit être impossible de retrouver l'algorithme $\mathscr{D}$ à partir d'une base aléatoire du code, et donc le seul espoir d'un attaquant est de procéder à un décodage générique. En particulier, le choix du code $\mathscr{C}$ est extrêmement important, et de nombreux choix (comme les codes de Reed-Solomon ou les codes LDPC) aboutissent à un cryptosystème dont la sécurité est désastreuse. Il est toujours surprenant que le choix original de McEliece d'utiliser des codes de Goppa semble toujours résister aux attaques, et est à la base de la soumission Classic McEliece au NIST.

Dans cette thèse cependant, on s'intéresse à une autre approche, dûe à Alekhnovich [Ale03], qui est beaucoup plus proche de la cryptographie à base de réseaux euclidiens. L'idée est qu'en réalité un mot de code bruité $\mathbf{m G}+\mathbf{e}$ d'un code spécifié par une matrice aléatoire $\mathbf{G}$ est très proche d'un vecteur aléatoire, même lorsque $\mathbf{G}$ est connu. Plus précisément, on peut montrer que s'il existe un algorithme $\mathscr{A}$ capable de résoudre la variante décisionnelle du problème de décodage, c'est-à-dire capable de distinguer entre un couple de la forme ( $\mathbf{G}, \mathbf{m G}+\mathbf{e}$ ) et un couple $\left(\mathbf{G}, \mathbf{y}^{\text {unif }}\right)$ totalement aléatoire, alors on peut transformer $\mathscr{A}$ en un véritable décodeur pour le code de matrice génératrice $\mathbf{G}$. En d'autres termes, on dit que la distribution des couples ( $\mathbf{G}, \mathbf{m} \mathbf{G}+\mathbf{e}$ ) est pseudoaléatoire. Un tel résultat est appelé une réduction de recherche à décision.

## Structure algébrique supplémentaire

En général, les systèmes cryptographiques dont la sécurité repose sur le problème de décodages de codes aléatoires ont des tailles de clés relativement grosses, pouvant atteindre plusieurs Mo. Afin de réduire cette taille, il a été proposé de considérer des matrices ayant une structure

[^3]algébrique supplémentaire. Par exemple, on peut considérer des matrices formées de sous-matrices circulantes, c'est-à-dire telles que chaque ligne est une rotation circulaire de la première. Un code possédant une telle matrice génératrice (ou de parité) est appelé code quasi-cyclique. Il se trouve qu'aujourd'hui on ne sait toujours pas se servir de cette structure additionnelle pour améliorer les algorithmes de décodages de façon significative. Dès lors, on considère en général que le problème de recherche reste difficile même avec des codes quasi-cycliques. En revanche, pour le problème de décision la question est beaucoup moins claire. On part aussi du principe que cette variante décisionelle est difficile, mais aucune réduction de recherche à décision n'est connue dans le cas des codes structurés. C'est d'autant plus préoccupant que deux des trois derniers cryptosystèmes considérés par le NIST pour standardisation (BIKE et HQC) reposent sur ces versions structurés.

En revanche, la situation est très différente dans le monde de la cryptographie à base de réseaux euclidiens structurés, qui apparaît alors très en avance par rapport aux codes. En effet, depuis l'article fondateur [LPR10] qui a formellement introduit le problème Ring-LWE, et prouvé une réduction de recherche à décision, de nombreuses réductions ont été trouvées dans le cas des réseaux structurés. C'est d'ailleurs probablement ce manque de réductions qui a été un très gros frein à l'adoption de la cryptographie à base de codes. Ce fait a été en particulier mentionné par le NIST dans leurs différents rapports sur le precessus de standardisation [AAAC+20;AACD+22].

## Calcul sécurisé

Le chiffrement simple n'est aujourd'hui plus suffisant pour garantir le respect de notre vie privée. En effet, les entreprises proposant des services web vont aussi réaliser des calculs dessus, par exemple pour suggérer des nouveaux produits en fonction de notre habitude de consommation, et bien souvent ces calculs vont être délégués à des services tiers que nous ne connaissons pas et en qui on ne peut avoir confiance. C'est pourquoi il faut aussi développer des primitives plus avancées pour nous protéger dans cet usage moderne d'Internet, et ainsi réaliser ce qu'on appelle du calcul sécurisé. Par ailleurs, il faut que ce calcul sécurisé puisse se faire de manière transparente pour les utilisateurs, ce qui implique une recherche de l'efficacité. Plus personne n'a envie d'attendre plusieurs minutes pour charger une page web ou une application. Comme on dit souvent en cryptographie, «si la cryptographie fonctionne, personne ne doit s'en rendre compte ».

Dans la dernière partie de cette thèse, je me suis intéressé à une forme particulière de calcul sécurisé appelé calcul multiparti (souvent abbrégé en MPC), qui permet à un groupe d'utilisateurs (par exemple un client, des serveurs et des services tiers) de réaliser en commun un calcul, ou une fonctionnalité, sur des données privées, en ne révélant rien d'autre que le résultat. Le calcul multiparti sécurisé a été imaginé dès les années 1980. Cependant, les protocoles proposés nécessitent en général que les participants communiquent énormément de données lors de leur exécution. Afin de les rendre pratique, il est nécessaire de limiter ce coût de communication : plus personne n'a envie de devoir attendre plusieurs minutes pour charger une application sur son téléphone mobile. Un élément de réponse est donnée par une observation due à Beaver [Bea91; Bea95] qui montre comment construire des protocoles extrêmement efficaces, dès lors que les $m$ participants ont accès à une source de confiance produisant une suite de $m$-uplets ( $r_{1}, \ldots, r_{m}$ ) aléatoires et indépendants, tel que chaque $m$-uplet est soumis à une certaine corrélation $C\left(r_{1}, \ldots, r_{m}\right)$. Les protocoles modernes de MPC utilisant ce paradigme connu sous le nom de «MPC avec précalcul », sont alors divisés en deux phases : une première phase indépendante des entrées de la fonction à calculer qui sert à générer cet aléa corrélé, et une seconde phase «en ligne » où l'aléa corrélé est consommé pour limiter les échanges entre les parties. Cette seconde phase est par ailleurs sûre au sens de la théorie de l'information. En contrepartie, la quantité d'aléa corrélé est
importante, et se chiffre en millions, voire milliards, de tels m-uplets.
Depuis leur introduction récente dans [BCGI18; BCGI+19], les générateurs de pseudo-aléa corrélé (PCG pour Pseudorandom Correlation Generators) sont vus comme la solution la plus efficace pour cette phase de mise en place. Plus précisément, un PCG va permettre de distribuer une version compressée de cet aléas corrélé à tous les participants, qui sera ensuite décompressée localement sans communication supplémentaire entre les participants. On parle alors de «précalcul silencieux ». Les deux constructions mentionnées ci-dessus reposent sur la difficulté du problème de décodage, mais ne permet de ne générer de l'aléa corrélé que pour deux participants uniquement $(m=2)$ : elles ne possèdent pas la propriété supplémentaire dite de «programmabilité ». Afin de construire des PCG programmables, il a été important de se tourner vers des versions structurées du problème de décodage. En particulier, [BCGI+20b] propose d'utiliser des codes quasi-cycliques particuliers. Cependant, cette version n'est en réalité pas standard, et souffre d'une étude théorique pour supporter l'analyse de sa difficulté. Plus important encore, elle ne permet de construire de l'aléa corrélé que sur des corps suffisamment gros. En particulier, [BCGI+20b] propose d'utiliser des corps $\mathbb{F}_{p}$ où $p$ est un nombre premier de 128 bits, ce qui ne permet de faire du MPC que dans de tels corps.

## Contributions de cette thèse

Cette thèse est organisée autour de trois parties.

## Partie I : Codes $\mathbb{F}_{q^{m}}$-linéaires munis de la métrique rang

Dans cette partie formée des chapitres 2 et 3 , je me suis intéressé à la cryptographie en métrique rang, et plus précisément utilisant des codes linéaires sur une certaine extension $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Du fait de la cyclicité de cette extension (c'est-à-dire qu'elle est Galoisienne, de groupe de Galois cyclique), les codes $\mathbb{F}_{q^{m}}$-linéaires ont une nature assez proche des codes quasi-cycliques, mais la géométrie de l'espace ambiant est très différente. Plus précisément, on munit l'espace ambiant $\mathbb{F}_{q^{m}}^{n}$ d'une métrique définie par le rang : le choix d'une base de l'extension permet de voir chaque vecteur comme une matrice à $m$ lignes et $n$ colonnes à coefficients dans $\mathbb{F}_{q}$ (en étendant chaque coefficient dans la base), et on définit le poids d'un vecteur comme le rang de cette matrice. Cette métrique fournit des cryptosystèmes avec des très bons paramètres, mais ses fondations sont encore assez mal comprises. Dès lors, la sécurité des cryptosystèmes est surtout assurée via la cryptanalyse, c'est-à-dire en développant des attaques. En particulier, dans le chapitre 3 , je donne une attaque extrêmement efficace contre deux cryptosystèmes en métrique rang (LIGA [RPW21], et RAMESSES [LLP20]), accompagnée d'une implémentation en SageMath [Ste+23], démontrant son utilisation pratique. Cette attaque repose sur une variante dite «à droite» de l'algorithme de décodage de codes de Gabidulin, qui sont les analogues en métrique rang des codes de Reed-Solomon. Cet algorithme, est présenté dans le chapitre 2.
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## Partie II : Fondements de la cryptographie à base de codes structurés

Cette partie formée des chapitres 4 et 5 représente le cœur de cette thèse, en particulier le chapitre 4 . En partant de l'observation que la cryptographie à base de réseaux est assez proche de celle à base de codes, il peut sembler surprenant que l'herbe semble plus verte, du point de vue des réductions (de recherche à décision) dans le monde des réseaux structurés.

Il se trouve que dans le cas des réseaux structurés, c'est une très forte connexion avec la théorie algébrique des nombres qui a offert un cadre formidable pour faire des preuves ([SSTX09; LPR10; LS15; PRS17; RSW18; BJRW20a; PS21b] pour ne citer que quelques références). Plus précisément, que ce soit dans le cas des codes ou des réseaux, la version structurée du problème de décodage admet une reformulation en terme de polynômes. En effet, en considérant un vecteur de longueur $n$ comme les coefficients d'un polynôme de degré au plus $n-1$, et en représentant une matrice circulante (c'est-à-dire dont toutes les lignes sont des décalages cycliques de la première) par le polynôme représentant sa première ligne, il est très facile de voir que le produit d'une matrice circulante par un vecteur s'identifie naturellement au produit des polynômes correspondants, le tout pris modulo $X^{n}-1$. En d'autres termes, on peut reformuler le problème de décodage en travaillant dans l'anneau $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. Notons que dans le cas de la cryptographie à base de réseaux euclidiens, on considère plutôt des polynômes à coefficients dans le corps premier $\mathbb{F}_{p} \stackrel{\text { def }}{=} \mathbb{Z} / p \mathbb{Z}$, modulo $\left(X^{n}+1\right)$ où $n$ est une puissance de 2 . Or, cet anneau s'identifie naturellement à la réduction modulo $p$ (qu'on appelle aussi le «modulus ») de l'anneau $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{Z}[X] /\left(X^{n}+1\right)$, qui est un anneau extrêmement important en théorie des nombres, qu'on appelle anneau des entiers algébriques d'un corps cyclotomique. Plus précisément, lorsque $n$ est une puissance de 2 , le corps $\mathbb{Q}\left(\zeta_{2 n}\right)$ obtenu en ajoutant à $\mathbb{Q}$ la racine complexe primitive $2 n$ ième de l'unité $\zeta_{2 n} \stackrel{\text { def }}{=} e^{\frac{i \pi}{n}}$ est appelé corps cyclotomique, et est égal à l'anneau de polynômes $\mathbb{Q}[X] /\left(X^{n}+1\right)$. L'anneau des entiers algébriques $\mathcal{R}$, est alors le plus gros sous anneau qui joue le même rôle que $\mathbb{Z}$ dans $\mathbb{Q}$; on parle de clôture intégrale, et il possède la propriété très importante d'être ce qu'on appelle un anneau de Dedekind ${ }^{[\text {viii] }}$. Le problème sous-jacent à la cryptographie à base de réseaux euclidiens structurés se ramène alors à des problèmes algorithmiques dans des idéaux de (ou plus généralement des modules sur) $\mathcal{R}$, dont l'algorithmique est bien comprise. Par ailleurs, cette vision permet d'exploiter des symétries qui sont héritées de la structure dite «galoisienne» des corps cyclotomiques, et c'est précisément cette symétrie qui fait fonctionner les preuves.

En d'autres termes, cette vision permet de prendre de la hauteur. D'ailleurs, cette prise de hauteur est aussi à prendre dans le sens littéral. En effet, mathématiquement, dans un anneau commutatif, la hauteur d'un idéal premier $\mathfrak{p}$ est définie comme le nombre $h$ (ou $\infty$ si un tel nombre n'existe pas) tel qu'il existe une chaîne d'idéaux premiers différents, de la forme

$$
\mathfrak{p}_{0} \subsetneq \mathfrak{p}_{1} \subsetneq \cdots \subsetneq \mathfrak{p}_{h}=\mathfrak{p}
$$

On définit alors la dimension de Krull d'un anneau commutatif comme la hauteur maximale d'un idéal premier. Or, un anneau de Dedekind est précisément de dimension 1 (lorsqu'il n'est pas un corps), alors que l'anneau $\mathbb{F}_{p}[X] /\left(X^{n}+1\right)$ est de dimension 0 . Autrement dit, on a littéralement augmenté la hauteur.

Dans le chapitre 4, nous proposons une vision similaire, mais adapté au cas des codes correcteurs d'erreurs. Plus précisément, les corps de nombres ne sont pas les seuls corps intéressant

[^4]ayant les propriétés mentionnées ci-dessus. En effet, ils forment une facette de ce qu'on appelle les corps globaux. L'autre partie étant constituée des corps de fonctions, en caractéristique positive, c'est-à-dire des extensions algébriques du corps des fractions rationnelles $\mathbb{F}_{q}(T)$. Or, il existe une analogie très profonde entre ces deux mondes : le rôle joué par $\mathbb{Z}$ est alors rempli par l'anneau des polynômes $\mathbb{F}_{q}[T]$, qui sont tous les deux des anneaux euclidiens, dont les quotients par n'importe quel idéal sont finis, et les corps de fonctions ont des propriétés similaires aux corps de nombres. Ce langage permet alors de réinterpréter (et généraliser) le décodage de codes structurés en un nouveau problème que nous avons appelé FF-DP (Function Field Decoding Problem). Cependant, il reste encore à instancier ce nouveau problème avec des corps de fonctions ayant les bonnes propriétés. Je propose alors de regarder la théorie des modules de Carlitz, fournissant le bon analogue des corps cyclotomiques dans le monde des corps de fonctions ([Hay74]). Ceci permet alors de retrouver la symétrie qui manquait jusque là et de donner la première réduction de recherche à décision pour les codes quasi-cycliques.

Cependant, cette approche a aussi des limitations, qui étaient déjà présentes dans le cas des réseaux euclidiens. Dans le but de résoudre ce problème, nous nous tournons dans le chapitre 5 vers la technique OHCP (Oracle with Hidden Center Problem) introduite dans [PRS17], et qui est maintenant la manière moderne de faire des réductions en réseaux. Nous revisitons cette technique dans le monde des codes pour donner la première réduction de recherche à décision de type «pire cas - cas moyen». Malheureusement, cette réduction échoue dans le cas des codes structurés, même si tout espoir n'est pas perdu.
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## Partie III : Applications au Calcul Multiparti Sécurisé

La dernière partie de cette thèse est dédiée aux applications récentes des codes (structurés) au calcul multiparti.

Le chapitre 6 donne une courte introduction au calcul multiparti sécurisé, et définit les notions qui seront nécessaires pour la lecture du chapitre suivant.

Enfin, le chapitre 7 renforce l'analyse du Générateur de Pseudo-aléa Corrélé (PCG) construit dans $[B C G I+20 b]$, et qui utilise des codes quasi-cycliques. De plus, je propose une généralisation en utilisant des codes plus généraux appelés codes quasi-abéliens. C'est d'ailleurs la première fois que de tels codes sont utilisés en cryptographie. Plus précisément, les codes quasi-cycliques sont des codes laissés stables par l'action d'un groupe cyclique, et le problème de leur décodage admet une reformulation en terme de polynômes univariés, la version quasi-abelienne revient à considérer des anneaux de polynômes multivariés de la forme $\mathbb{F}_{q}\left[X_{1}, \ldots, X_{t}\right] /\left(X_{i}^{n_{i}}-1\right)$. Plus formellement, les codes quasi-abéliens sont stabilisés par des groupes abéliens plus généraux, et l'anneau de polynômes multivariés est en réalité une algèbre de groupe $\mathbb{F}_{q}[G]$. On peut alors montrer que cette généralité admet les mêmes propriétés de difficulté que le problème plus classique avec les
codes quasi-cycliques. Par ailleurs, un choix d'instanciation particulier permet d'obtenir un PCG efficace sur n'importe quel corps fini $\mathbb{F}_{q}$, avec $q \geqslant 3$. Cette construction est d'ailleurs en quelques sortes «complète», puisqu'on peut prouver qu'il n'existe pas d'algèbre de groupe $\mathbb{F}_{2}[G]$ avec les bonnes propriétés.

Enfin je termine ce chapitre par des pistes de recherche afin de dépasser cette limitation, et ce à l'aide de la théorie des modules de Carlitz.
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## Introduction

Remote communications are taking more and more importance in our everyday lives: from accessing our bank accounts and health data, communicating with family, friends and co-workers, to even managing alarm systems and other smart devices at home. As such, increasingly more sensitive data circulate over the Internet. In this context it is extremely important to guarantee that our communications remain private, this is the role of encryption schemes, and it is even more important to ensure that we are talking to the correct party, this is the role of digital signatures and authentication protocols.

## Post-Quantum Cryptography

Modern cryptography aims, among other things, to tackle those two questions and offer strong security guarantees. The starting point is probably the work of Shannon on the theory of information and communications [Sha48; Sha49]. In particular, he proved that the concept of one-time pad, where a message is masked by a random string of the same length, is unconditionally secure (or perfectly secure) in the sense that it is completely indistinguishable from another message of the same length, hidden by another random mask. Even though this paradigm had been widely used for decades, Shannon was the first to actually prove the security. Conversely, he also proved that one-time pads are essentially the only possible constructions to achieve perfect secrecy. However, this approach has obvious limitations:
(i) it is not practical for long messages,
(ii) distributing the mask to all the parties engaging in the protocol remains an open problem.

Fortunately, perfect secrecy is not really needed for cryptographic purposes, and Shannon proposed instead to base the security on computationally hard problems, so that decrypting a ciphertext without the knowledge of some secret would be impossible with reasonable resources (time and/or memory).

In this context, Diffie and Hellman [DH76] imagined a solution to this second limitation almost three decades later, by introducing the first key distribution protocol, showing that two parties could agree on a secret by communicating over a public channel. Their solution relies on the hardness of the problem now known as the Computational Diffie-Hellman problem (CDH), which can be formulated as follows: given a public cyclic group $G \stackrel{\text { def }}{=}\langle g\rangle$, as well as two uniformly random elements $g^{a}, g^{b} \in G$, the goal is to compute $g^{a b}$. For many choices of group $G$, this problem is widely believed to be hard in practice, ${ }^{[\mathrm{ixx}]}$ and the Diffie-Hellman protocol is nowadays a very important component of Internet telecommunications. Furthermore, they also paved the

[^5]way to what is now known as public-key cryptography. ${ }^{[\mathrm{x}]}$ In this setting, the encryption key is different from the decryption key. In particular, it can be made public, while the decryption key should remain secret. ${ }^{[x i]}$ The first public key cryptosystem is due to Rivest, Shamir and Adleman in 1978 [RSA78], and is based on the hardness of integer factorisation: given an integer $N$ which is the product of two primes $p$ and $q$, the goal is to recover $p$ and $q$. When $p$ and $q$ are large and carefully chosen to avoid so-called weak primes, this problem is believed to be hard in general, and RSA cryptosystem is still widely used today.

However, a new computing paradigm shook the cryptographic world in the 1990s, following the breakthrough algorithm by Shor [Sho94]. Indeed, the aforementioned two problems on top of which most of the cryptography is built can actually be seen as instantiations of the so-called Hidden Abelian Subgroup problem, which can be efficiently solved using quantum computers [Sho94; Joz01]. If building one with a large enough computing power is still an open question, it is far less unbelievable than it was only a decade ago due to recent advances. Moreover, some applications need long term secrecy and are vulnerable to a "store-now, decrypt-later" kind of attack. It is even more important to think about future-proof solutions now, that deploying a new technology on a large scale is very complicated and takes much time. ${ }^{[x i i]}$ In this context, NIST, the American institute for standards and technology, launched calls in 2017 and 2023 for standardising quantum-safe cryptographic primitives. Currently, the most promising solutions for encryption schemes belong to two categories: lattice-based and code-based cryptosystems. ${ }^{[x i i]}$ In particular, in July 2022 NIST announced that one lattice-based encryption (Kyber [ABDK+21]) and two signatures (Falcon [FHKL+20] and Dilithium [LDKL+20]) will be standardised. ${ }^{[x i v]}$ Furthermore, the next standard that should be announced in a few months will be based on error-correcting codes, which are the main topic of this manuscript: the only candidates remaining in the fourth round of NIST competition are BIKE [AABB+22a], HQC [AABB+22b] and Classic McEliece [ABCC+22]. As we will see all along this manuscript, lattice-based and code-based cryptosystems share many properties, therefore it is not really surprising that either both or none of them would be standardised. It has to be noted that other general families of computationally hard problems have been considered in the literature, namely solving systems of multivariate polynomial equations over a finite field, and finding special maps, known as isogenies, between elliptic curves. However, even though currently no quantum algorithms are known to efficiently solve those two problems, all the cryptosystems proposed to standardisation have actually been broken classically [Beu22; CD23; MMPP+23; Rob23]. In particular, those cryptosystems did not benefit from reductions to solving those hard problems, and were actually found to be weaker.

## Error-based Cryptography

The main idea behind code-based and lattice-based cryptography is that solving a linear system of equations over a finite field is easy, while it becomes completely intractable when we add some non-linear constraint. Their difference basically lies on the type of the constraint. In this manuscript we will mostly focus on cryptography based on error-correcting codes, but we will get inspired by the world of lattices.

[^6]A (linear) error-correcting code $\mathscr{C}$ of dimension $k$ and length $n$ over a finite field $\mathbb{F}_{q}$ is a $k$-dimensional subspace of $\mathbb{F}_{q}^{n}$. Usually, it is specified by a basis represented as a matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ referred to as a generator matrix, or as the kernel of a matrix $\mathbf{H} \in \mathbb{F}_{q}^{(n-k) \times n}$ called a parity-check matrix. They were first introduced as a mean to actually remove errors in digital telecommunications, hence their name. More precisely, a message $\mathbf{m}$ to be transmitted is first encoded into a codeword $\mathbf{c} \stackrel{\text { def }}{=} \mathbf{m G} \in \mathscr{C}$, and the receiver gets a noisy vector $\mathbf{y} \stackrel{\text { def }}{=} \mathbf{c}+\mathbf{e}$ where $\mathbf{e}$ is hopefully small enough to be removed, where the size is quantified by some metric on $\mathbb{F}_{q}^{n}$ (e.g. Euclidean, Hamming, Lee, or rank metrics). However, it was noticed as early as in the work of Shannon [Sha48; Sha49] that in general this problem, known as Decoding, is very hard, both in the worst-case where it has been shown to be NP-complete [BMT78] (when the error is characterised by the Hamming metric, which will be assumed in the sequel unless otherwise specified), but also on average: after more than 70 years of research, the best decoding algorithms for generic codes (i.e. when the generator or parity-check matrix is picked uniformly at random) have a complexity exponential in the weight of the error (i.e. the distance between the received message and the actual codeword). It is striking to notice that, even today, no quantum algorithm is known to significantly improve on classical decoding algorithms. Nevertheless, since the main objective of error-correcting codes is to actually perform this decoding, much research in coding theory has been dedicated to building codes with an additional structure allowing efficient decoding algorithms. They basically fit into two classes: codes arising from the evaluation of algebraic functions such as Reed-Solomon [RS60] and Goppa codes [Gop70], and codes endowed with unusually sparse parity-check matrices such as LDPC [Gal63] and MDPC [MTSB13].

In this context, McEliece proposed in 1978 to use such codes to build a public-key encryption scheme. The idea is the following: starting from a code $\mathscr{C}$ endowed with an efficient decoding algorithm $\mathcal{D}$, the public-key consists of a random basis of $\mathscr{C}$ while the secret key is $\mathcal{D}$. Now, encrypting a message $\mathbf{m}$ consists in encoding it into $\mathscr{C}(\mathbf{m}) \in \mathscr{C}$ using this public random basis, before introducing a random error $\mathbf{e}$ : a ciphertext is therefore of the form $\mathscr{C}(\mathbf{m})+\mathbf{e}$; and the decryption process simply consists in applying the decoding algorithm $\mathcal{D}$ to recover $\mathbf{m}$. The hope is that the public basis should be random enough so that recovering the secret decoding algorithm $\mathcal{D}$ be intractable; and the only approach to break it is to use generic decoding algorithms for random codes. In particular, the choice of the underlying code $\mathscr{C}$ is really important. In his original proposal [McE78], McEliece suggested to use the aforementioned Goppa codes, and although the parameters had to be updated to take into account the tremendous amount of research in generic decoding algorithms, it has to be noted that the general approach of McEliece with Goppa codes has still not been broken, even with the help of quantum computers, which makes it the oldest public-key encryption scheme still unbroken (either classically or quantumly). In particular, this is the approach at the core of NIST submission Classic McEliece [ABCC+22].

However, this cryptosystem suffers from a major drawback which explains why it did not receive the attention it deserved back then: the public keys are large random matrices, and therefore need a lot of storage. More precisely, for Goppa codes which allow to decode at a large distance $\theta(n / \log (n))$, and therefore inducing attacks with complexity of the form $O\left(2^{c \cdot n / \log (n)}\right)$, the size of the public key is quadratic in the security level $\lambda .{ }^{[x v]}$ For a reasonable security, this induces keys of several hundreds of kB , or even several MB , ${ }^{[x v i]}$ which did not even fit in RAM when it was proposed. For MDPC codes, the situation is even worse, since the decoders only allow to decode up to $\theta(\sqrt{n})$ errors, which induces public keys of the prohibitive size $\Omega\left(\lambda^{4}\right)$.

In order to cope with this limitation, it was proposed to introduce more structure on the

[^7]underlying code. For example, using codes being able to decode even further than Goppa codes, such as Reed-Solomon codes. Unfortunately, every other choice have led to devastating attacks (e.g. [SS92; CGGO+13]). Another possibility is to introduce another type of structure, which does not help for decoding, but allows to somehow compress the public key: using some codes endowed with a large group of automorphisms, it is possible to publish only one row of the public basis to deduce it completely. In particular, using MDPC codes endowed with a so-called quasi-cyclic structure, where the generator matrix (or parity-check matrix) is formed by multiple random circulant matrices, allows to give public keys of only several kB [Gab05]. Additionally, this new algebraic structure allows to give more efficient encoding algorithms, yielding a more efficient encryption process. This led to BIKE proposal [AABB+22a] in the NIST competition.

Nevertheless, the question of assessing the actual security of those cryptosystems remains open: this is the role of security reductions, and cryptanalysis. In the McEliece situation, especially when instantiated with Goppa codes, cryptanalysis, or more precisely the lack thereof after nearly 50 years of research, gives a good confidence in the scheme. However, it has to be noted that the security of this cryptosystem not only relies on the hardness of decoding random linear codes, but also on the assumed hardness of distinguishing the public code from an actual random code, which could then be turned into an attack. In particular, most of the instantiations of McEliece have been broken using this path. If in the case of Goppa codes we are still very far away from actually achieving this goal, recent progress has been made in that direction [MT22; BMT23; CMT23], and more research needs to be done.

Still, code-based cryptography should not be limited to cryptosystems in the spirit of McEliece. Indeed, an important line of work initiated by Alekhnovich [Ale03] proposed to build cryptosystems without a decoding trapdoor. More precisely, starting from a code $\mathscr{C} \subset \mathbb{F}_{2}^{n}$ specified by a uniformly random generator matrix $\mathbf{G}$ which forms the public key, encrypting one bit $\beta \in\{0,1\}$ consists in sending either a uniformly random vector $\mathbf{u} \in \mathbb{F}_{2}^{n}$; or a noisy codeword $\mathbf{m G}+\mathbf{e}$ where $\mathbf{m}$ is a random element of $\mathbb{F}_{2}^{k}$. The decryption process now consists in distinguishing between those two situations given the sole knowledge of the public matrix $\mathbf{G}$, i.e. in other words solving a decisional version of the Decoding Problem. A similar approach has been used by Regev [Reg05] to define the Learning With Errors (LWE) cryptosystem, and the eponym problem, which are at the core of lattice-based cryptography. More precisely, in $L W E^{[x v i i]}$ the adversary is given $(\mathbf{A}, \mathbf{y})$ where $\mathbf{A} \in(\mathbb{Z} / p \mathbb{Z})^{k \times n}$ is uniformly random, with $p$ a prime number, and some vector $\mathbf{y} \in(\mathbb{Z} / p \mathbb{Z})^{n}$; and is asked to determine whether $\mathbf{y}$ is uniformly random, or is of the form $\mathbf{s} \mathbf{A}+\mathbf{e}$ where $\boldsymbol{s} \in(\mathbb{Z} / p \mathbb{Z})^{k}$ is a secret and $\mathbf{e}$ has entries chosen independently from some discretised normal distribution. Regev proved that breaking LWE is harder than computational problems based on Euclidean lattices. This has led to a very rich and fruitful line of work in the last two decades.

Our brief description of the Alekhnovich cryptosystem is not complete. In particular, we did not specify how this secret distinguisher is actually built. This will be more precisely described in Section 1.2.4. This variant of the Decoding Problem should be reminiscent of the decisional version of Diffie-Hellman problem (usually referred to as DDH) used in some encryption schemes such as El Gamal, where instead of computing the element $g^{a b}$, the adversary is given an additional element $g^{c}$ and they must tell whether it actually is $g^{a b}$ or a uniformly random element of the group. Of course, solving the computational problem yields a solution to the decisional version, which proves that the former is harder, but there is no information in the other way around. And indeed it is known that for some groups DDH is actually strictly easier than CDH [JN03]. However, the situation is completely different in the code-based setting, where a

[^8]search-to-decision reduction for the Decoding Problem was given by Fischer and Stern [FS96], proving that both the decisional and computational versions are equivalent in the sense that an algorithm solving one problem can be turned in polynomial time into an algorithm solving the other one. In particular, Alekhnovich-like encryption schemes are provably secure under the wellestablished assumption that decoding a random linear code is hard. However, as for McEliece-like cryptosystems, encryption schemes relying on this Decisional Decoding Problem have huge public keys. For them to be practical, it is therefore necessary to, once again, introduce structured codes. Since in this situation we do not care about decoding algorithms, it is natural to make use of random quasi-cyclic codes. This approach has led to the HQC submission [AABB+22b] to NIST competition.

Impact on the security. Nevertheless, using quasi-cyclic codes might hinder the security. If from the cryptanalytic side, no algorithm is known to exploit it in order to significantly improve on the generic decoders, those new cyptosystems now come without security proofs. More precisely, the reduction from Fischer and Stern does not extend to structured variants of the Decoding Problem.

The research described in this manuscript is motivated by this state of affairs. Indeed, LWEbased cryptosystems suffer from similar drawbacks as Alekhnovich-like cryptosystems, and in the context of lattice-based cryptography as well, many algebraically structured variants such as Polynomial-LWE [SSTX09], Ring-LWE [LPR10] and Module-LWE [LS15] have been considered in the literature. The main difference being that they also come with their search-to-decision reductions, making use of algebraic number theory, and various tools such as the Oracle with Hidden Center Problem (OHCP) [PRS17] which is now considered to be the modern tool for deriving reductions in the lattice-based setting. In particular, in Part II we get inspired by this tremendous literature regarding structured lattice-based cryptography to derive a search-to-decision reduction for structured codes, making use of the famous number field-function field analogy well known in algebraic number theory. This is the main topic of Chapter 4. We also adapt the OHCP-based approach to the code-based setting and single out some theoretical obstacles. This is the main topic of Chapter 5.

Conversely, when security reductions do not exist, it is tempting to try and break those cryptosystems. This is the role of cryptanalysis. In particular, in Chapter 3 we propose attacks on some cryptosystems, in the rank metric, which do not have reductions to well-established hard problems. In particular, this shows how important it is to have cryptosystems which do benefit from such reductions.

## Advanced Cryptography

There is more in post-quantum cryptography than this supposed quantum security. In fact, encryption and authentication are nowadays not the only objectives of modern cryptography. An important goal which is gaining more and more popularity recently is the ability to compute a function over some data without giving plain access to it. The ultimate goal would be to delegate the computation as much as possible to a remote server, but without revealing any secret information. The applications are endless: be it for computing statistics over health data, storing a sensitive database in the cloud, but still being able to make queries over it... This goal has recently been achieved with the introduction by Gentry of the first Fully Homomorphic Encryption (FHE) scheme [Gen09], which allows a third-party to evaluate any function on encrypted data, to get the encryption of the result. It turns out that Gentry's construction involves structured lattice-based cryptography, but it was not really practical. Since then, the popularity of
such advanced primitives has increased every year, using more and more algebraically structured lattices to improve the efficiency.

Another important objective is the so-called Multiparty Computation (MPC) where several clients which do not trust each other want to jointly compute a function on their private inputs. For example, when only a small part of our data needs to remain private, we might want to only keep these secret data, while giving away the rest to a remote server. An alternative application could be to allow different parties to cooperate on a common goal, without revealing their initial information. In general, the main bottleneck in secure MPC protocols is the tremendous cost of the communication, and in particular using some FHE might not be the best approach. It turns out that there is a way to overcome this issue by pushing most of the communication in a preprocessing phase, before involving the actual private data. In this computation model, the parties can benefit from sharing long list of random elements having a useful correlation, such as so-called Oblivious Transfers or their generalisation to larger fields: Oblivious Linear Evaluations. However, we merely changed the issue, reducing the problem to generating these long lists of correlated random elements, whose cost might still be prohibitive.

Nevertheless, a recent paradigm put forth by Boyle et al [BCGI18; BCGI+19] changed this state of affairs with the introduction of a new tool called Pseudorandom Correlation Generators (PCG), allowing to efficiently generate those correlated random strings with only a small amount of communication, followed by local computations by each of the parties. In other words, after the initial small communication, the parties remain silent. It turns out that those constructions rely on error-correcting codes, and more precisely on the hardness of the decisional version of the Decoding Problem. However, this tool was initially tailored to specifically target the 2party computation, where only two parties are involved. In order to generalise the construction to more parties, an additional property called the programmability is needed, and the state-of-the-art construction which can be found in [BCGI+20b] makes use of quasi-cyclic codes. Nevertheless, this construction has two limitations: first, it necessitates to work over large fields, and in particular only allows secure computation of data which can be encoded into those fields; and second the security was not fully understood.

With the work presented in Chapter 4, we are able to give a stronger theoretical foundation to this construction. Moreover, in Chapter 7 we extend the construction by introducing more general algebraically structured codes, namely quasi-abelian codes, to provide a construction of a programmable PCG for the so-called OLE correlation (Oblivious Linear Evaluation) which works over any finite field $\mathbb{F}_{q}$ with $q>3$. Chapter 6 , for its part, is dedicated to a more detailed presentation of secure multiparty computation, in particular in the aforementioned preprocessing model.
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## Organisation of the manuscript

This thesis is organised into three general parts. We give a more detailed introduction to the related topics in the beginning of each chapter.

Part I: $\mathbb{F}_{q^{m}}$-linear codes endowed with the rank metric. [BC21; BC22] The major part of codebased cryptography, especially considering structured codes, focuses on codes endowed with the Hamming metric, and this work is no exception. Yet, other algebraically structured codes have been considered in the literature. In this part consisting in Chapters 2 and 3, we introduce some codes whose algebraic structure comes from an extension field $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Due to the cyclicity of this extension, they are quite similar in nature to quasi-cyclic codes considered in "traditional" codebased cryptography, but have also their specificities since the metric structure on the ambient space is different: those codes are endowed with the so-called rank metric. Little is known regarding the theoretical foundations of rank-metric-based cryptography, and the security of those schemes is mainly assessed through cryptanalysis regarding known attacks. In particular, in Chapter 3 we give a full practical message recovery attack against two encryption schemes based on the rank metric, which were proposed recently, namely RAMESSES [LLP20] and LIGA [RPW21]. This part is mostly independent from the rest of the manuscript, and only minor references to the rank-metric are made in subsequent chapters.

Part II: Foundations. [BCD22; BCD23] This part consisting in Chapters 4 and 5 forms the main core of this manuscript, especially Chapter 4. We start from the observation that in cryptography based on structured codes, little is known regarding the theoretical foundations, especially regarding the decisional versions of the problems on top of which rests the security of many cryptosystems, while the grass looks greener in the world of structured lattice-based cryptography. It is therefore natural to ask why it is so, and how we can cope with this state of affairs. It turns out that lattice-based cryptography has been using techniques from algebraic number theory in order to give a better perspective on the objects at stake. There is an idiom in French reading "Prendre de la hauteur" which means "getting a new perspective on something" and literally translates to "increasing the height". This perfectly captures the situation happening
in lattice-based cryptography. Indeed, starting from a finite world where all the actual objects lie, namely the vector space $\mathbb{F}_{p}^{n}=(\mathbb{Z} / p \mathbb{Z})^{n}$ for some large prime $p$; the security is assessed by working with infinite objects, namely euclidean lattices in $\mathbb{R}^{n}$, i.e. discrete subgroups of $\mathbb{R}^{n}$, the most simple one being $\mathbb{Z}^{n}$. Structured variants of LWE are built similarly to the code-based setting by considering the action of some group. The breakthrough idea in the world of latticebased cryptography is that those structured variants can be seen as arising from modules over the ring of integers $\mathcal{O}_{K}$ of some finite extension $K / \mathbb{Q}$ of degree $n$, which can then be embedded into $\mathbb{R}^{n}$. In general, $K$ is an abelian extension, and more precisely a cyclotomic extension of $\mathbb{Q}$. Here the notion of "increasing the height" is two-fold in my mind: on the one hand, we increase the dimension of the extension of $\mathbb{Q}$ instead of simply looking at a direct product; but more importantly all the rings $\mathcal{O}_{K}$ involved have one feature in common: there exist non-trivial prime ideals, and they are all maximal. In particular, for such a non-zero prime ideal $\mathfrak{p}$, the chain $0 \subsetneq \mathfrak{p}$ is a non-trivial chain of prime ideals in $\mathcal{O}_{K}$. In algebraic number theory, the number of non-zero prime ideals in this chain is called its height. In the above example, it is of height 1 . In fact, the rings $\mathcal{O}_{K}$ are examples of Dedekind domains and have so-called Krull dimension 1: all their non-trivial chains of prime ideals have height 1. On the other hand, the actual objects used to build the cryptosystems are quotients of those Dedekind domains, and all the chains of prime ideals have height 0 . In other words, we literally "increased the height" to gain more insight and make proofs. ${ }^{\text {[xviii] }}$

In Chapter 4, we try to make the same observation in the world of (structured) code-based cryptosystems, and identify good candidates in replacement of those rings $\mathcal{O}_{K}$. More precisely, we make use of a famous analogy between algebraic extensions of $\mathbb{Q}$ on the one hand, and on the other hand algebraic extensions of the field $\mathbb{F}_{q}(T)$ of rational functions with coefficients in $\mathbb{F}_{q}$. The latter are known as function fields. Moreover, we replace cyclotomic extensions by their function field counterparts, the so-called Carlitz extensions. It turns out that this analogy is richer than it looks, and allows to derive a function field analogue of the reductions designed for lattice-based cryptography. This yields the first search-to-decision reductions for structured variants of the Decoding Problem.

However, this approach for designing reductions has some inherent limitations, which already existed in the world of lattice-based cryptography. In order to address this issue, a powerful tool called the Oracle with Hidden Center Problem (OHCP) has been introduced in [PRS17], and is now the modern way of designing reductions for Euclidean lattices. In Chapter 5 we revisit this technique and apply it to the code-based setting, and identify some additional difficulties. However, this technique allows to give a new method for deriving search-to-decision reductions in code-based cryptography, and is suitable for worst-case to average-case reductions.

Part III: Secure Multiparty Computation. [BCCD23] Finally, the last part of this manuscript is dedicated to a recent application of structured codes in the world of secure computation.

In Chapter 6, we give a short, but detailed, presentation of secure multiparty computation, especially in the so-called preprocessing model, which seems to offer the most competitive MPC protocols to date.

In Chapter 7, we strengthen the analysis of the Pseudorandom Correlation Generator (PCG) construction from [BCGI $+20 \mathrm{~b}]$ which used quasi-cyclic codes, and extend it using more general structured codes known as quasi-abelian codes. It has to be noted that this is the first time such codes are used in a cryptographic context. This allows to build a PCG for the useful correlation
[xviii] In reality, this presentation rewrites history, since things have always been constructed "from above", starting from the definition of the noise used in LWE which arises from a Gaussian distribution in $\mathbb{R}^{n}$, discretised so that reduction modulo $p$ make sense. However, this presentation gives the motivation for the work presented in Chapter 4.
known as Oblivious Linear Evaluation with the additional programmable property, which works over any field $\mathbb{F}_{q}$ with $q>2$. Finally, in the end of this chapter we discuss the $q=2$ situation, and propose some research directions towards a complete solution, based again on number theory in function fields.
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## Structured Codes in Cryptography

In this chapter we give an overview of cryptography based on error-correcting codes, and especially those endowed with an algebraic structure. When talking about structured codes, we need to differentiate two notions:
(1) Codes with an additional structure which helps for decoding.
(2) Codes endowed with a large group of automorphisms, which can be represented more compactly.

In general, in this manuscript, when we consider structured codes, it will mostly be the second situation.
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### 1.1 Decoding: an Intractable Problem for Cryptography

### 1.1.1 Introduction to Code-Based Cryptography

It is very frustrating when one is on the phone, but the quality of the call is so low that the receiver is unable to distinguish an "N" from an "M", or a "B" from a "D" or a "T". This issue is particularly present when one wants to spell their name or a word whose meaning cannot be deduced from the semantic of the sentence, e.g. a flight number or a ham radio call-sign. In this situation, most people would use words acrophonic to the Roman letters, like NATO phonetic alphabet, to spell that word: "A" like Alpha, "B" like Bravo, "C" like Charlie, and so on. This process is all the more efficient that the words do not look like each other.

More precisely, if one wants to transmit a message (say, the ham call-sign F5MMX ${ }^{[\mathrm{i}]}$ ), one can encode it and transmit Foxtrot Five Mike Mike X-ray across the communication channel (say over the radio). This adds redundancy to the message: All the meaningful information is carried by the first letter of each word. On the receiver side, the message might be interpreted differently due to the noise in the communication, e.g. Fox-trap Hive Bike Mike X-ray. However, the receiver knows that the words Fox-trap, Hive or Bike are not valid encodings, and therefore they can detect that some errors happened during the transmission. A first solution might consist in asking that the message be resent, hoping that the noise alters the message differently, but this is not efficient. Instead, here it is enough to notice that the noise did not affect the message too much, and the receiver can directly correct the error by looking at the words in NATO alphabet that are the closest to the received ones. The message is here easily corrected and the receiver can deduce that they are indeed talking to F5MMX.

If the noise level is too high, the correction might not be possible and the information could be completely lost. Intuitively, the more redundancy is added in the original message, the more error patterns can be corrected. On the other hand, the more redundancy is added, the more communication is needed to transmit the information, which can be very costly. One of the main goals in coding theory in then to design good encodings optimising this trade-off. This is formalised through the notion of (linear) codes.

A message $\mathbf{m}$ is a sequence of $k$ symbols from some (finite) alphabet $\Sigma$. In an information theoretic context, $\Sigma$ will mostly be a finite field $\mathbb{F}_{q}$, and therefore $\mathbf{m}$ will be represented by an element $\mathbb{F}_{q}^{k}$. The encoding process corresponds to mapping the message into a longer vector of

[^9]$\mathbb{F}_{q}^{n}$, adding $n-k$ redundancy symbols. This is done by first choosing a linear code $\mathscr{C} \subset \mathbb{F}_{q}^{n}$ of dimension $k$, represented by a generator matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$, and then computing $\mathbf{c} \stackrel{\text { def }}{=} \mathbf{m G}$. The codeword $\mathbf{c}$ is sent through the communication channel, which adds some unknown noise $\mathbf{e}$ : The receiver gets a word $\mathbf{y} \in \mathbb{F}_{q}^{n}$ of the form $\mathbf{c}+\mathbf{e}$, and the goal of the decoder is to remove the noise in order to retrieve $\mathbf{c}$, or equivalently the message $\mathbf{m}$. This concept was first formalised by Shannon in his original paper [Sha48], and is represented on Figure 1.1.


Figure 1.1: Shannon's communication channel

In general, the action of the channel on the original codeword $\mathbf{c}$ is characterised by the Hamming weight $|\mathbf{e}|$ of the error, i.e. the number of non-zero coordinates, and the goal of the decoder is usually to output a codeword $\mathbf{c} \in \mathscr{C}$ which is close (for the Hamming metric) to the received word $\mathbf{y} \stackrel{\text { def }}{=} \mathbf{c}+\mathbf{e}$, or even the closest when it is possible.
Remark 1.1. Depending on the situation, other measures of the action of the channel might be considered. For example, the so-called rank metric is particularly useful for correcting errors in network communications [SK11]. In Part I we introduce it in a cryptographic context.

Obviously, it is unthinkable to enumerate all the $q^{k}$ codewords in $\mathscr{C}$ in order to find the closest one, but even after more than 70 years of research, decoding a code in general still seems out of reach, ${ }^{[i i]}$ which makes it a very attractive problem for cryptographic purposes. Therefore, one of the main challenges in coding theory is to provide specific codes equipped with efficient decoding algorithms. There exist essentially two such families of codes:
(i) Codes derived from the evaluation of polynomials on a finite field such as Reed-Solomon codes [RS60], ${ }^{[i i i]}$ as well as their subfield subcodes, i.e. their restriction to a subfield, such as alternant and Goppa codes [MS86, Chapter 12].
(ii) Codes whose dual contain unusually sparse codewords, such as LDPC codes (Low Density Parity-Check) [Gal63], or MDPC codes (Moderate Density Parity Check) [MTSB13].
And what about cryptography? In a nutshell, a code-based cryptographer ${ }^{[i v]}$ will be interested in using such codes as a trapdoor. Let us do a simple thought experiment to give the intuition: consider a text and change at random some letters. As long as few characters are modified, the text can still be readable. On the other hand, it quickly becomes unintelligible when the number of mistakes is too high. In other words, when there are too many noisy characters, it is very hard to retrieve the original message ; the text might even look like random. Nevertheless, if one keeps a secret decoding algorithm, they can reverse the process to recover the original message.

[^10]
### 1.1.2 Decoding is Hard in the Worst-Case

Consider a code $\mathscr{C}$ and a vector $\mathbf{y} \in \mathbb{F}_{q}^{n}$. As briefly recalled above, the problem of decoding $\mathscr{C}$ corresponds to finding a codeword $\mathbf{c} \in \mathscr{C}$ and an error term $\mathbf{e} \in \mathbb{F}_{q}^{n}$ such that $\mathbf{y}=\mathbf{c}+\mathbf{e}$. Of course, formulated as it is, this problem is very easy to solve with simple linear algebra. What makes it hard is to consider additional non-linear constraints. For instance, one may ask that c be the closest codeword from $\mathbf{y}$, or we can ask that the error satisfies some weight constraint. In the sequel we will consider the latter. More formally, the decoding problem is defined as follows:

## Problem 1.2 (Decoding Problem)

Data. A code $\mathscr{C}$ given by a generator matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$, a target distance $t$, and a vector $\mathbf{y} \in \mathbb{F}_{q}^{n}$ such that $\mathbf{y}=\mathbf{m G}+\mathbf{e}$ for some $\mathbf{m} \in \mathbb{F}_{q}^{k}$ and $|\mathbf{e}|=t$.

Goal. Find e.

Note that from the knowledge of a generator matrix $\mathbf{G}$ of $\mathscr{C}$ it is easy to recover a parity-check matrix $\mathbf{H}$ (in polynomial time in $n$ ). Therefore, given a noisy codeword $\mathbf{y}=\mathbf{c}+\mathbf{e}$ with $|\mathbf{e}| \leqslant t$, one can compute its syndrome $\mathbf{s}^{\top} \stackrel{\text { def }}{=} \mathbf{H} \mathbf{y}^{\top}=\mathbf{H} \mathbf{e}^{\top}$. Conversely, from a syndrome $\mathbf{s}^{\top}=\mathbf{H} \mathbf{e}^{\top}$ and a parity-check matrix $\mathbf{H}$ of $\mathscr{C}$, it is easy to find a vector $\mathbf{y}$ such that $\mathbf{H y}^{\top}=\mathbf{s}^{\top}$ by solving a linear system. Now, $\mathbf{H}(\mathbf{y}-\mathbf{e})^{\top}=0$ and therefore there exists $\mathbf{c} \in \mathscr{C}$ such that $\mathbf{y}=\mathbf{c}+\mathbf{e}$, and $|\mathbf{e}| \leqslant t$ by hypothesis. In particular, Problem 1.2 can be equivalently reformulated in terms of parity-check matrices and syndromes. This alternative formulation is sometimes referred to as the Syndrome Decoding Problem, but the previous remark shows that both problems are strictly equivalent. Studying one problem or the other one is mostly a matter of taste.

## Problem 1.3 ((Syndrome) Decoding Problem)

Data. A code $\mathscr{C}$ given by a parity-check matrix $\mathbf{H} \in \mathbb{F}_{q}^{k \times n}$, a target distance $t$, and a vector $\mathbf{s} \in \mathbb{F}_{q}^{n-k}$ such that $\mathbf{s}^{\top}=\mathbf{H e}{ }^{\top}$ with $|\mathbf{e}|=t$.

Goal. Find e.

In 1978, Berlekamp, McEliece and van Tilborg [BMT78] proved that the Decoding Problem is NP-complete. However, one has to be careful when taking into consideration the NPcompleteness for cryptographic applications. Indeed, this is nothing more than a worst-case result: It shows that there exists at least one instance for which we do not expect a deterministic polynomial time algorithm to succeed. However, it is possible that there exist algorithms which may fail in some occasions but still manage to solve most instances. Moreover, even if one can characterise the cases for which the known algorithms fail, forcing a cryptosystem to be built only on those hard instances is usually a bad idea if they are not really generic. In particular, this can be exploited to design a new attack, as we will see in Chapter 3, which is one of the contributions of this thesis.

In other words, a cryptographer is more interested in the average-case hardness of a problem, where the input is picked at random from all the valid instances. For instance, it would be wonderful if an algorithm that can efficiently solve the problem for a large fraction of the valid inputs could be turned into an algorithm solving efficiently the same problem for any instance, i.e. in
the worst-case. Such a property is called random self-reducibility. There is a caveat though: An NP-complete problem cannot be random self-reducible, unless the polynomial hierarchy collapses [BT06]. This is another argument in favour of having a finer grain quantification of the hardness of cryptographic problems. In fact, in general, the hard problems used in cryptography are considered in a regime where they are not even believed to be NP-hard. In this situation, reducing a worst-case problem to a problem hard on average is conceivable. This topic will be further explored in Chapter 5.

Instead, in order to assess the hardness of a putative hard problem, a cryptographer relies on actual algorithms, and on the test of time. The older and the more studied a problem is, the more confidence we can have in its hardness. This is in particular the case for the Decoding Problem, which has interested many people since the middle of the 20th century: From engineers who wanted to improve telecommunications, to cryptographers in a post-quantum era.

In the next two sections we will be interested in the hardness of the decoding problem on average, i.e. when the input is a random code. First, we shall begin to precisely state what we mean by random code.

### 1.1.3 Random Linear Codes

### 1.1.3.1 Statistical Distance

In this manuscript we will often need to estimate how close are two probability distributions (or two random variables). This can be quantified through the notion of statistical distance, ${ }^{[\mathrm{v}]}$ which we recall here, along with the main results. They can be found in [MG02; Sho09] for example.

Let $X$ and $Y$ be two discrete random variables defined over the same finite set $\mathcal{E}$. Their statistical distance $\Delta(X, Y)$ is defined as

$$
\begin{equation*}
\Delta(X, Y) \stackrel{\text { def }}{=} \frac{1}{2} \sum_{a \in \mathcal{E}}|\mathbb{P}(X=a)-\mathbb{P}(Y=a)| \tag{1.1}
\end{equation*}
$$

Since $\Delta(X, Y)$ only depends on the individual distributions of $X$ and $Y$ and not their joint distribution, we may define the statistical distance between two probability distributions $\mathscr{D}_{0}$ and $\mathscr{D}_{1}$ as the statistical distance between two independent random variables $X_{0}$ and $X_{1}$, such that $X_{i} \leftarrow \mathscr{D}_{i}$.

Equivalently, it holds that

$$
\Delta(X, Y)=\max _{\mathcal{F} \subset \mathcal{E}}|\mathbb{P}(X \in \mathcal{F})-\mathbb{P}(Y \in \mathcal{F})|
$$

Therefore, computing probabilities over $X$ or over $Y$ will differ by at most an additive term $\Delta(X, Y)$. A consequence of this equivalent definition is the so-called data processing inequality.

Proposition 1.4 (Data Processing Inequality, [MG02, Proposition 8.10])
Let $X, Y$ be two random variables defined over a common set $\mathcal{E}$. If $f$ is a possibly randomised function with domain $\mathcal{E}$ and whose internal randomness is independent from $X$ and $Y$, then

$$
\begin{equation*}
\Delta(f(X), f(Y)) \leqslant \Delta(X, Y) \tag{1.2}
\end{equation*}
$$

[^11]In particular, it implies that if $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$ are two probability distributions over a common set $\mathcal{E}$, and if $\mathscr{A}$ is a probabilistic algorithm taking inputs from $\mathcal{E}$, then its "success" probability on inputs from $\mathcal{D}_{0}$ will differ from its "success" probability on inputs from $\mathcal{D}_{1}$ by at most $\Delta(X, Y)$.

Finally, when $\left(X_{1}, \ldots, X_{n}\right)$ and $\left(Y_{1}, \ldots, Y_{n}\right)$ are two sequences of random variables such that the $X_{i}$ 's (respectively the $Y_{i}$ 's) are pairwise independent, then

$$
\begin{equation*}
\Delta\left(\left(X_{1}, \ldots, X_{r}\right),\left(Y_{1}, \ldots, Y_{r}\right)\right) \leqslant \sum_{i=1}^{r} \Delta\left(X_{i}, Y_{i}\right) \tag{1.3}
\end{equation*}
$$

Remark 1.5. This inequality is not tight. For example, if $X_{1}, X_{2}$ (respectively $Y_{1}, Y_{2}$ ) are two independent copies of a random variable $X$ (respectively $Y$ ) such that $\Delta(X, Y) \leqslant \frac{1}{2}$, then Equation (1.3) yields

$$
\Delta\left(\left(X_{1}, X_{2}\right),\left(Y_{1}, Y_{2}\right)\right) \leqslant 1
$$

However, the equality is reached if and only if the support ${ }^{[\mathrm{vi}]}$ of $\left(X_{1}, X_{2}\right)$ is disjoint from the support of $\left(Y_{1}, Y_{2}\right)$; which would imply that the supports of $X$ and $Y$ are also disjoint. In particular $\Delta(X, Y)=1$, which is a contradiction.

In fact, we can prove the following better bound ([Kon12, Lemma 2.2])

$$
\Delta\left(\left(X_{1}, \ldots, X_{r}\right),\left(Y_{1}, \ldots, Y_{r}\right)\right) \leqslant 1-\prod_{i=1}^{r}\left(1-\Delta\left(X_{i}, Y_{i}\right)\right)
$$

In particular, when the $X_{i}$ 's (respectively the $Y_{i}$ 's) are independent copies of some random variable $X$ (respectively $Y$ ), then

$$
\Delta\left(\left(X_{1}, X_{2}\right),\left(Y_{1}, Y_{2}\right)\right) \leqslant 1-(1-\Delta(X, Y))^{r}
$$

### 1.1.3.2 A Probabilistic Model for Random Codes

The most natural definition for a random $[n, k]_{q}$-code is a uniformly random element of the set of linear codes of length $n$ and dimension $k$ over $\mathbb{F}_{q}$. It is readily seen that this definition is equivalent to sampling a uniformly random matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ of rank $k$ and defining $\mathscr{C}$ to be the code generated by G. Alternatively, this coincides with the definition of sampling a uniformly random full-rank parity-check matrix $\mathbf{H} \in \mathbb{F}_{q}^{(n-k) \times n}$. However, this condition on the rank is often tricky to work with. Instead, we will relax this constraint and in the entirety of this manuscript a random $[n, k]_{q}$ code $\mathscr{C}$ will be

- either the code generated by a uniformly random matrix $\mathbf{G} \leftarrow \mathbb{F}_{q}^{k \times n}$ :

$$
\mathscr{C} \stackrel{\text { def }}{=}\left\{\mathbf{m G} \mid \mathbf{m} \in \mathbb{F}_{q}^{k}\right\} .
$$

- or a code having a uniformly random parity-check matrix $\mathbf{H} \leftarrow \mathbb{F}_{q}^{(n-k) \times n}$ :

$$
\mathscr{C}=\left\{\mathbf{x} \in \mathbb{F}_{q}^{n} \mid \mathbf{H x}^{\top}=0\right\} .
$$

While not being strictly equivalent since a random $k \times n$ matrix always generates a code of dimension $\leqslant k$, while a random parity-check matrix will induce a code of dimension $\geqslant k$, it

[^12]turns out that both models are exponentially close for the statistical distance, and are therefore equivalent from an algorithmic point of view. Indeed, given some event $A$, if we denote by $\mathbb{P}_{\mathbf{G}}(A)$ the probability of $A$ with respect to a random generator matrix, and by $\mathbb{P}_{\mathbf{H}}(A)$ the same probability, but with respect to a random parity check matrix, one can prove ([Deb23, Lemma 2.2.2]) that
\[

$$
\begin{equation*}
\left|\mathbb{P}_{\mathbf{G}}(A)-\mathbb{P}_{\mathbf{H}}(A)\right|=O\left(q^{-\min (k, n-k)}\right) \tag{1.4}
\end{equation*}
$$

\]

In particular, choosing one model or the other will be mostly a matter of taste and convenience.

### 1.1.3.3 Minimum Distance of Random Codes: the Gilbert-Varshamov Distance

The minimum distance of a code $\mathscr{C}$ plays an important role in coding theory. As we will see all along this document, this parameter and/or the minimum distance of the dual $\mathscr{C}^{\perp}$, also called the dual distance, give a lot of information on the hardness of code-based assumptions used in cryptography. It turns out that random codes $\mathscr{C}$ are good codes, i.e. they have good rate and minimum distance. This is formalised through the so-called Gilbert-Varshamov distance $d_{G V}(q, n, R)$.

## Definition 1.6 (Gilbert-Varshamov Distance)

Let $k \stackrel{\text { def }}{=}\lfloor R n\rfloor$ and $q$ be integers. The Gilbert-Varshamov distance $d_{G V} \stackrel{\text { def }}{=} d_{G V}(q ; n, R)$ is the largest integer such that

$$
\sum_{\ell=0}^{d_{G V}-1}\binom{n}{\ell}(q-1)^{\ell} \leqslant q^{n-k}
$$

Note that the left-hand side of the inequality is exactly the volume of the Hamming ball of radius $d_{G V}-1$. Since there are exponentially many elements in this ball, its volume is well approximated by the cardinality of its sphere. In particular, they have the same asymptotic behaviour as $n \rightarrow \infty$, which can be expressed by way of the so-called $q$-ary entropy function $h_{q}$ defined over $[0,1-1 / q]$ by

$$
\left\{\begin{array}{l}
h_{q}(x)=-x \log _{q}\left(\frac{x}{q-1}\right)-(1-x) \log _{q}(1-x) \quad \text { if } x>0  \tag{1.5}\\
h_{q}(0)=0
\end{array}\right.
$$

and whose graphical representation is given on Figure 1.2.
This is a strictly increasing function, and as such $h_{q}$ has an inverse over $[0,1-1 / q]$ often denoted by $g_{q}$ in the literature, or simply by $h_{q}^{-1}$. The following lemma is a consequence of the Stirling identity.

## Lemma 1.7

Let $\alpha, \beta>0$ and $q \in \mathbb{N}^{\star}$. Then,

$$
\binom{\alpha n}{\beta n}(q-1)^{\beta n} \sim \sqrt{\frac{\alpha}{2 \pi n \beta(\alpha-\beta)}} q^{n \alpha h_{q}(\beta / \alpha)} \text { as } n \rightarrow \infty
$$



Figure 1.2: Graphical representation of $h_{q}$ on $[0,1 / 2]$

With this lemma in hand and some computation, it can be shown that

$$
\begin{equation*}
\frac{1}{n} d_{G V}(q ; n, R) \rightarrow h_{q}^{-1}(1-R), \tag{1.6}
\end{equation*}
$$

where $R$ is supposed to be constant, which is usually the case in code-based cryptography, even though other regimes also have cryptographic interest. $\delta_{G V} \stackrel{\text { def }}{=} h_{q}^{-1}(1-R)$ is known as the relative Gilbert-Varshamov bound (or distance). For example, when $q=2$ and $R=1 / 2$ we have $\delta_{G V} \approx 0.11$. Figure 1.3 represents $\delta_{G V}$ as a function of the code rate $R$ for $q \in\{2,3\}$. Usually, in code-based cryptography we work with $q=2$, but we will consider the case $q=3$ in Chapter 7 for applications in secure multiparty computation.


Figure 1.3: Graphical representation of $\delta_{G V}(R)$ for $q \in\{2,3\}$.
One of the most important properties of random codes is that their minimum distance reaches this bound with overwhelming probability ([Pie67; BF02; Deb23]).

## Theorem 1.8 ([Deb23, Proposition 2.4.1])

Let $\varepsilon>0$, and let $\mathscr{C}$ be a random $[n, k]_{q}$ code with $k=\lfloor R n\rfloor$ for some $R \in(0,1)$. Denote by $d_{\min }(\mathscr{C})$ its minimum distance. Then,

$$
\mathbb{P}\left((1-\varepsilon) \delta_{G V}<\frac{d_{\min }(\mathscr{C})}{n}<(1+\varepsilon) \delta_{G V}\right) \geqslant 1-q^{-\alpha n(1+o(1))}
$$

where the probability is taken over the choice of $\mathscr{C}$ and $\alpha>0$ is an explicit constant depending on $\varepsilon$ and $R$.

Remark 1.9. Recall that in the end of the day, we want to work with more structured codes. It turns out that random structured codes will also reach this Gilbert Varshamov bound with high probability (see Section 1.3.4.3).

### 1.1.4 The Average-Case Decoding Problem.

We are now ready to define the problem on which most of code-based cryptography relies: the Decoding Problem. It is parameterised by the code rate $R \stackrel{\text { def }}{=} k / n$ and the noise rate $\omega \stackrel{\text { def }}{=} w / n$.

## Problem 1.10 (Decoding Problem DP $(q ; n, R, \omega)$ )

Let $k \stackrel{\text { def }}{=}\lfloor R n\rfloor$ and $w \stackrel{\text { def }}{=}\lfloor\omega n\rfloor$ where $R$ and $\omega$ are both functions of $n$ (possibly constant).

Data. A random $[n, k]_{q}$-code $\mathscr{C}$, and a vector $\mathbf{y} \in \mathbb{F}_{q}^{n}$ such that $\mathbf{y}=\mathbf{c}+\mathbf{t}$ for $\mathbf{c} \leftarrow \mathscr{C}$ and a random $\mathbf{t} \in \mathbb{F}_{q}^{n}$ with $|\mathbf{t}|=w$.

Goal. Find $\mathbf{e} \in \mathbb{F}_{q}^{n}$ of Hamming weight $w$ such that $\mathbf{y}-\mathbf{e} \in \mathscr{C}$.

An algorithm solving $\operatorname{DP}(q ; n, R, \omega)$ is called a decoding algorithm. More precisely, it is a probabilistic algorithm $\mathscr{A}$ which takes as input the description of a code $\mathscr{C}$, say via a paritycheck matrix $\mathbf{H}$, as well as a syndrome $\mathbf{s}^{\top} \stackrel{\text { def }}{=} \mathbf{H} \mathbf{t}^{\top}$, and outputs some vector $\mathscr{A}(\mathbf{H}, \mathbf{s})$. Its efficiency is characterised by its running time $T$, as well as its success probability

$$
\varepsilon \stackrel{\text { def }}{=} \mathbb{P}\left(\mathscr{A}(\mathbf{H}, \mathbf{s})=\mathbf{e} \quad \text { s.t. }|\mathbf{e}|=\lfloor\omega n\rfloor \text { and } \mathbf{H e} \mathbf{e}^{\top}=\mathbf{s}^{\top}\right),
$$

where the probability is computed over the internal randomness of $\mathscr{A}$, and the choice of $\mathbf{H}$ and s. With these notations, we say that $\mathscr{A}$ solves $\mathrm{DP}(q ; n, R, \omega)$ in average time $T / \varepsilon$.

Remark 1.11. We did not specify the model of random code. Indeed, as mentioned in Section 1.1.3, whether we consider a random generator matrix or a random parity-check matrix is mostly a matter of taste. In particular, Equation (1.4) implies that an algorithm solving DP in time $T$ with probability $\varepsilon$ over the uniform choice of a generator matrix yields an algorithm solving DP in time $O\left(T+n^{3}\right)$ and with probability $\geqslant \varepsilon-O\left(q^{-\min (k, n-k)}\right)$ over the uniform choice of a parity-check matrix, where the additional $O\left(n^{3}\right)$ term is the cost of computing a generator matrix of $\mathscr{C}$ from a parity-check matrix.

Remark 1.12. In a cryptographic context, it is important to know the expected number of solutions to a cryptographic problem in order to correctly assess the security. It turns out that there is an easy criterion for the Decoding Problem. Let $\mathscr{C}$ be a code of minimum distance $d$. Then, it is readily seen that DP with input code $\mathscr{C}$ will have a unique solution as long as the number of errors is upper bounded by $\frac{d-1}{2}$. In fact, on average we can do even better. Indeed, it can be shown that as long as $\omega$ is below $\delta_{G V}(R)$, then $D P(q ; n, R, \omega)$ will typically have a unique solution (see [Deb23, Proposition 2.4.2]).

In this thesis, $\omega$ will always be sublinear, and in particular way below the Gilbert-Varshamov bound, therefore we will never bother with the number of solutions.

### 1.1.4.1 Average-Case Hardness of the Decoding Problem

Over the past 60 years, there has been a tremendous effort to look for the best algorithms solving Problem 1.10. For the parameters used in cryptography, the most efficient generic decoders belong to the family of Information Set Decoders (ISD) [Ste88; Dum91; BJMM12; MO15; BM17], and are all refinements of an algorithm by Prange [Pra62]. More recently, a different approach known as Statistical Decoding [Jab01; Ove06; DT17; CDMT22] was introduced. Even though it seems to beat ISD-based algorithms in some regimes, this approach still appears to lag behind for the parameters used in cryptography.

Since it will be central in the security analysis of the construction presented in Chapter 7, we shall begin by describing Prange algorithm (Algorithm 1.12).

The bet of linear algebra: Prange algorithm. Since an $[n, k]$-code is a $k$-dimensional vector space, it can be uniquely determined by a set of $k$-position $\mathcal{I} \subset\{1, \ldots, n\}$, called an information set. In other words, $\mathcal{I}$ is an information set of $\mathscr{C}$ if and only if $\mathbf{G}_{\mathcal{I}}$ is invertible when $\mathbf{G}$ is any generator matrix of $\mathscr{C}$. Equivalently, $\mathcal{I}$ is an information set if and only if $\mathbf{H}_{\mathcal{I}^{c}}$ is invertible for a parity-check matrix $\mathbf{H}$ of $\mathscr{C}$. Now, for decoding a noisy codeword $\mathbf{y}=\mathbf{c}+\mathbf{e}$ where $|\mathbf{e}|=w$, it suffices to guess an information set $\mathcal{I}$ which does not intersect the support of $\mathbf{e}$, i.e. which contains no error position. In particular,

$$
\begin{equation*}
\forall i \in \mathcal{I}, \mathbf{e}_{i}=0, \quad \text { or equivalently } \quad \mathbf{y}_{\mathcal{I}}=\mathbf{c}_{\mathcal{I}} \tag{1.7}
\end{equation*}
$$

Then, one only has to compute the unique codeword $\widehat{\mathbf{c}}$ which coincides with $\mathbf{y}$ on $\mathcal{I}$ by solving a linear system, and to check whether $|\mathbf{y}-\widehat{\mathbf{c}}|=w$. The idea of Prange's algorithm is to repeat this procedure until success.

```
Algorithm 1.12 : Prange algorithm
    Input: \(\mathbf{G}, \mathbf{y} \stackrel{\text { def }}{=} \mathbf{m G}+\mathbf{e}\)
    Output : e
    Pick a set \(\mathcal{I}\) of size \(k\) until \(\mathbf{G}_{\mathcal{I}}\) is full rank.
    Compute \(\widehat{\mathbf{c}} \stackrel{\text { def }}{=}\left(\mathbf{y}_{\mathcal{I}} \mathbf{G}_{\mathcal{I}}^{-1}\right) \mathbf{G}\).
    Set \(\widehat{\mathbf{e}} \stackrel{\text { def }}{=} \mathbf{y}-\widehat{\mathbf{c}}\)
    if \(|\widehat{\mathbf{e}}|=w\) then
        return \(\widehat{\mathbf{e}}\)
6
    7 else
    Go back to Step 1
```

In the regime where there is a unique solution to the Decoding Problem, e.g. when the number $w$ of errors is far below Gilbert-Varshamov, it can be proved that the complexity of Prange algorithm is given by

$$
\begin{equation*}
\frac{\binom{n}{w}}{\binom{n-k}{w}} \times T_{\text {linalg }} \tag{1.8}
\end{equation*}
$$

where $T_{\text {linalg }}$ is the complexity of inverting a $k \times k$ matrix. The interested reader can refer to [Deb23, Chapter 3] for a detailed analysis of Prange algorithm, as well as some other ISD algorithms.

Hardness results. Prange's original approach seems to be the most simple one can think about besides exhaustive search. Yet, even after the tremendous research regarding decoding algorithms, even the best improvements still have a complexity exponential in the number of errors: the average running time of a generic decoder $\mathscr{A}$ at distance $w=\omega n$ is always of the form

$$
\frac{T}{\varepsilon}=2^{\omega n \cdot(c(q ; R, \omega)+o(1))}
$$

where $\varepsilon$ is the success probability of $\mathscr{A}$ to output a solution in one run, and $c(q ; R, \omega)$ is some constant depending on the chosen algorithm $\mathscr{A}$. The advanced techniques used in the different ISD algorithms aim at improving this exponent and the subexponential factors in different ranges of parameters ([Deb23, Chapter 3]). Nevertheless, there even exist some regimes of parameters where the most advanced ISD do not perform better than Prange:

- Sendrier and Canto-Torres proved in [CS16] that when the noise is sublinear in the length ( $\omega=o(1)$ ), the best possible exponent is that of Prange.
- When $q \rightarrow \infty$, a result of Canto-Torres [Cha17] asserts that the complexity of all ISDbased algorithms converges towards that of Prange. In other words, the improvements are more mostly interesting for small values of $q$. This needs to be related to the fact that the Hamming metric becomes less meaningful as $q$ increases, since it does not measure the magnitude of the coefficients (contrary to the Euclidean metric used in lattice-based cryptography, or the Lee metric), but only the number of non-zero elements.

Remark 1.13. As far as we know, quantum computing does not seem to significantly improve on the best decoding algorithms, and their running time still remains exponential in the number of errors [OS09; Ber10; KT1'7].

All this discussion yields to the "hardness landscape" presented in Figure 1.4. By easy, we mean in polynomial time (in the code length $n$ ). This can happen for example for a noise rate of the form $\omega=\Theta\left(\frac{\log n}{n}\right)$. Surprisingly, when the noise rate is very large, the problem becomes once again exponential in the code length for $q>2$.


Figure 1.4: Hardness of $\operatorname{DP}(q ; n, R, \omega)$ as a function of $\omega$.

Parameters used in cryptography. In general, for code-based cryptography the rate $R$ is considered to be constant (typically $R=1 / 2$ ), but the noise rate varies depending on the applications:
(i) Constant noise rate for the Wave signature scheme [DST19a]: $\omega=$ large constant $C$ (e.g. $C \approx 0.95$ ). In this case we are in the rightmost part of Figure 1.4.
(ii) For Classic McEliEcE encryption scheme [McE78], the noise rate is $\omega=\Theta\left(\frac{1}{\log n}\right)$. However, regarding the sizes involved, this is much closer to the constant noise rate than the sublinear.
(iii) Sublinear noise rate for BIKE and HQC encryption schemes [AABB+22a; AABB+22b]: $\omega=\Theta\left(\frac{1}{\sqrt{n}}\right)$.
(iv) For building Pseudorandom Correlations Generators: $\omega=\Theta\left(\frac{1}{n}\right)$.

As mentioned above, we sometimes consider a very low error rate. In particular, for the applications to secure multiparty computation (MPC) presented in Part III, and more precisely in Chapter 7, the number of errors is a constant. In this case, Prange algorithm will run in polynomial time in the code length. This may be surprising at first glance in a cryptographic context. However, contrary to "traditional" code-based cryptography where the considered lengths range between 10,000 and 50,000 ; in the MPC situation we consider codes of huge lengths of several millions, even billions. In this situation, we can afford to have say 100 errors to achieve a security level of 128 bits, taking into account the cost of linear algebra with those huge matrices. This will be detailed more precisely in Chapter 7. [vii]

### 1.1.4.2 Relation to Learning Parity With Noise (LPN)

For cryptographic applications, there is a computational problem known as Learning Parity with Noise (LPN), which is closely related to the Decoding Problem. As suggested by its name, it finds its roots in computational learning theory ([Val84]). More precisely, in this domain, one of the most important problems is the following: Let $f: \mathcal{X} \mapsto \mathcal{Y}$ be any function. Given pairs $(x, f(x))$, the goal is to recover $f$ with as few samples as possible. The main question surrounding this problem is which class of functions can be learned efficiently. Since the 1980s, it has been remarked that when the above problem is noisy, that is to say when we are not given access to perfect data, but when a small part of the samples are corrupted, even the simplest class of functions such as the class of parity functions parameterised by elements $\boldsymbol{s} \in \mathbb{F}_{2}^{k}$ and defined as

$$
f_{\mathbf{s}}:\left\{\begin{array}{lll}
\mathbb{F}_{2}^{k} & \rightarrow & \mathbb{F}_{2} \\
\mathbf{a} & \mapsto & \langle\mathbf{a}, \mathbf{s}\rangle
\end{array}\right.
$$

are very hard to learn [AL87]. This motivated the introduction of this class of problems in cryptography.

In the sequel, we use the notion of oracle for a given probability distribution $\mathcal{D}$. Intuitively, it is a black box which we can query as we wish and which outputs independent random elements distributed according to $\mathcal{D}$. More formally, an oracle is nothing but a sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ of independent random variables, identically distributed according to $\mathcal{D}$.

[^13]
## Definition 1.14 (LPN Oracle)

Let $k \in \mathbb{N}, \omega \in(0,1 / 2)$ and $\mathbf{s} \in \mathbb{F}_{2}^{k}$. The LPN oracle $\mathcal{O}_{\mathbf{s}, \omega}$ is defined as follows: on each query, it outputs an independent fresh sample ( $\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+e$ ) where $\mathbf{a} \leftarrow \mathbb{F}_{2}^{k}$ is uniformly distributed, and $e$ is a Bernoulli random variable with success probability $\omega$.

## Problem 1.15 (Learning Parity with Noise (LPN $(k, \omega)$ )

Data. We are given an LPN oracle $\mathcal{O}_{\mathbf{s}, \omega}$ with respect to a secret vector $\mathbf{s}$, picked uniformly at random in $\mathbb{F}_{2}^{k}$.

Goal. Recover s.

Remark 1.16. The above LPN problem is defined over the binary field $\mathbb{F}_{q}$, but it can be straightforwardly extended to larger fields.

In other words, given an a priori unbounded number of corrupted samples of some random parity function $f_{\mathbf{s}}$, the goal is to learn the secret parameter $\mathbf{s}$. Nevertheless, this is mostly a problem of theoretical interest, and in a cryptographic context, we cannot really have unbounded samples. It turns out that when the number of samples is fixed and part of the problem, then LPN is exactly a variant of the Decoding Problem. Indeed, consider $N$ samples (i.e. $N$ queries to the oracle $\mathcal{O}_{\mathbf{s}, \omega}$ )

$$
\left(\mathbf{a}_{1},\left\langle\mathbf{a}_{1}, \mathbf{s}\right\rangle+e_{1}\right), \ldots,\left(\mathbf{a}_{N},\left\langle\mathbf{a}_{N}, \mathbf{s}\right\rangle+e_{N}\right)
$$

and consider the matrix $\mathbf{G} \in \mathbb{F}_{2}^{k \times N}$ whose $i$-th column is exactly $\mathbf{a}_{i}^{\top}$. Then, the above collection of $N$ samples is nothing else than the pair $(\mathbf{G}, \mathbf{s G}+\mathbf{e})$, where $\mathbf{e} \stackrel{\text { def }}{=}\left(e_{1}, \ldots, e_{N}\right)$ has expected Hamming weight $N \omega$. In particular, LPN with $N$ samples corresponds to decoding a binary random code of rate $k / N$. This can be made more precise with the following proposition from [DR22].

## Proposition 1.17 ([DR22, Proposition 3.6])

Suppose there exists an algorithm $\mathscr{A}$ able to decode random codes of length $N$, dimension $k$ at distance $t$, with success probability $\varepsilon$ and running in time $T$. Then there exists an algorithm running in time $O(T+N)$ which solves LPN $(k, t / N)$ with success probability $\Omega\left(\frac{\varepsilon}{\sqrt{t}}\right)$, and making $N$ queries to the underlying LPN oracle.

Remark 1.18. It turns out that LPN is a useful intermediate problem between the average and worst cases of the Decoding problem. We will have the occasion to discuss it further in Chapter 5.

### 1.1.5 McEliece Cryptosystem

As we have seen so far, decoding a linear code is very difficult in general. In particular, DP seems to be an interesting problem to build cryptography on. The most important code-based encryption scheme is the approach of McEliece [McE78]. It is impressive to note that this article was published slightly after Diffie and Hellman's breakthrough work [DH76] and the discovery of RSA [RSA78]. It is even more impressive that the original proposal based on so-called Goppa
codes is still not broken, even quantumly, and is at the core of Classic McEliece [ABCC+22] which is still competing in round 4 of NIST standardisation process. This makes of McEliece the oldest cryptosystem having this property.

### 1.1.5.1 Wishful Thinking: Encryption from Trapdoor Error Correcting Codes

The idea of McEliece cryptosystem is simple. It makes use of the notion of trapdoor error correcting codes. In this section we shall give a conceptual presentation of McEliece's approach for building encryption schemes, and we shall discuss concrete instantiations in Section 1.1.5.2.

A high level description. Imagine that Alice has a very special code $\mathscr{C}$ for which she knows an efficient decoding algorithm $\mathscr{D}$ up to some distance $t$. She wants to keep $\mathscr{D}$ secret. This will be her trapdoor. On the other hand, she can reveal a generator matrix $\mathbf{G}$ of $\mathscr{C}$. Now, if someone, say Bob, wants to send a message $\mathbf{m}$ to Alice, he can first encode it using the public generator matrix $\mathbf{G}$. He then adds a random error $\mathbf{e}$ yielding to the ciphertext $\mathbf{y} \stackrel{\text { def }}{=} \mathbf{m G}+\mathbf{e}$. Upon receiving $\mathbf{y}$, Alice can apply here secret decoding algorithm $\mathscr{D}$ in order to recover the message $\mathbf{m}$, as long as $|\mathbf{e}| \leqslant t$.

Now, recovering the plaintext $\mathbf{m}$ from the ciphertext $\mathbf{m G}+\mathbf{e}$ is tantamount to decoding in G. In other words, if $\mathbf{G}$ is indistinguishable from a random matrix, the message security is given by the complexity of decoding a random linear code at distance $t$. On the other hand, the key security is given by the hardness of recovering the decoding algorithm $\mathscr{D}$ from the sole knowledge of the public matrix $\mathbf{G}$. In general, this begins by distinguishing $\mathbf{G}$ from a random matrix.

Let us formally define what we mean by trapdoor error correcting code.

## Definition 1.19 (Trapdoor Error Correcting Codes)

A family of $[n, k]$ codes $\mathcal{F}=\{\mathscr{C}(s) \mid s \in \mathcal{S}\}$ parameterised by a set of secrets $\mathcal{S}$ forms a family of trapdoor error correcting codes if

- The knowledge of $s$ enables to design an efficient decoding algorithm $\mathscr{D}(s)$ for the code $\mathscr{C}(s)$ up to some decoding distance $t(s)$;
- The function

$$
\mathscr{C}(\cdot):\left\{\begin{array}{rlc}
\mathcal{S} & \longrightarrow & \mathcal{F} \\
s & \longmapsto & \mathscr{C}(s)
\end{array}\right.
$$

is one-way, i.e. given a description of $\mathscr{C}(s)$, it should be difficult to recover $s$.

This definition may seem void. However, in Section 1.1.5.2 we will discuss some codes which are believed to have this trapdoor property. For now, let us simply assume that they exist. The following abstract presentation of McEliece cryptosystem is inspired by [Cou19]. The public parameters of the system is a family $\mathcal{F}$ of $[n, k]$ trapdoor codes.

## Key Generation.

- Pick a random element $s \in \mathcal{S}$.
- Compute a generator matrix $\mathbf{G}_{\text {pub }}$ of the code $\mathscr{C}(s)$, and the decoding algorithm $\mathscr{D}(s)$ up to distance $t_{\text {pub }} \stackrel{\text { def }}{=} t(s)$.
The public key is $\left(\mathbf{G}_{\text {pub }}, t_{\text {pub }}\right)$, and the secret key is $s$.

Encryption. The message space is $\mathbb{F}_{q}^{k}$, and the ciphertext space is $\mathbb{F}_{q}^{n}$.

- Pick a random element $\mathbf{e} \in \mathbb{F}_{q}^{n}$ of weight $t_{\text {pub }}$;
- Compute the ciphertext

$$
\mathbf{y} \stackrel{\text { def }}{=} \mathbf{m G}_{\mathrm{pub}}+\mathbf{e} .
$$

Decryption. Apply the secret decoding algorithm $\mathscr{D}(s)$ on the ciphertext $\mathbf{y}$ to recover the plaintext $\mathbf{m}$.

Remark 1.20. In [Nie86], Niederreiter proposed a dual version of McEliece cryptosystem, relying on parity-check matrices instead of generator matrices. The message $\mathbf{m} \in \mathbb{F}_{q}^{k}$ to be encrypted is then first mapped to a weight $t_{\text {pub }}$ word $\varphi(\mathbf{m}) \in \mathbb{F}_{q}^{n}$ by a public function $\varphi$ and the ciphertext is now the syndrome $\varphi(\mathbf{m}) \mathbf{H}^{\top}$. The decryption is similar. Such a function $\varphi$ is described for instance in [FS96]. Since the security of both McEliece and Niederreiter cryptosystems are in reality equivalent [LDW94], we will not make the distinction in the sequel.

### 1.1.5.2 Instantiating McEliece Cryptosystem

In order to instantiate an encryption scheme in the McEliece framework, the challenge is therefore to design good families $\mathcal{F} \stackrel{\text { def }}{=}\{\mathscr{C}(s) \mid s \in \mathcal{S}\}$ of trapdoor codes. The security boils down to two things:
(1) Key security. From the knowledge of a public code $\mathscr{C}(s)$, it should be computationally infeasible to recover the secret $s$. In particular $\mathcal{F}$ should be large enough, and $\mathscr{C}(s)$ should be as close as possible to a random code.
(2) Message security. Without the knowledge of the secret decoding algorithm $\mathscr{D}(s)$, and if $\mathscr{C}(s)$ is indistinguishable from a random code, an attacker can only try to use a generic decoding algorithm at distance $t_{\text {pub }}=t(s)$. In particular, $\mathscr{D}(s)$ should be able to decode at a distance as large as possible.

Remark 1.21. Precise definitions for the security of a public key encryption scheme are formally defined with respect to a theoretical attack model which specifies how powerful can be the adversary. In general, we ask an encryption scheme to be secure under the indistinguishability model: an adversary $\mathscr{A}$ should not be able to distinguish the encryption of two messages ${ }^{[v i i i]} \mathbf{m}_{0}$ and $\mathbf{m}_{1}$ of his choice. This is modelled by a two players protocol between a challenger $\mathcal{C}$ and the adversary $\mathscr{A}$. In a first phase, $\mathscr{A}$ receives the public key and perform any computation of his choosing (and depending on the targeted security guarantee). At the end of this phase, $\mathscr{A}$ outputs two messages $\mathbf{m}_{0}$ and $\mathbf{m}_{1}$ of the same length. In a second phase, $\mathcal{C}$ chooses uniformly at random a bit $\beta \leftarrow\{0,1\}$ and sends to $\mathscr{A}$ the encryption of $\mathbf{m}_{\beta}$. Then, $\mathscr{A}$ performs any computation and outputs $a$ bit $b$. The adversary is successful if $b=\beta$ with probability $\frac{1}{2}+\varepsilon$ with $\varepsilon>0$.

We can consider different indistinguishability models. The strongest is known as indistinguishability under chosen ciphertext attack (IND-CCA). In this model, we assume that $\mathscr{A}$ has access to a decryption oracle, i.e. a black box algorithm © which takes as input the public key, as well as any ciphertext encrypted under this public key, and outputs the corresponding plaintext in constant time. The only restriction is that $\mathscr{A}$ is not allowed to query $\mathscr{O}$ with the challenge $\mathbf{m}_{\beta}$. An IND-CCA secure encryption scheme should resist most real-world attacks, and it is therefore

[^14]usual in cryptography to insist that all encryption schemes should achieve this IND-CCA security. A weaker notion is known as indistinguishability under chosen plaintext attack (IND-CPA) where $\mathscr{A}$ is not given access to such a decryption oracle. In the case of McEliece cryptosystem, under the assumption that the public code is indistinguishable from a random one, this means that two noisy codewords should be indistinguishable. Fortunately, it can be proven that noisy codewords (or syndromes) of a random code are in fact indistinguishable from random vectors of the same length. This fact will be made more precise in Section 1.2. In general, designers of encryption schemes target the IND-CPA security, since there exist generic transformations such as [HHK17] to get an encryption scheme IND-CCA secure.

There exist essentially two classes of codes which benefit from efficient decoders:

- Codes arising from the evaluation of polynomials over a finite field such as Reed-Solomon codes [RS60]; their generalisations to algebraic curves of higher genus, known as algebraicgeometry codes [Gop81]; their restriction to a subfield such as alternant and Goppa codes [MS86, Chapter 12]; or Reed-Muller codes [Ree54; Mul54]. Such codes are endowed with a deterministic decoding algorithm.
- Codes whose duals have a basis of unusually sparse codewords such as LDPC [Gal63] and MDPC [MTSB13]. Such codes are endowed with a probabilistic decoding algorithm.
However, virtually all instantiations led to devastating key recovery attacks. The only codes which appear to resist attacks are
- Goppa codes, ${ }^{[i x]}$ and more precisely binary Goppa codes. Interestingly enough, they were already the suggestion of McEliece in his original construction [McE78]. They are now at the core of Classic McEliece [ABCC+22] which is competing in round 4 of NIST call for post-quantum primitives.
- MDPC codes, on which relies the BIKE cryptosystem, also present in round 4 of NIST competition.

Once a good family of trapdoor codes is chosen, the main drawback of McEliece cryptosystem relies in the size of the public key. Indeed, since the public code should be indistinguishable from a random linear code over $\mathbb{F}_{q}$, it is necessary to give a complete generator matrix to fully describe the code, which yields a public key of $k n \log _{2}(q)$ bits. Some optimisations allow to reduce the key size to $k(n-k) \log _{2}(q)$ bits. In general, the code rate is fixed (e.g. to $1 / 2$, i.e. $k=n / 2$ ), which yields a public key of size quadratic in $n$. Moreover, the decoding distance $t_{\text {pub }}$ should be large enough to resist generic decoding algorithms, which have a complexity of the form $2^{\text {c.t } t_{\mathrm{pub}}}$. In general, $t_{\text {pub }}$ will be a $\theta(n / \log (n))$ or even $\theta(\sqrt{n})$ for MDPC codes. In the latter situation, this means that in order to achieve $\lambda$ bits of security, $n$ should scale in $\lambda^{2}$, and the public key scales in $\lambda^{4}$, which is huge. For instance, in his original article [McE78], McEliece proposed to instantiate this cryptosystem with $[n=1024, k=524]$ binary Goppa codes, which are able to correct up to 50 errors. This yields a public key of 32.750 kB , however this achieves less than 80 bits of security with current state of the art decoders. In Table 1.1, we give the key sizes for the parameters proposed in NIST submission Classic McEliece $[\mathrm{ABCC}+22]$, and in Table 1.2, we give the key sizes for the parameter sets originally proposed in [MTSB13] for McEliece instantiated with MDPC codes. In both cases, $n$ and $k$ are respectively the length and the dimension of the public code.

In [Gab05], Gaborit imagined a solution to reduce the size of the public key. More precisely, he proposed to consider families $\mathcal{F}$ of quasi-cyclic codes, for which it is enough to publish only

[^15]| Security level (bits) | $n$ | $k$ | Public key size (Bytes) |
| :---: | :---: | :---: | :---: |
| 128 | 3,488 | 2,720 | 261,120 |
| 256 | 8,192 | 6,528 | $1,357,824$ |

Table 1.1: Public key size of Classic McEliece

| Security level (bits) | $n$ | $k$ | Public key size (Bytes) |
| :---: | :---: | :---: | :---: |
| 128 | 19,714 | 9,857 | $12,145,056$ |
| 256 | 65,542 | 32,771 | $134,242,305$ |

Table 1.2: Public key size of MDPC-based McEliece as per [MTSB13]
a few rows of a generator matrix in order to deduce the whole basis by computing the action of some cyclic group $G$. Obviously, this automatically gives a distinguisher between such codes and random linear codes which do not benefit from such action. Nevertheless, as surprising as it may sound, it turns out that decoding random quasi-cyclic codes is not significantly easier than decoding random codes. In particular, using such codes does not appear to hurt too much the security. This will be precised in Section 1.3.

Nevertheless, the security of McEliece cryptosystem still relies on the hardness of distinguishing the public code from a random linear code. In particular, an encryption scheme whose security truly relies on the Decoding Problem DP (Problem 1.10) is yet to be found. This is the topic of Section 1.2.

### 1.2 Decisional Version of the Decoding Problem

In the last section we have recalled hardness results regarding the Decoding Problem. However, this is partly satisfying. Indeed, as we have seen so far, the security of McEliece-like cryptosystems also relies on the assumed hardness of distinguishing the public code from a random one, which is mostly assessed through the test of time (and the lack of cryptanalysis). In particular, they do not benefit from a theoretical reduction to the decoding problem. And indeed, virtually all the instantiations of McEliece have been broken by attacking this distinguishing problem.

However, code-based cryptography should not be limited to McEliece cryptosystems, and another line of work initiated by Alekhnovich [Ale03], managed to design such a cryptosystem truly based on the hardness of decoding. More precisely, as we will see in this section, Alekhnovich cryptosystem relies on the decisional version of the Decoding Problem (Problem 1.27) which asks to distinguish between a noisy codeword $\mathbf{c}+\mathbf{e}$ and a uniform vector $\mathbf{y}^{\text {unif }}$ given the sole knowledge of a generator (or a parity-check) matrix of the code. This could be considered as a code-based analogue of the Decisional Diffie-Hellman problem. However, contrary to the latter problem, ${ }^{[\mathrm{x}]}$ we know since the work of Fischer and Stern [FS96] that the Decisional Decoding Problem is actually equivalent to the computational version. This result is obtained through a search-to-decision reduction and will be recalled in Section 1.2.3.

[^16]
### 1.2.1 Notion of Distinguisher

In this thesis we will often work with decisional problems, where the goal is to distinguish between two probability distributions $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$ defined over the same space $\mathcal{E}$. More formally, consider a probabilistic algorithm $\mathscr{A}$ which takes as input an element of $\mathcal{E}$ and outputs a bit $b \in\{0,1\}$, and let $\beta \leftarrow\{0,1\}$ be a uniformly random bit. Consider $X_{\beta}$ be picked according to distribution $\mathcal{D}_{\beta}$. Algorithm $\mathscr{A}$ is characterised by its success probability defined as $\mathbb{P}\left(\mathscr{A}\left(X_{\beta}\right)=\beta\right)$, where the probability is computed over the internal randomness of $\mathscr{A}$, the uniformly random bit $\beta$ and $X_{\beta}$. Obviously, if $\mathscr{A}$ is deterministic and always returns 1 , then the above probability is simply $1 / 2$. Therefore, the goal of a distinguisher is to succeed with probability strictly greater than $1 / 2$. Instead, it is more relevant to consider its distinguishing advantage defined as

$$
\operatorname{Adv}_{\mathscr{A}}\left(\mathcal{D}_{0}, \mathcal{D}_{1}\right) \stackrel{\text { def }}{=} \frac{1}{2}\left(\mathbb{P}\left(\mathscr{A}(X)=1 \mid X \leftarrow \mathcal{D}_{1}\right)-\mathbb{P}\left(\mathscr{A}(X)=1 \mid X \leftarrow \mathcal{D}_{0}\right)\right) .
$$

Remark 1.22. In the literature, the advantage is sometimes defined to be the absolute value of the above quantity. The rationale behind, is that an algorithm with binary output which is wrong most of the time can be as useful as an algorithm is right most of the time, it suffices to switch the result. In order to simplify the discussions in this manuscript, we assume that this quantity is always positive.

It is readily seen that the success probability of Algorithm $\mathscr{A}$ satisfies

$$
\mathbb{P}\left(\mathscr{A}\left(X_{\beta}\right)=\beta\right)=\frac{1}{2}+\operatorname{Adv}_{\mathscr{A}}\left(\mathcal{D}_{0}, \mathcal{D}_{1}\right) .
$$

Remark 1.23. It is well known that the statistical distance (Equation (1.1)) $\Delta\left(\mathcal{D}_{0}, \mathcal{D}_{1}\right)$ is the advantage (after renormalisation) of an optimal distinguisher, in the sense that the advantage of any distinguisher $\mathscr{A}$ is upper bounded by $\Delta\left(\mathcal{D}_{0}, \mathcal{D}_{1}\right)$, and there exists a distinguisher whose advantage is exactly that (see [Nan06] for instance).

Sometimes it can be handy to run the distinguisher $\mathscr{A}$ several times on independent inputs from distributions $\mathcal{D}_{\beta}$ in order to have a better distinguishing property. In this case, we say that $\mathscr{A}$ has oracle access to the distribution $\mathcal{D}_{\beta}$. Intuitively, an oracle is a black box that we can query arbitrarily many times and whose outputs are independent random elements distributed according to $\mathcal{D}_{\beta}$. This is formalised by a sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ of independent random variables, identically distributed according to $\mathcal{D}_{\beta}$. This is particularly useful, since as long as the advantage (as defined above) is strictly positive, then by querying the oracle multiple times it is possible to give a correct answer with very good probability. Indeed, let $\mathscr{A}$ be a distinguisher with advantage $\delta>0$, and repeat the distinguishing experiment $m$ times, where $m$ is an integer to be determined. In other words, pick $X_{0}, \ldots, X_{m}$ independently from the unknown distribution $\mathscr{D}_{\beta}$, and run $\mathscr{A}$ on each of those inputs. After the $m$ trials, perform a majority voting and output the bit which appeared the most. It turns out that it suffices to choose $m$ as $\Omega\left(\frac{1}{\delta^{2}}\right)$ to be correct with good probability. More precisely, we have the following proposition:

## Proposition 1.24

Let $\mu \in(0,1)$ be some parameter, and let $\mathscr{A}$ be a distinguisher with advantage $\delta$.
Repeating the distinguishing experiment $m$ times with $m \geqslant \ln \left(\frac{1}{\mu}\right) \frac{1}{2 \delta^{2}}$ guarantees that the majority voting outputs the correct result with probability at least $1-\mu$.

This relies on the famous Chernoff bound.

## Proposition 1.25 (Chernoff bound)

Let $\left(X_{j}\right)_{1 \leqslant j \leqslant m}$ be $m$ independent Bernoulli random variables with success probability $\frac{1}{2}+\delta$. Let $X \stackrel{\text { def }}{=} \sum_{j=1}^{m} X_{j}$. Then

$$
\mathbb{P}\left(X \leqslant \frac{m}{2}\right) \leqslant e^{-2 m \delta^{2}} .
$$

Proof of Proposition 1.24. Let

$$
X_{j} \stackrel{\text { def }}{=} \begin{cases}1 & \text { if trial } j \text { is correct } \\ 0 & \text { otherwise }\end{cases}
$$

denote the indicator random variable that the $j$-th run of $\mathscr{A}$ returns the correct bit $\beta$. By definition of the distinguishing advantage, $X_{j}$ is a Bernoulli random variable with success probability $\frac{1}{2}+\delta$. After $m$ trials, the majority voting fails if and only if more than $m / 2$ runs are wrong, and by Chernoff bound, this happens with probability less than $e^{-2 m \delta^{2}}$. In other words, if $m \geqslant \ln \left(\frac{1}{\mu}\right) \frac{1}{2 \delta^{2}}$, then the majority voting strategy succeeds with probability at least $1-\mu$.

Nevertheless, we did not say anything so far about the efficiency of distinguishers. In particular, for cryptographic applications it is more relevant to restrict ourselves to distinguisher which are efficient, say running in time polynomial, in its input, and/or some security parameter. This will be assumed implicitly in the rest of this manuscript.

Remark 1.26. We can refine the notion of statistical distance between two distributions using the interpretation of Remark 1.23, by defining the following distance

$$
\Delta_{T}\left(\mathcal{D}_{0}, \mathcal{D}_{1}\right) \stackrel{\text { def }}{=} \sup _{\mathscr{A} \text { running in time } \leqslant T} \operatorname{Adv}_{\mathscr{A}}\left(\mathcal{D}_{0}, \mathcal{D}_{1}\right)
$$

When restricted to the class of efficient distinguisher, this refinement is sometimes referred to as the computational distance between $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$.

### 1.2.2 The Decisional Decoding Problem

In cryptography, we often work with computational problems in their search variants. More precisely, given a function $f$ supposed to be hard to invert, and an image $f(x)$ for some $x$, the goal of the search variants is to recover $x$. For example, it should be computationally infeasible
to decrypt a ciphertext with the sole knowledge of the public key. However, as already hinted in Remark 1.21, sometimes the security of cryptographic primitives also relies on decisional variants, where we ask an adversary to distinguish between two distributions. Up until now, we have only considered the Decoding Problem DP (Problem 1.10) in its search version, namely given a random linear code and a random noisy codeword, we ask to recover the error. Let us now introduce the decisional variant, parameterised by an integer $n$, a real value $R \in(0,1)$ and a probability distribution $\psi$ over $\mathbb{F}_{q}^{n}$.

## Problem 1.27 (Decisional Decoding Problem (DDP $(q ; n, R, \psi)$ )

Set $k \stackrel{\text { def }}{=}\lfloor R n\rfloor$. Let $\mathbf{m}$ be drawn uniformly at random in $\mathbb{F}_{q}^{k}$ and consider the following two distributions

- $\mathcal{D}_{0}:\left(\mathbf{G}, \mathbf{y}^{\text {unif }}\right)$ uniformly distributed over $\mathbb{F}_{q}^{k \times n} \times \mathbb{F}_{q}^{n}$,
- $\mathcal{D}_{1}:(\mathbf{G}, \mathbf{m G}+\mathbf{e})$ where $\mathbf{G} \leftarrow \mathbb{F}_{q}^{k \times n}$, and $\mathbf{e} \leftarrow \psi$.

Given oracle access to distribution $\mathcal{D}_{\beta}$ where $\beta \leftarrow\{0,1\}$ is a uniform bit, the goal is to recover $\beta$.

In general, $\psi$ will be the uniform distribution over the Hamming sphere $\mathcal{S}_{t}$ of given weight $t$.
Remark 1.28. Similarly to the search Decoding Problem 1.10, DDP is related to the decisional version of the LPN problem (whose search version has been defined in 1.1.4.2), where the goal is to distinguish an LPN oracle $\mathcal{O}_{\mathbf{s}, \omega}$ from an oracle $\mathcal{O}^{\text {unif }}$ which outputs samples of the form ( $\left.\mathbf{a}, \mathbf{y}^{\text {unif }}\right)$, both uniformly distributed in $\mathbb{F}_{2}^{n}$. More precisely, an adversary against the decisional-LPN problem making $N$ queries to its input oracle will in reality have to solve $\operatorname{DDP}\left(q=2 ; N, \frac{k}{N}, \psi_{N}\right)$ where $\psi_{N}$ outputs vectors of length $N$ whose components are independent Bernoulli random variables of success probability $\omega$.

This problem is obviously related to Problem 1.10. More precisely, an algorithm able to solve the Decoding Problem can immediately be turned into a distinguisher between $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$. In particular, this shows that DDP is easier than the (search) Decoding Problem DP, and it is natural to wonder if this is strict. As surprising as it may be, it turns out that both problems are actually equivalent, as we will see in the following section.

### 1.2.3 Pseudorandomness of Decoding: a Search-to-Decision Reduction

The relationships between the Decisional Decoding Problem DDP (1.27) and the Search Decoding Problem DP (1.10) have been investigated by many authors, but the first to actually give a proof that both problems are actually equivalent are Fischer and Stern [FS96]. They achieve this result via a search-to-decision reduction. The aim of this section is to recall their reduction.

More precisely, we prove the following theorem:

## Theorem 1.29 (Search-to-Decision Reduction)

Let $n>0$ be an integer. Let $\mathscr{A}$ be a probabilistic algorithm running in time $T(n)$ solving $\operatorname{DDP}(n, R, \tau)$ with distinguishing advantage $\varepsilon$. Then there exists an algorithm $\mathscr{A}^{\prime}$ which solves $\mathrm{DP}(n, R, \tau)$ in time $O\left(T(n) n^{2}\left(\log \left(\frac{1}{\varepsilon}\right)\right)^{3}\right)$ with probability $\Omega\left(\varepsilon^{2}\right)$.

The proof of this reduction rests on the following technical result due to Goldreich and Levin [GL89; Lev93]. A proof can also be found in [Zém16].

## Theorem 1.30 (Goldreich-Levin)

Let $n, k$ be positive integers. Let $f: \mathbb{F}_{2}^{k} \rightarrow \mathbb{F}_{2}^{n}$ be some function, $\mathbf{x}, \mathbf{r} \leftarrow \mathbb{F}_{2}^{k}$ be two independent uniform vectors and let $\mathscr{B}$ be a probabilistic algorithm taking input from $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{k}$ and outputting an element of $\mathbb{F}_{2}$, such that

$$
\mathbb{P}(\mathscr{B}(f(\mathbf{x}), \mathbf{r})=\langle\mathbf{x}, \mathbf{r}\rangle)=\frac{1}{2}+\varepsilon,
$$

where the probability is computed over $\mathbf{x}, \mathbf{r}$ and the internal randomness of $\mathscr{B}$. Denote by $T$ the running time of $\mathscr{B}$.

Then, there exists a probabilistic algorithm $\mathscr{B}^{\prime}$ with input from $\mathbb{F}_{2}^{n}$ which outputs an element of $\mathbb{F}_{2}^{k}$, such that $\mathscr{B}^{\prime}$ runs in time $O\left(T k^{2}\left(\log \left(\frac{1}{\varepsilon}\right)\right)^{3}\right)$ and

$$
\mathbb{P}\left(\mathscr{B}^{\prime}(f(\mathbf{x}))=\mathbf{x}\right)=\Omega\left(\varepsilon^{2}\right),
$$

where the probability is computed over $\mathbf{x}$ and the internal randomness of $\mathscr{B}^{\prime}$.

Remark 1.31. A generalisation of this result to larger fields $\mathbb{F}_{q}$ is given in [GRS00, Section 2].

Proof of Theorem 1.29, adapted from [FS96; Zém16; Deb23].
Let $k, t \leqslant n$ be positive integers, and let $\mathbf{G} \leftarrow \mathbb{F}_{2}^{k \times n}$ be a uniformly random matrix, let $\mathbf{x} \leftarrow \mathbb{F}_{2}^{k}$ be a uniformly random vector, and let $\mathbf{e} \leftarrow \mathcal{S}_{t}$ be a uniformly random vector of Hamming weight $t$. Let $\mathscr{A}$ be an algorithm solving $\operatorname{DDP}(n, R, t / n)$ with advantage $\varepsilon$. The roadmap is the following: we build an algorithm $\mathscr{B}$ satisfying the assumptions of Theorem 1.30 with the function

$$
f_{\mathbf{G}, \mathrm{e}}:\left\{\begin{array}{ccc}
\mathbb{F}_{2}^{k} & \longrightarrow & \mathbb{F}_{2}^{n} \\
\mathbf{x} & \longmapsto & \mathbf{x G}+\mathbf{e}
\end{array} .\right.
$$

We then simply apply it. Algorithm $\mathscr{B}$ is described in Algorithm 1.31.

```
Algorithm 1.31 : Algorithm \(\mathscr{B}\)
    Input: \(\mathbf{G}, \mathbf{y} \stackrel{\text { def }}{=} \mathbf{x G}+\mathbf{e}\) and a uniformly random vector \(\mathbf{r} \in \mathbb{F}_{2}^{k}\)
    Output : \(\langle\mathbf{x}, \mathbf{r}\rangle\)
    Pick \(\boldsymbol{s} \leftarrow \mathbb{F}_{2}^{n}\) uniformly at random.
    Set \(\mathbf{G}^{\prime} \stackrel{\text { def }}{=} \mathbf{G}-\mathbf{r}^{\top} \mathbf{s} . \quad \triangleright \mathbf{G}^{\prime}\) is uniformly distributed.
    return \(\beta \stackrel{\text { def }}{=} 1-\mathscr{A}\left(\mathbf{G}^{\prime}, \mathbf{y}\right)\).
```

Let us check that this procedure is correct. First, notice that since the matrix $\mathbf{G}$ is uniformly distributed, so is $\mathbf{G}^{\prime}$. Now,

$$
\begin{equation*}
\mathbf{y}=\mathbf{x G}+\mathbf{e}=\mathbf{x} \mathbf{G}^{\prime}+\mathbf{x}\left(\mathbf{r}^{\top} \mathbf{s}\right)+\mathbf{e}=\mathbf{x} \mathbf{G}^{\prime}+\langle\mathbf{x}, \mathbf{r}\rangle \mathbf{s}+\mathbf{e} . \tag{1.9}
\end{equation*}
$$

In particular, if $\langle\mathbf{x}, \mathbf{r}\rangle=0$, then $\mathbf{y}+\mathbf{e}=\mathbf{x G}^{\prime}+\mathbf{e}$ is a noisy codeword of the code generated by $\mathbf{G}$, but if $\langle\mathbf{x}, \mathbf{r}\rangle=1$, then $\mathbf{y}+\mathbf{e}$ is uniformly random from the point of view of $\mathbf{G}^{\prime}$ (since $\mathbf{s}$ is). Finally, since $\mathscr{A}$ has distinguishing advantage $\varepsilon$, Algorithm $\mathscr{B}$ will succeeds will probability $\frac{1}{2}+\varepsilon$.

In order to conclude the proof, it suffices to apply Theorem 1.30.

### 1.2.4 Alekhnovich Encryption Scheme

In 2003, Alekhnovich [Ale03] introduced a new approach to design an encryption scheme based on error correcting codes. Unlike McEliece cryptosystem, Alekhnovich truly relies on the hardness of decoding random codes. More precisely, its security relies on the decisional version of the Decoding Problem, but as we have seen, DDP is equivalent to DP.

Alekhnovich Cryptosystem. Let $k, n$ be integers. Starting from a random $[n, k]$ code $\mathscr{C}$, it proceeds as follows:

- Key Generation. Let $\mathbf{e}_{\text {sk }} \leftarrow \operatorname{Ber}(\tau)^{\otimes n}$ be of small Hamming weight $\theta(\sqrt{n})$. The public key is ( $\mathscr{C}, \mathbf{c}+\mathbf{e}_{\text {sk }}$ ) where $\mathbf{c} \in \mathscr{C}$ and the secret key is $\mathbf{e}_{\text {sk }}$.
- Encryption. To encrypt one bit $\beta \in\{0,1\}$ set:
$-\operatorname{Enc}(1) \stackrel{\text { def }}{=} \mathbf{u}$ where $\mathbf{u} \in \mathbb{F}_{2}^{n}$ is a uniformly random vector.
$-\operatorname{Enc}(0) \stackrel{\text { def }}{=} \mathbf{c}^{*}+\mathbf{e}$ where $\mathbf{e}$ is of small Hamming weight $\theta(\sqrt{n})$ and $\mathbf{c}^{*}$ lies in the dual of the code $\mathscr{C}_{\text {pub }}$ spanned by $\mathscr{C}$ and $\mathbf{c}+\mathbf{e}_{\text {sk }}$.
- Decryption. The decryption of $\operatorname{Enc}(\beta)$ is $\left\langle\operatorname{Enc}(\beta), \mathbf{e}_{\text {sk }}\right\rangle$, where $\langle\cdot, \cdot\rangle$ is the usual inner product on $\mathbb{F}_{2}^{n}$.

The correction of this procedure relies on the fact that

$$
\left\langle\operatorname{Enc}(0), \mathbf{e}_{\text {sk }}\right\rangle=\left\langle\mathbf{c}^{*}+\mathbf{e}, \mathbf{e}_{\text {sk }}\right\rangle=\left\langle\mathbf{e}, \mathbf{e}_{\text {sk }}\right\rangle,
$$

where we used that $\mathbf{e}_{\text {sk }} \in \mathscr{C}_{\text {pub }}$ while $\mathbf{c}^{*}$ lies in its dual. Now, using Lemma 1.32 below, and the fact that both $\mathbf{e}_{\text {sk }}$ and $\mathbf{e}$ have small Hamming weight of order $\theta(\sqrt{n})$, we can prove that this inner product is highly biased towards 0 . On the other hand, $\left\langle\operatorname{Enc}(1), \mathbf{e}_{\mathrm{sk}}\right\rangle$ is a uniformly random bit.

## Lemma 1.32 ([Til18, Appendix B, Lemma 6])

Let $\mathbf{e}_{1}$ be uniformly distributed over the vectors of $\mathbb{F}_{2}^{n}$ of Hamming weight $w$, and let $\mathbf{e}_{2} \in \mathbb{F}_{2}^{n}$ be of Hamming weight $t$. Assume that both $w$ and $t$ are of order $\theta(\sqrt{n})$. Then

$$
\mathbb{P}_{\mathbf{e}_{1}}\left(\left\langle\mathbf{e}_{1}, \mathbf{e}_{2}\right\rangle=1\right)=\frac{1}{2}\left(1-e^{-2 \frac{w t}{n}}\left(1+O\left(\frac{1}{\sqrt{n}}\right)\right)\right) .
$$

In particular, the decryption will succeed with good probability. However, decryption failures are basically inherent to this scheme, and it might be necessary to repeat the procedure many times in order to lower this failure rate. Nevertheless, the strength of Alekhnovich's cryptosystem is that, contrary to McEliece cryptosystem, its security does not depend on hiding the description of a code:

- Key security. Recovering the private key from public data amounts to decoding the random code $\mathscr{C}$ at distance $\theta(\sqrt{n})$, i.e. solving Problem 1.10.
- Message security. Recovering the plaintext from the ciphertext is tantamount to distinguishing a noisy codeword from a uniformly random vector, i.e. solving the decisional version of the decoding problem (Problem 1.27).

In particular, since they are both equivalent, it turns out that Alekhnovich encryption scheme truly relies on the hardness of Decoding. However, as is, Alekhnovich cryptosystem is not practical. Indeed, the decryption process is very slow, since it might be needed to repeat the process many times for each bit to get a correct decryption with good enough probability. Moreover, since the number of errors in the Decoding Problems used to define the security is a $\theta(\sqrt{n})$, the complexity of breaking this scheme is about $\theta\left(2^{c \sqrt{n}}\right)$. It means that $n$ needs to be at least quadratic in the targeted security parameter, and since the public key is the description of a random code of length $n$, it is of size quadratic in $n$, i.e. of the huge size $\Omega\left(\lambda^{4}\right)$ where $\lambda$ is the targeted security parameter. However, the approach itself was a major breakthrough in code-based cryptography.

Remark 1.33. In reality, since $\mathscr{C}$ is random, we can just specify a short seed to be used inside a Pseudorandom Generator, and the public key would amount to the seed and a noisy codeword $\mathbf{c}+\mathbf{e}_{s k}$ of length $n=\Omega\left(\lambda^{2}\right)$.

In order to cope with those gigantic sizes, and lack of efficiency, it was proposed to consider algebraically structured codes. This is the topic of the next section.

### 1.3 Quasi-Cyclic Structure

### 1.3.1 Quasi-Cyclic Codes for Cryptography

As we have seen so far in this chapter, the main issue with code-based encryption scheme is the huge size of the public-key. Indeed, whether we consider a McEliece-like (recalled in Section 1.1.5)
cryptosystem, or the approach of Alekhnovich (recalled in Section 1.2.4), we basically need to transmit a whole random matrix, which means that the public key will be at least quadratic in the size of the ciphertexts. In order to mitigate this state of affairs, Gaborit proposed in [Gab05] to restrict the public keys to families of codes endowed with an additional algebraic structure, namely quasi-cyclic codes.

### 1.3.1.1 From Cyclic to Quasi-Cyclic Codes

One of the most studied families of codes is the cyclic codes. Indeed, they benefit from a rich algebraic structure which enables quite efficient encoding algorithms, and a compact representation. Some of them (e.g. BCH codes [Hoc59; BC60; GZ61]) also benefit from efficient decoders. They were introduced by Prange in a series of technical reports for the Air Force Cambridge Research Labs [Pra57; Pra58].

Cyclic Codes. A code $\mathscr{C} \subset \mathbb{F}_{q}^{n}$ is said to be cyclic if it is stable by the cyclic shift defined by

$$
\sigma:\left\{\begin{array}{ccc}
\mathbb{F}_{q}^{n} & \longrightarrow & \mathbb{F}_{q}^{n} \\
\left(x_{0}, \ldots, x_{n-1}\right) & \longmapsto & \left(x_{n-1}, x_{0}, \ldots, x_{n-2}\right)
\end{array}\right.
$$

that is to say $\sigma(\mathscr{C})=\mathscr{C}$. In particular, their automorphism group is unusually large compared to random linear codes, for which this situation is not expected to happen.

In order to manipulate cyclic codes, it turns out that it is more useful to consider vectors $\mathbf{c} \in \mathbb{F}_{q}^{n}$ as polynomials whose coefficients are exactly the components of $\mathbf{c}$. More formally, there is an $\mathbb{F}_{q}$-vector space isomorphism

$$
\Phi:\left\{\begin{array}{ccc}
\mathbb{F}_{q}^{n} & \longrightarrow & \mathbb{F}_{q}[X] /\left(X^{n}-1\right) \\
\mathbf{a} \stackrel{\text { def }}{=}\left(a_{0}, \ldots, a_{n-1}\right) & \longmapsto & \mathbf{a}(X) \stackrel{\text { def }}{=} \sum_{i=0}^{n-1} a_{i} X^{i}
\end{array}\right.
$$

which can be canonically made into an isometry by transporting the Hamming metric from $\mathbb{F}_{q}^{n}$ onto $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. With this polynomial representation, it is easy to see that the cyclic shift $\sigma$ on $\mathbb{F}_{q}^{n}$ actually corresponds to multiplication by $X$ in $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. In particular, cyclic codes are in one-to-one correspondence with ideals of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, themselves in one-to-one correspondence with divisors of $X^{n}-1$ in $\mathbb{F}_{q}[X]$. As rich as it is, this structure is in reality not suitable for cryptographic applications. Indeed, the last remark implies that the number of cyclic codes is way too small to be useful in a cryptographic context. Instead, it turns out that the correct notion is a slight generalisation known as quasi-cyclic codes.

Quasi-Cyclic Codes. Let $\ell$ be a positive integer, and consider codes of length $\ell n$, multiple of $\ell$. Consider the following application known as the $\ell$-quasi-cyclic shift $\sigma_{\ell}: \mathbb{F}_{q}^{\ell n} \rightarrow \mathbb{F}_{q}^{\ell n}$ the application which applies $\sigma$ block-wise on blocks of size $n$ :

$$
\sigma_{\ell}:\left\{\begin{array}{clc}
\mathbb{F}_{q}^{\ell n} & \longrightarrow & \mathbb{F}_{q}^{\ell n} \\
\left(\mathbf{x}_{0}|\cdots| \mathbf{x}_{\ell-1}\right) & \longmapsto & \left(\sigma\left(\mathbf{x}_{0}\right)|\cdots| \sigma\left(\mathbf{x}_{\ell-1}\right)\right) .
\end{array}\right.
$$

Similarly to cyclic codes in the previous paragraph, a linear code $\mathscr{C} \subset \mathbb{F}_{q}^{\ell n}$ is said to be $\ell$-quasicyclic or quasi-cyclic of index $\ell$ (or even simply quasi-cyclic when the context is clear) if it is
stable under the action of $\sigma_{\ell}$. A visual representation of this shift is given in Figure 1.5.


Figure 1.5: Illustration of the quasi-cyclic shift

Quasi-cyclic codes also benefit from a polynomial representation, a vector of length $\ell n$ being represented as a collection of $\ell$ elements of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, and the action of $\sigma_{\ell}$ simply corresponds to the multiplication by $X$ on each block. In other words, quasi-cyclic codes can be


Remark 1.34. In Chapter 7 we consider a generalisation of quasi-cyclic codes known as quasiabelian codes. More precisely, the polynomial ring $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ can actually be understood as the group algebra $\mathbb{F}_{q}[\mathbb{Z} / n \mathbb{Z}]$, i.e. the free algebra generated by the cyclic group with $n$ elements, endowed with the convolution. With this formalism, an $\ell$-quasi-cyclic code is an $\mathbb{F}_{q}[\mathbb{Z} / n \mathbb{Z}]$ submodule of $\left(\mathbb{F}_{q}[\mathbb{Z} / n \mathbb{Z}]\right)^{\ell}$. The aforementioned quasi-abelian codes corresponds to using more general abelian groups instead of only cyclic groups.

It turns out that quasi-cyclic codes are much more suitable for cryptographic applications than cyclic codes. One reason to explain this is that there are much more quasi-cyclic than cyclic codes. More precisely, a quasi-cyclic code will have a generator matrix formed out by multiple circulant matrices of the form

$$
\operatorname{rot}(\mathbf{a}) \stackrel{\text { def }}{=}\left(\begin{array}{ccccc}
a_{0} & a_{1} & \ldots & \ldots & a_{n-1} \\
a_{n-1} & a_{0} & \ldots & \ldots & a_{n-2} \\
\vdots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \vdots \\
a_{1} & a_{2} & \ldots & a_{n-1} & a_{0}
\end{array}\right) \in \mathbb{F}_{q}^{n \times n}
$$

that is to say matrices whose rows are the cyclic shifts of a given vector $\mathbf{a} \stackrel{\text { def }}{=}\left(a_{0}, \ldots, a_{n-1}\right) \in \mathbb{F}_{q}^{n}$. In other words, the generator matrix of a quasi-cyclic code will have the following general shape

$$
\left(\begin{array}{cccc}
\operatorname{rot}\left(\mathbf{a}^{(1,1)}\right) & \operatorname{rot}\left(\mathbf{a}^{(1,2)}\right) & \cdots & \operatorname{rot}\left(\mathbf{a}^{(1, \ell)}\right) \\
\vdots & \ddots & \ddots & \vdots \\
\operatorname{rot}\left(\mathbf{a}^{(k, 1)}\right) & \operatorname{rot}\left(\mathbf{a}^{(k, 2)}\right) & \cdots & \operatorname{rot}\left(\mathbf{a}^{(k, \ell)}\right)
\end{array}\right) \in \mathbb{F}_{q}^{n k \times n \ell},
$$

for some integer $k$. The dimension of the code generated by such a matrix is likely to be $k n$, and this will be enforced in cryptographic applications.

For BIKE (see Section 1.3.2.2) and HQC (see Section 1.3.3), we will consider the particular case of double circulant codes whose generator matrices are formed by a single row of two circulant matrices (i.e. $k=1, \ell=2$ with the previous notations). In other words, we are mostly concerned with $[2 n, n]$-quasi-cyclic codes.

Example 1.35. The following matrix is a generator matrix for a binary double-circulant code

$$
\mathbf{G} \stackrel{\text { def }}{=}\left(\begin{array}{lll|lll}
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 1
\end{array}\right)
$$

Polynomial representation. The representation of elements of $\mathbb{F}_{q}^{n}$ as polynomials in the quotient ring $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ has another interesting property. Indeed, a simple computation shows that for two vectors $\mathbf{a}, \mathbf{b} \in \mathbb{F}_{q}^{n}$, the matrix-vector product $\mathbf{b} \cdot \boldsymbol{\operatorname { r o t }}(\mathbf{a})$ actually corresponds to the product of polynomials in $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ :

$$
\mathbf{b} \cdot \boldsymbol{r o t}(\mathbf{a})=\mathbf{b}(X) \cdot \mathbf{a}(X)=\mathbf{a} \cdot \boldsymbol{\operatorname { r o t }}(\mathbf{b}),
$$

where we identified a vector $\mathbf{c}$ of length $n$ with its polynomial representation $\Phi(\mathbf{c}) \stackrel{\text { def }}{=} \mathbf{c}(X)$.
In particular, in the generator matrix of an $\ell$-quasi-cyclic code, each circulant block $\operatorname{rot}(\mathbf{a}) \in$ $\mathbb{F}_{q}^{n \times n}$ can be represented by the polynomial $\mathbf{a}(X) \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. In other words, the generator matrix of an $[\ell n, k n]$-quasi-cyclic code can be represented as a $k \times \ell$ matrix with entries in $\mathbb{E}_{q}[X] /\left(X^{n}-1\right)$.

Example 1.36. Let us continue with Example 1.35. The polynomial representation of the matrix $\mathbf{G}$ with respect to the ring $\mathbb{F}_{2}[X] /\left(X^{3}-1\right)$ is nothing but

$$
\mathbf{G}(X) \stackrel{\operatorname{def}}{=}(1 \mid X+1) .
$$

Duality and Parity-check matrices. In code-based cryptography it is sometimes more convenient to present the Decoding Problem in terms of syndrome and parity-check matrices. It is wellknown that the dual of a quasi-cyclic code is still quasi-cyclic. Therefore, an $[n \ell, n k]$-quasi-cyclic code will have a parity-check matrix formed by $(\ell-k) \times \ell$ circulant blocks. In particular, it also benefits from a polynomial representation. In Chapter 7 we prove the same result for general quasi-abelian codes (Proposition 7.11).

Example 1.37. It is readily seen that the following double-circulant matrix is a parity-check matrix for the code from Example 1.35:

$$
\mathbf{H} \stackrel{\text { def }}{=}\left(\begin{array}{lll|lll}
1 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1
\end{array}\right) .
$$

and its polynomial representation is

$$
\mathbf{H}(X) \stackrel{\operatorname{def}}{=}\left(X^{2}+1 \mid 1\right)
$$

### 1.3.1.2 Structured Variants of the Decoding Problems.

Random quasi-cyclic codes. Similarly to the unstructured situation, in the rest of this manuscript, a random quasi-cyclic code will simply be a code generated by a matrix $\mathbf{G}$ formed by $k \times \ell$ random
$n \times n$ circulant matrices. Such a random matrix is therefore simply represented by $k \times \ell$ polynomials in $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, picked uniformly at random. Equivalently, we can define a random quasi-cyclic codes by means of a parity-check matrix formed out by random circulant blocks.

In a cryptographic context, it will also be more convenient to ensure that the involved matrices be full-rank. This can be done canonically by restricting the definitions of our problems with matrices in systematic forms. With this model, a random quasi-cyclic code will be nothing else than a code admitting a parity-check matrix having a polynomial representation of the form

$$
\mathbf{H}=\left(\mathbf{I}_{\ell-k} \mid \mathbf{A}\right)
$$

where $\mathbf{A}$ is a uniformly random matrix with coefficients in $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$.

Structured variants of the Decoding Problems. Let G be the generator matrix of a random quasi-cyclic code of index $\ell$. For simplicity, let us first assume that $\mathbf{G}$ has only one row of circulant matrices, i.e. it is of the form

$$
\mathbf{G}=\left(\begin{array}{lll}
\operatorname{rot}\left(\mathbf{a}^{(1)}\right) & \left.\ldots \quad \operatorname{rot}\left(\mathbf{a}^{(\ell)}\right)\right) \in \mathbb{F}_{q}^{n \times n \ell}
\end{array}\right.
$$

for some uniformly random vectors $\mathbf{a}^{(i)} \in \mathbb{F}_{q}^{n}$. Let $\mathbf{y}=\mathbf{m G}+\mathbf{e}$ be a noisy codeword, for some vector $\mathbf{m} \in \mathbb{F}_{q}^{n}$ and noise term $\mathbf{e} \stackrel{\text { def }}{=}\left(\mathbf{e}^{(1)}, \ldots, \mathbf{e}^{(\ell)}\right) \in \mathbb{F}_{q}^{n \ell}$. In other words,

$$
\mathbf{y}=\left(\mathbf{m} \cdot \operatorname{rot}\left(\mathbf{a}^{(1)}\right)+\mathbf{e}^{(1)}, \quad \ldots, \quad \mathbf{m} \cdot \operatorname{rot}\left(\mathbf{a}^{(\ell)}\right)+\mathbf{e}^{(\ell)}\right) \in \mathbb{F}_{q}^{n \ell}
$$

and its polynomial representation $\Phi(\mathbf{y})$ is the collection of $\ell$ corrupted polynomials

$$
\left\{\begin{array}{c}
\mathbf{m}(X) \cdot \mathbf{a}^{(1)}(X)+\mathbf{e}^{(1)}(X) \\
\vdots \\
\mathbf{m}(X) \cdot \mathbf{a}^{(\ell)}(X)+\mathbf{e}^{(\ell)}(X)
\end{array} \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right)\right.
$$

where $\mathbf{m}(X) \stackrel{\text { def }}{=} \Phi(\mathbf{m})$. When dealing with quasi-cyclic codes, we usually consider the $\mathbf{e}^{(i)}$ to be independent but identically distributed. This error model is sometimes referred to as regular errors. This will always be assumed in the sequel, unless otherwise specified.

With this formalism, the Decoding Problem (1.10) restricted to the class of $\ell$-quasi-cyclic codes can be formulated as follows. Let $\psi$ be a probability distribution over $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$.

Problem 1.38 (QC-DP $(\ell, \psi)$, search version)

Let $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, and let $\mathbf{m} \in \mathcal{R}$ be fixed.

Data. $\ell$ samples $\left\{\left(\mathbf{a}^{(i)}, \mathbf{y}^{(i)}\right)\right\}_{1 \leqslant i \leqslant \ell}$, where $\mathbf{a}^{(i)} \leftarrow \mathcal{R}$ and $\mathbf{y}_{i} \stackrel{\text { def }}{=} \mathbf{a}^{(i)} \mathbf{m}+\mathbf{e}^{(i)} \in \mathcal{R}$ with $\mathbf{e}^{(i)} \leftarrow \psi$.
Goal. Recover m.

In general, $\psi$ will be a distribution such that $\mathbb{E}_{\mathbf{x} \leftarrow \psi}(|\mathbf{x}|)=t$ for some integer parameter
$t \in\{1, \ldots, n\}$, where the Hamming weight on $\mathcal{R}$ is the number of non-zero coefficients. This encompasses for instance the uniform distribution over polynomials of fixed Hamming weight $t$, or when the coefficients of the error are independently distributed according to a $q$-ary Bernoulli random variables of success probability $t / n$.

A natural way to try and solve QC-DP is to apply any generic decoding algorithm on the input. Therefore, we may wonder how easy it is to solve QC-DP compared to DP. It turns out that even after more than 50 years of extensive research, no algorithm is known to take into account the quasi-cyclic structure in order to significantly speed up the decoding process. More precisely, to this day the best approach in general is known as Decoding One Out of Many (DOOM) [Sen11]. However, it merely allows a $\sqrt{n}$ speed-up. This will be discussed in Section 1.3.4.1. In other words, Problem 1.38 is widely believed to be roughly as hard as the generic decoding problem in practice. ${ }^{[x i]}$

This is particularly interesting in a cryptographic context, since describing a random quasicyclic code of block-size $n$ only requires the first row of each circulant block (of the generator or parity-check matrix). This is equivalent to giving the coefficients of its polynomial representation. In particular, it allows to save a factor $n$ on the size of the public key: a random quasi-cyclic code can be represented with only $k \times \ell n$ elements of $\mathbb{F}_{q}$ instead of $k n \times \ell n$, while on the other hand keeping the same security level.

Obviously, Problem 1.38 also admits a decisional version, which is the quasi-cyclic version of DDP (Problem 1.27).

## Problem 1.39 (QC-DP $(\ell, \psi)$, decisional version)

Let $n$ be an integer, and set $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. Let $\mathbf{m}$ be drawn uniformly at random in $\mathcal{R}$ and consider the following two distributions

- $\mathcal{D}_{0}:\left(\mathbf{a}, \mathbf{y}^{\text {unif }}\right)$ uniformly distributed over $\mathcal{R}^{2}$,
- $\mathcal{D}_{1}:(\mathbf{a}, \mathbf{a} \cdot \mathbf{m}+\mathbf{e})$ where $\mathbf{a} \leftarrow \mathcal{R}$, and $\mathbf{e} \leftarrow \psi$.

Given $\ell$ samples of the distribution $\mathcal{D}_{\beta}$ where $\beta \leftarrow\{0,1\}$ is a uniformly random bit, the goal is to recover $\beta$.

Remark 1.40. It may also be interesting to consider the above problem in an LPN regime, where the number of samples $\ell$ is a priori unbounded. This structured version is sometimes referred to as ring-LPN in the literature (with respect to the ring $\left.\mathbb{F}_{q}[X] /\left(X^{n}-1\right)\right)([H K L P+12 ;$ DP12]).

Obviously, both structured variants of the Decoding Problems can equivalently be stated in terms of syndromes and parity-check matrices. Let $\mathbf{H}$ be a parity-check matrix of an $\ell$ quasi-cyclic code. For simplicity, consider the double-circulant situation in systematic form, i.e.

$$
\mathbf{H}=(1 \mid \mathbf{h})
$$

where $\mathbf{h} \leftarrow \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ is a uniformly random element. A syndrome of $\mathbf{s}^{\top} \stackrel{\text { def }}{=} \mathbf{H e}^{\top}$ where

[^17]$\mathbf{e}=\left(\mathbf{e}^{(1)}, \mathbf{e}^{(2)}\right)$ is a regular error vector, ${ }^{[x i i]}$ will then have a polynomial representation of the form
$$
\mathbf{s}(X)=\mathbf{e}^{(1)}(X)+\mathbf{h}(X) \cdot \mathbf{e}^{(2)}(X) \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right)
$$
where $\mathbf{e}^{(i)}$ are independent and identically distributed according to some distribution $\psi$ over $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. The goal of the Decoding Problems will then be to recover the errors $\mathbf{e}^{(i)}$, or to distinguish this syndrome from a uniform element of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, given the knowledge of $\mathbf{h}$.
Remark 1.41. Interestingly enough, the polynomial representation of this syndrome is very similar to one sample of the quasi-cyclic distribution (i.e. distribution $\mathcal{D}_{1}$ of Problem 1.39), with the only difference being the fact that the secret (which can now be identified to $\mathbf{e}^{(2)}$ ) has the same distribution $\psi$ as the error $\mathbf{e}^{(1)}$, instead of being uniformly distributed. This has sometimes been referred to as a normal Ring-LPN distribution in the literature.[xii]]

A note on the systematic form. In the decisional version, we are asked to distinguish between a sample of the form $\mathbf{e}^{(1)}+\mathbf{h} \mathbf{e}^{(2)}$ and a uniform element of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. Now, assume that we did not restrict ourselves to parity-check matrices in systematic form. In the general case, a (double-circulant) random parity-check matrix will therefore have a polynomial representation of the form

$$
\mathbf{H} \stackrel{\text { def }}{=}\left(\mathbf{h}^{(1)} \mid \mathbf{h}^{(2)}\right)
$$

and the syndrome $\mathbf{s}^{\top} \stackrel{\text { def }}{=} \mathbf{H e}{ }^{\top}$ will have the following representation

$$
\mathbf{s}(X)=\mathbf{h}^{(1)} \mathbf{e}^{(1)}+\mathbf{h}^{(2)} \mathbf{e}^{(2)} \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right)
$$

In the decisional version of the Decoding Problem, we would therefore be asked to distinguish a sample of the form

$$
\left(\mathbf{h}^{(1)}, \mathbf{h}^{(2)}, \mathbf{h}^{(1)} \mathbf{e}^{(1)}+\mathbf{h}^{(2)} \mathbf{e}^{(2)}\right)
$$

where $\mathbf{h}^{(i)}$ are uniformly distributed in $\mathbb{F}_{q}[X] /\left(X^{n}-1\right) ;$ from a sample of the form

$$
\left(\mathbf{a}^{(1)}, \mathbf{a}^{(2)}, \mathbf{y}^{\text {unif }}\right)
$$

where all the components are uniformly distributed in $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. A priori, there seems to be little difference between the systematic version and the general case. However, there is a little caveat here. Indeed, notice that the syndrome $\boldsymbol{s}(X)$ actually belongs to the ideal of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ generated by $\left(\mathbf{h}^{(1)}, \mathbf{h}^{(2)}\right)$, i.e. the ideal generated by their gcd. In general, they are likely to be coprime, and therefore this ideal will be the full ring. However, it may happen that this ideal is not large enough, which may induce a bias in the distribution.

This discussion will be all the more important in Chapter 7 when we will consider the generalisation to quasi-abelian codes.

A "module" version. Finally, let us remove the condition " $k=1$ " which we merely put for simplicity. That is to say, let us consider quasi-cyclic codes generated by random matrices

[^18]formed by more than one row of circulant blocks:
\[

\mathbf{G}=\left($$
\begin{array}{ccc}
\operatorname{rot}\left(\mathbf{a}^{(1,1)}\right) & \cdots & \operatorname{rot}\left(\mathbf{a}^{(1, \ell)}\right) \\
\vdots & & \vdots \\
\operatorname{rot}\left(\mathbf{a}^{(k, 1)}\right) & \cdots & \operatorname{rot}\left(\mathbf{a}^{(k, \ell)}\right)
\end{array}
$$\right) .
\]

In terms of coding theory, this merely means that we consider codes with a higher rate.
In this situation, a noisy codeword $\mathbf{m G}+\mathbf{e}$ will still be represented by $\ell$ "noisy elements" of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, but their shape will be a little be more complex. Indeed, the element $\mathbf{m}$ is of the form $\left(\mathbf{m}_{1}(X), \ldots, \mathbf{m}_{k}(X)\right) \in\left(\mathbb{F}_{q}[X] /\left(X^{n}-1\right)\right)^{k}$, and each sample will now be of the form

$$
\sum_{i=1}^{k} \mathbf{m}_{i} \cdot \mathbf{a}^{(i, j)}+\mathbf{e}_{j}=\left\langle\mathbf{m}, \mathbf{a}^{(\cdot, j)}\right\rangle+\mathbf{e}_{j} \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right), \quad \text { for } j=1, \ldots, \ell ;
$$

where the inner product

$$
\langle\cdot, \cdot\rangle:\left(\mathbb{F}_{q}[X] /\left(X^{n}-1\right)\right)^{k} \times\left(\mathbb{F}_{q}[X] /\left(X^{n}-1\right)\right)^{k} \rightarrow \mathbb{F}_{q}[X] /\left(X^{n}-1\right)
$$

is canonically defined, and $\mathbf{a}^{(\cdot, j)}$ denotes the $j$-th column of $\mathbf{G}$.
In terms of parity-check matrices and syndromes, increasing the code-rate corresponds to having more elements in each row of the parity-check matrix (in the polynomial representation):

$$
\mathbf{H} \stackrel{\text { def }}{=}\left(1\left|\mathbf{h}^{(1)}\right| \cdots \mid \mathbf{h}^{(\kappa)}\right)
$$

and a syndrome of an error $\mathbf{e} \stackrel{\text { def }}{=}\left(\mathbf{e}^{(0)}, \ldots, \mathbf{e}^{(\kappa)}\right)$ would then be of the form

$$
\mathbf{s}(X) \stackrel{\text { def }}{=} \mathbf{e}^{(0)}+\sum_{i=1}^{\kappa} \mathbf{h}^{(i)} \mathbf{e}^{(i)}=\left\langle\mathbf{h}^{(\geqslant 1)}, \mathbf{e}^{(\geqslant 1)}\right\rangle+\mathbf{e}^{(0)} \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right)
$$

In the context of lattice-based cryptography, a similar construction known as Module-LWE has been introduced in [LS15]. This explains why this version of the Decoding Problem has sometimes been called Module-LPN in the literature (for example [BCGI+20b, Definition 3.2]).

### 1.3.2 Instantiating McEliece with Quasi-Cyclic Codes

For classical instantiations of McEliece, the size of the public key can be very large, reaching 1.3 MB for Classic McEliece (See Table 1.1), one of the three remaining proposals in round 4 of NIST competition. Since QC-DP is not much easier than DP, it would be very interesting to instantiate the McEliece framework (Section 1.1.5) with families of quasi-cyclic codes. It turns out that this idea was already present in the initial paper [Gab05] where Gaborit proposed to use some quasi-cyclic Goppa codes (see [Gab05, Section 3.4]). However, this idea was not pushed further at that time and he proposed instead to use quasi-cyclic subcodes of BCH codes. Nevertheless, even though the loss in message security is negligible when working with quasicyclic codes instead of generic linear codes, this additional structure might damage the security of the keys (i.e. distinguishing the considered family from random codes). In particular, the instantiation of [Gab05] was eventually broken a few years later [OTD10]. The essence of this
attack lies in the fact that the chosen family of quasi-cyclic codes providing the keys was not big enough. This suggests to find a very large family of quasi-cyclic codes.

In this section, we will present two instantiations which seem to resist cryptanalysis, namely with quasi-cyclic binary Goppa codes, and with quasi-cyclic MDPC codes (or QC-MDPC for short).

### 1.3.2.1 Big Quake: A Quasi-Cyclic Version of Classic McEliece

For instantiations of McEliece cryptosystem with alternant codes (such as Goppa codes), attacks on the keys are still much less efficient than attacks on the messages. Therefore, the loss in the key security might be affordable. However, this should be carefully analysed. In particular, in the first round of NIST competition, the submission DAGS [BBBC+17] proposed to use some structured variants of alternant codes. ${ }^{[x i v]}$ However, their choice of parameters was completely broken by algebraic attacks on the keys (see [Bar18; BC18; BBCO19]).

Nevertheless, not all hope is lost, and it may still be possible to design very competitive instantiations of McEliece. In particular, another candidate called BIG QUAKE (for BInary Goppa QUAsi-cyclic Key Encapsulation) $[\mathrm{CBBB}+17]$ was submitted to NIST competition. As suggested by the name, they proposed to use quasi-cyclic binary Goppa code, and is therefore in some sense a quasi-cyclic version of Classic MCElIECE $[\mathrm{ABCC}+22]$ which is still competing in the fourth round. In Table 1.3 we represent their choice of parameters as well as the corresponding size of the public key. The last column represents the size of the public key for an instantiation of McEliece with the same parameters, but forgetting the quasi-cyclicity. A little warning though, the notations in this thesis are slightly different from the notations in the supporting documentation of BIG QUAKE $[\mathrm{CBBB}+17]$. Here, $n$ corresponds to the block-size while the index of quasi-cyclicity is denoted by $\ell$, and $k$ is the number of rows of independent $n \times n$ circulant blocks. In particular, the codes have length $N=\ell n$ and dimension $K=k n$.

| Security level (bits) | $N$ | $K$ | $n$ | $\ell$ | $k$ | Public key size (Bytes) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | BIG QUAKE | Without quasi-cyclicity |
| 128 | 3,510 | 2,418 | 13 | 270 | 186 | 25,389 | 330,057 |
| 192 | 7,410 | 4,674 | 19 | 390 | 246 | 84,132 | $1,598,508$ |
| 256 | 10,070 | 6,650 | 19 | 530 | 350 | 149,625 | $2,842,875$ |

Table 1.3: Public key size of BIG QUAKE

In particular, BIG QUAKE offers public keys of size 10 times smaller than that of the corresponding security level of Classic McEliece. Nevertheless, BIG QUAKE did not pass beyond the first round, even though it was not broken (and still is not!).

However, very recent progress have been made in distinguishing Goppa codes from random linear codes [MT22; BMT23; CMT23]. If in the case of generic Goppa codes the gap between the key and messages security is still huge, it has been largely reduced. It is therefore natural to wonder if those recent approaches can lead to better attacks in the case of structured Goppa codes. All in all, the research potential is far from being exhausted.

[^19]
### 1.3.2.2 BIKE: an Instantiation with QC-MDPC Codes.

In order to achieve an acceptable security level, instantiating McEliece's framework with MDPC codes requires even bigger public keys, than with Goppa codes (see Table 1.2). In order for it to be practical, it is necessary to introduce structured variants. This led to the submission BIKE (for Bit-fllpping Key Encapsulation) [AABB+22a] to NIST competition, named after a decoder for MDPC codes. BIKE is still running in the fourth round of the competition, and is one of the strongest code-based candidates to standardisation. For efficiency concerns, BIKE is presented in the Niederreiter variant, using parity-check matrices of quasi-cyclic MDPC (QC-MDPC) codes of index 2.

Public parameters. We use the following notations.

- $n$ is the size of the circulant blocks.
- $w=\theta(\sqrt{n})$ is the density of the code, i.e. the weight of each rows.
- $t=\theta(\sqrt{n})$ is the number of errors.

The presentation is given in the polynomial representation using the ring $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$.

Key generation. The secret key is the parity-check matrix of a random QC-MDPC code of density $w$. In order to generate it, it suffices to pick at random two polynomials $\mathbf{h}_{0}, \mathbf{h}_{1} \in$ $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, both having weight $w / 2$. They form the secret key.

On the other hand, the public key is given by a systematic form of this parity-check matrix. In polynomial representation, if

$$
\mathbf{H}=\left(\mathbf{h}_{0}, \mathbf{h}_{1}\right),
$$

then the corresponding systematic form is given by

$$
\left(1, \mathbf{h}_{1} \mathbf{h}_{0}^{-1}\right) .
$$

In particular, it is necessary to ensure that $\mathbf{h}_{0}$ be invertible. It turns out that we have a very easy criterion when the block-length $n$ is carefully chosen. Indeed, when $n$ is a prime, which is also a primitive root modulo 2 (i.e. such that 2 generates $\mathbb{F}_{n}^{\times}$), then $X^{n}-1$ has only two factors $X-1$ and $\Phi(X) \stackrel{\text { def }}{=} 1+X+\cdots+X^{n-1}$. In particular,

$$
\mathbb{F}_{2}[X] /\left(X^{n}-1\right) \simeq \mathbb{F}_{2} \times \mathbb{F}_{2}[X] /(\Phi(X)) \simeq \mathbb{F}_{2} \times \mathbb{F}_{2^{n-1}}
$$

and it is readily seen that the invertible elements are the odd-weight polynomials. Therefore, it suffices to choose $w$ even, such that $w / 2$ is odd.

Wrapping up:

- Secret key: $\mathbf{h}_{0}, \mathbf{h}_{1}$, two elements of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ with Hamming weight $w / 2$.
- Public key: $\mathbf{h} \stackrel{\text { def }}{=} \mathbf{h}_{1} \mathbf{h}_{0}^{-1} \in \mathbb{F}_{2}[X] /\left(X^{n}-1\right)$.

Encryption. A plaintext is an error $\mathbf{e} \stackrel{\text { def }}{=}\left(\mathbf{e}_{0}, \mathbf{e}_{1}\right)$ such that $\mathbf{e}_{i}$ is an element of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ of weight $t$.

The encryption is simply a syndrome with respect to the public parity-check matrix:

$$
\operatorname{Enc}\left(\left(\mathbf{e}_{0}, \mathbf{e}_{1}\right)\right) \stackrel{\text { def }}{=} \mathbf{e}_{0}+\mathbf{e}_{1} \mathbf{h}
$$

Decryption. Upon receiving a ciphertext $\mathbf{y} \stackrel{\text { def }}{=} \operatorname{Enc}\left(\left(\mathbf{e}_{0}, \mathbf{e}_{1}\right)\right)$, it suffices to multiply by $h_{0}$ to get

$$
\mathbf{s} \stackrel{\text { def }}{=} \mathbf{y h}_{0}=\mathbf{e}_{0} \mathbf{h}_{0}+\mathbf{e}_{1} \mathbf{h}_{1}
$$

which is nothing but the syndrome of $\left(\mathbf{e}_{0}, \mathbf{e}_{1}\right)$ with respect to the (secret) parity-check matrix with moderate density. Therefore, s can be decoded using known MDPC-decoders to recover the plaintext.

Remark 1.42. BIKE is somewhat in the spirit of NTRU encryption scheme [HPS98], whose security rests on hard lattice problems [SS11; PS21a; FPS22].

On the security. As any McEliece-like cryptosystem, BIKE relies on two hypothesis:
(i) The public matrix is indistinguishable from a random matrix.
(ii) The Decoding Problem at the targeted distance is hard.

Under the polynomial representation, the first assumption rewrites into the hardness of distinguishing $\mathbf{h} \stackrel{\text { def }}{=} \mathbf{h}_{1} \mathbf{h}_{1}^{-1}$ from a random element of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$. It seems to be a bit ad-hoc. However, a full key recovery still needs to find small polynomials $\mathbf{h}_{0}^{\prime}, \mathbf{h}_{1}^{\prime}$ in the code generated by $\mathbf{H}$ such that $\mathbf{h}_{1}^{\prime} \mathbf{h}_{0}^{\prime-1}=\mathbf{h}=\mathbf{h}_{1} \mathbf{h}_{0}^{-1}$. In particular, the best known attacks are the same as for the Decoding Problem, namely the problem underlying the message security.

Remark 1.43. Under the assumption that the decisional version of QC-DP (Problem 1.39) is hard, then the ciphertexts are indistinguishable from random elements of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$.

Impact of the size of the public key. Table 1.4 summarises the parameter sets for the three security levels submitted to NIST competition. They are obtained from the official submission package $[A A B B+22 a]$. In particular, the additional quasi-cyclic structure allows to have public keys way smaller than traditional McEliece-based cryptosystems. We use the same notations as in Table 1.3. Note that BIKE makes use of double-circulant matrices, therefore $\ell=2, k=1$. In particular, $K=n=\frac{N}{2}$.

| Security level (bits) | $N=2 n$ | $K=n$ | $\ell$ | $k$ | Public key size (Bytes) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | BIKE | Without quasi-cyclicity |
| 128 | 24,646 | 12,323 | 2 | 1 | 1,541 | $18,982,041$ |
| 192 | 49,318 | 24,659 | 2 | 1 | 3,083 | $76,007,273$ |
| 256 | 81,946 | 40,973 | 2 | 1 | 5,122 | $209,848,341$ |

Table 1.4: Public key size of BIKE

A note on the efficiency. It has to be noted that without the quasi-cyclicity structure, BIKE would involve huge matrices, and in particular the operations would be very inefficient. On the other hand, with the polynomial representation of quasi-cyclic codes, one only has to deal with polynomials in $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ where $n$ is large but very manageable. In particular, the arithmetic of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ can be heavily optimised to yield very good performances. The BIKE submission team even provide an optimised hardware implementation: https://github. com/Chair-for-Security-Engineering/BIKE.

### 1.3.3 Noisy Diffie-Hellman: HQC Cryptosystem.

In Section 1.2 .4 we recalled an encryption scheme whose security truly relies on the hardness of the Decoding Problem. More precisely, it relied on the hardness of the Decisional version, but thanks to the search-to-decision reduction from [FS96] and recalled in Section 1.2.3 we know that they both are equivalent. Unfortunately, Alekhnovich cryptosystem also involves huge public keys. In order to mitigate that, HQC cryptosystem was proposed in $[\mathrm{ABDG}+16]$ and later submitted to the NIST competition, where it is still competing in the fourth round [AABB+22b]. It is very reminiscent of encryption schemes based on structured variants of LWE, such as Kyber [ABDK+21].

The intuition behind HQC is a "noisy version" of Diffie-Hellman key exchange protocol, where two participants, say Alice and Bob, agree on a secret element, but which is corrupted by some random noise. In general, it might be useless, since the noise can a priori be different for the two participants. This is where error-correcting codes come to the rescue. More precisely, Alice and Bob will agree on a common codeword of some public code which benefits from an efficient decoding algorithm. At the end of the protocol, they would get two different noisy versions of the codeword, but if the noise level is below the decoding radius, it can easily be removed.

The protocol runs in two phases:
(i) Setup phase:

- Alice and Bob first agree on a random quasi-cyclic code whose parity check matrix $\mathbf{H}$ is of the form $(1 \mid \mathbf{h})$ where $\mathbf{h}$ is a uniformly random element of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$.
- Then, Alice computes a syndrome $\boldsymbol{s}_{A} \stackrel{\text { def }}{=} \mathbf{a}+\mathbf{h} \boldsymbol{\alpha}$, keeping secret $(\mathbf{a}, \boldsymbol{\alpha})$.
- Bob does the same thing and compute $\boldsymbol{s}_{B} \stackrel{\text { def }}{=} \mathbf{b}+\mathbf{h} \boldsymbol{\beta}$, keeping $(\mathbf{b}, \boldsymbol{\beta})$ for himself.
- They exchange their syndromes.
- Finally, Alice computes

$$
\sigma_{A} \stackrel{\text { def }}{=} \boldsymbol{\alpha} \cdot \mathbf{s}_{B}=\boldsymbol{\alpha} \mathbf{b}+\mathbf{h} \boldsymbol{\alpha} \boldsymbol{\beta},
$$

and Bob computes

$$
\sigma_{B} \stackrel{\text { def }}{=} \boldsymbol{\beta} \cdot \mathbf{s}_{A}=\boldsymbol{\beta} \mathbf{a}+\mathbf{h} \beta \boldsymbol{\alpha} .
$$

At the end of the setup phase, Alice and Bob both know a corrupted version of $\mathbf{h}(\boldsymbol{\alpha} \boldsymbol{\beta})$.
(ii) Exchanging a codeword:

- Alice picks a codeword $\mathbf{c}$ in the public code, uniformly at random.
- She sends to Bob the vector

$$
\mathbf{z} \stackrel{\text { def }}{=} \mathbf{c}+\sigma_{A}
$$

- Finally, Bob computes

$$
\mathbf{z}-\sigma_{B}=\mathbf{c}+(\boldsymbol{\alpha} \mathbf{b}+\mathbf{h} \boldsymbol{\alpha} \boldsymbol{\beta})-(\mathbf{a} \boldsymbol{\beta}+\mathbf{h} \boldsymbol{\alpha} \beta)=\mathbf{c}+\underbrace{(\boldsymbol{\alpha} \mathbf{b}-\mathbf{a} \boldsymbol{\beta})}_{\substack{\text { def }}},
$$

which he can decode in the public code, provided that the Hamming weight of $\mathbf{e}^{\prime}$ is below the decoding radius; recovering the codeword c.

It has to be noted that at every step of the protocol, Alice and Bob only exchange random elements of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, under the assumption that the decisional version of QC-DP (Problem 1.39) is hard. Moreover, the outer code is completely public and its structure does not need to be hidden. In particular, it can well be a Reed-Solomon code for example. HQC cryptosystem is a translation of the above protocol into an encryption scheme, which we quickly describe below for completeness.

Public parameters. We use the following notations. For the NIST submission, the ambient polynomial ring is $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$.

- $\mathscr{C}$ is a public code of dimension $k$, represented by a generator matrix $\mathbf{G}$, with an efficient decoding algorithm up to some threshold $\Delta$.
- $n$ is the size of the circulant blocks.
- $w$ is half the number of errors in the public key.
- $t$ is a number of additional errors.

Similarly to BIKE, the random quasi-cyclic codes involved in HQC are random doublecirculant codes in systematic form. However, they are not necessary MDPC.

Key generation. The public key is a pair $\left(\mathbf{H}, \mathbf{H e}^{\top}\right)$ where $\mathbf{H}$ is a random double-circulant matrix of length $2 n$ in systematic form, and $\mathbf{e}_{A} \stackrel{\text { def }}{=}(\mathbf{a}, \boldsymbol{\alpha})$ is a regular error of weight $2 w$; while the secret key is $\mathbf{e}_{A}$.

More precisely, the key generation algorithm picks $\mathbf{h} \leftarrow \mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ uniformly at random, as well as a, $\boldsymbol{\alpha}$ of weight $w$ and sets

- Secret key: a, $\boldsymbol{\alpha}$.
- Public key: $(\mathbf{h}, \mathbf{a}+\mathbf{h} \boldsymbol{\alpha})$.

Encryption. A plaintext is an element $\mathbf{m} \in \mathbb{F}_{2}^{k}$. The encryption proceeds as follows:

1. Encode the plaintext into the public code to get $\mathbf{m G} \in \mathbb{F}_{2}^{n}$, represented as an element of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$.
2. Pick $(\mathbf{b}, \boldsymbol{\beta}, \mathbf{e})$ at random in $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ such that they all have weight $t$.

The ciphertext is then formed by two elements:

$$
\operatorname{Enc}(\mathbf{m}) \stackrel{\text { def }}{=}(\mathbf{b}+\mathbf{h} \boldsymbol{\beta}, \mathbf{m G}+(\mathbf{a}+\mathbf{h} \boldsymbol{\alpha}) \boldsymbol{\beta}+\mathbf{e})
$$

Decryption. In order to decrypt a ciphertext ( $\mathbf{u}, \mathbf{v}$ ), use the secret key $\boldsymbol{\alpha}$ to compute

$$
\begin{aligned}
\mathbf{v}-\alpha \mathbf{u} & =\mathbf{m G}+(\mathbf{a}+\mathbf{h} \boldsymbol{\alpha}) \boldsymbol{\beta}+\mathbf{e}-\boldsymbol{\alpha}(\mathbf{b}+\mathbf{h} \boldsymbol{\beta}) \\
& =\mathbf{m G}+(\boldsymbol{\mathbf { a }}-\boldsymbol{\alpha} \mathbf{b})+\mathbf{e} \\
& =\mathbf{m G}+\mathbf{e}^{\prime} .
\end{aligned}
$$

Finally, it suffices to apply the decoding algorithm for the code $\mathscr{C}$, as long as the weight of $\mathbf{e}^{\prime}$ is below $\Delta$. Since

$$
\begin{aligned}
\left|\mathbf{e}^{\prime}\right| & =|\boldsymbol{\beta} \mathbf{a}-\boldsymbol{\alpha} \mathbf{b}+\mathbf{e}| \\
& \leqslant|\boldsymbol{\beta}| \cdot|\mathbf{a}|+|\boldsymbol{\alpha}| \cdot|\mathbf{b}|+|\mathbf{e}| \\
& \leqslant 2 t w+t,
\end{aligned}
$$

it suffices to tune the parameters such that this upper bound is below $\Delta$, but since the code is public and is not part of the security, this can easily be done.

## A note on the security.

- Recovering a valid secret key from the public data is tantamount to decoding the public syndrome $\mathbf{a}+\mathbf{h} \boldsymbol{\alpha}$ in the random quasi-cyclic code of parity-check matrix $(1 \mid \mathbf{h})$. In other words, it corresponds to solving QC-DP at distance $2 w$.
- Contrary to a direct adaptation of Alekhnovich approach, the decryption process does not involve distinguishing a noisy codeword from a uniform vector. However, under the hardness of decisional-QC-DP, then all the elements which are exchanged are pseudorandom.

Size of the public key. Table 1.5 summarises the parameter sets for the three security levels of HQC submitted to NIST competition. They are taken from the official submission documentation $[\mathrm{AABB}+22 \mathrm{~b}]$, and we use the same notations as in Table 1.4.

| Security level (bits) | $N=2 n$ | $K=n$ | $\ell$ | $k$ | Public key size (Bytes) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | HQC | Without quasi-cyclicity |
| 128 | 35,338 | 17,669 | 2 | 1 | 2,249 | $39,024,195$ |
| 192 | 71,702 | 35,851 | 2 | 1 | 4,522 | $160,661,775$ |
| 256 | 115,274 | 57,637 | 2 | 1 | 7,245 | $415,252,971$ |

Table 1.5: Public key size of HQC

### 1.3.4 Hardness of the Structured Variants of the Decoding Problem

### 1.3.4.1 Decoding One Out of Many (DOOM)

Despite more than half a century of research, except in certain regime of parameters, the additional structure does not seem to significantly improve known generic decoding algorithms. The best known approach, due to Sendrier [Sen11], is known as DOOM for Decoding One Out of Many.

More precisely, Sendrier was interested in the following problem: Given $N$ instances of the Decoding Problem for the same code, and at the same distance $t$, the goal is to decode at least
one of them. It turns out that variants of Information Set Decoding algorithms allow to achieve a $\sqrt{N}$ speedup in the decoding.

This observation is particularly handy when working with quasi-cyclic codes of block length $N$. Indeed, from one noisy codeword $\mathbf{y} \stackrel{\text { def }}{=} \mathbf{c}+\mathbf{e}$ we can generate $N$ new noisy codewords by iterating the quasi-cyclic shift, and a solution to one of them immediately yields a solution to the original problem. Therefore, the DOOM approach allows to decode an $\ell$-quasi-cyclic code of length $\ell n$ at distance $t$ in time $O\left(\frac{2^{c \cdot t}}{\sqrt{n}}\right)$ for some constant $c$, instead of $O\left(2^{c \cdot t}\right)$ for a generic code of same length.

For the regime of parameters used in cryptography, this improvement affects the concrete security, and it is necessary to take it into account when deriving parameters, however it does not change the bit security of the scheme.

Remark 1.44. We will consider again this DOOM approach with more details in Chapter 7 when dealing with more general quasi-abelian codes.

### 1.3.4.2 Folding the Code

When dealing with codes endowed with the action of a large group $G$ by permutation, another class of attacks need to be considered, namely folding attacks. More precisely, from such a code, it is possible to derive a smaller code by summing up the codewords which belong to the same $G$ orbit. This concept was used in [FOPP +16 a ; FOPP $+16 \mathrm{~b} ; \mathrm{BC} 18]$ to break variants on McEliece cryptosystems. The interested reader can refer to [Bar18] for a presentation of such attacks.

However, folding the code may also be used to solve the Decoding Problem. More precisely, following [CT19] ${ }^{[\mathrm{xv}]}$, let $\mathscr{C}$ be an $[\ell n, k n]$-code endowed with the free action by permutation of a group $G$ of size $n$. For example, one may consider an $\ell$-quasi-cyclic code, with the action of $G \stackrel{\text { def }}{=} \mathbb{Z} / n \mathbb{Z}$. In particular, the orbits of each position have same size $n$. Let $i_{1}, \ldots, i_{\ell}$ be a set of representatives for each orbit and define the folding operation to be the map

$$
\pi_{G}:\left\{\begin{array}{ccc}
\mathbb{F}_{q}^{\ell n} & \longrightarrow & \mathbb{F}_{q}^{\ell} \\
\mathbf{x} & \longmapsto & \left(\sum_{\sigma \in G} x_{\sigma\left(i_{j}\right)}\right)_{1 \leqslant i_{j} \leqslant \ell}
\end{array}\right.
$$

Now, let $\mathbf{y} \stackrel{\text { def }}{=} \mathbf{c}+\mathbf{e}$ be a codeword of $\mathscr{C}$ corrupted by an error $\mathbf{e}$ of Hamming weight $t$. Then, applying the folding map $\pi_{G}$ yields a new decoding problem

$$
\pi_{G}(\mathbf{y})=\pi_{G}(\mathbf{c})+\pi_{G}(\mathbf{e})
$$

where $\pi_{G}(\mathbf{c})$ belongs to a smaller code $\pi_{G}(\mathscr{C})$ of length $\ell$, and the Hamming weight of $\pi_{G}(\mathbf{e})$ cannot be bigger than that of $\mathbf{e}$. It can even be slightly smaller due to the presence of collisions. The key point is that since $G$ acts on $\mathscr{C}$ by permutation, [CT19, Proposition 1] yields that in general

$$
\operatorname{dim} \pi_{G}(\mathscr{C})=\frac{\operatorname{dim} \mathscr{C}}{|G|}=k
$$

In particular, the folded code has the same rate as that of the original $\mathscr{C}$. In other words, starting from decoding a code of rate $R$ at distance $t$, we get to a decoding problem of a code of rate $R$ at distance $t^{\prime}$ possibly slightly smaller (precise bounds are given in [CT19, Proposition 2]). However, recall that the length of $\pi_{G}(\mathscr{C})$ is $\ell$, i.e. the index of quasi-cyclicity, which can a

[^20]priori be very small compared to $t$ or $t^{\prime}$. In other words, the absolute error may decrease, but the error rate might explode. In particular, starting from a decoding problem with a unique solution might yield a decoding problem with many solutions. This might still be manageable given the size of the problem.

However, the work is far from over, and we still need to show how to use the solutions to the smaller decoding problems in order to recover the original solution. As explained in [CT19], it turns out that lifting the solutions back to $\mathbb{F}_{q}^{\ell n}$ allows to slightly reduce the number of equations in the linear system induced by the original problem. More precisely, using the folding can be interpreted as a new decoding problem of an $[\ell n, k n-\ell]$ code at distance $t$. Note that this new problem is in general unstructured, and it is not possible to continue the folding. Unfortunately, when $\ell$ is very small, for example in the case of BIKE and HQC we have $\ell=2$ and $k=1$, this does not really improve much on the original decoding problem.

Nevertheless, nothing forces us to use the whole group $G$, and the analysis can be refined by using some subgroup $H$ of $G$. There is a caveat though: the smaller the subgroup $H$, the higher is the new number of errors $t^{\prime}$ in the folded decoding problem. Yet, [CT19] shows that this approach is enough to give an exponential improvement in some range of parameters ([CT19, Table 1]). In order to avoid this kind of attacks, $n$ was chosen to be prime in BIG QUAKE, BIKE and HQC.

Remark 1.45. We will come back to those folding attacks in Chapter 7 with more general structured codes, namely quasi-abelian codes.

### 1.3.4.3 Hardness of the Decisional Version

Little is known regarding the decisional version of the decoding problem of structured codes. In particular, the landscape of theoretical reductions is pretty much empty: the search-to-decision reduction of [FS96] and recalled in Section 1.2.3 inherently works with generic random linear codes, and does not carry over to structured variants of the Decoding Problem such as QC-DP. In particular, the decisional version is not known to be equivalent to the search problem.

When no reduction exists, a cryptographer has to rely on cryptanalysis in order to assess the security. Yet, virtually all known approaches for solving the Decisional Decoding Problem (whether it be structured or unstructured), actually solve the search version. In particular, it is widely conjectured, and admitted, that the decisional version is not significantly easier than the related Decoding Problem. This state of affairs is not satisfying though, since we do not have any proof of this potential equivalence.

Remark 1.46. In the world of euclidean lattices, which faces similar efficiency issues when considering unstructured variants of the cryptosystems, many reductions have been derived for algebraically structured variants of the problems (e.g. [LPR10] for Ring-LWE, [LS15] for ModuleLWE, [RSW18] for Polynomial-LWE, [PRS17] for an attempt of giving a unifying framework). This observation is the starting point of Part II, and especially Chapter 4, where we manage to give the first search-to-decision reduction for some quasi-cyclic codes (but not for the choice of parameter made in BIKE or HQC).

The Linear Test Framework. Faced with this, we may wonder if we are systematically obliged to go over all the literature on attacks against the decoding problem when introducing a new instantiation, where by instantiation we mean the restriction of DP on random codes restricted to a given family. For example, QC-DP is an instantiation of DP with random quasi-cyclic codes. Fortunately, it seems that a large class of attacks can actually be seen in light of a unified framework, namely the linear test framework, put forth in [BCGI+20a; CRR21]. More precisely,
their observation is the following: for almost all of the known attacks (including, but not limited to, all applications of Information Set Decoding algorithms [Pra62; Ste88; Dum91; BJMM12; MO15; BM17], or Statistical Decoding [Jab01; Ove06; DT17; CDMT22]), at the end of the day a distinguisher will basically try to observe a bias on a linear function of the sample, whose coefficients can depend arbitrarily on the input code.

This observation should be compared with the decryption process of Alekhnovich encryption scheme 1.2.4. Indeed, recall that the secret key is an error vector $\mathbf{e}_{\mathrm{sk}}$ of Hamming weight $\theta(\sqrt{n})$, and that decrypting consists in computing the inner product between the received word $\mathbf{y}$ and $\mathbf{e}_{\mathrm{sk}}$ :

- If we observe a bias towards 0 , it means that $\mathbf{y}$ should be a noisy codeword.
- On the other hand, $\mathbf{y}$ should be a random vector.

For another example, consider the case of Prange algorithm [Pra62], which was recalled in Section 1.1.4.1, and assume that the decoding problem is given as a parity-check matrix $\mathbf{H}$ and a vector $\mathbf{s}$ which may or may not be the syndrome of $\mathbf{H}$ with respect to a very small weight codeword $\mathbf{e}$, say sublinear in $n$. For example, the typical use case with quasi-cyclic codes would be $t \stackrel{\text { def }}{=}|\mathbf{e}|=O(\sqrt{n})$. For the sake of the explanation, let us assume that we work over the binary field $\mathbb{F}_{2}$, and that $\mathbf{s}$ really is a syndrome $\mathbf{s}^{\top}=\mathbf{H e}^{\top}$. Now, recall that Prange algorithm consists in guessing an information set $\mathcal{I}$ which does not meet any error position, i.e. a subset of $k$ positions such that $\mathbf{H}_{\mathcal{I}^{c}}$ is invertible, and such that $\mathcal{I} \cap \operatorname{Supp}(\mathbf{e})=\emptyset$. Once $\mathcal{I}$ is guessed, the algorithm computes

$$
\widetilde{\mathbf{s}} \stackrel{\text { def }}{=}\left(\mathbf{H}_{\mathcal{I}^{c}}\right)^{-1}\left(\mathbf{s}_{I^{c}}\right)^{\top},
$$

which should be equal to $\mathbf{e}_{\mathcal{I}^{c}}^{\top}$ if $\boldsymbol{s}$ is actually a syndrome. If $\mathcal{I}$ was a good guess, $\operatorname{Supp}(\mathbf{e}) \subset \mathcal{I}^{c}$, and in other words we should have

$$
\left|\widetilde{\mathbf{s}}^{\top}\right| \stackrel{\text { def }}{=}\left|\left(\mathbf{H}_{\mathcal{I}^{c}}\right)^{-1}\left(\mathbf{s}_{I^{c}}\right)^{\top}\right|=t=O(\sqrt{n})
$$

In particular, using the same idea as in Alekhnovich, we could compute the inner product between $\widetilde{\boldsymbol{s}}$ and a vector $\widetilde{\mathbf{v}}$ of weight $O(\sqrt{n})$, which should be biased towards 0 if $\mathbf{s}$ was a syndrome, but should be a uniformly random bit if $\boldsymbol{s}$ was uniformly random.

All in all, this interpretation of Prange algorithm consists in observing a bias in the inner product

$$
\widetilde{\mathbf{v}} \widetilde{\boldsymbol{s}}^{\top}=\left(\widetilde{\mathbf{v}} \mathbf{H}_{\mathcal{I}^{c}}^{-1}\right) \mathbf{s}^{\top}=\left\langle\left(\widetilde{\mathbf{v}} \mathbf{H}_{\mathcal{I}^{c}}^{-1}\right), \mathbf{s}\right\rangle,
$$

which is indeed a linear function which only depends on $\mathbf{H}$ (and not on $\mathbf{s}$ ), applied on $\mathbf{s}$.
According to the analysis of [BCGI+20a; CRR21], the only known approaches which do not fit into the linear test framework are algebraic attacks. Nevertheless, such attacks do not seem to take a large toll on QC-DP.

This motivates the following abstract framework: an attack in the linear test framework proceeds in two phases:
(i) First, the adversary performs any computation on the input parity-check matrix (without any resource limitation), and then outputs some vector $\mathbf{v}$. The only limitation of the adversary is that it does not know the challenge $\boldsymbol{s}$.
(ii) Second, it estimates the bias in the inner product $\mathbf{v} \cdot \mathbf{s}^{\top}$.

Note that if $\boldsymbol{s}$ is a syndrome of $\mathbf{H}$ with respect to a small weight error $\mathbf{e}$, then $\mathbf{v} \mathbf{s}^{\top}=\langle\mathbf{v H}, \mathbf{e}\rangle$, which is all the more biased towards 0 than $|\mathbf{v H}|$ is small. On the other hand, if $\mathbf{s}$ is uniformly
distributed, then $\mathbf{v} \mathbf{s}^{\top}$ is uniform no matter what $\left(\mathbf{x} \mapsto \mathbf{v} \mathbf{x}^{\top}\right.$ is linear and surjective when $\mathbf{v}$ is non zero). Conversely, the existence of a nonzero vector $\mathbf{v}$ such that $\mathbf{v H}$ has an unusually low weight yields a bias in the distribution $\mathbf{v s}{ }^{\top}$ when $\boldsymbol{s}$ is the syndrome of a low weight error.

Based on this observation, an instantiation of the Decoding Problem with a class $\mathcal{F}$ of codes (e.g. quasi-cyclic codes) will resist any attack from the linear test framework, if and only if the dual of a code picked uniformly at random from $\mathcal{F}$ has a large minimum distance. This quantity is also known as dual minimum distance, or simply dual distance. This statement is made formal in [CRR21, Section 3].

Remark 1.47. From Section 1.1.3.3, we know that a random linear code has a minimum distance reaching the Gilbert-Varshamov bound. In particular, the dual of a random code has a minimum distance which is linear in $n$ with overwhelming probability, and DP is an example of instantiation which resists linear attacks. This was obviously expected given the existence of the search-todecision reduction.

Remark 1.48. An important tool in lattice-based cryptography is the notion of smoothing introduced in [MR04]. It has recently found its way into the code-based setting in [DDRT23]: given a binary linear code $\mathscr{C}$ of length $n$, the goal of smoothing bounds is to give a lower bound on the amount of noise needed so that a noisy codeword $\mathbf{c}+\mathbf{e}$ (respectively a syndrome) is statistically close to the uniform distribution over $\mathbb{F}_{2}^{n}$ (respectively $\mathbb{F}_{2}^{n-k}$ ), where $\mathbf{c} \in \mathscr{C}$.

When $\mathscr{C}$ is a random linear code, one can prove (see [Deb23, Proposition 2.5.1]) that it is enough to sample e uniformly at random in the Hamming sphere of radius $t$ such that $t / n=\delta_{\mathrm{GV}}$ is the Gilbert-Varshamov distance (Definition 1.6). On the other hand, smoothing bounds ask the same question when the input code is fixed, i.e. in the worst-case situation, which is a much more challenging task. It turns out that the bounds given in [DDRT23] are also in direct relation with the dual distance: the higher the dual distance, the better the smoothing bounds. In particular, this observation follows the same direction as the resistance to linear attacks.

On the Minimum Distance of Random Quasi-Cyclic Codes. Let us conclude this section with a discussion on the typical behaviour of the dual distance of quasi-cyclic codes. Since the dual of an $\ell$-quasi-cyclic code with block length $n$ is still an $\ell$-quasi-cyclic, with same block length (see Section 1.3.1.1), studying the dual distance is tantamount to study the actual minimum distance of quasi-cyclic codes.

It turns out that similarly to random linear codes, many classes of random quasi-cyclic codes also have a large minimum distance. In particular, [CPJ69] proved that when $p$ is a prime such that 2 is primitive modulo $p$, then double circulant codes with block size $p$ typically achieve the Gilbert-Varshamov bound. In [GZ06], Gaborit and Zémor even showed that such codes satisfied a logarithmic improvement on this bound.

Moreover, this choice of block length is also exactly the one used in BIKE [AABB+22a] and HQC $[\mathrm{AABB}+22 \mathrm{~b}]$. In particular, this proves that the instantiation of QC-DP with their parameters is resistant to the large class of linear attacks.

## Part I

## Rank-metric codes

## Yet another structure: $\mathbb{F}_{q^{m}}$-linear codes and the rank-metric

This Chapter is dedicated to a short introduction to error correcting codes endowed with this rank metric, and their usage in cryptography. In particular, in Section 2.3, we revisit a well-known decoder for a family of rank metric codes known as Gabidulin codes, which is one of the ingredients in the cryptanalysis of RAMESSES presented in Chapter 3. This decoder was presented at WCC 2022 [BC22], and the cryptanalysis was published in [BC21].
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### 2.1 Motivations

For $m, n$ two positive integers, denote by

$$
\sigma:\left\{\begin{array}{ccc}
\mathbb{F}_{q}^{n} & \longrightarrow & \mathbb{F}_{q}^{n} \\
\left(x_{0}, \ldots, x_{n-1}\right) & \longmapsto & \left(x_{n-1}, x_{0}, \ldots, x_{n-2}\right)
\end{array}\right.
$$

the cyclic shift of length $n$ and by $\sigma_{m}: \mathbb{F}_{q}^{m n} \rightarrow \mathbb{F}_{q}^{m n}$ the $m$-quasi-cyclic shift which applies $\sigma$ block-wise on blocks of size $n$ :

$$
\sigma_{m}:\left\{\begin{array}{clc}
\mathbb{F}_{q}^{m n} & \longrightarrow & \mathbb{F}_{q}^{m n} \\
\left(\mathbf{x}_{0}|\cdots| \mathbf{x}_{m-1}\right) & \longmapsto & \left(\sigma\left(\mathbf{x}_{0}\right)|\cdots| \sigma\left(\mathbf{x}_{m-1}\right)\right) .
\end{array}\right.
$$

Recall from Section 1.3 that a code $\mathscr{C} \subset \mathbb{F}_{q}^{m n}$ stable under the action of $\sigma_{m}$ is called an $m$ -quasi-cyclic code of block-length $n$. When representing each block of length $n$ by an element of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, the $m$-cyclic shift corresponds to the multiplication by $X$ on each block. This representation permits to save a factor $n$ in the representation of a quasi-cyclic code.


Figure 2.1: Illustration of the quasi-cyclic shift

In general, the index of quasi-cyclicity is often quite small compared to $n$. For example, it is only 2 for BIKE ([AABB+22a] and Section 1.3.2.2) or HQC ([AABB+22b] and Section 1.3.3). However, for large values of $m$, it might be interesting to consider another slicing of an element of $\mathbb{F}_{q}^{m n}$ into $n$ blocks of size $m$, instead of $m$ blocks of size $n$, and the idea is to compactly represent elements of $\mathbb{F}_{q}^{m}$. Let $\alpha \in \mathbb{F}_{q^{m}}$ be a primitive element of $\mathbb{F}_{q^{m}}$, so that $\left(1, \alpha, \ldots, \alpha^{m-1}\right)$ forms a basis of the extension $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, and represent any element $\left(a_{0}, \ldots, a_{m-1}\right) \in \mathbb{F}_{q}^{m}$ as the corresponding $a \stackrel{\text { def }}{=} \sum_{i=0}^{m-1} a_{i} \alpha^{i} \in \mathbb{F}_{q^{m}}$, such that a code $\mathscr{C} \subset \mathbb{F}_{q}^{m n}$ can be represented by a code $\tilde{\mathscr{C}} \subset \mathbb{F}_{q^{m}}^{n}$, a priori non linear over $\mathbb{F}_{q^{m}} .{ }^{[\mathrm{i}]}$

Analogously to the quasi-cyclic situation, a code $\mathscr{C} \subset \mathbb{F}_{q}^{m n}$ will be called $\alpha$-cyclic if $\tilde{\mathscr{C}}$ is stable under multiplication by $\alpha$ on each component:

$$
\mathbf{c}=\left(c_{0}, \ldots, c_{m-1}\right) \in \tilde{\mathscr{C}} \Rightarrow \alpha \cdot \mathbf{c} \stackrel{\text { def }}{=}\left(\alpha c_{0}, \ldots, \alpha c_{m}\right) \in \tilde{\mathscr{C}} .
$$

The code $\mathscr{C}$ being $\mathbb{F}_{q}$-linear entails that $\tilde{\mathscr{C}}$ is also $\mathbb{F}_{q}$-linear. Therefore, we can immediately deduce that a code $\mathscr{C}$ is $\alpha$-cyclic if and only if $\widetilde{\mathscr{C}}$ is stable under multiplication by any polynomial in $\alpha$. Since we chose $\alpha$ to be a primitive element of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, we have that $\mathscr{C} \subset \mathbb{F}_{q}^{m n}$ is $\alpha$-cyclic if and only if $\tilde{\mathscr{C}}$ is $\mathbb{F}_{q^{m}}$-linear. In particular, $\mathscr{C}$ is $\alpha$-cyclic if and only if it is $\beta$-cyclic for another primitive element $\beta$. Such a code will simply be called $\mathbb{F}_{q^{m}}$-linear, even if it is a priori only defined over $\mathbb{F}_{q}$.

On the other hand, contrary to the cyclic-shift, this action of $\mathbb{F}_{q^{m}}$ completely messes up the Hamming weights. In fact, the Hamming metric on $\widetilde{\mathscr{C}}$ has nothing to do with the Hamming metric on $\mathscr{C}$ : if $\mathbf{c} \in \mathscr{C}$ and $\widetilde{\mathbf{c}}$ is the corresponding element of $\widetilde{\mathscr{C}}$, we only have the trivial bound $|\mathbf{c}| \leqslant m|\widetilde{\mathbf{c}}|$, which is far from being tight and even depends on the choice of $\alpha$. Ideally, we would like to put a metric on $\mathbb{F}_{q^{m}}^{n}$ invariant under the action of $\mathbb{F}_{q^{m}}$. Moreover, since an $\alpha$-cyclic code is in fact $\mathbb{F}_{q^{m}}$-linear, there is no incentive to restrict ourselves to power-bases, and this putative metric on $\mathbb{F}_{q^{m}}$ shall therefore be invariant under any change of basis.

In order to define this metric, it is more convenient to write an $\mathbb{F}_{q^{m}}$-linear code $\mathscr{C} \subset \mathbb{F}_{q}^{m n}$ as a subspace of matrices with $m$ rows and $n$ columns. The condition to be invariant under change of basis exactly means that this metric (on $\mathbb{F}_{q}^{m \times n}$ ) should be invariant under left multiplication by a non singular matrix (with coefficients in $\mathbb{F}_{q}$ ). In particular, this motivates to define the weight of a matrix $M \in \mathbb{F}_{q}^{m \times n}$ to be its rank, and the distance between two matrices shall be the rank of their difference. It is not hard to prove that this indeed induces a metric space structure on $\mathbb{F}_{q}^{m \times n}$, different from the Hamming metric, and which fulfils all of our requirements.
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### 2.2 Generalities on the Rank Metric

Let us now formalise this motivation.

### 2.2.1 Codes Endowed with the Rank Metric

Let $m, n$ be two positive integers. Let $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ be a finite extension of $\mathbb{F}_{q}$, and let us fix a basis $\mathcal{B} \stackrel{\text { def }}{=}\left\{\beta_{1}, \ldots, \beta_{m}\right\}$. For any vector $\mathbf{x} \stackrel{\text { def }}{=}\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{F}_{q^{m}}^{n}$, define its extension with respect to $\mathcal{B}$ to be the matrix

$$
\operatorname{Ext}_{\mathcal{B}}(\mathbf{x}) \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
x_{1}^{(1)} & \cdots & x_{n}^{(1)}  \tag{2.1}\\
\vdots & \ddots & \vdots \\
x_{1}^{(m)} & \cdots & x_{n}^{(m)}
\end{array}\right) \in \mathbb{F}_{q}^{m \times n}
$$

where for all $i \in\{1, \ldots, m\}$

$$
x_{i} \stackrel{\text { def }}{=} \sum_{j=1}^{m} x_{i}^{(j)} \beta_{j}
$$

is the decomposition of $x_{i}$ in the basis $\mathcal{B}$. With this extension map, we can associate to any $\mathbb{F}_{q^{m}}$-linear code $\mathscr{C} \subset \mathbb{F}_{q^{m}}^{n}$ of dimension $k$ (over $\mathbb{F}_{q^{m}}$ ) the following vector space of $\mathbb{F}_{q}^{m \times n}$, with dimension $k m\left(\right.$ over $\left.\mathbb{F}_{q}\right)$

$$
\operatorname{Ext}_{\mathcal{B}}(\mathscr{C}) \stackrel{\text { def }}{=}\left\{\operatorname{Ext}_{\mathcal{B}}(\mathbf{c}) \mid \mathbf{c} \in \mathscr{C}\right\} \subset \mathbb{F}_{q}^{m \times n}
$$

which we can endow with the rank metric:

$$
\forall \mathbf{X}, \mathbf{Y} \in \mathbb{F}_{q}^{m \times n}, \quad d(\mathbf{X}, \mathbf{Y}) \stackrel{\text { def }}{=} \operatorname{Rank}(\mathbf{X}-\mathbf{Y})
$$

Such a vector space is called a matrix code. Now, consider another basis $\mathcal{A} \stackrel{\text { def }}{=}\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. It is readily seen that

$$
\begin{equation*}
\forall \mathbf{x} \in \mathbb{F}_{q^{m}}^{n}, \quad \operatorname{Ext}_{\mathcal{A}}(\mathbf{x})=\operatorname{Ext}_{\mathcal{A}}(\mathcal{B}) \cdot \operatorname{Ext}_{\mathcal{B}}(\mathbf{x}) \tag{2.2}
\end{equation*}
$$

where $\operatorname{Ext}_{\mathcal{A}}(\mathcal{B}) \in \mathbb{F}_{q}^{m \times m}$ is the extension of the vector $\left(\beta_{1}, \ldots, \beta_{m}\right) \in \mathbb{F}_{q^{m}}^{m}$ with respect to $\mathcal{A}$. In particular, since $\operatorname{Ext}_{A}(\mathcal{B})$ is non-singular,

$$
\forall \mathbf{x} \in \mathbb{F}_{q^{m}}^{n}, \quad \operatorname{Rank}\left(\operatorname{Ext}_{A}(\mathbf{x})\right)=\operatorname{Rank}\left(\operatorname{Ext}_{B}(\mathbf{x})\right)
$$

This common quantity, which shall be denoted by $|\mathbf{x}|_{R}$, is called the rank weight of $\mathbf{x}$. This induces a well-defined rank metric on $\mathbb{F}_{q^{m}}^{n}$.

### 2.2.2 Notion of Support

One particularity with the Hamming metric compared with for example the euclidean metric used in lattice-based cryptography is that all the information on the error is contained in its support. More precisely, if we are given the syndrome $\mathbf{H e}^{\top}$ of an error of Hamming weight $t$, and the $t$ positions where $\mathbf{e}$ is non zero, then solving a linear system is in general enough to recover the actual error.

In the rank metric though, this is not enough: the rank weight of a vector depends not only on a set of coordinates, but also on the values. Nevertheless, the set of error coordinates can be
somehow bounded. Indeed, an error $\mathbf{e}$ is of rank weight $t$ if and only if

$$
\operatorname{dim}_{\mathbb{F}_{q}} \operatorname{Span}\left\{e_{1}, \ldots, e_{n}\right\}=t
$$

It turns out that the knowledge of an $\mathbb{F}_{q^{-}}$-basis of this linear span is enough to recover the full error by solving a linear system (see for instance [GRS13, Section 3; AGHT18, Section 1.4]).

For this reason, this linear span is often called the rank support and denoted by Supp(e). However, recall that by choosing a basis $\mathcal{B}$, an element $\mathbf{e} \in \mathbb{F}_{q^{m}}^{n}$ can be seen as the matrix $\operatorname{Ext}_{\mathcal{B}}(\mathbf{e}) \in \mathbb{F}_{q}^{m \times n}$. With this matrix representation, the aforementioned rank support corresponds exactly to the column space of $\operatorname{Ext}_{\mathcal{B}}(\mathbf{e})$ (or its image by $\operatorname{Ext}_{\mathcal{B}}^{-1}$ if one really wants to consider an $\mathbb{F}_{q^{-}}$-subspace of $\mathbb{F}_{q^{m}}^{n}$ ). Nevertheless, another related element can be considered, namely the row space, which we denote by $\operatorname{RowSupp}_{\mathcal{B}}(\mathbf{e})$ :

$$
\operatorname{RowSupp}_{\mathcal{B}}(\mathbf{e}) \stackrel{\text { def }}{=}\left\{\mathbf{y E x t}_{\mathcal{B}}(\mathbf{x}) \mid \mathbf{y} \in \mathbb{F}_{q}^{m}\right\} \subset \mathbb{F}_{q}^{n} .
$$

By definition of the rank weight, this is a also an $\mathbb{F}_{q}$ vector space of dimension $t$. It turns out that this row support can be sometimes more useful, especially in the hands of a cryptanalyst:

## Proposition 2.1

Let $\mathcal{A}$ and $\mathcal{B}$ be two different basis of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Then,

$$
\forall \mathbf{x} \in \mathbb{F}_{q^{m}}^{n}, \quad \operatorname{RowSupp}_{\mathcal{B}}(\mathbf{x})=\operatorname{RowSupp}_{\mathcal{A}}(\mathbf{x})
$$

Proof. By definition,

$$
\operatorname{RowSupp}_{\mathcal{A}}(\mathbf{x})=\left\{\mathbf{y} \operatorname{Ext}_{\mathcal{A}}(\mathbf{x}) \mid \mathbf{y} \in \mathbb{F}_{q}^{m}\right\}
$$

and by Equation (2.2) we have
$\operatorname{RowSupp}_{\mathcal{A}}(\mathbf{x})=\left\{\mathbf{y} \operatorname{Ext}_{\mathcal{A}}(\mathcal{B}) \cdot \operatorname{Ext}_{\mathcal{B}}(\mathbf{x}) \mid \mathbf{y} \in \mathbb{F}_{q}^{m}\right\}=\left\{\mathbf{y}^{\prime} \operatorname{Ext}_{\mathcal{B}}(\mathbf{x}) \mid \mathbf{y}^{\prime} \in \mathbb{F}_{q}^{m}\right\}=\operatorname{RowSupp}_{\mathcal{B}}(\mathbf{x})$
where $\mathbf{y} \stackrel{\text { def }}{=} \mathbf{y} \operatorname{Ext}_{\mathcal{A}}(\mathcal{B})$ ranges all over $\mathbb{F}_{q}^{m}$ since $\operatorname{Ext}_{\mathcal{A}}(\mathcal{B})$ is of full rank.

In particular, the row support of an element of $\mathbb{F}_{q^{m}}^{n}$ does not depend on the choice of the extension basis, and we may simply denote by $\operatorname{RowSupp}(\mathbf{x})$ this common vector space contrary to the column support, where we need to remember the basis. In this sense, the row support seems more canonical. In particular, it cannot be hidden by a change of basis, and this can prove to be a weakness point in some cryptosystems.

### 2.2.3 The Rank Decoding Problem

Cryptography based on rank-metric codes essentially relies on the hardness of the so-called rank metric decoding problem.

Let $\mathscr{C} \subset \mathbb{F}_{q}^{m \times n}$ be a matrix code of dimension $K$, and denote by $\mathbf{M}_{1}, \ldots, \mathbf{M}_{K}$ a basis of $\mathscr{C}$. Given a matrix $\mathbf{Y} \in \mathbb{F}_{q}^{m \times n}$ of the ambient space, decoding at rank distance $r$ exactly means
finding elements $x_{1}, \ldots, x_{K} \in \mathbb{F}_{q}$ such that

$$
\operatorname{Rank}\left(\mathbf{Y}-\sum_{i=1}^{K} x_{i} \mathbf{M}_{i}\right) \leqslant r .
$$

In other words, decoding a matrix code is exactly an instance of the MinRANK at the core of many multivariate cryptosystems. MinRank was introduced and proved to be NP-complete in [BFS99] for some parameters. This proof was improved in [Cou01] with a reduction from the Decoding Problem in the Hamming metric, which proves NP-completeness for all the practical parameters, and in particular hard on the worst-case.

When restricting to the $\mathbb{F}_{q^{m}}$-linear situation, this problem has a formulation much closer to the more familiar Decoding Problem in the Hamming metric (1.10).

## Problem 2.2 (Rank Decoding Problem (RDP))

Let $m, n, k, t$ be integers, such that $k, t \leqslant n$. Given an $\mathbb{F}_{q^{m}}$-linear code $\mathscr{C} \subset \mathbb{F}_{q^{m}}^{n}$, generated by a matrix $\mathbf{G} \in \mathbb{F}_{q^{m}}^{k \times n}$, and a vector $\mathbf{y}$ of the form $\mathbf{m G}+\mathbf{e}$ where $\mathbf{e} \in \mathbb{F}_{q^{m}}^{n}$ has rank weight $t$, the goal is to find $\mathbf{e}$.

By using the extension map (Equation 2.1), Problem 2.2 can be seen as a particular instance of MinRank. However, $\mathbb{F}_{q^{m}}$-linear codes are more algebraically structured, and this might hinder the security. In fact, contrary to general MinRank, the Rank Decoding Problem is not known to be NP-complete. Nevertheless, a probabilistic reduction from the Decoding Problem (in the Hamming metric) was given in [GZ16].

Remark 2.3. This reduction requires to work with short codes, of length $n<\sqrt{m}$, while in practice one tends to use rank metric codes in a regime where $n=\theta(m)$.

In this manuscript we will mostly be concerned with this problem in a worst case regime where the rank metric code is fixed. However, some rank metric based cryptosystems may rely on the hardness of this problem, on average, similarly to more traditional code-based cryptography.

Remark 2.4. Similarly to the Hamming metric situation, we can define a rank metric analogue of the Gilbert-Varshamov bound (see [Loi06b] for more precise information, and close formulae). This is both the typical minimum (rank) distance of a random $\mathbb{F}_{q^{m}}$-linear code ${ }^{[\mathrm{ii]}}$, and the limit below which we typically expect a unique solution to the rank decoding problem, and above which the number of solutions is typically exponential. In particular, most of the rank metric submissions to NIST's new call for post-quantum signatures propose to instantiate their systems with parameters close to this bound.

There exist essentially two general approaches for decoding an $\mathbb{F}_{q^{m}}$-linear rank metric code.

The combinatorial approach. The general idea to solve Problem 2.2 is to recover the support of the error, or at least a vector space which contains the support. Usually, most algorithms were concerned in recovering the column support. The state-of-the-art generic algorithm for decoding an $\mathbb{F}_{q^{m}}$-linear rank metric code of length $n$ and dimension $k$ can be found in [AGHT18] and

[^22]needs to perform
$$
O\left((n-k)^{\omega} m^{\omega} q^{t}\left\lfloor\frac{(k+1) m}{n}\right\rfloor-m\right)
$$
operations in $\mathbb{F}_{q}$, where $\omega$ denotes the linear algebra exponent. In particular, for parameters of interest where $t, k$ and $m$ are linear in $n$, the complexity is exponential in $n \times m$ (while in the Hamming world, the complexity would only be exponential in $n$ ). Similarly to using quasi-cyclic codes, this observation allows for a finer tuning of the parameters, and yields to cryptosystems with a smaller key size compared to unstructured code-based cryptosystems. Up until very recently, this was the best known approach for solving RDP, especially for small values of $q$. However, recent progress in algebraic cryptanalysis proved that for some regimes algebraic approaches drastically improved on the combinatorial one.

The algebraic approach. Solving MinRank problem can be restated into a multivariate quadratic system, which may then be solved using Gröbner bases (see for instance [FLP08]). Some specific work such as [LP06b; LP06a; GRS13] tried to specifically target RDP, but were considered to perform way poorer than direct combinatorial attacks.

This state of affairs changed with the breakthrough papers $[\mathrm{BBBG}+20 ; \mathrm{BBCG}+20]$, which showed how the $\mathbb{F}_{q^{m}}$-linearity could drastically improve algebraic attacks against RDP, using the so-called MaxMinors modelling. This line of work was further improved in [BBBG+22] with the introduction of a new modelling called SupportMinor, which is designed to specifically retrieve the column support of the error via an algebraic system.

For small values of $t$ and $q$, these new algebraic attacks are now considered as the most efficient approaches for solving a generic instance of RDP. In particular, two rank metric encryption schemes were still present in Round 2 of the (first) NIST call for post-quantum cryptosystems, namely ROLLO [ABDG+19], which can be thought of as a rank metric analogue of BIKE [AABB+22a] cryptosystem, i.e. a McEliece-like cryptosystem using so-called LRPC codes; and RQC [AABB+20], which is a rank metric analogue of HQC [AABB+22b] ; however because of those algebraic attacks NIST did not select neither of them to move forward in the third round. Nevertheless, in the status report on the second round [AJAC+20], NIST still encouraged further research in rank metric based cryptography.

On the other hand, when the rank $t$ of the error increases, algebraic approaches still seem to behave similarly, or even worse, than the combinatorial attacks.

A note on the decisional Rank Decoding Problem. Similarly to what happens with codes endowed with the Hamming metric, some cryptosystems actually rely on the decisional version of RDP, where the goal is to distinguish between the following two distributions

- $\mathcal{D}_{0}:\left(\mathbf{G}, \mathbf{y}^{\text {unif }}\right)$ uniformly distributed over $\mathbb{F}_{q^{m}}^{k \times n} \times \mathbb{F}_{q^{m}}^{n}$
- $\mathcal{D}_{1}:(\mathbf{G}, \mathbf{m G}+\mathbf{e})$, where $G \leftarrow \mathbb{F}_{q^{m}}^{k \times n}$ is a uniformly random generator matrix of an $\mathbb{F}_{q^{m}}$-linear code, $\mathbf{m} \leftarrow \mathbb{F}_{q^{m}}^{k}$ and $\mathbf{e}$ is uniformly distributed in the set of vectors of $\mathbb{F}_{q^{m}}^{n}$ of rank-weight $t$.

Remark 2.5. This problem could equivalently have been formulated in terms of syndromes and parity-check matrices.

However, contrary to the Hamming metric counterpart, no reduction is known from the rank decoding problem to the rank decisional version, even for decoding matrix codes, i.e. solving the MinRank problem. The only known reductions are Hamming to rank (see for instance [GHPT16,

Appendix B.2]). In particular, this appears to be a very challenging task, and solving this issue would increase the confidence in cryptosystems based on the rank metric.

### 2.3 Gabidulin codes and their decoding algorithms

Recall from Section 1.1.5 that in order to build an encryption scheme in the McEliece framework, one is interested in having codes which are known to be efficiently decodable at a rather large distance. However, contrary to the Hamming metric, few families of rank metric codes are known to have efficient decoding algorithms, and most of them are $\mathbb{F}_{q^{m}}$-linear. They lie in essentially three families:

- Gabidulin codes ${ }^{[\text {iii] }}$ [Del78; Gab85], which can be seen in many ways as rank metric analogues of Reed-Solomon codes. In particular, an $[n, k]$ Gabidulin code can be deterministically and efficiently decoded up to $\frac{n-k}{2}$ rank errors.
- LRPC codes [GMRZ13; AGHR+18], which are can be thought of as rank metric analogues of LDPC and MDPC codes (see Remark 2.6 below). They benefit from a probabilistic decoder inspired from that of MDPC codes, but with the specificities of the rank metric. In particular, they can induce decoding failures.
- So-called simple codes, introduced in [SK11], and revisited in [GHPT16].

Remark 2.6. An $\mathbb{F}_{q^{m}}$-linear code $\mathscr{C}$ is LRPC if and only if there exists a small d-dimensional $\mathbb{F}_{q}$-vector space $F \subset \mathbb{F}_{q^{m}}^{n}$ such that $\mathscr{C}^{\perp}$ has a basis $\left(\mathbf{h}_{1}, \ldots, \mathbf{h}_{n-k}\right)$ with

$$
\operatorname{Supp}\left(\mathbf{h}_{i}\right) \subset F, \quad \forall i \in\{1, \ldots, n-k\},
$$

where Supp denotes the column support.
The first rank-metric based cryptosystem is due to Gabidulin, Paramonov and Tretjakov, and is referred to as the GPT cryptosystem [GPT91]. It is a McEliece-like encryption scheme based on Gabidulin codes, and was sequentially broken then repaired during its first years before Overbeck [Ove05] designed a very efficient structural attack which virtually shows that Gabidulin codes have too much structure to be used in a McEliece-like encryption scheme. LRPC codes are at the core of the design of ROLLO [ABDG+19], which made it to the second round of NIST post-quantum competition, but was not selected to advance forward.

In this chapter, and the following, we will focus on Gabidulin codes.

### 2.3.1 The ring of $q$-polynomials

We want to define a rank-metric analogue of Reed-Solomon codes, that is we will define Gabidulin codes as an evaluation code of a class of polynomials on elements of $\mathbb{F}_{q^{m}}$. In order to account for the rank metric, we consider polynomials which are actually linear, and evaluate them on linearly independent elements of $\mathbb{F}_{q^{m}}$.
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## Definition 2.7 ( $q$-Polynomial)

A $q$-polynomial of $q$-degree $d$ with coefficients in $\mathbb{F}_{q^{m}}$ is a univariate polynomial of the form

$$
P(X) \stackrel{\text { def }}{=} a_{0} \cdot X+a_{1} \cdot X^{q}+\cdots+a_{d} \cdot X^{q^{d}}, \quad \text { with } a_{i} \in \mathbb{F}_{q^{m}} \text { and } a_{d} \neq 0
$$

They were introduced and studied by Ore in [Ore33]. Since the only monomials which appear in a $q$-polynomials are of the form $X^{q^{k}}$, a $q$-polynomial $P$ induces an $\mathbb{F}_{q}$-linear map $P: \mathbb{F}_{q^{m}}^{n} \rightarrow \mathbb{F}_{q^{m}}^{n}$, and we define the rank of $P$ to be the rank of the corresponding linear map. In the sequel, we denote by $\mathbb{F}_{q^{m}}\langle X\rangle$ the set of $q$-polynomials, and for any integer $k$, we denote by $\mathbb{F}_{q^{m}}\langle X\rangle_{<k}$ (resp. $\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant k}$ ) the set of $q$-polynomials of $q$-degree less than $k$ (resp. less than or equal to $k$ ).

Equipped with the regular addition of polynomials and the composition law, $\mathbb{F}_{q^{m}}\langle X\rangle$ is endowed with a ring structure.

Remark 2.8. $\mathbb{F}_{q^{m}}\langle X\rangle$ is non commutative:

$$
X^{q} \cdot a X=a^{q} X^{q}, \quad \text { but } \quad a X \cdot X^{q}=a X^{q},
$$

and those two quantities differ when $a \in \mathbb{F}_{q^{m}} \backslash \mathbb{F}_{q}$.
Although not being commutative, $\mathbb{F}_{q^{m}}\langle X\rangle$ has a rich arithmetic structure since it is both left and right euclidean:

## Proposition 2.9 ([Ore33])

Let $A, B \in \mathbb{F}_{q^{m}}\langle X\rangle$ be non zero. Then there exist two pairs of $q$-polynomials ( $Q_{\ell}, R_{\ell}$ ) and $\left(Q_{r}, R_{r}\right)$ such that

- (Left division) $A=B \cdot Q_{\ell}+R_{\ell}$ and $\operatorname{deg}_{q}\left(R_{\ell}\right)<\operatorname{deg}_{q}(B)$
- (Right division) $A=Q_{r} \cdot B+R_{r}$ and $\operatorname{deg}_{q}\left(R_{r}\right)<\operatorname{deg}_{q}(B)$.

Moreover, $\left(Q_{\ell}, R_{\ell}\right)$ and $\left(Q_{r}, R_{r}\right)$ are uniquely determined.

Remark 2.10. This proposition entails that any left (resp. right) ideal of $\mathbb{F}_{q^{m}}\langle X\rangle$ is principal.
Remark 2.11. It is not hard to adapt the usual Euclidean division algorithm for actual polynomials to the $q$-polynomial setting: besides the non-commutativity, everything works similarly. In particular, left and right euclidean division algorithms can be efficiently implemented.

When working with $q$-polynomials, it is often very convenient to switch from the point of view of actual polynomials, to that of $\mathbb{F}_{q}$-endomorphisms of $\mathbb{F}_{q} m$. The existence of this euclidean division makes those equivalent. Indeed, two $q$-polynomials $P$ and $Q$ induce the same $\mathbb{F}_{q} m$-endomorphism if and only if their difference is (left or right) divisible by $X^{q^{m}}-X$. In particular, the two sided ideal $\left(X^{q^{m}}-X\right)$ is the kernel of the canonical map

$$
\mathbb{E}_{q^{m}}\langle X\rangle \rightarrow \operatorname{Hom}_{q}\left(\mathbb{F}_{q^{m}}, \mathbb{F}_{q^{m}}\right)
$$

Moreover,

$$
\operatorname{dim}_{q}\left(\mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right)\right)=m^{2}=\operatorname{dim}_{q} \operatorname{Hom}_{q}\left(\mathbb{F}_{q^{m}}, \mathbb{F}_{q^{m}}\right)
$$

which induces an isomorphism

$$
\mathcal{L} \stackrel{\text { def }}{=} \mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right) \simeq \operatorname{Hom}_{q}\left(\mathbb{F}_{q^{m}}, \mathbb{F}_{q^{m}}\right)
$$

Remark 2.12. Any element of $\mathcal{L}$ can be uniquely lifted to $\mathbb{F}_{q^{m}}\langle X\rangle$ as a $q$-polynomial of $q$-degree less than $m$. For this reason, we identify $\mathcal{L}$ with $\mathbb{F}_{q^{m}}\langle X\rangle_{<m}$. Since we only work in $\mathcal{L}$, we even drop the subscript $<m$ and all our $q$-polynomials will be of $q$-degree less than $m$.

In particular, the roots of a $q$-polynomial form an $\mathbb{F}_{q^{-}}$-vector subspace of $\mathbb{F}_{q^{m}}$, of dimension less than or equal to its $q$-degree, and a basis can be determined by simply solving a linear system. The converse is also true (see for instance [Wac13]).

## Definition 2.13 (Vanishing Polynomial)

For any given vector space $\mathcal{E} \subset \mathbb{F}_{q^{m}}$ of dimension $t$, there exists a unique monic $q$-polynomial of $q$-degree less than $t$ whose roots are exactly $\mathcal{E}$. Such a $q$-polynomial is called the (minimum) vanishing polynomial of $\mathcal{E}$, and can be determined explicitly given a basis of $\mathcal{E}$ (see for instance [Wac13]).

### 2.3.2 Gabidulin codes and their decoding algorithms

Gabidulin codes can be seen as rank metric analogues for Reed-Solomon codes [RS60], where one replaces polynomials by $q$-polynomials.

## Definition 2.14 (Gabidulin code)

Let $k \leqslant n \leqslant m$ be integers, and let $\mathbf{g} \stackrel{\text { def }}{=}\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ be of rank weight $n$. The Gabidulin code of length $n$, dimension $k$ and evaluation vector $\mathbf{g}$ is

$$
\operatorname{Gab}_{k}(\mathbf{g}) \stackrel{\text { def }}{=}\left\{\left(P\left(g_{1}\right), \ldots, P\left(g_{n}\right)\right) \mid P \in \mathbb{F}_{q^{m}}\langle X\rangle_{<k}\right\} .
$$

It is well known that Gabidulin codes bare a strong similarity with Reed-Solomon codes, their Hamming metric counterpart. In particular, $\mathrm{Gab}_{k}$ reaches the Singleton bound, i.e. has minimum rank distance $n-k+1 .{ }^{[i v]}$ Moreover, many decoders for Reed-Solomon codes have their rank metric counterpart to efficiently decode Gabidulin codes up to the unique decoding radius $\frac{n-k}{2}$ (see for example [Loi06a]). However, there is a strong difference between the Hamming and the rank metric worlds. Indeed, since the breakthrough works of Guruswami and Sudan [GS98], Reed-Solomon codes are well-known to be decodable slightly further (up to the Johnson bound) at the cost of allowing to return a (polynomially bounded) list of solutions. On the other hand, no such algorithm is known for Gabidulin codes. Even more, it was proved in [RW15] that there even exists infinite families of Gabidulin codes for which the number of solutions to the decoding problem was exponential even for decoding at distance $\frac{n-k}{2}+1$. Therefore, there is no hope to break this barrier in the worst-case, and this is considered to be a very hard problem. In particular, this seems to be interesting for cryptographic applications and both LIGA [RPW21]

[^24]and RAMESSES [LLP20] cryptosystems, which will be introduced in Section 3.3, were trying to make their security rely on this problem.

Note that the map

$$
\left\{\begin{array}{ccc}
\mathbb{F}_{q^{m}}\langle X\rangle_{<k} & \longrightarrow & \operatorname{Gab}_{k}(\mathbf{g}) \\
P & \longmapsto & \left(P\left(g_{1}\right), \ldots, P\left(g_{n}\right)\right)
\end{array}\right.
$$

is a rank preserving isomorphism. In particular, we can, and will, identify a Gabidulin code with a space of $q$-polynomials of bounded degree.

Remark 2.15. This is another difference between Gabidulin and Reed-Solomon codes. Indeed, for the latter the metric cannot be defined directly from the space of polynomials, while for the rank metric both points of view are interchangeable. It is even more surprising that the knowledge of the evaluation vector $\mathbf{g}$ is in reality not needed for designing decoding algorithms (see [CZ23, Section 2.1]).

Loidreau's approach for decoding. In [Loi06a], Loidreau adapted the famous Berlekamp-Welch algorithm for Reed-Solomon codes, to decode Gabidulin codes up to $\frac{n-k}{2}$ rank errors. We will revisit this algorithm in Section 3.2.3 with cryptanalytic applications in mind.

The idea of the algorithm is to locate the error. Namely, consider a corrupted codeword $\mathbf{y}=\mathbf{c}+\mathbf{e}$ where $\mathbf{y}$ is known to the receiver, $\mathbf{c} \stackrel{\text { def }}{=} P(\mathbf{g}) \in \operatorname{Gab}_{k}(\mathbf{g})$ and $\mathbf{e}$ is of rank $t$. In particular, the column support of $\mathbf{e}$ is a $t$-dimensional subspace of $\mathbb{F}_{q^{m}}$, and there exists a (unique) monic $q$-polynomial $\Lambda$ of $q$-degree less than $t$ which exactly vanishes on $\operatorname{Supp}(\mathbf{e})$. This yields to a (non linear) system of $n$ equations

$$
\begin{equation*}
\Lambda\left(y_{i}\right)=\Lambda \circ P\left(g_{i}\right), \quad \text { for } i \in\{1, \ldots, n\} \tag{2.3}
\end{equation*}
$$

whose unknowns are the coefficients of $\Lambda$ ( $t$ unknowns since it is monic and $\left.\operatorname{deg}_{q}(\Lambda)=t\right)$ and $P$ ( $k$ unknowns since it has $q$-degree at most $k-1$ ). Inspired by the Reed-Solomon situation, one can linearise the system and set $N \stackrel{\text { def }}{=} \Lambda \circ P$ to be an (unknown) $q$-polynomial of $q$-degree at most $k+t-1$, in order to get

$$
\begin{equation*}
\Lambda\left(y_{i}\right)=N\left(g_{i}\right), \quad \text { for } i \in\{1, \ldots, n\} \tag{2.4}
\end{equation*}
$$

System 2.4 now has $n$ equations and $t+(k+t)=k+2 t$ unknowns. In other words, it has more equations than unknowns, as long as $t \leqslant \frac{n-k}{2}$, that is the radius for which we know that the solution is unique. In [Loi06a], Loidreau proved ${ }^{[\mathrm{v}]}$ that any non-zero solution $(\Lambda, N)$ of System 2.4 satisfies $N=\Lambda \circ P$, which allows to recover $P$ by (left) Euclidean division.

### 2.3.3 The Overbeck Distinguisher

If Gabidulin codes and Reed-Solomon codes have many features in common from a coding theory point of view, they also share their structural flaws. Indeed, similarly to the Hamming metric situation, Gabidulin codes and many of their variants, can in reality easily be distinguished from random $\mathbb{F}_{q^{m}}$-linear codes, and therefore cannot be used inside a McEliece-like cryptosystem. This breaks in particular the original instantiation [GPT91]. This distinguisher, due to Overbeck [Ove05], is based on the Frobenius operator, and has recently been revisited and extended in [CZ23]. It has to be seen in light of the star product distinguisher for algebraic codes in the Hamming metric.

[^25]Remark 2.16. The goal of this section is to introduce the Overbeck distinguisher, since it is important to understand the construction of LIGA cryptosystem which is the central point of Chapter 3. A detailed presentation of complete attacks on GPT-like cryptosystems is out of scope of this section, and the interested reader can refer to [CZ23] for a recent presentation.

Given a vector $\mathbf{x} \in \mathbb{F}_{q^{m}}^{n}$, and a non negative integer $s$, denote by $\mathbf{x}^{[s]}$ the vector

$$
\mathbf{x}^{[s]} \stackrel{\text { def }}{=}\left(x_{1}^{q^{s}}, \ldots, x_{n}^{q^{s}}\right)
$$

Similarly, given an $\mathbb{F}_{q^{m}}$-linear code $\mathscr{C}$, the code $\mathscr{C}^{[s]}$ is defined as

$$
\mathscr{C}^{[s]} \stackrel{\text { def }}{=}\left\{\mathbf{c}^{[s]} \mid \mathbf{c} \in \mathscr{C}\right\}
$$

In general, $\mathscr{C}$ and $\mathscr{C}^{[s]}$ have nothing in common, and even for $s=1, \mathscr{C} \cap \mathscr{C}{ }^{[1]}$ will be zero with high probability if $\operatorname{dim} \mathscr{C}<\frac{n}{2}$. For a non negative integer $s$, denote by

$$
\begin{equation*}
\Lambda_{s}(\mathscr{C}) \stackrel{\text { def }}{=} \mathscr{C}+\mathscr{C}^{[1]}+\cdots+\mathscr{C}^{[s]} \tag{2.5}
\end{equation*}
$$

In particular, for a random $\mathbb{F}_{q^{m}}$-linear code of dimension $<\frac{n}{2}$, we expect that $\operatorname{dim}_{\mathbb{F}_{q} m} \Lambda_{1}(\mathscr{C})=$ $2 k$. In fact, for a random $\mathbb{F}_{q^{m}}$-linear code $\mathscr{C}$ of length $n$ and dimension $k$, and $s<k$, the following holds for any $\varepsilon>0$

$$
\mathbb{P}\left(\operatorname{dim}_{\mathbb{F}_{q^{m}}} \Lambda_{s}(\mathscr{C}) \leqslant \min (n,(s+1) k)-\varepsilon\right)=O\left(q^{-m \varepsilon}\right)
$$

(See [CC20] for a proof of this result). On the other hand, the situation is completely different for Gabidulin codes. Indeed, if $\operatorname{Gab}_{k}(\mathbf{g})$ is a $k$-dimensional Gabidulin code, then it is readily seen that

$$
\Lambda_{s}\left(\operatorname{Gab}_{k}(\mathbf{g})\right)=\operatorname{Gab}_{k+s}(\mathbf{g})
$$

In particular, it has dimension $k+s$ (when $k+s<n$ ), which is in general much smaller than $(s+1) k$.

This distinguisher does not per se yield a complete attack, but can be used to recover much information on the hidden Gabidulin code. It also already breaks the security of McEliece encryption schemes based on (variants of) Gabidulin codes. Moreover, contrary to their Hamming metric counterpart, subfield subcodes of Gabidulin codes are not suitable either, since they can be split into sum of smaller Gabidulin codes [GL05; GL08]. In particular, it is not possible to design an analogue of Classic McEliece in the rank metric.

However, all hope of using the rank metric in cryptosystems is not lost. Indeed, replacing Gabidulin codes with LRPC codes yields the ROLLO ${ }^{[v i]}$ proposal, which made it to the second round of NIST first call for post-quantum primitives. It can be thought of as the rank metric analogue of BIKE (in the Hamming metric), or NTRU(in the Euclidean metric). One could also try different approaches. For example, RQC, which also made it to the second round, is the rank metric analogue of HQC, currently competing in the fourth round, and can also be thought of as a rank metric analogue of Ring-LWE-based encryption scheme.

[^26]
## Chapter 2

## Cryptanalysis in the Rank Metric

Contributions of this thesis. In this chapter, based on two publications: [BC21] and [BC22], we revisit a decoder for Gabidulin codes by working "on the right hand side". This put the emphasis on the notion of row support in the rank metric, with cryptanalytic purposes in mind. Finally, we provide message recovery attacks against two code-based encryption schemes with short keys, based on the rank metric. Namely LIGA [RPW21] and RAMESSES [LLP20].
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### 3.1 Wishful Thinking: Code-Based Encryption Schemes with Short Keys

Since Gabidulin codes, as well as Reed-Solomon, are easily distinguishable from random codes, they cannot be used inside a McEliece-like encryption scheme. With this observation in hand, one can still wonder if it is possible to build a cryptosystem with such codes, without masking the structure. A first answer was given by Augot and Finiasz in [AF03], who proposed to build an
encryption scheme based on the hardness of decoding a public code beyond a certain threshold (e.g. the decoding radius of Guruswami-Sudan algorithm, namely $n-\sqrt{k n}$ for an $[n, k]$ ReedSolomon codes). The idea is the following: Let $\mathbf{G} \in \mathbb{F}^{k \times n}$ be the generator matrix of a public code $\mathscr{C}$ (e.g. Reed-Solomon, Gabidulin). In the spirit of McEliece's construction, in order to encrypt a message $\mathbf{m} \in \mathbb{F}^{k}$, we would like to encode it in $\mathscr{C}$ and corrupt it by an error $\mathbf{e}$ of large weight $W$ so that

$$
\operatorname{Enc}(\mathbf{m}) \stackrel{\text { def }}{=} \mathbf{m G}+\mathbf{e}
$$

The secret key should be an efficient decoding algorithm $\mathcal{D}$ at distance $W$. However, this is incompatible with the wanted security, unless $\mathcal{D}$ could remove part of the error. For example, if e split into two parts

$$
\mathbf{e}=\mathbf{e}_{\mathrm{sec}}+\mathbf{e}_{\mathrm{rand}}
$$

where $\mathbf{e}_{\text {sec }}$ was part of the secret key and $\mathbf{e}_{\text {rand }}$ was a random error, then $\mathcal{D}$ could first remove $\mathbf{e}_{\text {sec }}$ and then decode normally $\operatorname{Enc}(\mathbf{m})-\mathbf{e}_{\text {sec }}$, provided that the weight of $\mathbf{e}_{\text {rand }}$ is small enough.

In order to do that, Augot and Finiasz proposed that the public key $\mathbf{k}_{\text {pub }}$ itself should be a secret codeword of $\mathscr{C}$, corrupted by the large secret error $\mathbf{e}_{\text {sec }}$ :

$$
\mathbf{k}_{\mathrm{pub}} \stackrel{\text { def }}{=} \mathbf{m}_{\mathrm{sec}} \mathbf{G}+\mathbf{e}_{\mathrm{sec}}
$$

where $\mathbf{m}_{\text {sec }} \in \mathbb{F}^{k}, \mathbf{e}_{\text {sec }} \in \mathbb{F}^{n}$ form the secret key. In order to give an intuition, and since the FaureLoidreau cryptosystem precisely described below is the rank-metric analog of Augot-Finiasz proposal, we will consider an oversimplified (and trivially unsecure!) version, where the encryption of a message $\mathbf{m} \in \mathbb{F}_{q}^{k}$ simply is

$$
\begin{aligned}
\operatorname{Enc}(\mathbf{m}) & \stackrel{\text { def }}{=}\left(\mathbf{m G}+\mathbf{e}_{\mathrm{rand}}\right)+\mathbf{k}_{\mathrm{pub}} \\
& =\left(\mathbf{m}+\mathbf{m}_{\mathrm{sec}}\right) \mathbf{G}+\left(\mathbf{e}_{\mathrm{rand}}+\mathbf{e}_{\mathrm{sec}}\right)
\end{aligned}
$$

where $\mathbf{e}_{\text {rand }}$ is a random error of small weight. The idea for decrypting is also natural: since the owner of the secret key knows $\mathbf{e}_{\mathrm{sec}}$, she can remove it from the ciphertext, and since $\mathbf{e}_{\text {rand }}$ has a small weight, then she can deduce $\mathbf{m}+\mathbf{m}_{\text {sec }}$ and finally $\mathbf{m}$ by applying an efficient decoding algorithm for $\mathscr{C}$, and removing $\mathbf{m}_{\text {sec }}$ (which is also part of the secret key).

The originality of this proposal, and what makes it very attractive at first glance, is that the public key is a single word of length $n$, and therefore its size only scales linearly in the security parameter. Unfortunately, it was subject to an efficient attack by Coron [Cor04]. At a high level, it consists in crafting a low degree polynomial $P$ vanishing at some secret data, ${ }^{[i]}$ which can be recovered since $\operatorname{deg} P$ is small. Augot, Finiasz and Loidreau [AFL03] subsequently found a way to mitigate this attack by considering the public key into an extension $\mathbb{L} / \mathbb{F}$, and using the trace operator. More precisely, their fix consisted in setting

$$
\mathbf{k}_{\mathrm{pub}} \stackrel{\text { def }}{=} \widetilde{\mathbf{m}_{\mathrm{sec}}} \mathbf{G}+\widetilde{\mathbf{e}_{\mathrm{sec}}} \in \mathbb{L}^{n},
$$

where the code is still defined over $\mathbb{F}$, and $\widetilde{\mathbf{m}_{\text {sec }}} \in \mathbb{L}^{k}, \widetilde{\mathbf{e}_{\text {sec }}} \in \mathbb{L}^{n}$. It turns out that Coron's approach builds a polynomial whose degree is actually exponential in $[\mathbb{L}: \mathbb{F}]-1$.

If this proposal resists the first attack by Coron, it is still insecure. Indeed, the public key can be considered as $[\mathbb{L}: \mathbb{F}]$ noisy codewords over the small field $\mathbb{F}$, with an error of large weight. However, Coron noticed that those errors over the small field are not independent, and in fact errors occur at the very same positions, i.e. the error vectors all have the same support. In other

[^27]words, the public key can be considered as a codeword of an interleaved version of $\mathscr{C}$, and when $\mathscr{C}$ is a Reed-Solomon code, this allows to decode slightly beyond the unique decoding radius with high probability.

Nevertheless, using extension fields motivates to use the rank metric instead of the Hamming metric, especially since no list decoding algorithm is known for Gabidulin codes beyond the unique decoding radius. This is the starting point of the proposal by Faure and Loidreau, which is the main topic of this chapter.

Unfortunately, Faure-Loidreau encryption scheme was subject to an efficient key recovery attack by Gaborit, Otmani and Talé-Kalachi [GOT18], using an approach à la Overbeck. Two independent repairs were proposed to thwart this attack: namely RAMESSES [LLP20], and LIGA [RPW21]. They will be presented in Section 3.3, and Section 3.4 will show that those proposals are still insecure.

Remark 3.1. In his PhD thesis [Fau09, in French], Faure mentions another motivation: after applying the trace operator, the rank supports of each error vector over the small field are not correlated anymore, which seems to thwart the aforementioned approach by Coron. In reality, as we will see in Section 3.2.2, this lack of correlation is only true for the column support, while we can observe a correlation on the row support, making the scheme vulnerable to this kind of attack. This provides an alternative attack to [GOT18].

### 3.2 Another Attack on Faure-Loidreau Cryptosystem

### 3.2.1 Faure-Loidreau cryptosystem

After the intuitive presentation made in Section 3.1, we shall now precisely describe the original Faure-Loidreau encryption scheme.

### 3.2.1.1 Description of the original Faure-Loidreau cryptosystem

Public Parameters. Let $k, m, n, q, u, w$ be positive integers such that $q$ is a prime power, $u<$ $k<n$ and $n-k>w>\left\lfloor\frac{n-k}{2}\right\rfloor$ and consider the three finite fields

$$
\mathbb{F}_{q} \subset \mathbb{F}_{q^{m}} \subset \mathbb{F}_{q^{m u}}
$$

Let $t_{\text {pub }} \stackrel{\text { def }}{=}\left\lfloor\frac{n-k-w}{2}\right\rfloor$ and let $\mathbf{G}$ be a generator matrix of a public Gabidulin code $\mathrm{Gab}_{k}(\mathbf{g})$ of length $n$ and dimension $k$, defined over the intermediate field $\mathbb{F}_{q^{m}}$. All the rank weights are considered over $\mathbb{F}_{q}$.

Key Generation. Alice, the owner of the secret key, picks a random vector $\mathbf{x} \leftarrow \mathbb{F}_{q^{m u}}^{k}$ whose last $u$ entries form an $\mathbb{F}_{q^{m}}$ basis of the extension $\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}$, and then constructs a vector $\mathbf{z} \in \mathbb{F}_{q^{m u}}^{n}$ of rank weight $w$ by choosing a random $w$-dimension column support. More precisely, she picks a full rank vector of $\mathbb{F}_{q^{m u}}^{w}$ and a non-singular matrix $\mathbf{P} \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$, and sets

$$
\mathbf{z} \stackrel{\text { def }}{=}\left(\mathbf{s} \mid \mathbf{0}_{n-w}\right) \cdot \mathbf{P}^{-1} \in \mathbb{F}_{q^{m u}}^{n}
$$

The public key is then

$$
\begin{equation*}
\mathbf{k}_{\mathrm{pub}} \stackrel{\text { def }}{=} \mathbf{x} \cdot \mathbf{G}+\mathbf{z} \in \mathbb{F}_{q^{m u}}^{n} \tag{3.1}
\end{equation*}
$$

while the secret key is $(\mathbf{x}, \mathbf{z}, \mathbf{P})$.

Encryption. A plaintext is a vector $\boldsymbol{\mu} \stackrel{\text { def }}{=}\left(m_{1}, \ldots, m_{k-u}\right) \in \mathbb{F}_{q^{m}}^{k-u}$, padded with 0 's at the end, to form a vector of length $k$ : let $\mathbf{m} \stackrel{\text { def }}{=}\left(\boldsymbol{\mu} \mid \mathbf{0}_{u}\right) \in \mathbb{F}_{q^{m}}^{k}$. The encryption works as follows:

1. Pick $\alpha \leftarrow \mathbb{F}_{q^{m u}}^{\times}$;
2. Pick $\mathbf{e} \in \mathbb{F}_{q^{m}}^{n}$ with $|\mathbf{e}|_{R}=t_{\text {pub }}$ (rank weight).

$$
\operatorname{Enc}(\boldsymbol{\mu}) \stackrel{\text { def }}{=} \mathbf{m} \cdot \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}\left(\alpha \mathbf{k}_{\mathrm{pub}}\right)+\mathbf{e} .
$$

Remark 3.2. By $\mathbb{F}_{q^{m}}$-linearity of the trace operator, we have

$$
\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\alpha \mathbf{k}_{\mathrm{pub}}\right)=\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}(\alpha \mathbf{x}) \cdot \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}(\alpha \mathbf{z})
$$

i.e.

$$
\begin{equation*}
\operatorname{Enc}(\boldsymbol{\mu})=\left(\mathbf{m}+\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}(\alpha \mathbf{x})\right) \cdot \mathbf{G}+\left(\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}(\alpha \mathbf{z})+\mathbf{e}\right) \tag{3.2}
\end{equation*}
$$

In other words, the public key $\mathbf{k}_{\text {pub }}$ acts two-fold in the encryption: first, it acts as a one-time pad on the plaintext $\mathbf{m}$, and adds a random error of large weight (generally $w+t_{\text {pub }}$, see [RPW21, Appendix C] for a detailed discussion).

Decryption. Upon receiving a ciphertext c, one first computes

$$
\mathbf{c} \cdot \mathbf{P}=\left(\mathbf{m}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}(\alpha \mathbf{x})\right) \cdot \mathbf{G} \cdot \mathbf{P}+\left(\left(\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}(\alpha \mathbf{s}) \mid \mathbf{0}_{n-w}\right)+\mathbf{e} \cdot \mathbf{P}\right) \in \mathbb{F}_{q^{m}}^{n}
$$

whose last $n-w$ components are of the form

$$
\mathbf{c}^{\prime} \stackrel{\text { def }}{=}\left(\mathbf{m}+\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}(\alpha \mathbf{x})\right) \cdot \mathbf{G}^{\prime}+\mathbf{e}^{\prime} \in \mathbb{F}_{q^{m}}^{n-w},
$$

where $\mathbf{G}^{\prime} \in \mathbb{F}_{q^{m}}^{k \times(n-w)}$ and $\mathbf{e}^{\prime} \in \mathbb{F}_{q^{m}}^{n-w}$. In other words, one removes the $\mathbf{z}$-part from the ciphertext (Equation (3.2)) by projecting it on a subspace which does not contain the support of $\mathbf{z}$. Note that, since $\mathbf{P} \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ we have $|\mathbf{e} \cdot \mathbf{P}|_{R}=|\mathbf{e}|_{R}=t_{\text {pub }}$, and therefore the projection on the last $n-w$ entries yields an error $\mathbf{e}^{\prime}$ of rank weight at most $t_{\text {pub }}$. Moreover, $\mathbf{G}$ being a generator matrix of $\operatorname{Gab}_{k}(\mathbf{g})$, it is readily seen that $\mathbf{G} \cdot \mathbf{P}$ is a generator matrix of $\mathrm{Gab}_{k}(\mathbf{g} \cdot \mathbf{P})$ which is still an $[n, k]$-Gabidulin code, and keeping only the last $n-w$ entries yields a $[n-w, k]$-Gabidulin code. Since

$$
t_{\mathrm{pub}}=\left\lfloor\frac{n-w-k}{2}\right\rfloor,
$$

$c^{\prime}$ can be decoded and one recovers
$\mathbf{m}^{\prime} \stackrel{\text { def }}{=} \mathbf{m}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}(\alpha \mathbf{x})=\left(\boldsymbol{\mu}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\alpha \mathbf{x}^{\prime}\right) \mid \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\alpha x_{k-u+1}\right), \ldots, \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\alpha x_{k}\right)\right)$.
In order to recover $\boldsymbol{\mu}$, recall that $\left(x_{k-u+1}, \ldots, x_{k}\right) \in \mathbb{F}_{q^{m u}}^{u}$ form a basis of $\mathbb{E}_{q^{m u}} / \mathbb{F}_{q^{m}}$ by hypothesis. Denote by $\left(x_{k-u+1}^{*}, \ldots, x_{k}^{*}\right) \in \mathbb{F}_{q^{m u}}^{u}$ its dual basis for the bilinear form $(a, b) \mapsto \operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}(a b)$, which can easily be computed, that is the basis of $\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}$ such that

$$
\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(x_{i} x_{j}^{*}\right)=\left\{\begin{array}{ll}
1 & \text { if } i=j \\
0 & \text { otherwise }
\end{array} \quad, \quad \text { for } i, j \in\{k-u+1, \ldots, k\} .\right.
$$

One can now compute

$$
\sum_{i=k-u+1} m_{i}^{\prime} x_{i}^{*}=\sum_{i=k-u+1}^{k} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\alpha x_{i}\right) x_{i}^{*}=\alpha .
$$

Knowing both $\alpha$ and $\mathbf{x}$, the receiver can finally recover the plaintext $\boldsymbol{\mu}$.
Remark 3.3. Note that this cryptosystem does not benefit from strong security guarantees such as a reduction to a well studied hard problem, and indeed it was subject to several attacks. This observation advocates for the importance of designing such reductions.

### 3.2.1.2 A First Key Recovery Attack

In [GOT18], Gaborit, Otmani and Talé-Kalachi provided a very efficient key recovering attack by showing that the iterated Frobenius operator $\Lambda$ (from (2.5)) could be used to recover a valid secret key in polynomial time, from the sole knowledge of the public key.

More precisely, they choose a basis $\left(\gamma_{1}, \ldots, \gamma_{u}\right)$ of the extension $\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}$, and split $\mathbf{k}_{\text {pub }}$ into $u$ noisy codewords of the same public Gabidulin code by setting
$\mathbf{k}_{\text {pub }}^{(i)} \stackrel{\text { def }}{=} \operatorname{Tr}_{\mathbb{F}_{q} m u} / \mathbb{F}_{q^{m}}\left(\gamma_{i} \mathbf{k}_{\text {pub }}\right)=\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}\left(\gamma_{i} \mathbf{x}\right) \cdot \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}\left(\gamma_{i} \mathbf{z}\right) \in \mathbb{F}_{q^{m}}^{n}, \quad$ for $i \in\{1, \ldots, u\}$.

Remark 3.4. Note that $\left(\mathbf{k}_{\mathrm{pub}}^{(i)}\right)$ is nothing else than the decomposition of $\mathbf{k}_{\mathrm{pub}}$ in the dual basis $\left(\gamma_{1}^{*}, \ldots, \gamma_{u}^{*}\right)$.

Now, let

$$
\begin{equation*}
\mathbf{z}_{i} \stackrel{\text { def }}{=} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\gamma_{i} \mathbf{z}\right) \tag{3.4}
\end{equation*}
$$

and let

$$
\mathscr{Z} \stackrel{\text { def }}{=} \operatorname{Span}_{\mathbb{F}_{q^{m}}}\left\{\mathbf{z}_{1}, \ldots, \mathbf{z}_{u}\right\}
$$

be the (secret) code generated by the components of the error term in $\mathbf{k}_{\text {pub }}$, and consider the (public) code

$$
\mathscr{C}_{\mathrm{pub}} \stackrel{\text { def }}{=} \operatorname{Gab}_{k}(\mathbf{g})+\sum_{i=1}^{u} \mathbf{k}_{\mathrm{pub}}^{(i)}
$$

which can be generated by the following matrix

$$
\mathbf{M} \stackrel{\text { def }}{=}\left(\begin{array}{c}
\mathbf{G}  \tag{3.5}\\
\mathbf{k}_{\text {pub }}^{(1)} \\
\vdots \\
\mathbf{k}_{\text {pub }}^{(u)}
\end{array}\right)
$$

In the sequel, this is what we call a supercode of the Gabidulin code. Let $\Lambda_{i}$ denote the $i$-th iterated Frobenius operator (with respect to $q$ ). Using the peculiar behaviour of $\mathrm{Gab}_{k}(\mathbf{g})$ with respect to $\Lambda$, Gaborit, Otmani and Talé-Kalachi proved that when

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{F}_{q} m} \Lambda_{n-k-w-1}(\mathscr{Z})=w, \tag{3.6}
\end{equation*}
$$

where $w$ is the $\mathbb{F}_{q}$-rank of the error $\mathbf{z}$, then $\Lambda_{n-w-k-1}\left(\mathscr{C}_{\text {pub }}\right)^{\perp}$ is a one dimensional code, any basis of which reveals the secret key by solving a single linear system in $\mathbb{F}_{q^{m u}}$.

For Condition (3.6) to be verified, it is necessary that $w \leqslant \frac{u}{u+1}(n-k)$. On the other hand, taking $w$ larger imposes to have a small $t_{\text {pub }}$, which makes the scheme vulnerable to generic decoding attacks. Moreover, they noticed that this condition was always verified in their experiments. In the rest of this section we propose an alternative attack based on decoding Gabidulin codes on the right hand side.

### 3.2.2 Interleaving Interpretation: a New Attack Against Faure-Loidreau

This attack, which we presented in [BC22], is inspired by the (second) attack from Coron on Augot-Finiasz cryptosystem in the Hamming metric. Starting from a basis $\left(\gamma_{1}, \ldots, \gamma_{u}\right)$ of the extension $\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}$, consider the decomposition of the public key into $u$ noisy codewords of a Gabidulin code from Equation (3.3), and let $\mathbf{z}_{i}$ be defined as in Equation (3.4). It is readily seen that

$$
\operatorname{Rank}_{q}\left(\mathbf{z}_{i}\right) \leqslant \operatorname{Rank}_{q}(\mathbf{z})=w, \quad \text { for } i \in\{1, \ldots, u\}
$$

and we could imagine applying a usual decoder such as Welch-Berlekamp to recover some $\mathbf{z}_{i}$ if their rank weight is too small. However, it turns out that in fact they have rank weight $w$ with good probability. Furthermore, recovering $\mathbf{z}$ is equivalent to decoding all of them. In the Hamming metric though, the main part of Coron's attack was that the errors $\mathbf{z}_{i}$ (defined as in Equation (3.4)) were in fact correlated in the sense that more than having the same weight, they actually had the same support as the original z. Such an error model in the Hamming metric is known as interleaving, and it is well-known that interleaved Reed-Solomon codes can be decoded slightly beyond than half the minimum distance with overwhelming probability (see for instance [Ber03; Zap20]). Indeed, the fact that the errors have the same support allows to use the same polynomial to locate all the errors, which decreases the overall number of unknowns in the linear system.

In the rank-metric situation though, this is not clear anymore. Loidreau and Overbeck adapted this approach in [LO06] when the errors have the same rank support, but unfortunately this is not the case here .... for the column support.

However, let $\mathcal{B} \stackrel{\text { def }}{=}\left\{\beta_{1}, \ldots, \beta_{m}\right\}$ be a basis of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Then, $\gamma \otimes \mathcal{B} \stackrel{\text { def }}{=}\left\{\beta_{1} \gamma_{1}, \ldots, \beta_{m} \gamma_{1}, \beta_{1} \gamma_{2}, \ldots, \beta_{m} \gamma_{u}\right\}$ is a basis of $\mathbb{F}_{q^{m u}} / \mathbb{F}_{q}$, and with the previous ordering

$$
\operatorname{Ext}_{\gamma \otimes \mathcal{B}}(\mathbf{z})=\left(\begin{array}{c}
\operatorname{Ext}_{\mathcal{B}}\left(\mathbf{z}_{1}\right) \\
\vdots \\
\operatorname{Ext}_{\mathcal{B}}\left(\mathbf{z}_{u}\right)
\end{array}\right) \in \mathbb{F}_{q}^{u m \times n}
$$

In other words, since the row support is an intrinsic notion which does not depend on the considered basis for the extension, we have $\operatorname{RowSupp}\left(\mathbf{z}_{i}\right) \subset \operatorname{RowSupp}(\mathbf{z})$ for $i \in\{1, \ldots, u\}$. Recall that the basic idea of Welch-Berlekamp decoding algorithm is to find a $q$-polynomial $\Lambda$ which vanishes on the (column) support of the error, namely such that $\Lambda\left(\mathbf{z}_{i}\right)=0$. In terms of matrices this corresponds to a left-hand side annihilator of $\operatorname{Ext}\left(\mathbf{z}_{i}\right)$. Having information on the row supports motivates to working on the right-hand side instead.

### 3.2.3 Decoding on the right-hand side

Let $\mathbf{g} \stackrel{\text { def }}{=}\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ be of rank-weight $n$, and consider the Gabidulin code $\operatorname{Gab}_{k}(\mathbf{g})$. Suppose we are given a noisy codeword $\mathbf{y} \stackrel{\text { def }}{=} \mathbf{c}+\mathbf{e}$, where $\mathbf{c} \stackrel{\text { def }}{=} C(\mathbf{g}) \in \operatorname{Gab}_{k}(\mathbf{g})$ and $\mathbf{e}$ are unknown.

The goal is to recover c. Let $t \stackrel{\text { def }}{=}|\mathbf{e}|_{R}$ be the rank weight of the error.
When working on the right-hand side, it is more convenient to consider the decoding problem at the $q$-polynomial level. Since the $g_{i}$ 's are linearly independent, we can find a $q$-polynomial $Y$ of $q$-degree less than $n-1$ such that $Y\left(g_{i}\right)=y_{i}$. Indeed, let $L_{i}$ be the vanishing polynomial of $\operatorname{Span}\left\{g_{1}, \ldots, g_{i-1}, g_{i+1}, \ldots, g_{n}\right\}$. In particular it is a $q$-polynomial of $q$-degree at most $n-1$ and $L_{i}\left(g_{i}\right) \neq 0$. Then

$$
P \stackrel{\text { def }}{=} \sum_{i=1}^{n} \frac{y_{i}}{L_{i}\left(g_{i}\right)} L_{i}
$$

interpolates $y_{1}, \ldots, y_{n}$ at $g_{1}, \ldots, g_{n}$. In other words, after linear interpolation (which can be performed at the receiver side), the decoding problem is equivalent to finding two $q$-polynomials $C$ and $E$ such that $\operatorname{deg}_{q}(C)<k$ and $\operatorname{Rank}(E) \leqslant t$ satisfying

$$
\begin{equation*}
Y=C+E \quad \bmod \left(X^{q^{m}}-X\right) \tag{3.7}
\end{equation*}
$$

More precisely, let $Y$ be the interpolator of $\mathbf{y}$ at $\mathbf{g}$, of minimal degree (i.e. $\operatorname{deg}_{q}(Y)<n$ ), and define $E \stackrel{\text { def }}{=} Y-C$. Since $\operatorname{deg}_{q}(C)<k \leqslant n$, this entails that $\operatorname{deg}_{q}(E)<n$.

The algorithm (which is summed up in Algorithm 3.10) will make use of the adjoint of a (class of) $q$-polynomial in $\mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right)$. Let $\mathbf{P} \in \mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right)$. Regarding $\mathbf{P}$ as an $\mathbb{F}_{q}$-linear endomorphism, we may consider its adjoint ${ }^{[i i]} P^{\vee}$ with respect to the non degenerate bilinear form given by the trace:

$$
\left\{\begin{array}{ccc}
\mathbb{F}_{q^{m}} \times \mathbb{F}_{q^{m}} & \longrightarrow & \mathbb{F}_{q} \\
(a, b) & \longmapsto & \operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(a b)
\end{array} .\right.
$$

It can be explicitly computed with the following proposition.

## Proposition 3.5

Let $P \stackrel{\text { def }}{=} \sum_{i=0}^{m-1} a_{i} X^{q^{i}} \in \mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right)$. Then

$$
P^{\vee} \stackrel{\text { def }}{=} \sum_{i=0}^{m-1} a_{i}^{q^{m-i}} X^{q^{m-i}}
$$

Proof. First, note that the adjoint is anticommutative: for two $\mathbb{F}_{q}$-endomorphisms $f, g$ of $\mathbb{F}_{q^{m}}$, then $(f \circ g)^{\vee}=g^{\vee} \circ f^{\vee}$.

With respect to the trace bilinear form, it is clear that for $\alpha \in \mathbb{F}_{q^{m}}^{\times}$, the scalar multiplication map $x \mapsto \alpha x$ is self-adjoint, i.e. $(\alpha X)^{\vee}=\alpha X$. Moreover, the Frobenius $X^{q}$ is orthogonal. Indeed, for $x, y \in \mathbb{F}_{q^{m}}$

$$
\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(x y^{q}\right)=\operatorname{Tr}_{\mathbb{I}_{q} m / \mathbb{F}_{q}}\left(\left(x y^{q}\right)^{q^{m-1}}\right)=\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(x^{q^{m-1}} y\right)
$$

[^28]In other words, $\left(X^{q}\right)^{\vee}=X^{q^{m-1}}$.
Therefore, by linearity we have

$$
\begin{aligned}
P^{\vee} & =\left(\sum_{i=0}^{m-1} a_{i} X^{q^{i}}\right)^{\vee}=\sum_{i=0}^{m-1}\left(\left(a_{i} X\right) \circ\left(X^{q^{i}}\right)\right)^{\vee} \\
& =\sum_{i=0}^{m-1}\left(\left(X^{q^{i}}\right)^{\vee} \circ\left(a_{i} X\right)^{\vee}\right)=\sum_{i=0}^{m-1}\left(\left(X^{q^{m-i}}\right) \circ\left(a_{i} X\right)\right) \\
& =\sum_{i=0}^{m-1} a_{i}^{q^{m-i}} X^{q^{m-i}}
\end{aligned}
$$

We are now ready to describe the right-hand side decoding algorithm. We will consider two cases.

Case $n=m$. In this situation, $\left(g_{1}, \ldots, g_{n}\right)$ form a basis of the extension field $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, and therefore $\operatorname{Rank}_{q}(E)=\operatorname{Rank}_{q}(\mathbf{e})=t$.

In the usual Welch-Berlekamp algorithm, we look for a $q$-polynomial $\Lambda$ of $q$-degree $t$ such that $\Lambda \circ E=0$. The following proposition is basically a dual version, working on the right-hand side.

## Proposition 3.6

Let $\mathscr{V}$ be an $\mathbb{F}_{q}$-vector subspace of $\mathbb{F}_{q^{m}}$ of dimension $d$. Then, there exists a $q$-polynomial $\Lambda$ of $q$-degree at most $m-d$ whose image is exactly $\mathscr{V}$.

Proof. Let $\mathscr{V}^{\perp}$ denote the orthogonal of $\mathscr{V}$ for the inner product $(a, b) \mapsto \operatorname{Tr}_{\mathbb{F}_{q} m} / \mathbb{F}_{q}(x y)$. It is of degree $m-d$. Let $P$ be the vanishing polynomial of $\mathscr{V}^{\perp}$ (as per Definition 2.13). It is of the form

$$
P \stackrel{\text { def }}{=} \sum_{i=0}^{m-d} a_{i} X^{q^{i}}
$$

Let $\Lambda \stackrel{\text { def }}{=}\left(X^{q^{d}} \cdot P\right)^{\vee}$. We have

$$
\Im(\Lambda)=\operatorname{ker}\left(X^{q^{d}} \cdot P\right)^{\perp}=\operatorname{ker}(P)^{\perp}=\left(\mathscr{V}^{\perp}\right)^{\perp}=\mathscr{V}
$$

Moreover,

$$
\Lambda=P^{\vee} \cdot\left(X^{q^{d}}\right)^{\vee}=\left(\sum_{i=0}^{m-d} a_{i}^{q^{m-i}} X^{q^{m-i}}\right) \cdot X^{q^{-d}}=\sum_{i=0}^{m-d} a_{i}^{q^{m-i}} X^{q^{m-d-i}}
$$

In other words, the $q$-polynomial $\Lambda$, of $q$-degree $\leqslant m-d$, has image $\mathscr{V}$.

Setting $\mathscr{V} \stackrel{\text { def }}{=} \operatorname{ker}(E)$ in Proposition 3.6, we immediately deduce the existence of a right annihilator.

## Corollary 3.7

Let $E$ be a $q$-polynomial of rank $t$. Then there exists a $q$-polynomial $\Lambda$ such that $\operatorname{deg}_{q}(\Lambda) \leqslant t$ and $E \circ \Lambda=0 \bmod \left(X^{q^{m}}-X\right)$.

Remark 3.8. Such a $\Lambda$ of minimal degree is unique when we force it to be monic.
Let $\Lambda$ be the (unknown) monic $q$-polynomial given by Proposition 3.7. Using Equation (3.7), $\Lambda$ satisfies

$$
Y \circ \Lambda=C \circ \Lambda+E \circ \Lambda=C \circ \Lambda \quad \bmod \left(X^{q^{m}}-X\right),
$$

which yields to a non linear system of $n$ equations by evaluation on $\mathbf{g}$ :

$$
\left\{\begin{array}{l}
(Y \circ \Lambda)\left(g_{i}\right)=(C \circ \Lambda)\left(g_{i}\right)  \tag{3.8}\\
\operatorname{deg}_{q}(\Lambda) \leqslant t \\
\operatorname{deg}_{q}(C) \leqslant k-1
\end{array}\right.
$$

whose unknowns are the $t+1$ coefficients of $\Lambda$, and the $k$ coefficients of $C$, i.e. $t+k+1$ unknowns. This system can be linearised by setting $N \stackrel{\text { def }}{=} C \circ \Lambda$, a $q$-polynomial of $q$-degree at most $k+t-1$. System (3.8) now becomes

$$
\left\{\begin{array}{l}
(Y \circ \Lambda)\left(g_{i}\right)=N\left(g_{i}\right)  \tag{3.9}\\
\operatorname{deg}_{q}(\Lambda) \leqslant t \\
\operatorname{deg}_{q}(N) \leqslant k-1+t
\end{array}\right.
$$

which has $n$ equations and $k+2 t+1$ unknowns. Obviously, any solution to (3.8) yields a solution to (3.9), however the latter is a priori more general. The following proposition addresses that gap when $t$ is smaller than the unique decoding radius.

## Proposition 3.9

Assume that $E$ is of rank $t \leqslant\left\lfloor\frac{m-k}{2}\right\rfloor$ and $Y=C+E$ with $\operatorname{deg}_{q}(C)=k$. If $(\Lambda, N)$ is any non-zero solution of (3.9), then $N=C \circ \Lambda$.

Proof. Let $(\Lambda, N) \neq(0,0)$ be a solution to (3.9), and let $C$ be the $q$-polynomial of $q$-degree strictly less than $k$ which interpolates the codeword. In particular,

$$
Y \circ \Lambda=N \quad \bmod \left(X^{q^{m}}-X\right)
$$

Let $R \stackrel{\text { def }}{=} N-C \circ \Lambda$. It is a $q$-polynomial of degree at most $k-1+t$. Assume that it is nonzero (in $\mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right)$ ). Then,

$$
(Y-C) \circ \Lambda=Y \circ \Lambda-C \circ \Lambda=R \quad \bmod \left(X^{q^{m}}-X\right),
$$

i.e.

$$
E \circ \Lambda=R \quad \bmod \left(X^{q^{m}}-X\right)
$$

In particular, $\operatorname{Rank}(R) \leqslant \operatorname{Rank}(E)=t$. On the other hand, since $R \neq 0$, we have $\operatorname{dim} \operatorname{ker} R \leqslant$ $\operatorname{deg}_{q} R \leqslant k-1+t$. Therefore, by the rank-nullity theorem

$$
m=\operatorname{dim} \operatorname{ker} R+\operatorname{Rank}(R) \leqslant k+2 t-1 \leqslant k+2 \frac{m-k}{2}-1 \leqslant m-1<m
$$

which is a contradiction. Hence, $R$ must be zero, i.e. $N=C \circ V$.

In other words, when $t \leqslant\left\lfloor\frac{n-k}{2}\right\rfloor$ (recall that $m=n$ here), solving (3.9) allows to recover $C$ by (right) euclidean division, i.e. to decode. However, despite the transformation, the system is only linear over $\mathbb{F}_{q}$, while the unknowns are in $\mathbb{F}_{q^{m}}$. Fortunately, we can address this issue by using the adjoint once more. For $1 \leqslant i \leqslant n$, let $y_{i}^{\vee} \stackrel{\text { def }}{=} Y^{\vee}\left(g_{i}\right)$ (which can be computed at the receiver side). Equation (3.9) is equivalent to

$$
\left\{\begin{array}{l}
\Lambda^{\vee}\left(y_{i}^{\vee}\right)=N^{\vee}\left(g_{i}\right)  \tag{3.10}\\
\operatorname{deg}_{q}(\Lambda) \leqslant t \\
\operatorname{deg}_{q}(N) \leqslant k-1+t
\end{array}\right.
$$

which is now linear over $\mathbb{F}_{q^{m}}$, and can efficiently be solved. Since there is a one-to-one correspondence between the coefficients of $\Lambda^{\vee}$ and $N^{\vee}$, and that of $\Lambda$ and $N$, solving (3.10) allows to recover $\Lambda$ and $N$.

This decoding algorithm is summed up in Algorithm 3.10.

```
Algorithm 3.10 : Right-hand side variant of Welch-Berlekamp
    Input : \(q\) a prime power, \(k, n, m\) integers, \(\mathbf{g}=\left(g_{1}, \ldots, g_{n}\right)\) a basis of \(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\), a Gabidulin
                code \(\mathscr{C}\) of dimension \(k\) and evaluation vector \(\mathbf{g}\), an integer \(t \leqslant\left\lfloor\frac{n-k}{2}\right\rfloor\), and
            \(\mathbf{y} \in \mathbb{F}_{q^{m}}^{n}\).
    Output : \(\mathbf{c} \in \mathscr{C}\) such that \(\mathbf{y}=\mathbf{c}+\mathbf{e}\) for some \(\mathbf{e} \in \mathbb{F}_{q^{m}}^{n}\) with \(\operatorname{Rank}(\mathbf{e}) \leqslant t\).
    1 Find \(Y\) the \(q\)-polynomial of \(q\)-degree strictly less than \(n\) such that \(Y\left(g_{i}\right)=y_{i}\)
    Compute \(Y^{\vee}\) and evaluate on \(\mathbf{g}\) to get \(\mathbf{y}^{\vee} \stackrel{\text { def }}{=} Y^{\vee}(\mathbf{g}) \in \mathbb{F}_{q^{m}}^{n}\)
    Find a non zero solution \(\left(\Lambda_{0}, N_{0}\right)\) of the linear system (3.10)
    Compute \(\Lambda \stackrel{\text { def }}{=} \Lambda_{0}^{\vee}\) and \(N \stackrel{\text { def }}{=} N_{0}^{\vee}\)
    Recover \(C\) by computing the right-hand side Euclidean division of \(N\) by \(\Lambda\)
    return \(\mathbf{c} \stackrel{\text { def }}{=} C(\mathbf{g})\)
```

Case $n<m$. In this situation, it is still possible to interpolate the received word as

$$
Y=C+E,
$$

where both $Y$ and $E$ have $q$-degree less than $n$, and $\operatorname{deg}_{q}(C)<k$. However, it is no longer true that $E$ has rank $t$ as an endomorphism of $\mathbb{F}_{q^{m}}$ : we can only affirm that the restriction of $E$ to the linear span of $\mathbf{g}$ has rank $t$, but the whole $E$ might have a larger rank. In order to remedy that, we will use Proposition 3.6 again: let $G$ be the $q$-polynomial of $q$-degree at most $m-n$
whose image is exactly $\operatorname{Supp}(\mathbf{g})$. Then,

$$
Y \cdot G=C \cdot G+E \cdot G
$$

and $\operatorname{deg}_{q}(C \cdot G)<k+m-n$ corresponds to a codeword of $G a b_{k+m-n}(\mathbf{g})$. Note that $Y$ and $G$ can be computed at the receiver side, without the knowledge of the error. Moreover, since $\Im(G)=\operatorname{Supp}(\mathbf{g})$, we have that $\operatorname{Rank}(E \cdot G)=t$. Using the previous right hand side decoding algorithm, it is possible to recover $C \cdot G$, and then $C$ by euclidean division on the right, as long as

$$
t \leqslant \frac{m-(k+m-n)}{2}=\frac{n-k}{2} .
$$

### 3.2.4 An alternative key recovery attack against Faure-Loidreau

Using the above right-hand side decoder, we can provide an alternative key recovery attack, in the spirit of that of Coron in the Hamming metric.

Recall from Equation (3.1) that the public key is of the form

$$
\mathbf{k}_{\mathrm{pub}}=\mathbf{x} \cdot \mathbf{G}+\mathbf{z} \in \mathbb{F}_{q^{m u}},
$$

where $\mathbf{G}$ is a generator matrix of a (public) Gabidulin code, and from Equation (3.3) that it can be seen as $u$ codewords by using the trace operator

$$
\mathbf{k}_{\text {pub }}^{(j)} \stackrel{\text { def }}{=} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\gamma_{j} \mathbf{k}_{\mathrm{pub}}\right)=\mathbf{x}_{j} \cdot \mathbf{G}+\mathbf{z}_{j}, \quad \text { for } 1 \leqslant i \leqslant u
$$

Recovering the secret key is therefore equivalent to decoding the $u$ components $\mathbf{k}_{\text {pub }}^{(j)}$, in parallel. A priori, the $\mathbf{z}_{j}$ 's have a too large rank weight $w$ to be decodable. Nevertheless, they are strongly correlated since they have the same row support, namely RowSupp $(\mathbf{z})$, of dimension at most $w$. In particular, they have the same right-hand side annihilator $\Lambda$ of degree at most $w$.

Denote by $K_{j} \stackrel{\text { def }}{=} C_{j}+Z_{j}$ the $q$-polynomials of $q$-degree less than $n$ which interpolate $\mathbf{k}_{\text {pub }}^{(j)}$ at $\mathbf{g}$. Even if it means multiplying on the right by a $q$-polynomial of $q$-degree $\leqslant m-n$, we may assume that $m=n$ here. The previous remark yields the following system

$$
\left\{\begin{array}{l}
\left(K_{j} \circ \Lambda\right)\left(g_{i}\right)=\left(C_{j} \circ \Lambda\right)\left(g_{i}\right)  \tag{3.11}\\
\operatorname{deg}_{q}(\Lambda) \leqslant w \\
\operatorname{deg}_{q}\left(C_{j}\right) \leqslant k-1
\end{array}, \quad \text { for } j \in\{1, \ldots, u\}\right.
$$

which can be linearised by setting $N_{i} \stackrel{\text { def }}{=} C_{i} \circ \Lambda$ :

$$
\left\{\begin{array}{l}
\left(K_{j} \circ \Lambda\right)\left(g_{i}\right)=N_{j}\left(g_{i}\right)  \tag{3.12}\\
\operatorname{deg}_{q}(\Lambda) \leqslant w \\
\operatorname{deg}_{q}\left(C_{j}\right) \leqslant k-1,
\end{array}, \quad \text { for } j \in\{1, \ldots, u\}\right.
$$

This system has $n \times u$ equations and $w+1+u(k+w)$ unknowns, and therefore one can expect to retrieve $\left(\Lambda, N_{1}, \ldots, N_{u}\right)$, and then $C_{1}, \ldots, C_{u}$ by euclidean division on the right, whenever

$$
w \leqslant \frac{u}{u+1}(n-k)
$$

which is slightly better than $\frac{n-k}{2}$, and always verified by the parameters of Faure-Loidreau. This is exactly the same condition as in [GOT18].

Remark 3.11. To be rigorous, there needs an additional step using the adjoint operator, similarly as when decoding a single word.

### 3.3 Two Independent Repairs: LIGA and RAMESSES

The alternative attack presented in Section 3.2.4 is actually an example of a decoding algorithm for an interleaved Gabidulin code, and the approach by decoding on the right hand side is not the only way of decoding such code. For example, [SJB11] provides an efficient syndrome-based algorithm, and analyse their decoding failures. See also [Wac13] for a survey on this topic.

The relationship between the attack from [GOT18] and decoding interleaved Gabidulin codes was already emphasised by Renner, Puchinger and Wachter-Zeh in [RPW21] ${ }^{[\mathrm{iii}]}$. In this paper, they introduce a variant of Faure-Loidreau called LIGA ${ }^{[\mathrm{iv}]}$ where they propose to introduce an additional structure on the cryptosystem in order to force every known interleaved decoder to fail: they explicit a decoding failure condition, and change the key generation algorithm. In particular, their proposal was not vulnerable to the attack from [GOT18].

An independent repair of Faure-Loidreau cryptosystem called RAMESSES was proposed in [LLP20]. It can be somehow considered as a dual version of Faure-Loidreau, where the plaintext is encoded as the row-space of some error. This avoids the necessity to use an additional extension $\mathbb{F}_{q} m u$ and the trace map.

In reality, as we will see, in order to thwart attacks on the key, those cryptosystems introduce too much structure, which makes them vulnerable to a direct message recovery attack, as we have shown in [BC21].

### 3.3.1 LIGA Encryption scheme

Recall that the public key of Faure-Loidreau is of the form

$$
\mathbf{k}_{\mathrm{pub}} \stackrel{\text { def }}{=} \mathbf{x} \cdot \mathbf{G}+\mathbf{z} \in \mathbb{F}_{q^{m u}}^{n},
$$

where $\mathbf{x}, \mathbf{z} \in \mathbb{F}_{q} m u$ such that $\operatorname{Rank}_{\mathbb{F}_{q}}(\mathbf{z})=w$ and $\mathbf{G}$ is the generator matrix of a public Gabidulin code of dimension $k$.

From Section 3.2.1.2, the attack from [GOT18] fails when Condition 3.6 is not satisfied, i.e.

$$
\operatorname{dim}_{\mathbb{F}_{q} m} \Lambda_{n-k-w-1}(\mathscr{Z})<w
$$

where $\mathscr{Z}$ is the vector space generated (over $\mathbb{F}_{q^{m}}$ ) by the $u$ components of $\mathbf{z}$. Let $\zeta \stackrel{\text { def }}{=} \operatorname{Rank}_{\mathbb{F}_{q^{m}}}(\mathbf{z})$. Based on the behaviour of known decoders for interleaved Gabidulin codes, [RPW21, Theorem 4] shows that for Condition 3.6 to fail, it is enough to enforce

$$
\begin{equation*}
\zeta<\frac{w}{n-k-w} . \tag{3.13}
\end{equation*}
$$

This leads to the following modification of Faure-Loidreau cryptosystem, where the Encryption and Decryption procedure remain identical to the original proposal, while the Key Generation is modified in order to enforce Condition 3.13.

[^29]Key Generation LIGA. The owner of the secret key picks two random bases $\gamma=\left(\gamma_{1}, \ldots, \gamma_{u}\right)$ and $\boldsymbol{\beta} \stackrel{\text { def }}{=}\left(\beta_{1}, \ldots, \beta_{u}\right)$ of $\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}$, a non singular matrix $\mathbf{P} \leftarrow \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$, and a random vector $\boldsymbol{\xi} \leftarrow \mathbb{F}_{q^{m u}}^{k-u}$. They then set $\mathbf{x} \stackrel{\text { def }}{=}(\boldsymbol{\xi} \mid \boldsymbol{\beta}) \in \mathbb{F}_{q^{m u}}^{k}$.

Furthermore, they generate randomly a matrix

$$
\mathbf{S}=\left(\begin{array}{c}
\mathbf{s}_{1} \\
\vdots \\
\mathbf{s}_{u}
\end{array}\right) \in \mathbb{F}_{q^{m}}^{u \times n}
$$

of $\mathbb{F}_{q^{m}}$-rank $\zeta$ and such that the $\mathbb{F}_{q}$-rank of all the rows is $w$; and set

$$
\mathbf{s} \stackrel{\text { def }}{=} \operatorname{Ext}_{\gamma}^{-1}(\mathbf{S})=\sum_{i=1}^{u} \mathbf{s}_{i} \gamma_{i}^{*}
$$

Finally, they set

$$
\mathbf{z} \stackrel{\text { def }}{=}\left(\mathbf{s} \mid \mathbf{0}_{n-w}\right) \cdot \mathbf{P}^{-1} \in \mathbb{F}_{q^{m u}}^{n}
$$

As for Faure-Loidreau cryptosystem, the public key is

$$
\mathbf{k}_{\mathrm{pub}} \stackrel{\text { def }}{=} \mathbf{x G}+\mathbf{z} \in \mathbb{F}_{q^{m u}}^{n}
$$

while the secret key is formed by $(\mathbf{x}, \mathbf{z}, \mathbf{P})$.
The generation of $\mathbf{S}$ (and hence $\mathbf{z}$ ) is done by rejecting poorly formed matrices. In practice, a matrix of $\mathbb{F}_{q^{m}}$-rank $\zeta$ will satisfy this condition with very high probability.

Interpretation of $\zeta$ in view of the right-hand side decoding. Using the right-hand side decoder presented in Section 3.2.4, this quantity $\zeta$ has in reality a very simple explanation. Indeed, this is exactly the number of errors which are linearly independent. In terms of decoding, this corresponds to the number of independent decoding problems (a linear dependency in the errors yields a linear dependency in the different decoding problems, even if it means replacing an unknown codeword by another unknown codeword of the same code). In other words, Systems 3.11 and 3.12, have exactly $\zeta \times n$ independent equations, and $w+1+\zeta(k+w)$ unknowns. The very same attack is therefore expected to succeed, as long as

$$
w \leqslant \frac{\zeta}{\zeta+1}(n-k)
$$

which is exactly equivalent to (3.13).

### 3.3.2 RAMESSES

In this section we present RAMESSES encryption scheme in terms of $q$-polynomials, using linear interpolation. In particular, we will fix an evaluation vector $\mathbf{g} \in \mathbb{F}_{q^{m}}^{n}$ of rank weight $n$, as well as a basis $\mathcal{B}$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, and the space $\mathbb{F}_{q^{m}}\langle X\rangle_{<k}$ will be regarded as a Gabidulin code of dimension $k$. Basis $\mathcal{B}$ allows to represent any element of $\mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right)$ as an $m \times m$ matrix, and reciprocally any $m \times m$ matrix defines a unique $q$-polynomial of $q$-degree less than $m$ in the basis $\mathcal{B}$. We consider the situation of full length Gabidulin codes.

Remark 3.12. Note that this is not exactly the point of view adopted in the original presentation [LLP20], however they are both completely equivalent, and it makes the presentation of the attack easier. We discuss this equivalence in [BC21, Appendix A].

Public Parameters. Let $k, \ell, m, t, w$ be positive integers such that $1 \leqslant k, \ell, t, w \leqslant m$ and

$$
t \leqslant \frac{m-k-\ell-w}{2},
$$

and

$$
w>\frac{m-k}{2} .
$$

Key Generation. The owner of the secret key picks a uniformly random $q$-polynomial $K_{\text {sec }}$ of rank $w$ to be the secret key, while the public key is the affine space

$$
\mathscr{C}_{\text {pub }} \stackrel{\text { def }}{=} \mathbb{E}_{q^{m}}\langle X\rangle_{<k}+K_{\text {sec }} .
$$

In practice, the secret key is a uniformly random vector $\mathbf{k}_{\mathrm{sec}} \in \mathbb{F}_{q^{m}}^{m}$ of rank $w$, and the public key is its syndrome

$$
\mathbf{k}_{\mathrm{pub}} \stackrel{\text { def }}{=} \mathbf{H} \mathbf{k}_{\mathrm{sec}}^{\top}
$$

with respect to a fixed parity-check matrix of the Gabidulin code.

Encryption. The plaintext $\mathbf{m}$ is a $t$-dimensional $\mathbb{F}_{q}$-subspace of $\mathbb{F}_{q^{m}}$. It is encrypted as follows:

1. Pick a uniformly random $T \in \mathbb{F}_{q^{m}}\langle X\rangle$ of $q$-degree $\ell$
2. Pick a uniformly random $E \in \mathbb{F}_{q^{m}}\langle X\rangle_{<m}$ whose matrix representation admits $\mathbf{m}$ as its row space, equivalently $E$ is such that $\mathbf{m}$ is the image of $E^{\vee}$. In particular, $\operatorname{Rank}(E)=t$.
3. Pick a uniformly random $C \in \mathbb{F}_{q^{m}}\langle X\rangle_{<k}$
4. Pick a uniformly random $C_{0} \in \mathbb{F}_{q^{m}}\langle X\rangle_{<k}$, yielding a uniformly random

$$
C^{\prime}=C_{0}+K_{\mathrm{sec}} \in \mathscr{C}_{\mathrm{pub}}
$$

The ciphertext is

$$
Y \stackrel{\text { def }}{=} C+C^{\prime} \circ T+E .
$$

Note that, this ciphertext satisfies

$$
\begin{equation*}
Y=C_{1}+K_{\mathrm{sec}} \circ T+E, \tag{3.14}
\end{equation*}
$$

where

$$
C_{1}=C+C_{0} \circ T \text { is of } q \text {-degree }<k+\ell .
$$

More precisely, $C_{1}$ lies in the code $\mathbb{F}_{q^{m}}\langle X\rangle_{<k}+\mathbb{F}_{q^{m}}\langle X\rangle_{<k} \circ T$ which is slightly bigger than the public Gabidulin code. This $C_{1}$ is a priori unknown by anyone.

Decryption. The knowledge of the secret key $K_{\text {sec }}$ means knowledge of the minimal vanishing $q$-polynomial of the rank support of $\mathbf{k}_{\text {sec }}$, i.e. a $q$-polynomial $V$ of $q$-degree at most $w$ such that $V \circ K_{\text {sec }}=0 \bmod \left(X^{q^{m}}-X\right)$.

Upon receiving a ciphertext $Y$, they can therefore compute

$$
V \circ Y=V \circ C_{1}+V \circ E \quad \bmod \left(X^{q^{m}}-X\right)
$$

Now, $V \circ C_{1} \in \mathbb{F}_{q^{m}}\langle X\rangle_{k+\ell+w}$ lies in a Gabidulin code of dimension $k+\ell+w$, while

$$
\operatorname{Rank}(V \circ E) \leqslant \operatorname{Rank}(E)=t \leqslant \frac{m-k-\ell-w}{2}
$$

In particular, $V \circ E$ can be recovered, and when it has rank exactly $t$, its row space is that of $E$. In that case, the plaintext can be recovered. Otherwise, there is a decryption failure, but this happens with low probability.

### 3.4 A Message Recovery Attack Against LIGA and RAMESSES

In this section, we prove that the structure introduced in the public key of LIGA in order to thwart the key recovery attack by decoding an interleaved Gabidulin code, actually makes it vulnerable to a direct message recovery attack.

Indeed, the public key $\mathbf{k}_{\text {pub }}=\mathbf{x} \cdot \mathbf{G}+\mathbf{z}$ is such that the $\mathbb{F}_{q^{m}-\mathrm{rank}}$ of $\mathbf{z}$ is small (while keeping its $\mathbb{F}_{q}$-rank large). Denote by $\zeta$ this rank. In other words, there exist $\mathbf{z}_{1}, \ldots, \mathbf{z}_{\zeta} \in \mathbb{F}_{q^{m}}^{n}$ and $\mu_{1}, \ldots, \mu_{\zeta} \in \mathbb{F}_{q^{m u}}$, both linearly independent over $\mathbb{F}_{q^{m}}$, such that

$$
\mathbf{z}=\sum_{i=1}^{\zeta} \mu_{i} \mathbf{z}_{i}
$$

Therefore, a ciphertext will be of the form (see (3.2))

$$
\begin{equation*}
\mathbf{c} \stackrel{\text { def }}{=} \mathbf{m}^{\prime} \cdot \mathbf{G}+\underbrace{\sum_{i=1}^{\zeta} \operatorname{Tr}_{\mathbb{F}_{\mathfrak{F}^{\prime}} m u / \mathbb{F}_{q^{m}}}\left(\alpha \mu_{i}\right) \mathbf{z}_{i}+\mathbf{e}}_{\stackrel{\text { def }}{=}+\mathbf{e}^{\prime}} \tag{3.15}
\end{equation*}
$$

The main point of Faure-Loidreau, and then LIGA, is that $\mathbf{c}$ is a codeword of a Gabidulin code, corrupted by the error $\mathbf{e}^{\prime}$ of very large weight. But what if we added part of the error inside the code ? Indeed, the major part of the error $\mathbf{e}^{\prime}$ is carried by the $\mathbf{z}_{i}$, and in reality the error $\mathbf{e}$ is very small. In general, adding a random subspace to a given code $\mathscr{C}$ drastically deteriorates the decoding capabilities since it increases the dimension, and it may also destroy the minimum distance. However, Gabidulin codes are so good, and the error $\mathbf{e}$ is so small (by design), that it may be possible to remove it somehow. This is the idea of the message recovery attack.

Indeed, let

$$
\mathscr{C} \stackrel{\text { def }}{=} \operatorname{Gab}_{k}(\mathbf{g})+\operatorname{Span}_{\mathbb{F}_{q^{m}}}\left\{\mathbf{z}_{1}, \ldots, \mathbf{z}_{\zeta}\right\} \subset \mathbb{F}_{q^{m}}^{n}
$$

so that a ciphertext can be considered as a codeword of $\mathscr{C}$ corrupted by the small error e. The idea is that, by design, in order to thwart the attack from [GOT18], $\mathscr{C}$ was forced to be very close to a Gabidulin code. We call such a code a supercode of a Gabidulin code (in opposition to subcodes). First, we show how we can modify Welch-Berlekamp algorithm in order to decode
such supercodes, at the price of decreasing the decoding capability, before we apply it to LIGA (and RAMESSES).

### 3.4.1 Decoding Supercodes of Gabidulin Codes

It will be more convenient for this section to give the algorithm directly at the $q$-polynomial level. In particular, we will omit linear interpolations, and all the codes are considered as subspaces of $\mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right)$.

Consider a code $\mathscr{C}$ of the form

$$
\mathscr{C} \stackrel{\text { def }}{=} \mathcal{G} \oplus \mathcal{T}
$$

where $\mathcal{G} \stackrel{\text { def }}{=} \mathbb{F}_{q^{m}}\langle X\rangle_{<k}$ is a Gabidulin code of dimension $k$, and $\mathcal{T} \subset \mathbb{F}_{q^{m}}\langle X\rangle /\left(X^{q^{m}}-X\right)$, and let

$$
Y \stackrel{\text { def }}{=}\left(C_{0}+T\right)+E
$$

be a noisy codeword, $C_{0} \in \mathcal{G}, T \in \mathcal{T}$ and $E$ is a $q$-polynomial of rank $t$. Let $\Lambda$ with $\operatorname{deg}_{q}(\Lambda) \leqslant t$ be a left annihilator for $E$. Solving the decoding problem amounts therefore to solve

$$
\Lambda \circ Y=\Lambda \circ C=\Lambda \circ C_{0}+\Lambda \circ T \quad \bmod \left(X^{q^{m}}-X\right),
$$

where the unknowns are $\Lambda$ and $C$. As usual, this system can be linearised into

$$
\begin{equation*}
\Lambda \circ Y=N \quad \bmod \left(X^{q^{m}}-X\right) \tag{3.16}
\end{equation*}
$$

where $N \in\left(\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathbb{F}_{q^{m}}\langle X\rangle_{<k}\right)+\left(\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathscr{T}\right)=\mathbb{F}_{q^{m}}\langle X\rangle_{<k+t}+\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathscr{T}$.

## Lemma 3.13

Under the assumption that $\left(\mathbb{F}_{q^{m}}\langle X\rangle_{<k+t} \circ \mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathscr{T}\right) \cap\left(\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ E\right)=\{0\}$, then any nonzero solution $(\Lambda, N)$ of (3.16) satisfies $\Lambda \circ E=0$.

Proof. Let $(\Lambda, N)$ be such a nonzero solution. Then

$$
\Lambda \circ Y-\Lambda \circ C=\Lambda \circ E \quad \bmod \left(X^{q^{m}}-X\right)
$$

On the other hand, by definition $\Lambda \circ Y=N \bmod \left(X^{q^{m}}-X\right)$, and therefore the left hand side is contained in $\left(\mathbb{F}_{q^{m}}\langle X\rangle_{<k+t} \circ \mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathscr{T}\right)$, while the right hand side is contained in $\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathscr{T}$. Therefore, by assumption, both sides are zero.

Under the hypothesis of Lemma 3.13, the decoding can be performed as follows

1. Solve (3.16).
2. Take any nonzero solution $(\Lambda, N)$ and compute the right kernel of $\Lambda$. This kernel contains the image of $E$, and hence the (column) support of the error.
3. Knowing the support of $E$, one can recover $E$ completely by solving a linear system.

Remark 3.14. Note that step 3 is important, since as for the decryption of RAMESSES, left euclidean division of $N$ by $\Lambda$ is not sufficient. Indeed, Lemma 3.13 only permits to assert that $N=(\Lambda \circ C) \bmod \left(X^{q^{m}}-X\right)$, but not all representative are equivalent. In the Gabidulin situation, the fact that $\operatorname{deg}_{q}(C)<k$ yields $\operatorname{deg}_{q}(\Lambda \circ C)<m$ and therefore the equality $N=\Lambda \circ C$ also holds directly in the full ring $\mathbb{F}_{q^{m}}\langle X\rangle$ of $q$-polynomials. In our setting, this is no longer true.

For the decoding to succeed, the condition $\left(\mathbb{F}_{q^{m}}\langle X\rangle_{<k+t} \circ \mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathscr{T}\right) \cap\left(\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ E\right)=$ $\{0\}$ needs to be satisfied. In the Gabidulin situation, i.e. when $\mathscr{T}=\{0\}$, this condition is guaranteed by a minimum distance argument entailing that $\mathbb{F}_{q^{m}}\langle X\rangle_{<k+t} \cap \mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ E=\{0\}$ as long as $t \leqslant \frac{n-k}{2}$. However, when $\mathscr{T}$ is larger, it is a difficult task to estimate the minimum distance. Nevertheless, in general this will hold as long as the sum of the dimension is less than that of the ambient space. Therefore, heuristically we can expect to correct almost any error of rank $t$ as long as

$$
\begin{equation*}
k+2 t+\operatorname{dim}\left(\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathscr{T}\right) \leqslant n \tag{3.17}
\end{equation*}
$$

Remark 3.15. For $\mathscr{T}=\{0\}$, this recovers exactly the decoding radius of Gabidulin codes.

For the cryptanalysis of RAMESSES we actually need to be able to decode on the right-hand side. Fortunately, this extension is straightforward, and decoding is also possible when

$$
\begin{equation*}
k+2 t+\operatorname{dim}\left(\mathscr{T} \circ \mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t}\right) \leqslant n \tag{3.18}
\end{equation*}
$$

### 3.4.2 Applications to RAMESSES

We shall begin with describing the attack against RAMESSES, since the attack against LIGA will be more challenging.

Recall from (3.14) that a ciphertext of RAMESSES is of the form

$$
Y=C_{1}+K_{\mathrm{sec}} \circ T+E
$$

where $\operatorname{deg}_{q}\left(C_{1}\right)<k+\ell, \operatorname{deg}_{q}(T)=\ell$ and $E$ is a $q$-polynomial of rank $t$, whose row-space (i.e. the image of $\left.E^{\vee}\right)$ represents the plaintext. In other words, it suffices to recover $E$ to get the plaintext.

Let

$$
\mathscr{T} \stackrel{\text { def }}{=} K_{\mathrm{sec}} \circ \mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant \ell}
$$

so that $Y$ can be seen as a codeword of the supercode $\mathscr{C} \stackrel{\text { def }}{=} \mathbb{E}_{q^{m}}\langle X\rangle_{<k+\ell}+\mathscr{T}$ (of dimension $k+\ell$ ) corrupted by the error $E$ of rank $t$. According (3.18), the right-hand side version of the above decoder will likely return pairs of the form $(\Lambda, N)$ with $E \circ \Lambda=0$ as soon as

$$
\begin{equation*}
n \geqslant(k+\ell)+2 t+\operatorname{dim}\left(K_{\mathrm{sec}} \circ \mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant \ell} \circ \mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t}\right)=k+2 \ell+3 t+1 \tag{3.19}
\end{equation*}
$$

Table 3.1 shows that this condition is always satisfied with the parameters proposed in [LLP20], which are therefore broken in polynomial time. The column representing the security (in bits) was computed in the paper using known attacks such as generic decoding algorithms for the rank metric. The last row further targets a decryption failure rate of less than $2^{-128}$.

| $m(=n)$ | $k$ | $w$ | $\ell$ | $t$ | Claimed Security (bits) | $k+3 t+2 \ell+1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 64 | 32 | 19 | 3 | 5 | 141 | 54 |
| 80 | 40 | 23 | 3 | 7 | 202 | 68 |
| 96 | 48 | 27 | 3 | 9 | 265 | 82 |
| 164 | 116 | 27 | 3 | 9 | $\geqslant 256$ | 150 |

Table 3.1: This table compares the values of the formula (3.19) with the parameters proposed for RAMESSES. The first three rows are parameters for RAMESSES as a KEM and the last one are parameters for RAMESSES as a PKE. Note that for any proposed parameter set, we have $m=n$.

### 3.4.3 A message recovery attack against LIGA

Finally, let us consider LIGA encryption scheme. Starting from (3.15), a ciphertext of LIGA is of the form

$$
\mathbf{c} \stackrel{\text { def }}{=} \mathbf{m}^{\prime} \mathbf{G}+\sum_{i=1}^{\zeta} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\alpha \mu_{i}\right) \mathbf{z}_{i}+\mathbf{e}
$$

and can be considered as a codeword of the code

$$
\mathscr{C} \stackrel{\text { def }}{=} \operatorname{Gab}_{k}(\mathbf{g})+\operatorname{Span}\left\{\mathbf{z}_{1}, \ldots, \mathbf{z}_{\zeta}\right\} \subset \mathbb{F}_{q^{m}}^{n}
$$

corrupted by an error of rank weight $t \leqslant \frac{n-k-w}{2}$. Note that, $\mathscr{C}$ is a supercode of $\operatorname{Gab}_{k}(\mathbf{g})$ with $\mathscr{T} \stackrel{\text { def }}{=} \operatorname{Span}\left\{\mathbf{z}_{1}, \ldots, \mathbf{z}_{\zeta}\right\}$ of dimension $\zeta$. However, $\mathscr{T}$ is a priori secret, and it is no longer possible to directly apply a decoding algorithm for this supercode. Nevertheless, it can be computed from public data. The attack will proceed in three steps.

Step 1: Get rid of the small error. Let $\gamma_{1}, \ldots, \gamma_{\zeta} \in \mathbb{F}_{q^{m u}}$ be linearly independent over $\mathbb{F}_{q^{m}}$ (a priori not a basis since $\zeta<u$ ), and define the public code

$$
\mathscr{C}_{\text {pub }} \stackrel{\text { def }}{=} \operatorname{Gab}_{k}(\mathbf{g})+\sum_{i=1}^{\zeta} \operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}\left(\gamma_{i} \mathbf{k}_{\mathrm{pub}}\right) .
$$

If $\gamma$ was allowed to form a basis of the extension, then both codes $\mathscr{C}$ and $\mathscr{C}_{\text {pub }}$ would be equal. However, for the application it is important that we keep $\gamma$ of minimal size $\zeta$, and therefore it is not clear anymore that the equality holds. Nevertheless, it will be true with overwhelming probability over the choice of the $\gamma_{i}$ 's, as shown by the following theorem.

## Theorem 3.16

Over the uniform choice of linearly independent $\gamma_{1} \ldots, \gamma_{\zeta}$, we have

$$
\mathbb{P}\left(\mathscr{C}=\mathscr{C}_{\text {pub }}\right)=1-e^{O\left(\frac{1}{q^{m}}\right)}
$$

The proof of Theorem 3.16 rests on the following technical counting argument.

## Lemma 3.17

Let $F$ be a linear subspace of dimension $m$ in a linear space $E$ of dimension $n$ over a finite field $\mathbb{F}_{q}$. Then, $|\{G \mid F \oplus G=E\}|=q^{m(n-m)}$.

Proof. Let $\operatorname{Stab}(F)$ denote the stabiliser of $F$ under the action of $\operatorname{GL}(E)$. It is isomorphic to the group of the matrices of the form $\left(\begin{array}{cc}\mathbf{A} & \mathbf{B} \\ \mathbf{0} & \mathbf{C}\end{array}\right)$ with $\mathbf{A} \in \mathrm{GL}_{m}\left(\mathbb{F}_{q}\right), \mathbf{C} \in \mathrm{GL}_{n-m}\left(\mathbb{F}_{q}\right)$ and $\mathbf{B} \in \mathbb{F}_{q}^{m \times(n-m)}$. In other words,

$$
\operatorname{Stab}(F) \simeq \mathbb{F}_{q}^{m \times(n-m)} \rtimes\left(\mathrm{GL}_{m}\left(\mathbb{F}_{q}\right) \times \mathrm{GL}_{n-m}\left(\mathbb{F}_{q}\right)\right)
$$

given by the split exact sequence

$$
1 \rightarrow\left(\begin{array}{cc}
\mathbf{I}_{m} & \mathbb{F}_{q}^{m \times(n-m)} \\
\mathbf{0} & \mathbf{I}_{n-m}
\end{array}\right) \rightarrow \operatorname{Stab}(F) \rightarrow\left(\begin{array}{cc}
\mathrm{GL}_{m}\left(\mathbb{F}_{q}\right) & \mathbf{0} \\
\mathbf{0} & \mathrm{GL}_{n-m}\left(\mathbb{F}_{q}\right)
\end{array}\right) \rightarrow 1
$$

Moreover, $\operatorname{Stab}(F)$ acts transitively on the complement spaces of $F$. Indeed, let $G$ and $G^{\prime}$ be such that $F \oplus G=F \oplus G^{\prime}=E$. Let $\left(f_{1}, \ldots, f_{m}\right)$ be a basis of $F$ and $\left(g_{1}, \ldots, g_{n-m}\right)$ (respectively $\left.\left(g_{1}^{\prime}, \ldots, g_{n-m}^{\prime}\right)\right)$ be a basis of $G$ (resp. $G^{\prime}$ ). Then the linear map that stabilises $F$ and maps $g_{i}$ onto $g_{i}^{\prime}$ is an element of $\operatorname{Stab}(F)$ that maps $G$ onto $G^{\prime}$. The stabiliser of a complement $G$ under this action is simply $\mathrm{GL}_{m}\left(\mathbb{F}_{q}\right) \times \mathrm{GL}_{n-m}\left(\mathbb{F}_{q}\right)$. Therefore, the orbitstabiliser theorem yields

$$
|\{G \mid F \oplus G=E\}|=\frac{|\operatorname{Stab} F|}{|\operatorname{Stab} G|}=\frac{\left|\mathrm{GL}_{m}\left(\mathbb{F}_{q}\right) \times \mathrm{GL}_{n-m}\left(\mathbb{F}_{q}\right)\right| \times q^{m \times(n-m)}}{\left|\mathrm{GL}_{m}\left(\mathbb{F}_{q}\right) \times \mathrm{GL}_{n-m}\left(\mathbb{F}_{q}\right)\right|}=q^{m \times(n-m)}
$$

We are now ready to prove Theorem 3.16.
Proof of Theorem 3.16.. We wish to estimate the probability that $\mathscr{C}=\mathscr{C}_{\text {pub }}$. Note first that inclusion $\supseteq$ is always satisfied. Indeed, let $\mathbf{c} \in \mathscr{C}_{\text {pub }}$. Then, there exist $\mathbf{m} \in \mathbb{F}_{q^{m}}^{k}$ and $\lambda_{1}, \ldots, \lambda_{\zeta} \in \mathbb{F}_{q^{m}}$ such that

$$
\begin{aligned}
\mathbf{c} & =\mathbf{m G}+\sum_{i=1}^{\zeta} \lambda_{i} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\gamma_{i} \mathbf{k}_{\text {pub }}\right) \\
& =\left(\mathbf{m}+\sum_{i=1}^{\zeta} \lambda_{i} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\gamma_{i} \mathbf{x}\right)\right) \mathbf{G}+\sum_{i=1}^{\zeta} \sum_{j=1}^{\zeta} \lambda_{j} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\gamma_{j} \mu_{i}\right) \mathbf{z}_{i}
\end{aligned}
$$

and $\mathbf{c} \in \mathscr{C}$. Therefore, we are reduced to study the probability that $\mathscr{C} \subseteq \mathscr{C}_{\text {pub }}$.

Let $\mathbf{c} \in \mathscr{C}$. There exists $\mathbf{m} \in \mathbb{F}_{q^{m}}^{k}$ and $\lambda_{1}, \ldots, \lambda_{\zeta} \in \mathbb{F}_{q^{m}}$ such that

$$
\mathbf{c}=\mathbf{m} \mathbf{G}+\sum_{i=1}^{\zeta} \lambda_{i} \mathbf{z}_{i} .
$$

If we can find $\boldsymbol{\alpha} \stackrel{\text { def }}{=}\left(\alpha_{1}, \ldots, \alpha_{\zeta}\right) \in \mathbb{F}_{q^{m}}^{\zeta}$ such that

$$
\mathbf{c}-\sum_{i=1}^{\zeta} \alpha_{i} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\gamma_{i} \mathbf{k}_{\mathrm{pub}}\right) \in \operatorname{Gab}_{k}(\mathbf{g})
$$

then we are done. Unfolding the computation,

$$
\begin{gathered}
\mathbf{c}-\sum_{i=1}^{\zeta} \alpha_{i} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\gamma_{i} \mathbf{k}_{\mathrm{pub}}\right)= \\
\left(\mathbf{m}-\sum_{i=1}^{\zeta} \alpha_{i} \operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}\left(\gamma_{i} \mathbf{x}\right)\right) \mathbf{G}+\sum_{i=1}^{\zeta}\left(\lambda_{i}-\sum_{j=1}^{\zeta} \alpha_{j} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\gamma_{j} \mu_{i}\right)\right) \mathbf{z}_{i} .
\end{gathered}
$$

It suffices to choose $\alpha$ such that $\lambda_{i}-\sum_{j=1}^{\zeta} \alpha_{j} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\gamma_{j} \mu_{i}\right)=0$ for $i \in\{1, \ldots, \zeta\}$, i.e.

$$
\left(\lambda_{1}, \ldots, \lambda_{\zeta}\right)=\left(\alpha_{1}, \ldots, \alpha_{\zeta}\right)\left(\begin{array}{ccc}
\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\gamma_{1} \mu_{1}\right) & \cdots & \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\gamma_{1} \mu_{\zeta}\right) \\
\vdots & \ddots & \vdots \\
\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\gamma_{\zeta} \mu_{1}\right) & \cdots & \operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q} m}\left(\gamma_{\zeta} \mu_{\zeta}\right)
\end{array}\right) .
$$

Let $\mathbf{M}$ denote this last matrix. The previous remark implies

$$
\mathbb{P}\left(\mathscr{C} \subseteq \mathscr{C}_{\text {pub }}\right) \geqslant \mathbb{P}(\mathbf{M} \text { is non singular }),
$$

therefore it suffices to prove that $\mathbf{M}$ is non singular with overwhelming probability over the choice of $\gamma_{1}, \ldots, \gamma_{\zeta}$.

Let

$$
\mathscr{G} \stackrel{\text { def }}{=} \operatorname{Span}\left(\gamma_{1}, \ldots, \gamma_{\zeta}\right) \quad \text { and } \quad \mathscr{M} \stackrel{\text { def }}{=} \operatorname{Span}\left(\mu_{1}, \ldots, \mu_{\zeta}\right)
$$

Then, $\mathbf{M}$ is singular if and only if $\mathscr{G} \cap \mathscr{M}^{\perp} \neq\{0\}$. Since $\mathscr{G}$ and $\mathscr{M}$ have the same dimension $\zeta$ over $\mathbb{F}_{q^{m}}$, we have $\mathscr{G} \cap \mathscr{M}^{\perp}=\{0\}$ if and only if $\mathscr{G} \oplus \mathscr{M}^{\perp}=\mathbb{F}_{q^{m u}}$. Therefore,

$$
\mathbb{P}(\mathbf{M} \text { is non singular })=\frac{\left|\left\{\mathscr{G} \mid \mathscr{M}^{\perp} \oplus \mathscr{G}=\mathbb{F}_{q^{m u}}\right\}\right|}{\left|\left\{\mathscr{G} \mid \operatorname{dim}_{\mathbb{F}_{q^{m}}}(\mathscr{G})=\zeta\right\}\right|} .
$$

Recall the Gaussian binomial coefficient $\left[\begin{array}{l}u \\ \zeta\end{array}\right]_{q^{m}}$ denotes the number of $\mathbb{F}_{q^{m}}$-linear subspaces
of dimension $\zeta$ in an $\mathbb{F}_{q^{m}}$-vector space of dimension $u$. Applying Lemma 3.17, we have

$$
\mathbb{P}(\mathbf{M} \text { is non singular })=\frac{q^{m \zeta(u-\zeta)}}{\left[\begin{array}{l}
u \\
\zeta
\end{array}\right]_{q^{m}}} \geqslant\left(1-\frac{1}{q^{m}}\right)^{\frac{q^{m}}{q^{m}-1}}
$$

where the inequality on the right-hand side can be found for instance in [CC19, Appendix A].
This yields Theorem 3.16.

Set

$$
\mathscr{T} \stackrel{\text { def }}{=} \bigoplus_{i=1}^{\zeta} \operatorname{Span}_{\mathbb{F}_{q^{m}}}\left\{\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q} m}\left(\gamma_{i} \mathbf{k}_{\mathrm{pub}}\right)\right\}
$$

so that $\mathscr{C}_{\text {pub }}$ is the supercode

$$
\mathscr{C}_{\text {pub }}=\operatorname{Gab}_{k}(\mathbf{g})+\mathscr{T},
$$

regarded as a subspace of $q$-polynomials by interpolation.
The idea to get rid of $\mathbf{e}$ is now to decode in the public supercode $\mathscr{C}_{\text {pub }}$. Since

$$
\operatorname{dim}\left(\mathbb{F}_{q^{m}}\langle X\rangle_{\leqslant t} \circ \mathscr{T}\right) \leqslant \zeta(t+1)
$$

we expect to decode in $\mathscr{C}_{\text {pub }}$ whenever

$$
\begin{equation*}
k+2 t+\zeta(t+1) \leqslant n \tag{3.20}
\end{equation*}
$$

If this fails, it suffices to try with another choice of $\gamma_{i}$ 's.
Table 3.2 compares (3.20) with the proposed parameters for LIGA in [RPW21, Section 7]. As observed, Inequality (3.20) is satisfied for any proposed parameter set.

| Name | $n$ | $k$ | $w$ | $t$ | $\zeta$ | $u$ | Claimed Security (bits) | $k+2 t+\zeta(t+1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LIGA-128 | 92 | 53 | 27 | 6 | 2 | 5 | 128 | 79 |
| LIGA-192 | 120 | 69 | 35 | 8 | 2 | 5 | 192 | 103 |
| LIGA-256 | 148 | 85 | 43 | 10 | 2 | 5 | 256 | 127 |

Table 3.2: This table compares the values of the formula (3.20) with the parameters proposed for LIGA.

Remark 3.18. Decoding in the supercode succeeds for small values of $\zeta$, therefore one could try to increase it in order to thwart our attack (note that $\zeta$ is upper bounded by u, though). However, doing so, one exposes to the attack by decoding an interleaved code. According to section 3.2.4, this happens when $w \leqslant \frac{\zeta}{\zeta+1}(n-k)^{[\mathrm{v}]}$. Hence, one also needs to increase $w$. But this automatically decreases $t \stackrel{\text { def }}{=}\left\lfloor\frac{n-k-w}{2}\right\rfloor$, which needs to be greater than 1. In other words, the task seems impossible.
Theorem 3.19 summarises Step 1.
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## Theorem 3.19

If $\mathbf{c}=\mathbf{m} \cdot \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q} m u} / \mathbb{F}_{q^{m}}\left(\alpha \mathbf{k}_{\text {pub }}\right)+\mathbf{e}$ is the encryption of a plaintext $\mathbf{m}$, then we can recover the support of the error $\mathbf{e}$ and the corrupted codeword $\mathbf{m} \cdot \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q^{m u}}} / \mathbb{F}_{q^{m}}\left(\alpha \mathbf{k}_{\text {pub }}\right)$ in polynomial time using only the knowledge of the public key.

Note that this does not fully recover the plaintext, since we are still facing a codeword of a Gabidulin code, corrupted by an error of too large weight. The purpose of the last two steps is to show how to finish the attack.

Step 2: Removing the z dependency. From now on, we can do as if the ciphertext was

$$
\begin{align*}
\mathbf{c}^{\prime} & \stackrel{\text { def }}{=} \mathbf{m} \cdot \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\alpha \mathbf{k}_{\mathrm{pub}}\right)  \tag{3.21}\\
& =\left(\mathbf{m}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}(\alpha \mathbf{x})\right) \cdot \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{I}_{q^{m}}}(\alpha \mathbf{z}) .
\end{align*}
$$

This is a codeword of the Gabidulin code $\operatorname{Gab}_{k}(\mathbf{g})$, corrupted by an error of rank $w>\left\lfloor\frac{n-k}{2}\right\rfloor$. However, thanks to the knowledge of the public key, one can easily recover the affine space

$$
\mathscr{A} \stackrel{\text { def }}{=}\left\{\beta \in \mathbb{F}_{q^{m u}} \mid \mathbf{c}^{\prime}-\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q} m}\left(\beta \mathbf{k}_{\mathrm{pub}}\right) \in \operatorname{Gab}_{k}(\mathbf{g})\right\}
$$

using linear algebra. A series of easy lemmata will show that this suffices to remove anything which depends on $\mathbf{z}$.

## Lemma 3.20

Let $\beta \in \mathbb{F}_{q^{m u}}$. Then $\beta \in \mathscr{A}$ if and only if $\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}((\alpha-\beta) \mathbf{z})=0$.

The proof of Lemma 3.20 rests on the following Lemma which proves that the trace map cannot increase the $\mathbb{F}_{q}$-rank

Lemma 3.21

Let $\mathbf{v} \in \mathbb{F}_{q^{m u}}^{n}$. Then

$$
\operatorname{Rank}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}(\mathbf{v})\right) \leqslant \operatorname{Rank}(\mathbf{v}),
$$

where the rank is the $\mathbb{F}_{q}$-rank.

Proof. Let $\mathbf{v} \stackrel{\text { def }}{=}\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{q^{m u}}^{n}$ be a vector of $\mathbb{F}_{q^{-}}$-rank $w$ and assume for the sake of contradiction that

$$
\rho \stackrel{\text { def }}{=} \operatorname{Rank}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}(\mathbf{v})\right)>w .
$$

In particular, $\left\{\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}\left(v_{1}\right), \ldots, \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(v_{n}\right)\right\}$ spans a vector space of dimension $\rho$
(over $\mathbb{F}_{q}$ ), of which we can extract a basis

$$
\left\{\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}\left(v_{i_{1}}\right), \ldots, \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(v_{i_{\rho}}\right)\right\} .
$$

Since $\mathbf{v}$ has rank strictly less than $\rho$, the $\left(v_{i_{j}}\right)$ cannot be linearly independent (over $\mathbb{F}_{q}$ ). In other words, there exist elements $\tau_{1}, \ldots, \tau_{\rho} \in \mathbb{F}_{q}$ such that they are not all zero and

$$
\sum_{j=1}^{\rho} \tau_{j} v_{i_{j}}=0
$$

Now, by $\mathbb{F}_{q}$-linearity of $\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}$, this yields

$$
\sum_{j=1}^{\rho} \tau_{j} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(v_{i_{j}}\right)=0
$$

which is a non trivial linear combination summing up to zero. This contradicts the fact that the $\left(v_{i_{j}}\right)_{1 \leqslant j \leqslant \rho}$ are linearly independent.

We are now ready to prove Lemma 3.20.
Proof of Lemma 3.20. Let $\beta \in \mathbb{F}_{q}$ mu. We may assume without loss of generality that $\beta-\alpha \neq 0$. Notice that by Equation (3.21),

$$
\mathbf{c}^{\prime}-\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}\left(\beta \mathbf{k}_{\text {pub }}\right)=\left(\mathbf{m}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}((\alpha-\beta) \mathbf{x})\right) \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q} m}((\alpha-\beta) \mathbf{z})
$$

Therefore,

$$
\begin{equation*}
\beta \in \mathscr{A} \text { if and only if } \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}((\alpha-\beta) \mathbf{z}) \in \operatorname{Gab}_{k}(\mathbf{g}) \tag{3.22}
\end{equation*}
$$

In order to conclude, it suffices to prove that its rank weight is below the minimum distance of $\operatorname{Gab}_{k}(\mathbf{g})$.

Lemma 3.21 implies that

$$
\begin{equation*}
\operatorname{Rank}\left(\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}((\alpha-\beta) \mathbf{z})\right) \leqslant \operatorname{Rank}((\alpha-\beta) \mathbf{z}) \tag{3.23}
\end{equation*}
$$

Moreover, since $\alpha-\beta \neq 0$, it is readily seen that $\mathbf{z}$ and $(\alpha-\beta) \mathbf{z}$ have the same row support. In particular, they have the same rank:

$$
\begin{equation*}
\operatorname{Rank}((\alpha-\beta) \mathbf{z})=\operatorname{Rank}(\mathbf{z})=w \tag{3.24}
\end{equation*}
$$

Equations (3.23) and (3.24) immediately yield

$$
\operatorname{Rank}\left(\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}((\alpha-\beta) \mathbf{z})\right) \leqslant \operatorname{Rank}((\alpha-\beta) \mathbf{z})=w<n-k<d_{\min }\left(\operatorname{Gab}_{k}(\mathbf{g})\right)
$$

Since it has rank weight less than the minimum distance of $\operatorname{Gab}_{k}(\mathbf{g})$, it follows that

$$
\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}((\alpha-\beta) \mathbf{z})=0
$$

## Lemma 3.22

Let

$$
\mathscr{E} \stackrel{\text { def }}{=} \bigcap_{i=1}^{\zeta}\left\langle\mu_{i}\right\rangle^{\perp} .
$$

Then $\mathscr{A}$ is the affine space $\alpha+\mathscr{E}$.

Proof. $\beta \in \mathscr{A}$ if and only if

$$
\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}((\alpha-\beta) \mathbf{z})=\sum_{i=1}^{\zeta} \operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left((\alpha-\beta) \mu_{i}\right) \mathbf{z}_{i}=0
$$

By the linear independence of the $\mathbf{z}_{i}$ 's, it follows that $\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}\left((\alpha-\beta) \mu_{i}\right)=0$ for all $i$, i.e.

$$
\mathscr{A}=\alpha+\bigcap_{i=1}^{\zeta}\left\langle\mu_{i}\right\rangle^{\perp} .
$$

We are now able to remove the $\mathbf{z}$ dependency in the ciphertext. Indeed, let $\beta \in \mathscr{A}$. It is of the form $\alpha+\gamma$ where $\gamma \in \mathscr{E}$, and

$$
\mathbf{c}^{\prime}-\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\beta \mathbf{k}_{\mathrm{pub}}\right)=\left(\mathbf{m}-\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}(\gamma \mathbf{x})\right) \mathbf{G} .
$$

In other words, the knowledge of $\mathscr{A}$ gives finally access to the affine space $\mathbf{m}+\mathscr{F}$, where

$$
\mathscr{F} \stackrel{\text { def }}{=}\left\{\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q} m}(\gamma \mathbf{x}) \mid \gamma \in \mathscr{E}\right\} .
$$

We now have all the tools to fully recover the plaintext.

Step 3: Recovering the plaintext. Denote by $f \stackrel{\text { def }}{=} \operatorname{dim}_{\mathbb{F}_{q} m} \mathscr{F}$. Since $\mathscr{F}$ is the image of $\mathscr{E}$ by a surjective map, we have $f \leqslant \operatorname{dim} \mathscr{E}=u-\zeta \leqslant u-1$. Let $\mathbf{s}$ be some random element of $\mathbf{m}+\mathscr{F}$. Notice that from a description of the affine space $\mathbf{m}+\mathscr{F}$ it is possible to recover a basis $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{f}\right)$ of $\mathscr{F}$. Then, s can be decomposed as

$$
\mathbf{s} \stackrel{\text { def }}{=} \mathbf{m}+\sum_{i=1}^{f} \lambda_{i} \mathbf{e}_{i}
$$

for some unknown coefficients $\lambda_{i} \in \mathbb{F}_{q^{m}}$. Furthermore, recall that the last $u$ positions of $\mathbf{m}$ are 0 . In other words, $\mathbf{m}$ is a solution of the following linear system of $k+f \leqslant k+u-1$ unknowns and $u+k$ equations:

$$
\left\{\begin{array}{c}
\mathbf{m}+\sum_{i=1}^{f} \lambda_{i} \mathbf{e}_{i}=\mathbf{s}  \tag{3.25}\\
\mathbf{m}_{k-u+1}=\cdots=\mathbf{m}_{k}=0
\end{array}\right.
$$

Finally, the following lemma shows that $\mathbf{m}$ can be recovered from any solution of (3.25).

## Lemma 3.23

Let $\left(\mathbf{m}^{\prime}, \lambda^{\prime}\right)$ be another solution of (3.25). Then $\mathbf{m}^{\prime}=\mathbf{m}$.

Proof. Since $\mathbf{m}-\mathbf{m}^{\prime}=\sum_{i=1}^{f}\left(\lambda_{i}^{\prime}-\lambda_{i}\right) \mathbf{e}_{i} \in \mathscr{F}$, it is of the form $\operatorname{Tr}_{\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}}(\gamma \mathbf{x})$ for some $\gamma \in \mathscr{E}$. Moreover, its last $u$ positions are 0 . Recall that $\left(\mathbf{x}_{k-u+1}, \ldots, \mathbf{x}_{k}\right)$ is a basis of $\mathbb{F}_{q^{m u}} / \mathbb{F}_{q^{m}}$. Then, the last $u$ positions of $\operatorname{Tr}_{\mathbb{F}_{q} m u} / \mathbb{F}_{q} m(\gamma \mathbf{x})$ are the coefficients of $\gamma$ in the dual basis $\left\{\mathbf{x}_{k-u+1}^{*}, \ldots, \mathbf{x}_{k}^{*}\right\}$. Hence, $\gamma=0$ and $\mathbf{m}=\mathbf{m}^{\prime}$.

Wrapping up, the attack works as follows:

1. Decode in a public supercode of a Gabidulin code to get rid of the small error $\mathbf{e}$ and recover

$$
\mathbf{c}^{\prime}=\mathbf{m} \mathbf{G}+\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\alpha \mathbf{k}_{\text {pub }}\right)
$$

2. Using linear algebra, deduce the affine space

$$
\mathscr{A}=\left\{\beta \in \mathbb{F}_{q^{m u}} \mid \mathbf{c}^{\prime}-\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}\left(\beta \mathbf{k}_{\mathrm{pub}}\right) \in \operatorname{Gab}_{k}(\mathbf{g})\right\} .
$$

3. Recover the affine space $\mathbf{m}+\mathscr{F}$ where

$$
\mathscr{F}=\left\{\operatorname{Tr}_{\mathbb{F}_{q} m u / \mathbb{F}_{q^{m}}}(\gamma \mathbf{x}) \mid \alpha+\gamma \in \mathscr{A}\right\} .
$$

4. Deduce a basis of $\mathscr{F}$.
5. Solve (3.25) to recover the plaintext $\mathbf{m}$.

Note that the attack only involves linear algebra. In particular, it runs in polynomial time, and is very efficient in practice (see Table 3.3).

A proof of concept implementation using SageMath [Ste+23] is available on Github https: //github.com/mbombar/Attack_on_LIGA. On a personal laptop ${ }^{[v i]}$, it is able to recover the plaintext on the three LIGA proposals. The average running times are listed in Table 3.3.

| Name | Parameters <br> $(\mathbf{q}, \mathbf{n}, \mathbf{m}, \mathbf{k}, \mathbf{w}, \mathbf{u}, \zeta)$ | Claimed security <br> level | Average running time |
| :---: | :---: | :---: | :---: |
| LIGA-128 | $(2,92,92,53,27,5,2)$ | 128 bits | 8 minutes |
| LIGA-192 | $(2,120,120,69,35,5,2)$ | 192 bits | 27 minutes |
| LIGA-256 | $(2,148,148,85,43,5,2)$ | 256 bits | 92 minutes |

Table 3.3: Average running times for the attack on LIGA.
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## Part II

## Foundations

# A Function Field Approach to Search-to-Decision Reductions 

Rien n'est plus fécond, tous les mathématiciens le savent, que ces obscures analogies, ces troubles reflets d'une théorie à une autre, ces furtives caresses, ces brouilleries inexplicables ; rien aussi ne donne plus de plaisir au chercheur.

André Weil
Algebraically structured variants of LWE, such as Polynomial-LWE [SSTX09], Ring-LWE [LPR10], or Module-LWE [LS15] used the theory of algebraic number fields to derive search-to-decision reductions, instantiated with cyclotomic extensions of $\mathbb{Q}$.

Contributions of this thesis. In this chapter based on [BCD22] and published at CRYPTO 2022, we define a function field analogue, making use of the famous number field-function field analogy, and propose to instantiate with analogues of cyclotomic number fields, namely Carlitz extensions of $\mathbb{F}_{q}(T)$. This enables a new number theoretic interpretation of the structured variants of the Decoding Problem such as QC-DP (Problem 1.38); and allows us to derive the first search-todecision reduction for problems involving structured codes.
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### 4.1 Introduction

As recalled in Chapter 1, it is a long-standing open problem in code-based cryptography to understand the hardness of structured variants of the Decoding Problem such as for quasi-cyclic codes, and especially regarding the decisional version. Recall that a quasi-cyclic code defined over the finite field $\mathbb{F}_{q}$ is a code generated by a matrix $\mathbf{G}$ formed out by multiple circulant blocks:

$$
\mathbf{G}=\left(\begin{array}{ccc}
\mathbf{a}^{(1)} & \ldots & \mathbf{a}^{(\ell)} \\
\circlearrowright & \ldots & \circlearrowright
\end{array}\right)
$$

where the symbol $\circlearrowright$ simply denotes the fact that each block is the circulant matrix whose rows are the cyclic shifts of a given vector $\mathbf{a} \stackrel{\text { def }}{=}\left(a_{0}, \ldots, a_{n-1}\right) \in \mathbb{F}_{q}^{n}$, i.e. of the form

$$
\left(\begin{array}{ccccc}
a_{0} & a_{1} & \ldots & \ldots & a_{n-1} \\
a_{n-1} & a_{0} & \ldots & \ldots & a_{n-2} \\
\vdots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \vdots \\
a_{1} & a_{2} & \ldots & a_{n-1} & a_{0}
\end{array}\right) .
$$

From Chapter 1, any such circulant matrix can be conveniently represented by the polynomial of degree at most $n-1$ defining its first row through the isomorphism

$$
\Phi:\left\{\begin{array}{ccc}
\mathbb{F}_{q}^{n} & \longrightarrow & \mathbb{F}_{q}[X] /\left(X^{n}-1\right) \\
\mathbf{a} \stackrel{\text { def }}{=}\left(a_{0}, \ldots, a_{n-1}\right) & \longmapsto & \mathbf{a}(X) \stackrel{\text { def }}{=} \sum_{i=0}^{n-1} a_{i} X^{i}
\end{array},\right.
$$

such that the matrix-vector product (and therefore the encoding map) is represented by products in the quotient ring $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. In other words, if $\mathbf{e} \stackrel{\text { def }}{=}\left(\mathbf{e}^{(1)}, \ldots, \mathbf{e}^{(\ell)}\right) \in \mathbb{F}_{q}^{\ell \cdot n}$ is an error
vector, the noisy codeword $\mathbf{m G}+\mathbf{e}$ is represented by the collection of $\ell$ corrupted polynomials

$$
\left\{\begin{array}{c}
\mathbf{m}(X) \cdot \mathbf{a}^{(1)}(X)+\mathbf{e}^{(1)}(X) \\
\vdots \\
\mathbf{m}(X) \cdot \mathbf{a}^{(\ell)}(X)+\mathbf{e}^{(\ell)}(X)
\end{array} \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right)\right.
$$

where $\mathbf{m}(X) \stackrel{\text { def }}{=} \Phi(\mathbf{m})$. With this formalism, the Decoding Problem restricted to the class of $\ell$-quasi-cyclic codes can be formulated as follows. Let $\Psi$ be a probability distribution over $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$.

Problem 4.1 (QC-DP $(\ell, \Psi)$, search version)

Let $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, and let $\mathbf{y}^{(1)}, \ldots, \mathbf{y}^{(\ell)}$ be of the form

$$
\mathbf{y}_{i} \stackrel{\text { def }}{=} \mathbf{a}^{(i)} \mathbf{m}+\mathbf{e}^{(i)} \in \mathcal{R},
$$

for some fixed $\mathbf{m} \in \mathcal{R}$, where $\mathbf{a}^{(i)} \leftarrow \mathcal{R}$ is uniformly distributed and $\mathbf{e}^{(i)} \leftarrow \Psi$.
Given the $\ell$ samples $\left(\mathbf{a}^{(i)}, \mathbf{y}^{(i)}\right)$, the goal is to recover $\mathbf{m}$.

In general, $\Psi$ will be a distribution such that $\mathbb{E}_{\mathbf{x} \leftarrow \Psi}(|\mathbf{x}|)=t$ for some integer parameter $t \in\{1, \ldots, n\}$, where the Hamming weight on $\mathcal{R}$ is the number of non-zero coefficients. This encompasses for instance the uniform distribution over polynomials of weight $t$, also known as the regular noise distribution, or when the coefficients of the error are independently distributed according to a $q$-ary Bernoulli random variables of success probability $t / n$.

Problem 4.1 also admits a decisional version.

## Problem 4.2 (QC-DP $(\Psi)$, decisional version)

Let $n$ be an integer, and set $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. Let $\mathbf{m}$ be drawn uniformly at random in $\mathcal{R}$ and consider the following two distributions

- $\mathcal{D}_{0}:\left(\mathbf{a}, \mathbf{y}^{\text {unif }}\right)$ uniformly distributed over $\mathcal{R}^{2}$,
- $\mathcal{D}_{1}:(\mathbf{a}, \mathbf{a} \cdot \mathbf{m}+\mathbf{e})$ where $\mathbf{a} \leftarrow \mathcal{R}$, and $\mathbf{e} \leftarrow \Psi$.

Given oracle access to distribution $\mathcal{D}_{b}$ where $b \leftarrow\{0,1\}$, the goal is to recover $b$.

Such structured variants are at the core of BIKE [AABB+22a] and HQC [AABB+22b] encryption schemes, two of the three code-based submissions still competing in the round 4 of NIST competition, and are syntactically similar structured variants of LWE such as PolynomialLWE [SSTX09] or Polynomial-LWE [LPR10]. Besides the choice of the error distribution $\Psi$, what basically changes is the base ring $\mathcal{R}$. Indeed, in the lattice-based setting, the ring $\mathcal{R}$ is defined as $\mathcal{O}_{K} / p \mathcal{O}_{K}$, where $p \in \mathbb{Z}$ is a prime integer usually called the modulus and $\mathcal{O}_{K}$ is the ring of integers of a number field $K$. Usually, $K$ is a cyclotomic field $\mathbb{Q}\left[\zeta_{m}\right]$ where $\zeta_{m}$ is a primitive $m$-th root of unity, which can also be written as $\mathbb{Q}[X] /\left(\Phi_{m}\right)$, and $\mathcal{O}_{K}=\mathbb{Z}[X] /\left(\Phi_{m}\right)$
where $\Phi_{m} \in \mathbb{Z}[X]$ is the $m$-th cyclotomic polynomial. In particular, when $m=2 n=2^{l+1}$ is a power of two, it is well known that

$$
\Phi_{m}(X)=X^{m / 2}+1=X^{n}+1=X^{2^{\ell}}+1 .
$$

Therefore,

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathcal{O}_{K} / p \mathcal{O}_{K}=\mathbb{Z}[X] /\left(p, \Phi_{m}\right)=\mathbb{F}_{p}[X] /\left(X^{n}+1\right)
$$

which emphasises all the more the resemblance with the cyclic ring $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ used in the code-based setting.

An important difference between $\mathbb{Z}[X] /\left(X^{n}+1\right)$ and $\mathcal{R}$ or $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ is that the former has Krull dimension 1, while the latter has Krull dimension 0. In other words, the objects involved in lattice-based cryptography can be lifted to higher dimensional objects. This is this number theoretic interpretation of $\mathcal{R}$ that allowed to design many search-to-decision reductions for the structured variants of LWE. On the other hand, the situation is quite different in the coding theoretic setting, for which it did not seem possible to do an analogous work, even though the problems were similar. This lack of search-to-decision reduction was even pointed out by the NIST in the report for the second round of the first call for post-quantum cryptographic primitives [AAAC+20].

Contribution of this thesis. The main idea of this chapter is to lift the Decoding Problem to Krull dimension 1 using algebraic function fields, which are finite extensions of the field of the rational functions. Those algebraic function fields bare a strong similarity with algebraic number fields used in structured lattice-based cryptography. In fact, they are two facets of a similar object known as global fields in algebraic number theory.

We introduce a new cryptographic problem which we call the Function Field Decoding Problem (FF-DP) and which is the analogue in positive characteristics of structured variants of LWE, allowing a new number theoretic interpretation of the cyclic ring $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$, more suitable to the code-based setting. With this interpretation in hand, we are able to give the first search-to-decision reduction for the quasi-cyclic variant of the Decoding Problem.

### 4.2 Algebraic Number Theory in Function Fields

### 4.2.1 Notions of Algebraic Number Theory

The theory of algebraically structured lattices developed along the notion of algebraic number fields, their ring of integers and their ideals. In order to emphasise the similarities between the two classes of global fields, let us begin with a quick overview of the arithmetic of number fields. Algebraic number fields are finite extensions of the field of rational numbers, i.e. they are fields $K$ of the form

$$
K \stackrel{\text { def }}{=} \mathbb{Q}[X] /(P(X))
$$

where $P$ is an irreducible polynomial (over $\mathbb{Q}$ ). Since the extension is finite, every element of $K$ is algebraic over $\mathbb{Q}$ and therefore is annihilated by a polynomial with rational coefficients. An element $\alpha \in K$ which is annihilated by a monic polynomial with integer coefficients is called integral over $\mathbb{Z}$. The set of all the integral elements of $K$ form a ring called the ring of integers of $K$, and is usually denoted by $\mathcal{O}_{K}$ :

$$
\mathcal{O}_{K} \stackrel{\text { def }}{=}\{\alpha \in K \mid \exists \mu \in \mathbb{Z}[X] \text { and monic such that } \mu(\alpha)=0\}
$$

The rationale behind this notion of integral elements is that $\mathcal{O}_{K}$ is the correct generalisation of $\mathbb{Z}$ in $K$ : This is the integral closure of $\mathbb{Z}$ in $K$, and as such is a Dedekind domain, and has finite quotients. In particular, it has Krull dimension 1: any non zero prime ideal is in fact maximal, and the quotient of $\mathcal{O}_{K}$ by any non zero prime ideal is a finite field. Moreover, if they are not principal ideal domains, nor even factorial, every nonzero proper ideal in $\mathcal{O}_{K}$ admits a unique factorisation into product of nonzero prime ideals. For example, in $K=\mathbb{Q}(\sqrt{-5})=$ $\mathbb{Q}[X] /\left(X^{2}+5\right)$, it is not hard to prove that $\mathcal{O}_{K}=\mathbb{Z}[\sqrt{-5}]$. Yet we find that

$$
6=2 \cdot 3=(1+\sqrt{-5}) \cdot(1-\sqrt{-5})
$$

and one can check that the elements $2,3,(1+\sqrt{-5}),(1-\sqrt{-5})$ are irreducible and not associates (see [Lor21, Chapter I, Exercise 4]). On the other hand, the ideal $6 \mathcal{O}_{K}$ uniquely factorises as

$$
6 \mathcal{O}_{K}=(2,1+\sqrt{-5}) \cdot(2,1+\sqrt{-5}) \cdot(3,1+\sqrt{-5}) \cdot(3,2+\sqrt{-5})
$$

where each factor can be proved to be a prime ideal, for example by computing the quotient ring.

The primitive element theorem ensures that for any number field $K$ there exists an element $\zeta \in \overline{\mathbb{Q}}$ such that $K=\mathbb{Q}(\zeta)$. The inclusion $\mathbb{Z}[\zeta] \subset \mathcal{O}_{K}$ always holds, however $\mathbb{Z}[\zeta]$ might be too small and not integrally closed. For example, consider the number field $\mathbb{Q}(\sqrt{5})=\mathbb{Q}[X] /\left(X^{2}-5\right)$, which seems similar to the previous example. However, the domain $\mathbb{Z}[\sqrt{5}]$ does not have the property of unique factorisation of ideals ([Lor21, Chap. I, Sec. 3]). In fact, the element $\frac{1+\sqrt{5}}{2}$ is integral, but not in $\mathbb{Z}[\sqrt{5}]$, and it can be shown that the ring of integers $\mathcal{O}_{K}$ is exactly $\mathbb{Z}\left[\frac{1+\sqrt{5}}{2}\right]$.

A subring of $\mathcal{O} \subset \mathcal{O}_{K}$ is called an order of $K$. The fundamental property of orders that attracted lattice-based cryptographers is that they are free abelian groups, or in other words free $\mathbb{Z}$-modules, of rank $\operatorname{dim}_{\mathbb{Q}}(K)$. In particular, they come with a $\mathbb{Z}$-basis since $\mathbb{Z}$ is a principal ideal domain. Moreover, any ideal $\mathcal{I} \subset \mathcal{O}$ can be embedded into a lattice of $\mathbb{R}^{n}$, i.e. a discrete subgroup of $\mathbb{R}^{n}$, which enables to transport the Euclidean structure of $\mathbb{R}^{n}$ onto $\mathcal{I}$.

### 4.2.2 Global Function Fields

In this section, we give the elementary notions underlying function fields in one variables over finite fields. From a geometric point of view, they are the fields of rational functions of a projective curve over a finite field. However, in this manuscript we will mostly consider an arithmetic point of view, more suitable for our cryptographic applications.

### 4.2.2.1 Algebraic Function Fields in One Variable

Starting from a finite field $\mathbb{F}_{q}$, define the field of rational functions, or rational function field, in the variable $T$ as

$$
\mathbb{F}_{q}(T) \stackrel{\text { def }}{=}\left\{\left.\frac{P(T)}{Q(T)} \right\rvert\, P, Q \in \mathbb{F}_{q}[T]\right\}
$$

This is the field of fractions of the ring of univariate polynomials $\mathbb{F}_{q}[T]$.
An algebraic function field in one variable over $\mathbb{F}_{q}$ is a finite algebraic extension $K / \mathbb{F}_{q}(T)$ of degree $n>0$. Recall that an algebraic extension $E / F$ is called separable if the minimal polynomial of every element of $E$ over $F$ only has simple roots. A field is called perfect when every algebraic extension is separable. This is in particular the case for finite fields, or fields of characteristics 0 . However, this is not true for $\mathbb{F}_{q}(T)$. Yet, the primitive element theorem
also holds for $\mathbb{F}_{q}(T)$ and every finite extension $K / \mathbb{F}_{q}(T)$ is simple ([Lor21, Prop. X.1.9]). In particular, an algebraic function field is a field of the form

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)[X] /(P(X)),
$$

where $P \in \mathbb{F}_{q}(T)[X]$ is an irreducible polynomial of degree $n$. When the context is clear, we shall simply refer to $K$ as a function field, and in the sequel we will only work with separable extensions.

The algebraic closure of $\mathbb{F}_{q}$ in $K$, namely the field $K \cap \overline{\mathbb{F}_{q}}$, is referred to as the field of constants or constant field of $K$. When $\mathbb{F}_{q}$ is the full field of constants of $K$, the extension $K / \mathbb{F}_{q}(T)$ is called geometric. This is equivalent for $P$ to be irreducible even regarded as an element of $\overline{\mathbb{F}_{q}}(T)[X]$ ([Sti09, Cor. 3.6.8]). In that case, $P$ is said to be absolutely irreducible.

## Example 4.3.

- The constant field of $\mathbb{F}_{q}(T)$ is $\mathbb{F}_{q}$.
- If $\zeta$ is algebraic of degree $m \geqslant 1$ over $\mathbb{F}_{q}$, then $\zeta \notin \mathbb{F}_{q}(T)$. Let $\mu_{\zeta} \in \mathbb{F}_{q}[X]$ be its minimal polynomial (over $\mathbb{F}_{q}$ ). It can be shown that $\mu_{\zeta}$ remains irreducible over $\mathbb{F}_{q}(T)$. Then,

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)[\zeta]=\mathbb{F}_{q}(T) /\left(\mu_{\zeta}\right)
$$

is isomorphic to $\mathbb{F}_{q^{m}}(T)$ and its constant field is $\mathbb{F}_{q^{m}}$.

### 4.2.2.2 The Number Field - Function Field Analogy

It is well-known for a long time that there is a noticeable analogy between the theory of number fields and that of function field, and many results on number fields have their function field counterparts. Note that actually, many properties that are known for function fields are only conjectures for number fields. The best example is probably the Riemann Hypothesis which was proved by Weil in the 1940s in the function field case [Wei40; Wei48] and is still an open problem in the number field situation. This analogy is summarised in Table 4.1.

| Number fields | Function fields |
| :---: | :---: |
| $\mathbb{Q}$ | $\mathbb{F}_{q}(T)$ |
| $\mathbb{Z}$ | $\mathbb{F}_{q}[T]$ |
| Prime numbers $q \in \mathbb{Z}$ | Irreducible polynomials $Q \in \mathbb{F}_{q}[T]$ |
| $K=\mathbb{Q}[X] /(P(X))$ | $K=\mathbb{F}_{q}(T)[X] /(P(T, X))$ |
| $\mathcal{O}_{K}$ | $\mathcal{O}_{K}$ |
| $=$ Integral closure of $\mathbb{Z}$ | $=$ Integral closure of $\mathbb{F}_{q}[T]$ |
| Dedekind domain | Dedekind domain |
| characteristic 0 | characteristic $>\mathbf{0}$ |

Table 4.1: Number fields and function fields: two facets of global fields.

Starting from the ground, the fields $\mathbb{Q}$ and $\mathbb{F}_{q}(T)$ are both the field of fractions of euclidean domains with finite quotients, namely $\mathbb{Z}$ and $\mathbb{F}_{q}[T]$. Their prime ideals are given by prime numbers on the one hand, and irreducible polynomials on the other. Now, if one considers an algebraic function field $K$, it is natural to introduce $\mathcal{O}_{K}$ the integral closure of $\mathbb{F}_{q}[T]$ in $K$ :

$$
\mathcal{O}_{K} \stackrel{\text { def }}{=}\left\{\alpha \in K \mid \exists \mu \in \mathbb{F}_{q}[T, X] \text { and monic (in } X \text { ) such that } \mu(\alpha)=0\right\} .
$$

This is also a Dedekind domain. In particular, any ideal I of $\mathcal{O}_{K}$ has a unique decomposition

$$
\mathrm{I} \stackrel{\text { def }}{=} \mathfrak{p}_{1}^{e_{1}} \cdots \mathfrak{p}_{\mathbf{r}}^{e^{e}},
$$

where $\mathfrak{p}_{i}$ are prime ideals of $\mathcal{O}_{K}$ and $e_{i}$ are integers.
Let $P \in \mathbb{F}_{q}(T)[X]$ be a defining polynomial of $K$, i.e. such that

$$
K=\mathbb{F}_{q}(T)[X] /(P(X))
$$

Similarly to the number field situation, the ring

$$
\mathbb{F}_{q}[T, X] /(P(X))
$$

is called an order of $K$ and is not always integrally closed. However, here there is a geometric characterisation. Indeed, assume that $P$ is absolutely irreducible and let

$$
\mathcal{X}_{P} \stackrel{\text { def }}{=}\left\{(a, b) \in \overline{\mathbb{F}_{q}} \mid P(a, b)=0\right\}
$$

be its zero-locus. Recall that $(a, b) \in \mathcal{X}_{P}$ is said to be a singular point when

$$
\frac{\partial P}{\partial T}(a, b)=\frac{\partial P}{\partial X}(a, b)=0
$$

and $\mathcal{X}_{P}$ (or simply $P$ ) is said to be non-singular or smooth when the set of singular points is empty. Then the ring $\mathbb{F}_{q}[T, X] /(P(X))$ is a Dedekind domain if and only if $\mathcal{X}$ is non-singular ([Lor21, Cor 2.7]). In particular, from a geometric point of view, $\mathcal{O}_{K}$ can be regarded as the ring of regular functions on a non-singular plane curve.

Remark. Note that $\mathcal{X}_{P}$ needs only to be smooth on the affine part, and its projectivisation might have singularities.

Remark 4.4. Orders in a function field $K / \mathbb{F}_{q}(T)$ are free $\mathbb{F}_{q}[T]$-modules. In particular, they (and their quotients !) are also $\mathbb{F}_{q}$ vector spaces, which induces a more rigid structure than that of orders in number fields.

In the sequel, we will consider the following setting, represented in the diagram below:


Starting from a prime ideal $\mathfrak{p} \subset \mathbb{F}_{q}[T]$ (which is nothing but the ideal generated by an irreducible polynomial $Q(T)$ of $\left.\mathbb{F}_{q}[T]\right)$, we consider the ideal $\mathfrak{p} \stackrel{\text { def }}{=} \mathfrak{p} \mathcal{O}_{K}$ and its decomposition

$$
\mathfrak{p}=\mathfrak{p}_{1}^{e_{1}} \cdots \mathfrak{p}_{r}^{e_{r}}
$$

The prime ideals $\mathfrak{p}_{i}$ 's are said to lie above $\mathfrak{p}$ (or directly above the irreducible polynomial $Q$ ). The exponents $e_{i}^{\prime} s$ are referred to as the ramification indexes, and the extension $K / \mathbb{F}_{q}(T)$ is said to be unramified at $\mathfrak{\rho}$ when all the $e_{i}$ 's are equal to 1 . Since $\mathcal{O}_{K}$ is Dedekind, the $\mathfrak{p}_{i}$ 's are maximal, and the quotients $\mathcal{O}_{K} / \mathfrak{p}_{i}$ are finite field extensions of $\mathbb{F}_{q}[T] / \mathfrak{p}$. In particular, they all have the same characteristics as $\mathbb{F}_{q}$ (this is one difference with the number field situation). The extension degree

$$
f_{i} \stackrel{\text { def }}{=}\left[\mathcal{O}_{K} / \mathfrak{p}_{i}: \mathbb{F}_{q}[T] / \mathfrak{p}\right]
$$

is called the inertia degree of $\mathfrak{p}$ at $\mathfrak{p}_{i}$. The inertia degrees and the ramification indexes are related to the degree $n$ of the extension $K / \mathbb{F}_{q}(T)$ through the fundamental relation:

$$
\begin{equation*}
n \stackrel{\text { def }}{=}\left[K: \mathbb{F}_{q}(T)\right]=\sum_{i=1}^{r} e_{i} f_{i} \tag{4.1}
\end{equation*}
$$

Example 4.5. Let $n>1$ and consider the polynomial $P(T, X) \stackrel{\text { def }}{=} X^{n}+T-1 \in \mathbb{F}_{q}[T](X)$. When $n$ is not divisible by the characteristic of $\mathbb{F}_{q}$, it is a separable polynomial. Moreover, by Eisenstein criterion, $P$ is irreducible. In fact, it is even absolutely irreducible. Define the function field $K$ generated by $P$, namely the extension field

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)[X] /\left(X^{n}+T-1\right)
$$

Its constant field is $\mathbb{F}_{q}$. Furthermore, the above criterion regarding the partial derivatives shows that $P$ is non-singular. Therefore,

$$
\mathcal{O}_{K}=\mathbb{F}_{q}[T, X] /\left(X^{n}+T-1\right)
$$

Consider the prime ideal $\mathfrak{p}=(T) \subset \mathbb{F}_{q}[T]$ generated by the irreducible polynomial $T$, and let $\mathfrak{p} \stackrel{\text { def }}{=} T \mathcal{O}_{K}$.


Then,

$$
\begin{aligned}
\mathcal{O}_{K / T \mathcal{O}_{K}} & =\mathbb{F}_{q}[T, X] /\left(T, X^{n}+T-1\right) \\
& =\left(\mathbb{F}_{q}[T] / T\right)[X] /\left(X^{n}-1\right) \\
& =\mathbb{F}_{q}[X] / X^{n}-1 .
\end{aligned}
$$

In particular, $\mathfrak{p}$ does not ramify in $\mathcal{O}_{K}$ and splits into as many prime ideals as the number of irreducible factors of $X^{n}-1$ in $\mathbb{F}_{q}$. Furthermore, this examples shows that the cyclic ring $\mathbb{F}_{q}[X] / X^{n}-1$ can be regarded as the quotient of a ring of integers in a function field by the ideal generated by an irreducible polynomial which could be called the modulus, in the spirit of what is done in the lattice-based cryptography literature.

Let us end this section with a remark that might be useful one day. The notion of prime ideals in global fields is related to the notions of valuations, absolute values and places. In this chapter, we focus on the so-called finite places, but doing so we forget some places which might be of interest: the infinite places. In the number field setting, finite places and infinite places are of different natures, and both are used in the study of lattice-based cryptography.

- The finite places of a number field $K$ are in one-to-one correspondence with the prime ideals of $\mathcal{O}_{K}$. They are also called non-archimedean places, since they define non-archimedean absolute values, and the completion of $K$ at a finite place (with respect to the metric induced by the corresponding absolute value) is a non-archimedean field. For example, in the case of the rational field $\mathbb{Q}$, the finite places correspond to the prime numbers, and the completions are the $p$-adic fields $\mathbb{Q}_{p}$.
- In order to describe the infinite places, let us begin with the simple case of $\mathbb{Q}$. Ostrowski's theorem ensures that a non-trivial absolute value is equivalent to either the $p$-adic absolute values, or the usual real one. Therefore, there is a unique infinite place of $\mathbb{Q}$ and the completion corresponds to the field $\mathbb{R}$ of real numbers. Now, consider a number field $K$ of degree $n$. It is well-known that it has $r_{K}$ real embeddings $K \rightarrow \mathbb{R}$ and $s_{K}$ complex (non real) embeddings $K \rightarrow \mathbb{C}$ where $n=r_{K}+2 s_{K}$ corresponding to each root of the defining polynomial, up to complex conjugation. Each embedding $\sigma$ gives raise to an archimedean absolute value

$$
|x|_{\sigma}= \begin{cases}|\sigma(x)| & \text { if } \sigma \text { is a real embedding } \\ |\sigma(x)|^{2} & \text { otherwise. }\end{cases}
$$

The rationale behind the square for complex embeddings is to ensure the so-called product formula which holds true for any global field:

$$
\prod_{v}|x|_{v}=1 \text { for all } x \in K
$$

where the product runs through all possible absolute values. A generalisation of Ostrowski's theorem ensures that those absolute values are the only archimedean absolute values on $K$. Therefore, the infinite places of $K$ are in one-to-one correspondence with its complex embeddings (up to complex conjugation).

In lattice-based cryptography, the lattices based on number fields are usually endowed with the euclidean metric defined through the so-called canonical embedding, which takes into account all possible complex embeddings of $K$ in $\mathbb{C}$ (up to complex conjugation). This corresponds exactly to the euclidean metric induced by all the infinite places of $K$.

On the other hand, in the function field setting, all the possible absolute values are nonarchimedean and the above asymmetry does not exist. However, one might still consider two kinds of places, though similar in natures and the distinction is somehow arbitrary:

- Similarly to the number field setting, the finite places of a function field $K$ correspond to the prime ideals of $\mathcal{O}_{K}$.
- In order to understand the so-called infinite places, let us begin with the rational function field $\mathbb{F}_{q}(T)$. Let $x \stackrel{\text { def }}{=} \frac{P(T)}{Q(T)} \in \mathbb{F}_{q}(T)^{\times}$where $P$ and $Q$ are coprime. One can check that $|x| \stackrel{\text { def }}{=}$ $q^{\operatorname{deg}(P)-\operatorname{deg}(Q)}$ defines another non-archimedean absolute value, which is not equivalent to any of the above mentioned finite absolute values. In reality, this absolute value comes from the $\frac{1}{T}$-adic valuation. Indeed, let $Y \stackrel{\text { def }}{=} \frac{1}{T}$. Then,

$$
x=\frac{P\left(\frac{1}{Y}\right)}{Q\left(\frac{1}{Y}\right)}=\frac{Y^{-\operatorname{deg}(P)} P_{1}(Y)}{Y^{-\operatorname{deg}(Q)} Q_{1}(Y)}=Y^{\operatorname{deg}(Q)-\operatorname{deg}(P)} \frac{P_{1}(Y)}{Q_{1}(Y)}
$$

where $P_{1}(Y), Q_{1}(Y)$ are relatively prime to $Y$ (in $\mathbb{F}_{q}[Y]=\mathbb{F}_{q}\left[\frac{1}{T}\right]$ ). In other words, $\frac{1}{T}$ plays the same role in $\mathbb{F}_{q}\left[\frac{1}{T}\right]$ as any other (monic) irreducible polynomial in $\mathbb{F}_{q}[T]$. An analogue of Ostrowski's theorem ensures that this is the only other absolute value ([Vil06, Theorem 2.4.1]).

Now, let $K / \mathbb{F}_{q}(T)$ be a function field. The infinite places should correspond to some decomposition of $\frac{1}{T}$ in $K$. However, $\frac{1}{T} \notin \mathcal{O}_{K}$, so this notion makes no sense at first glance. Instead, one shall consider another ring of interest in $K$, namely the integral closure of $\mathbb{F}_{q}\left[\frac{1}{T}\right]$. Since we only want to focus on the infinite place $\frac{1}{T}$, it is enough to consider its localisation at $\frac{1}{T}$ : Set

$$
\mathbb{F}_{q}[T]_{\infty} \stackrel{\text { def }}{=} \mathbb{F}_{q}\left[\frac{1}{T}\right]_{(1 / T)} \stackrel{\text { def }}{=}\left\{\left.\frac{P(T)}{Q(T)} \right\rvert\, \operatorname{deg}(P) \leqslant \operatorname{deg}(Q)\right\},
$$

and define the infinite maximal order $\mathcal{O}_{K, \infty}$ to be its integral closure in $K$. It is a Dedekind domain, and the infinite places of $K$ are in one-to-one correspondence with the prime ideals of $\mathcal{O}_{K, \infty}$.

Remark. Another explanation for this discrepancy is the following. In the number field setting, there is only one way to send $\mathbb{Z}$ into $\mathbb{Q}$ so that it respects the ring structure, namely, the inclusion. In the language of categories, $\mathbb{Z}$ is said to be an initial object in the category of rings. As a consequence the choice of $\mathbb{Z}$ to start with is canonical.

On the other hand, in the function field setting, the choice of $\mathbb{F}_{q}[T]$ is a bit arbitrary since there are many non equivalent ring homomorphisms between $\mathbb{F}_{q}[T]$ and $\mathbb{F}_{q}(T)$. If $K / \mathbb{F}_{q}(T)$ is a function field, the integral closure of $\mathbb{F}_{q}\left[\frac{1}{T}\right]$ in $K$ is also a Dedekind domain, and a similar framework can be derived with this choice of ground ring. In order to avoid redundancy, we might prefer to use the localisation $\mathbb{F}_{q}[T]_{\infty}$ introduced earlier and its integral closure $\mathcal{O}_{K, \infty}$, as represented in the diagram below.


This would be all the more interesting, since both $\mathcal{O}_{K}$ and $\mathcal{O}_{K, \infty}$ are involved in one fundamental object of the theory of algebraic function fields which we do not make use at all in this chapter, namely Riemann-Roch spaces. See [Vil06, Chap. 3] for a description of Riemann-Roch theory in terms of places, or [Hes02] which introduced an algorithm to compute those spaces explicitly.

### 4.2.2.3 Galois Extensions of Function Fields

In this chapter, and similarly to what happens in lattice-based cryptography, there are special function fields which are easier to work with, namely Galois extensions.

Recall that a finite algebraic field extension $L / K$ is said to be Galois when the automorphism group

$$
\operatorname{Aut}(L / K) \stackrel{\text { def }}{=}\{\sigma: L \rightarrow L \mid \sigma \text { is an isomorphism with } \sigma(a)=a \text { for all } a \in K\}
$$

has cardinality exactly $[L: K]$. In that case, $\operatorname{Aut}(L / K)$ is called the Galois group of $L / K$ and is denoted by $\operatorname{Gal}(L / K)$. Galois extensions have many properties that do not hold in general field extensions, and $L / K$ is called an abelian extension (resp. cyclic extension) when $\operatorname{Gal}(L / K)$ is abelian (resp. cyclic). Amongst all the algebraic extensions, abelian extensions are the most well-understood, and in the case of global (and local ${ }^{[\mathrm{i}]}$ ) fields, they are studied through the so-called Class Field Theory.

When $L / K$ is Galois, and if $H$ is a subgroup of $G \stackrel{\text { def }}{=} \operatorname{Gal}(L / K)$, then the sets of invariants

$$
L^{H} \stackrel{\text { def }}{=}\{a \in L \mid \sigma(a)=a \quad \forall \sigma \in H\}
$$

is a field called the fixed field of $H$. By definition, $L^{G}=K$. Furthermore, the extension $L / L^{H}$ is always Galois with Galois group $H$. On the other hand, the extension $L^{H} / K$ may not be Galois in general, but it is the case when $H$ is a normal subgroup of $G$, and $\operatorname{Gal}\left(L^{H} / K\right)=G / H$. In particular, this is the case when $L / K$ is abelian.


Let $K / \mathbb{F}_{q}(T)$ be a Galois function field with ring of integers $\mathcal{O}_{K}$. The Galois group $G \stackrel{\text { def }}{=}$ $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$ keeps $\mathcal{O}_{K}$ globally invariant:

$$
\forall \sigma \in \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right), \quad \sigma\left(\mathcal{O}_{K}\right)=\mathcal{O}_{K}
$$

Furthermore, given $\mathfrak{\rho}$ a prime ideal of $\mathbb{F}_{q}[T]$, the group $G$ acts transitively on the set $\left\{\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}\right\}$ of prime ideals of $\mathcal{O}_{K}$ lying above $\mathfrak{p}$ :

$$
\forall i \neq j, \quad \exists \sigma \in \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right), \quad \sigma\left(\mathfrak{p}_{i}\right)=\mathfrak{p}_{j}
$$

In particular, all the ramification indexes $e_{i}$ (resp. the inertia degrees $f_{i}$ ) are equal and denoted by $e$ (resp. $f$ ):

$$
\mathfrak{P} \stackrel{\text { def }}{=} \mathfrak{p} \mathcal{O}_{K}=\left(\mathfrak{P}_{1} \ldots \mathfrak{P}_{r}\right)^{e},
$$

[^32]and the fundamental relation 4.1 becomes
$$
n \stackrel{\text { def }}{=}\left[K: \mathbb{F}_{q}(T)\right]=e f r
$$

Another consequence which will be crucial for the applications, is that the action of $G$ on $\mathcal{O}_{K}$ is well-defined on the quotient

$$
\mathcal{O}_{K} / \mathfrak{p}=\prod_{i=1}^{r} \mathcal{O}_{K} / \mathfrak{p}_{i}^{e}
$$

and simply permutes the factors.
The decomposition group of $\mathfrak{P}_{i}$ is the subgroup of $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$ which keeps $\mathfrak{p}_{i}$ globally invariant

$$
\begin{equation*}
D_{\mathfrak{P}_{i} / \mathfrak{p}} \stackrel{\text { def }}{=}\left\{\sigma \in \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right) \mid \sigma\left(\mathfrak{P}_{i}\right)=\mathfrak{P}_{i}\right\} \tag{4.2}
\end{equation*}
$$

In general, the decomposition groups are distinct. However, they are all conjugate under the Galois action: Let $i \neq j$ and let $\sigma \in \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$ such that $\mathfrak{P}_{j}=\sigma \mathfrak{p}_{i}$. Then,

$$
\begin{equation*}
\sigma^{-1} D_{\mathfrak{P}_{j} / \mathfrak{p}} \sigma=D_{\mathfrak{P}_{i} / \mathfrak{p}} \tag{4.3}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\theta \in D_{\mathfrak{P}_{j} / \mathfrak{p}} & \Longleftrightarrow \theta\left(\sigma\left(\mathfrak{p}_{i}\right)\right)=\sigma\left(\mathfrak{p}_{i}\right) \Longleftrightarrow\left(\sigma^{-1} \theta \sigma\right)\left(\mathfrak{P}_{i}\right)=\mathfrak{p}_{i} \\
& \Longleftrightarrow \sigma^{-1} \theta \sigma \in D_{\mathfrak{p}_{i} / \mathfrak{p}} \Longleftrightarrow \theta \in \sigma D_{\mathfrak{p}_{i} / \mathfrak{p}} \sigma^{-1} .
\end{aligned}
$$

In particular, when the extension $K / \mathbb{F}_{q}(T)$ is abelian, they are all equal and only depend on the ground prime $\mathfrak{p}$.

Let $Q(T) \in \mathbb{F}_{q}[T]$ be the monic polynomial defining $\mathfrak{p}$, and let $d \stackrel{\text { def }}{=} \operatorname{deg}(Q)$. An element $\sigma \in D_{\mathfrak{p}_{i} / \mathfrak{p}}$ satisfies $\sigma\left(\mathcal{O}_{K}\right)=\mathcal{O}_{K}$ and $\sigma\left(\mathfrak{p}_{i}\right)=\mathfrak{P}_{i}$, and therefore defines an automorphism $\bar{\sigma}$ of

$$
\mathbb{F}_{q^{f d}} \stackrel{\text { def }}{=} \mathcal{O}_{K} / \mathfrak{p}_{i}
$$

where $f$ is the inertia degree at $\mathfrak{p}$. Furthermore, since $\sigma \in \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$, we have that

$$
\bar{\sigma}_{\mid \mathbb{F}_{q^{\operatorname{deg}(\mathfrak{p})}}}=\mathrm{Id}
$$

In particular, $\bar{\sigma} \in \operatorname{Gal}\left(\mathbb{F}_{q^{f d}} / \mathbb{F}_{q^{d}}\right)$, which is a cyclic group of order $f$.
It is clear that the map

$$
\begin{cases}D_{\mathfrak{p}_{i / \mathfrak{p}}} & \rightarrow \\ \sigma & \operatorname{Gal}\left(\mathbb{F}_{q^{f d}} / \mathbb{F}_{q^{d}}\right) \\ \sigma & \mapsto \bar{\sigma}\end{cases}
$$

is a surjective group homomorphism, whose kernel is denoted by $I_{\mathfrak{P}_{i} / \mathfrak{p}}$ and is referred to as the inertia group of $\mathfrak{p}_{i}$ over $\mathfrak{p}$. In particular, this defines the short exact sequence

$$
1 \rightarrow I_{\mathfrak{p}_{i} / \mathfrak{p}} \rightarrow D_{\mathfrak{p}_{i} / \mathfrak{p}} \rightarrow \operatorname{Gal}\left(\mathbb{F}_{q^{f d}} / \mathbb{F}_{q^{d}}\right) \rightarrow 1
$$

It is well-known that when $K / \mathbb{F}_{q}(T)$ is unramified at $\mathfrak{p}$, then $I_{\mathfrak{p}_{i} / \mathfrak{p}}=\{\operatorname{Id}\}$, and therefore

$$
\begin{equation*}
D_{\mathfrak{P}_{i} / \mathfrak{p}} \simeq \operatorname{Gal}\left(\mathbb{F}_{q^{f d}} / \mathbb{F}_{q^{d}}\right) \tag{4.4}
\end{equation*}
$$

is cyclic, generated by an automorphism called the Frobenius element at $\mathfrak{p}$.

### 4.2.3 Cyclotomic Function Fields and the Carlitz Module

Recall that the goal is to design a framework which we can use to prove some results on structured code-based cryptography. The idea is that those codes are endowed with the action of some group, and we would like to see this action as the action of a Galois group on some ring of integers of function fields, analogously to the work of [LPR10].

Generally, those groups are abelian, and therefore it makes sense to focus on abelian extensions. In particular, lattice-based cryptography heavily makes use of cyclotomic number fields, which are in some sense the generic abelian extensions of the field $\mathbb{Q}$ of rational numbers. Indeed, a famous theorem of Kronecker and Weber shows that any abelian extension of $\mathbb{Q}$ is a subfield of some cyclotomic extension $\mathbb{Q}\left(\zeta_{m}\right)$, where $\zeta_{m}$ is a primitive $m$-th root of unity. Cyclotomic number fields are all the more interesting to work with that they are very well known, both from a theoretical point of view and also algorithmically.

In this section, we give an introduction to their function field analogues, namely Carlitz extensions. A dictionary summarising the similarities between the two objects is given in Table 4.2, and a more detailed presentation can be found in [Ros02, Chap. 12; Vil06, Chap. 12] or in the excellent survey [Con].

Carlitz extensions bare the name of Leonard Carlitz who studied those abelian extensions of rational function fields in the late 1930s, but the analogy with the cyclotomic number fields was not well-known until the work of his student Hayes who proved a function field analogue of the Kronecker-Weber [Hay74]. This explicit class field theory for the rational function field was generalised in the following years with the work of Drinfeld and Goss to yield a complete solution to Hilbert twelfth problem in the function field setting. It is spectacular that in the number field setting such an explicit construction is only known for abelian extensions of $\mathbb{Q}$ (cyclotomic extensions) and imaginary quadratic number fields (via the theory of elliptic curves with complex multiplication).

Recall the recurrent setting in this chapter: starting from a ground prime $\mathfrak{p} \subset \mathbb{F}_{q}[T]$, we want to consider a finite extension $K / \mathbb{F}_{q}(T)$ together with its ring of integers $\mathcal{O}_{K}$, and look at the decomposition of $\mathfrak{p} \stackrel{\text { def }}{=} \mathfrak{p} \mathcal{O}_{K}$.


By the Chinese Remainder Theorem, when $\mathfrak{p}$ does not ramify, the quotient $\mathcal{O}_{K / \mathcal{P}}$ is a product of finite fields, and for reasons which will be clear in Theorem 4.30, we want them to be as small as possible. Ideally, they should be equal to $\mathbb{F}_{q}$. However, the constant field $k$ of $K$ is always a subfield of them, so this ideal scenario is not possible if $\left[k: \mathbb{F}_{q}\right]>1$. Therefore, we want to only consider geometric extensions.

### 4.2.3.1 Roots of unity and torsion

The first idea that comes to mind when one wants to build cyclotomic function fields is to adjoin roots of unity to the field $\mathbb{F}_{q}(T)$. However, roots of unity are already algebraic over $\mathbb{F}_{q}$, and adjoining them only increases the field of constants, which we want to avoid.

Example 4.6. As an example, consider the polynomial $T^{2}+T+1$ over $\mathbb{F}_{2}$. It is irreducible. Let $\zeta_{3} \in \mathbb{F}_{4}$ be one of its roots. It is a cube root of 1 . Now, consider the field extension

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{2}(T)\left(\zeta_{3}\right)=\mathbb{F}_{4}(T)
$$

and let $\mathcal{O}_{K}$ be the integral closure of $\mathbb{F}_{2}[T]$ in $K$. The prime ideal $\mathfrak{p} \stackrel{\text { def }}{=}\left(T^{2}+T+1\right)$ of $\mathbb{F}_{2}[T]$ splits into two prime ideals $\mathfrak{p}_{1}$ and $\mathfrak{P}_{2}$ in $\mathcal{O}_{K}$. But $\mathcal{O}_{K} / \mathfrak{p}_{1}=\mathcal{O}_{K} / \mathfrak{P}_{2}=\mathbb{F}_{4}=\mathbb{F}_{2}[T] / \mathfrak{p}$ and we do not win anything by considering the extension $K / \mathbb{F}_{2}(T)$.

Hence, adjoining roots of unity is not the right idea to obtain our correct analogue. One has to go deeper into the algebraic structure that is adjoined to $\mathbb{Q}$. Indeed, the set of all $m$-th roots of unity, denoted by $\mu_{m} \subset \mathbb{C}$, turns out to be an abelian group under multiplication. Moreover, $\mu_{m}$ is in fact cyclic, generated by any primitive root of unity.

Recall that abelian groups are exactly $\mathbb{Z}$-modules. Here the action of $\mathbb{Z}$ is given by exponentiation: $n \in \mathbb{Z}$ acts on $\zeta \in \mu_{m}$ by $n \cdot \zeta \stackrel{\text { def }}{=} \zeta^{n}$. This action can in fact be extended to all $\overline{\mathbb{Q}}^{\times}$. When working with modules over a ring, it is very natural to consider the torsion elements, i.e. elements of the module that are annihilated by an element of the ring. The torsion elements in the $\mathbb{Z}$-module $\overline{\mathbb{Q}}^{\times}$are the $\zeta \in \overline{\mathbb{Q}}^{\times}$such that $\zeta^{m}=1$ for some $m>0$; these are precisely the roots of unity. In other words, the cyclotomic number fields are obtained by adjoining to $\mathbb{Q}$ torsions elements of the $\mathbb{Z}$-module $\overline{\mathbb{Q}}^{\times}$.

Making use of the analogy between number fields and function fields recalled in Section 4.2.2.2, and summed up in Table 4.1, it is more than tempting to adjoin to $\mathbb{F}_{q}(T)$ the torsion submodule of some well chosen $\mathbb{F}_{q}[T]$-module $\mathcal{M}$. Note that $\mathbb{F}_{q}[T]$-modules are in particular $\mathbb{F}_{q}$-vector spaces and the action of $\mathbb{F}_{q}[T]$ is $\mathbb{F}_{q}$-linear. In particular, $\mathcal{M}$ must contain 0 . The natural candidate for $\mathcal{M}$ is $\overline{\mathbb{F}_{q}(T)}$, with $\mathbb{F}_{q}[T]$ acting by multiplication. However, the torsion submodule

$$
\mathcal{M}^{\text {tor }} \stackrel{\text { def }}{=}\left\{x \in \overline{\mathbb{F}_{q}(T)} \mid a \cdot x=0 \text { for some non-zero } a \in \mathbb{F}_{q}[T]\right\}
$$

is in reality trivial. Thus, we need to twist this action of $\mathbb{F}_{q}[T]$ and define another $\mathbb{F}_{q}[T]$-module structure. Note that in the cyclotomic case, we did not consider the additive abelian group $\overline{\mathbb{Q}}$, but rather the multiplicative group $\overline{\mathbb{Q}}^{\times}$.

Remark 4.7. This point of view has actually a geometric interpretation. Indeed, to an algebraically closed field $k$, one may associate a geometric object called the multiplicative group scheme $\mathbb{G}_{m, k}$, which is an algebraic variety endowed with a group structure, isomorphic as groups to $\left(k^{\times}, \cdot\right)$. It turns out that the endomorphism ring of $\mathbb{G}_{m, k}$ is isomorphic to $\mathbb{Z}$, given by exponentiation. In other words, the above action identifies with the action of $\operatorname{End}\left(\mathbb{G}_{m, \bar{Q}}\right)$ on $\mathbb{G}_{m, \bar{Q}}$.

### 4.2.3.2 Carlitz polynomials

The action of $\mathbb{F}_{q}[T]$ on $K \stackrel{\text { def }}{=} \overline{\mathbb{F}_{q}(T)}$ is uniquely determined by the action of $T$. The previous attempt only considered the endomorphism of multiplication by $T$ :

$$
\mu_{T}:\left\{\begin{array}{lll}
K & \rightarrow & K \\
u & \mapsto & T u
\end{array}\right.
$$

However, the set $\operatorname{End}_{\mathbb{F}_{q}}(K)$ of $\mathbb{F}_{q}$-endomorphisms of $K$ contains another special element, namely the Frobenius:

$$
\text { Frob: }\left\{\begin{array}{lll}
K & \rightarrow & K \\
u & \mapsto & u^{q}
\end{array}\right.
$$

Given $M(T) \in \mathbb{F}_{q}[T]$, the substitution $T \mapsto \operatorname{Frob}+\mu_{T}$ in $M$ yields a ring homomorphism $\varphi: \mathbb{F}_{q}[T] \rightarrow \operatorname{End}_{\mathbb{F}_{q}}(K)$. A polynomial $M \in \mathbb{F}_{q}[T]$ will then act on $\alpha \in K$ by $M \cdot \alpha \stackrel{\text { def }}{=} \varphi(M)(\alpha)$.

Remark. In the literature, the notation $\alpha^{M}$ can also be found to emphasise the analogy with the action of $\mathbb{Z}$ by exponentiation, but it can be confusing.

Note that $\varphi(M)$ can be represented by a linearised polynomial $[M](X) \in \mathbb{F}_{q}(T)[X]$, i.e. a polynomial whose monomials are only $q$-th powers of $X$, namely of the form

$$
P(X)=p_{0} X+p_{1} X^{q}+\cdots+p_{r} X^{q^{r}}
$$

where $p_{i} \in \mathbb{F}_{q}(T)$.
More precisely, define the Carlitz polynomials by induction and linearity:

- Set $[1](X) \stackrel{\text { def }}{=} X$ and $[T](X) \stackrel{\text { def }}{=} X^{q}+T X$.
- For $n \geqslant 2$, define

$$
\left[T^{n}\right](X) \stackrel{\text { def }}{=}[T]\left(\left[T^{n-1}\right](X)\right)=\left[T^{n-1}\right](X)^{q}+T\left[T^{n-1}\right](X) .
$$

- Then, for a polynomial $M=\sum_{i=0}^{n} a_{i} T^{i} \in \mathbb{F}_{q}[T]$, define $[M](X)$ by enforcing $\mathbb{F}_{q}$-linearity:

$$
[M](X) \stackrel{\text { def }}{=} \sum_{i=0}^{n} a_{i}\left[T^{i}\right](X)
$$

## Example 4.8. We have,

- $\left[T^{2}\right](X)=[T]\left(X^{q}+T X\right)=X^{q^{2}}+\left(T^{q}+T\right) X^{q}+T^{2} X$
- $\left[T^{2}+T+1\right](X)=\left[T^{2}\right](X)+[T](X)+[1](X)=X^{q^{2}}+\left(T^{q}+T+1\right) X^{q}+\left(T^{2}+T+1\right) X$

By construction, Carlitz polynomials are additive polynomials, and $\mathbb{F}_{q}$-linear. Furthermore, for two polynomials $M, N \in \mathbb{F}_{q}[T],[M N](X)=[M]([N](X))=[N]([M](X))$. In particular, Carlitz polynomials commute with each other under composition law, which is not the case in general for $q$-polynomials, which are used for instance to define codes in the rank metric (see Part I).

### 4.2.3.3 The Carlitz Module

Endowed with this new $\mathbb{F}_{q}[T]$-module structure, $\overline{\mathbb{F}_{q}(T)}$ is referred to as the Carlitz module.

## Definition 4.9

For $M \in \mathbb{F}_{q}[T], M \neq 0$, let

$$
\Lambda_{M} \stackrel{\text { def }}{=}\left\{\lambda \in \overline{\mathbb{F}_{q}(T)} \mid[M](\lambda)=0\right\} .
$$

This is the submodule of $M$-torsion of the Carlitz module.

Example 4.10. The submodule of $T$-torsion is

$$
\begin{aligned}
\Lambda_{T} & =\left\{\lambda \in \overline{\mathbb{F}_{q}(T)} \mid \lambda^{q}+T \lambda=0\right\} \\
& =\{0\} \cup\left\{\lambda \mid \lambda^{q-1}=-T\right\} .
\end{aligned}
$$

Note that $\Lambda_{M}$ is a submodule of the Carlitz module: for $\lambda \in \Lambda_{M}$ and $A \in \mathbb{F}_{q}[T],[A](\lambda) \in \Lambda_{M}$. In particular, $\Lambda_{M}$ is an $\mathbb{F}_{q}$-vector space. This is similar to the fact that the set $\mu_{m}$ of $m$-th roots of unity is a subgroup of $\overline{\mathbb{Q}}^{\times}$, i.e. a $\mathbb{Z}$-module.

Example 4.11. The module $\Lambda_{T}$ defined in Example 4.10 is an $\mathbb{F}_{q}$-vector space of dimension 1. In particular, for $\lambda \in \Lambda_{T}$, and $A \in \mathbb{F}_{q}[T]$, the element $[A](\lambda)$ must be a multiple of $\lambda$. In fact the Carlitz action of $A$ on $\lambda$ is through the constant term of $A$ : writing $A=T B+A(0)$ we have

$$
[A](\lambda)=[T B+A(0)](\lambda)=[B](\underbrace{[T](\lambda)}_{=0})+A(0)[1](\lambda)=A(0) \lambda .
$$

More generally, even if $\Lambda_{M}$ is not of dimension 1 over $\mathbb{F}_{q}$, it is always a cyclic $\mathbb{F}_{q}[T]$-module: as an $\mathbb{F}_{q}[T]$-module it can be generated by only one element. This is specified in the following theorem.

## Theorem 4.12 ([Vil06, Theorem 12.2.17])

There exists $\lambda_{0} \in \Lambda_{M}$ such that

$$
\Lambda_{M}=\left\{[A]\left(\lambda_{0}\right) \mid A \in \mathbb{F}_{q}[T] /(M)\right\}
$$

and the generators of $\Lambda_{M}$ are the $[A]\left(\lambda_{0}\right)$ for all $A$ prime to $M$.
The choice of a generator in the above theorem yields a non canonical isomorphism $\Lambda_{M} \simeq$ $\mathbb{F}_{q}[T] /(M)$ as $\mathbb{F}_{q}[T]$-modules.

Remark 4.13. This result needs to be related to the cyclotomic case: given the choice of a primitive $m$-th root of unity, there is a group isomorphism between $\mu_{m}$ and $\mathbb{Z} / m \mathbb{Z}$. Moreover all the $m$-th roots of unity are of the form $\zeta^{k}$ for $k \in\{0, m-1\}$ and the generators of $\mu_{m}$ are the $\zeta^{k}$ for $k$ prime to $m$.

### 4.2.3.4 Carlitz Extensions

Recall that the cyclotomic number fields are obtained as extensions of $\mathbb{Q}$ generated by the elements of $\mu_{m}$. In the similar fashion, for a polynomial $M \in \mathbb{F}_{q}[T]$, let

$$
K_{M} \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)\left(\Lambda_{M}\right)=\mathbb{F}_{q}(T)\left(\lambda_{M}\right),
$$

where $\lambda_{M}$ is a generator of $\Lambda_{M}$. One of the most important facts about the cyclotomic number field $\mathbb{Q}\left(\zeta_{m}\right)$ is that it is a finite Galois extension of $\mathbb{Q}$, with Galois group isomorphic to $(\mathbb{Z} / m \mathbb{Z})^{\times}$. There is an analogue statement for the Carlitz extensions.

## Theorem 4.14 ([Vil06])

Let $M \in \mathbb{F}_{q}[T], M \neq 0$. Then $K_{M}$ is a finite Galois extension of $\mathbb{F}_{q}(T)$, with Galois group isomorphic to $\left(\mathbb{F}_{q}[T] /(M)\right)^{\times}$. The isomorphism is given by

$$
\left\{\begin{array}{ccc}
\left(\mathbb{F}_{q}[T] /(M)\right)^{\times} & \longrightarrow & \operatorname{Gal}\left(K_{M} / \mathbb{F}_{q}(T)\right) \\
A & \longmapsto & \sigma_{A}
\end{array}\right.
$$

where $\sigma_{A}$ is completely determined by $\sigma_{A}\left(\lambda_{M}\right)=[A]\left(\lambda_{M}\right)$.

Remark 4.15. In particular, Carlitz extensions are abelian.
Recall that the whole point of this construction is to yield geometric extensions. This is ensured by the following non-trivial theorem.

## Theorem 4.16 ([Ros02, Cor. of Th. 12.14])

Let $M \in \mathbb{F}_{q}[T], M \neq 0$. Then $\mathbb{F}_{q}$ is the full constant field of $K_{M}$.

Another important fact about cyclotomic extensions is the simple description of their ring of integers. Namely, for $K=\mathbb{Q}\left(\zeta_{m}\right)$, we have $\mathcal{O}_{K}=\mathbb{Z}\left[\zeta_{m}\right]=\mathbb{Z}[X] /\left(\Phi_{m}(X)\right)$ where $\Phi_{m}$ denotes the $m$-th cyclotomic polynomial. This property also holds for Carlitz extensions.

## Theorem 4.17 ([Ros02, Theorem 2.9])

Let $\mathcal{O}_{K_{M}}$ be the integral closure of $\mathbb{F}_{q}[T]$ in $K_{M}$. Then $\mathcal{O}_{K_{M}}=\mathbb{F}_{q}[T]\left[\lambda_{M}\right]$. In particular, let $P(T, X) \in \mathbb{F}_{q}[T][X]$ be the minimal polynomial of $\lambda_{M}$. Then,

$$
K_{M}=\mathbb{F}_{q}(T)[X] /(P(T, X)) \quad \text { and } \quad \mathcal{O}_{K_{M}}=\mathbb{F}_{q}[T][X] /(P(T, X))
$$

Example 4.18. Reconsider Example 4.10 and the module $\Lambda_{T}=\{0\} \cup\left\{\lambda \mid \lambda^{q-1}=-T\right\}$. The polynomial $X^{q-1}+T$ is Eisenstein in $(T)$ and therefore is irreducible. Hence,

$$
K_{T}=\mathbb{F}_{q}(T)[X] /\left(X^{q-1}+T\right)
$$

Moreover it is Galois, with Galois group $\left(\mathbb{F}_{q}[T] /(T)\right)^{\times} \simeq \mathbb{F}_{q}{ }^{\times}$. A non-zero element $a \in \mathbb{F}_{q}{ }^{\times}$will act on $f(T, X) \in K_{T}$ by

$$
a \cdot f(T, X) \stackrel{\text { def }}{=} f(T,[a](X))=f(T, a X)
$$

The integral closure of $\mathbb{F}_{q}[T]$ in $K_{T}$ is

$$
\mathcal{O}_{K_{T}} \stackrel{\text { def }}{=} \mathbb{F}_{q}[T][X] /\left(X^{q-1}+T\right)
$$

and

$$
\begin{equation*}
\mathcal{O}_{K_{T}} /\left((T+1) \mathcal{O}_{K_{T}}\right)=\mathbb{F}_{q}[T][X] /\left(T+1, X^{q-1}+T\right)=\mathbb{F}_{q}[X] /\left(X^{q-1}-1\right) \tag{4.5}
\end{equation*}
$$

Finally, the following theorem characterises the splitting behaviour of primes in Carlitz ex-
tensions. A very similar result holds for cyclotomic extensions.

## Theorem 4.19 ([Ros02, Th. 12.10])

Let $M \in \mathbb{F}_{q}[T], M \neq 0$, and let $Q \in \mathbb{F}_{q}[T]$ be a monic, irreducible polynomial. Consider the Carlitz extension $K_{M}$ and let $\mathcal{O}_{K_{M}}$ denote its ring of integers. Then,

- If $Q$ divides $M$, then $Q \mathcal{O}_{K_{M}}$ is totally ramified.
- Otherwise, let $f$ be the smallest integer $f$ such that $Q^{f} \equiv 1 \bmod M$. Then $Q \mathcal{O}_{K_{M}}$ is unramified and has inertia degree $f$. In particular, $Q$ splits completely if and only if $Q \equiv 1 \bmod M$.

Note that in Ring-LWE, the prime modulus $q$ is often chosen such that $q \equiv 1 \bmod m$ so that it splits completely in the cyclotomic extension $\mathbb{Q}\left(\zeta_{m}\right)$.

Example 4.20. In the previous example, $T+1 \equiv 1 \bmod T$ and therefore $(T+1)$ splits completely in $\mathcal{O}_{T}$. Indeed,

$$
\mathcal{O}_{T /\left((T+1) \mathcal{O}_{T}\right)}=\mathbb{F}_{q}[X] /\left(X^{q-1}-1\right)=\prod_{\alpha \in \mathbb{F}_{q}^{\times}} \mathbb{F}_{q}[X] /(X-\alpha)
$$

is a product of $q-1$ copies of $\mathbb{F}_{q}$.

The similarities between Carlitz function fields and cyclotomic number fields are summarised in Table 4.2.

| $\mathbb{Q}$ | $\mathbb{F}_{q}(T)$ |
| :---: | :---: |
| $\mathbb{Z}$ | $\mathbb{F}_{q}[T]$ |
| Prime numbers $q \in \mathbb{Z}$ | Irreducible polynomials $Q \in \mathbb{F}_{q}[T]$ |
| $\mu_{m}=\langle\zeta\rangle \simeq \mathbb{Z} / m \mathbb{Z}$ (groups) | $\Lambda_{M}=\langle\lambda\rangle \simeq \mathbb{F}_{q}[T] /(M)$ (modules) |
| $d \mid m \Leftrightarrow \mu_{d} \subset \mu_{m}$ (subgroups) | $D \mid M \Leftrightarrow \Lambda_{D} \subset \Lambda_{M}$ (submodules) |
| $a \equiv b \bmod m \Rightarrow \zeta^{a}=\zeta^{b}$ | $A \equiv B \bmod M \Rightarrow[A](\lambda)=[B](\lambda)$ |
| $K=\mathbb{Q}[\zeta]$ | $K=\mathbb{F}_{q}(T)[\lambda]$ |
| $\mathcal{O}_{K}=\mathbb{Z}[\zeta]$ | $\mathcal{O}_{K}=\mathbb{F}_{q}[T][\lambda]$ |
| $\operatorname{Gal}(K / \mathbb{Q}) \simeq(\mathbb{Z} / m \mathbb{Z})^{\times}$ | $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right) \simeq\left(\mathbb{F}_{q}[T] /(M)\right)^{\times}$ |
| $\operatorname{Cyclotomic}$ | $\operatorname{Carlitz}$ |

Table 4.2: Analogies between cyclotomic number fields and Carlitz function fields

### 4.3 The Function Field Decoding Problem

In this section, we introduce a new generic problem that we call the Function Field Decoding Problem (FF-DP) which is the analogue of Ring-LWE in the context of function fields. The main theorem which states the search-to-decision reduction is given in Theorem 4.30, and is proven in Section 4.3.3. In view of the analogy between function fields and number fields described in the previous section, the reduction works similarly as that of [LPR10]. Section 4.4 will discuss instantiations in the code-based setting.

### 4.3.1 Search and decision problems.

Consider a function field $K / \mathbb{F}_{q}(T)$ with constant field $\mathbb{F}_{q}$ and ring of integers $\mathcal{O}_{K}$, and let $\mathfrak{p} \subset$ $\mathbb{F}_{q}[T]$ be a prime ideal, generated by an irreducible polynomial $Q$ which is called the modulus. Denote by $\mathfrak{p} \stackrel{\text { def }}{=} Q \mathcal{O}_{K}$ be the ideal of $\mathcal{O}_{K}$ lying above $Q$, and recall that $\mathcal{O}_{K} / \mathfrak{p}$ is a finite ring. FF-DP is parameterised by an element $\mathbf{s} \in \mathcal{O}_{K} / \mathfrak{p}$ called the secret and by a probability distribution $\psi$ defined over $\mathcal{O}_{K} / \mathfrak{p}$ called the error distribution.

## Definition 4.21 (FF-DP Distribution)

A sample $(\mathbf{a}, \mathbf{b}) \in \mathcal{O}_{K} / \mathfrak{p}^{\times} \mathcal{O}_{K} / \mathfrak{p}$ is distributed according to the FF-DP distribution modulo $\mathfrak{P}$ with secret $\boldsymbol{s}$ and error distribution $\psi$ if

- a is uniformly distributed over $\mathcal{O}_{K} / \mathfrak{p}$,
- $\mathbf{b}=\mathbf{a s}+\mathbf{e} \in \mathcal{O}_{K} / \mathfrak{p}$ where $\mathbf{e}$ is distributed according to $\psi$.

We denote by $(\mathbf{a}, \mathbf{b}) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$ a sample drawn with respect to this distribution.

The aim of the search version of the FF-DP problem is to recover the secret $\mathbf{s}$ given samples drawn from $\mathcal{F}_{\mathbf{s}, \psi}$. This is formalised in the following problem.

## Problem 4.22 (FF-DP, Search version)

Let $\mathbf{s} \in \mathcal{O}_{K / \mathfrak{p}}$, and let $\psi$ be a probability distribution over $\mathcal{O}_{K / \mathfrak{p}}$. An instance of FF-DP problem consists in an oracle giving access to independent samples $(\mathbf{a}, \mathbf{b}) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$. The goal is to recover $\mathbf{s}$.

Example 4.23. Let $n, \ell>1$ be integers, and let $\Psi$ be a probability distribution over $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$. Recall from Problem 4.1 that the search version of $Q C-D P(\ell, \Psi)$ corresponds to finding a polynomial $\mathbf{m} \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ given access to $\ell$ samples of the form

$$
(\mathbf{a}, \mathbf{m} \cdot \mathbf{a}+\mathbf{e}) \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right) \times \mathbb{F}_{q}[X] /\left(X^{n}-1\right)
$$

where $\mathbf{a}$ is uniformly distributed in $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ and $\mathbf{e} \leftarrow \Psi$.

Furthermore, Example 4.5 shows that

$$
\mathbb{F}_{q}[X] / X^{n}-1 \simeq \mathcal{O}_{K} / Q \mathcal{O}_{K}
$$

where $Q(T) \stackrel{\text { def }}{=} T \in \mathbb{F}_{q}[T]$ is an irreducible polynomial, and

$$
\mathcal{O}_{K} \stackrel{\text { def }}{=} \mathbb{F}_{q}[T, X] /\left(X^{n}+T-1\right)
$$

is the ring of integers of the algebraic function field

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)[X] /\left(X^{n}+T-1\right)
$$

In other words, FF-DP is a generalisation of the decoding problem of quasi-cyclic codes, when considering arbitrary function fields and irreducible moduli.

For cryptographic applications, we are also interested in the decision version of this problem. The goal is now to distinguish between the FF-DP distribution and the uniform distribution over $\mathcal{O}_{K} / \mathfrak{P} \times \mathcal{O}_{K} / \mathfrak{p}$.

## Problem 4.24 (FF-DP, Decision version)

Let $\mathbf{s}$ be drawn uniformly at random in $\mathcal{O}_{K} / \mathfrak{p}$ and let $\psi$ be a probability distribution over $\mathcal{O}_{K / \mathfrak{p}}$, and consider the following two distributions:

- Let $\mathcal{D}_{0}:\left(\mathbf{a}, \mathbf{y}^{\text {unif }}\right)$ be the uniform distribution over $\mathcal{O}_{K / \mathfrak{p}} \times \mathcal{O}_{K / \mathfrak{p}}$,
- let $\mathcal{D}_{1} \stackrel{\text { def }}{=} \mathcal{F}_{\mathbf{s}, \psi}:(\mathbf{a}, \mathbf{a s}+\mathbf{e})$ be the FF-DP distribution with secret $\mathbf{s}$ and error distribution $\psi$.

Given access to an oracle $\mathscr{O}_{b}$ providing samples from distribution $\mathcal{D}_{b}$ where $b \leftarrow\{0,1\}$ is a uniformly random bit, the goal is to recover $b$.

Remark 4.25. In the decision version, it may be more convenient for some applications to have the secret $\mathbf{s}$ drawn from the error distribution $\psi$, instead of the uniform distribution over $\mathcal{O}_{K} / \mathfrak{p}$. In the lattice-based setting, this version is sometimes called LWE with short secret or LWE in Hermite normal form. However, both decision problems are easily proved to be computationally equivalent, see [Lyu11, Lemma 3]. The proof applies mutatis mutandis to FF-DP.

Remark 4.26. Following the previous remark, note that in the code-based setting, FF-DP with short secret corresponds to the Decoding Problem, but stated in terms of parity-check matrices (in systematic form). For example, consider the most common case of random $[2 n, n]$, doublecirculant code $\mathscr{C}$, with a parity-check matrix $\mathbf{H}$ in systematic form as used in BIKE and HQC cryptosystems. In other words, $\mathbf{H}$ is of the form

$$
\mathbf{H} \stackrel{\text { def }}{=}\left(\begin{array}{ll}
I_{n} & \mathbf{h} \\
& \circlearrowright
\end{array}\right) .
$$

Let $\mathbf{e}=\left(\mathbf{e}^{(1)}, \mathbf{e}^{(2)}\right) \in \mathbb{F}_{q}^{2 n}$ be an error vector with $\mathbf{e}^{(i)} \leftarrow \Psi$ following the same distribution $\Psi$. For
example, in both BIKE and HQC, e is such that $\left|\mathbf{e}^{(1)}\right|=\left|\mathbf{e}^{(2)}\right|=\omega$ with small weight $\omega$. Now, a syndrome is of the form

$$
\mathbf{H} \mathbf{e}^{\top}=\mathbf{e}^{(1)}+\binom{\mathbf{h}}{\bigcup} \cdot \mathbf{e}^{(2)^{\top}},
$$

or in the polynomial representation

$$
\mathbf{e}^{(1)}(X)+\mathbf{h}(X) \cdot \mathbf{e}^{(2)}(X) \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right) .
$$

In other words, a random $[2 n, n]$ double-circulant quasi-cyclic code yields one sample

$$
\left(\mathbf{h}, \mathbf{e}^{(1)}+\mathbf{h} \cdot \mathbf{e}^{(2)}\right)
$$

where $\mathbf{e}^{(2)}$ can now be thought of as a secret with the same distribution as the error term $\mathbf{e}^{(1)}$.
The generalisation to a higher rate code is straightforward.
A module version. Instead of considering one secret $\boldsymbol{s} \in \mathcal{O}_{K} / \mathcal{P}$, we could use multiple secrets $\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{d}\right) \in\left(\mathcal{O}_{K} / \mathfrak{P}\right)^{d}$. This generalisation has been considered in lattice-based cryptography under the terminology Module-LWE [LS15], where the secret can be thought as an element of $\mathcal{O}_{K}^{d}$ which is a free $\mathcal{O}_{K}$-module of rank $d$, before a reduction modulo $\mathfrak{P}$ on each component. This would yield the following definition.

## Definition 4.27 (MFF-DP Distribution)

Let $d \geqslant 1$ be an integer. A sample $(\mathbf{a}, \mathbf{b}) \in\left(\mathcal{O}_{K} / \mathfrak{P}\right)^{d} \times \mathcal{O}_{K} / \mathfrak{P}$ is distributed according to the MFF-DP distribution modulo $\mathfrak{P}$ with secret $\boldsymbol{s} \stackrel{\text { def }}{=}\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{d}\right) \in\left(\mathcal{O}_{K} / \mathfrak{P}\right)^{d}$ and error distribution $\psi$ over $\mathcal{O}_{K} / \mathfrak{P}$ if

- a is uniformly distributed over $\left(\mathcal{O}_{K} / \mathfrak{P}\right)^{d}$,
- $\mathbf{b}=\sum_{i=1}^{d} \mathbf{a}_{i} \mathbf{s}_{i}+\mathbf{e} \in \mathcal{O}_{K} / \mathfrak{P}$ where $\mathbf{e}$ is distributed according to $\psi$.

The search and decision problems associated to MFF-DP can be defined as a natural generalisation of Problems 4.22 and 4.24 .

## Problem 4.28 (MFF-DP, Search version)

Let $\mathbf{s} \in\left(\mathcal{O}_{K} / \mathfrak{P}\right)^{d}$ be a collection of elements of $\mathcal{O}_{K} / \mathfrak{P}$ called the secrets, and let $\psi$ be a probability distribution over $\mathcal{O}_{K} / \mathfrak{P}$. An instance of the MFF-DP problem consists in an oracle giving access to independent samples ( $\mathbf{a}, \mathbf{b}$ ) from the MFF-DP distribution with secrets $\boldsymbol{s}$ and error distribution $\psi$. The goal is to recover $\mathbf{s}$.

## Problem 4.29 (MFF-DP, Decision version)

Let $\mathbf{s}$ be drawn uniformly at random in $\left(\mathcal{O}_{K} / \mathfrak{P}\right)^{d}$ and let $\psi$ be a probability distribution over $\mathcal{O}_{K} / \mathfrak{p}$. Define $\mathscr{D}_{0}$ to be the uniform distribution over $\left(\mathcal{O}_{K} / \mathfrak{P}\right)^{d} \times \mathcal{O}_{K} / \mathfrak{p}$, and $\mathscr{D}_{1}$ to be the MFF-DP distribution with secrets $\boldsymbol{s}$ and error distribution $\psi$. Furthermore, let $b$ be a uniform element of $\{0,1\}$. Given access to an oracle $\mathscr{O}_{b}$ providing samples from distribution $\mathscr{D}_{b}$, the goal of the decision MFF-DP is to recover $b$.

### 4.3.2 Search to decision reduction

There is an obvious reduction from the decision to the search version of FF-DP. Indeed, if there exists an algorithm $\mathscr{A}$ that given access to the $\mathcal{F}_{\mathbf{s}, \psi}$ distribution is able to recover the secret $\mathbf{s}$, then it yields to a distinguisher between $\mathcal{F}_{\mathbf{s}, \psi}$ and the uniform distribution. The converse reduction needs more work. However, due to the strong analogy between function and number fields, our proof is in fact essentially the same as in [LPR10; Lyu11]. More precisely, we have the following theorem.

## Theorem 4.30 (Search to decision reduction for FF-DP)

Let $K / \mathbb{F}_{q}(T)$ be a function field with field of constants $\mathbb{F}_{q}$, and denote by $\mathcal{O}_{K}$ its ring of integers. Let $\mathfrak{p} \subset \mathbb{F}_{q}[T]$ be a prime ideal generated by an irreducible modulus $Q(T)$, and set

$$
\mathfrak{P} \stackrel{\text { def }}{=} Q \mathcal{O}_{K} .
$$

Denote by $f \stackrel{\text { def }}{=} f(\mathfrak{P} / \mathfrak{p})$ its inertia degree and by $e \stackrel{\text { def }}{=} e(\mathbb{P} / \mathfrak{p})$ its ramification index. Let $\psi$ be a probability distribution over $\mathcal{O}_{K} / \mathfrak{p}$. Let $\mathbf{s} \in \mathcal{O}_{K} / \mathfrak{p}$.
Assume that

1. $K / \mathbb{F}_{q}(T)$ is a Galois algebraic extension of degree $n$;
2. $\mathfrak{p}$ does not ramify, i.e. $e=1$;
3. $\psi$ is closed under the action of $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$, i.e. if $\mathbf{e} \leftarrow \psi$, then for any $\sigma \in$ $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$, it holds that $\sigma(\mathbf{e})$ is still distributed according to $\psi$.

Suppose that we have oracle access to $\mathcal{F}_{\mathbf{s}, \psi}$ and there exists a distinguisher between the uniform distribution over $\mathcal{O}_{K} / \mathfrak{p}$ and the FF-DP distribution with uniform secret and error distribution $\psi$, running in time $t$ and having an advantage $\varepsilon$.
Then there exists an algorithm that recovers $\mathbf{s} \in \mathcal{O}_{K / \mathfrak{p}}$ (with an overwhelming probability in $n$ ) in time

$$
O\left(\frac{n^{4}}{f^{3}} \times \frac{1}{\varepsilon^{2}} \times q^{f \operatorname{deg}(Q)} \times t\right)
$$

Remark 4.31. In the theorem, we ask that the irreducible modulus $Q$ do not ramify in $\mathcal{O}_{K}$. In reality, this is not really restrictive since ramification happens only for finitely many irreducible
polynomials in $\mathbb{F}_{q}[T]$ (see for example [Lor21, Proposition 5.2]).
Remark 4.32. We have assumed implicitly in the statement of the theorem that we have an efficient access to the Galois group of $K / \mathbb{F}_{q}(T)$ and its action can be computed in polynomial time, which is a reasonable assumption to make in practice.

Remark 4.33. There are many degrees of freedom in the previous statement: choice of the function field $K$ (and on the degree $n$ ), choice of the irreducible polynomial $Q$ (and on $f$ as well as $\operatorname{deg}(Q))$. For our instantiations, we will often choose the "modulus" $Q$ to be a linear polynomial $(\operatorname{deg}(Q)=1)$ and $K$ to be an abelian extension, i.e. $K$ will be a subfield of a cyclotomic function field.

Remark 4.34. Due to the continuity of error distributions used in lattice-based cryptography, a technical tool called the smoothing parameter was introduced by Micciancio and Regev in [MR04]. It characterises how a Gaussian distribution is close to uniform, both modulo the lattice, and is ubiquitously used in reductions. However, in the function field setting, we do not need to introduce such a tool because the error distribution is discrete and already defined on the quotient $\mathcal{O}_{K} / \mathfrak{D}$.

Remark 4.35. In [LS15, Section 4.3], Langlois and Stehlé proved a search to decision reduction for the module version of LWE. The idea is to use the distinguisher in order to retrieve the secrets one by one. Their proof applies mutatis mutandis to MFF-DP (Problems 4.28 and 4.29), resulting in a time overhead of $d$, where $d$ denotes the rank of the underlying module, i.e. the number of secrets. The main change is in the guess and search step (Step 3 in the proof presented in Section 4.3.3) where the randomisation is applied on only one component of a to recover one secret, and repeating the process d times (one for each secret). More precisely, for MFF-DP, the running time claimed in Theorem 4.30 should be replaced with

$$
O\left(d \times \frac{n^{4}}{f^{3}} \times \frac{1}{\varepsilon^{2}} \times q^{f \operatorname{deg}(Q)} \times t\right)
$$

### 4.3.3 Search to Decision Reductions: Proof of Theorem 4.30

The proof of Theorem 4.30 will be similar to the one given by Lyubashevsky, Peikert and Regev in [LPR10] for Ring-LWE and lattices. Let $\mathcal{A}$ be an algorithm running in time $t$ which is able to distinguish with advantage $\varepsilon$ between the uniform distribution over $\mathcal{O}_{K} / \mathfrak{p}$ and the FF-DP distribution $\mathcal{F}_{\mathbf{s}, \psi}$ with uniform secret $\mathbf{s}$ and error distribution $\psi$. Let $r \stackrel{\text { def }}{=} \frac{n}{f}$ and consider an ordering $\left(\mathfrak{P}_{i}\right)_{1 \leqslant i \leqslant r}$ of the prime ideals above $\mathfrak{p}$. Let

$$
\mathfrak{p} \stackrel{\text { def }}{=} \mathfrak{p}_{1} \ldots \mathfrak{p}_{r}
$$

be the factorisation of $\mathfrak{P}$ in $\mathcal{O}_{K}$. Since $\mathfrak{p}$ does not ramify, the Chinese Remainder Theorem (CRT) ensures that the ring

$$
\mathcal{O}_{K} / \mathfrak{p} \stackrel{\text { def }}{=} \prod_{i=1}^{r} \mathcal{O}_{K} / \mathfrak{p}_{i}
$$

is actually a product of finite fields. In particular, none of the factors have zero divisors.
Our goal is to design a procedure to recover the secret swith the help of our distinguisher $\mathscr{A}$. At a high level, it consists in reducing the search domain to a single factor $\mathcal{O}_{K} / \mathfrak{p}_{i_{0}}$, before doing an exhaustive search in order to recover the secret $\mathbf{s} \bmod \mathfrak{p}_{i}$. The transitive action of $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$ on the factors allows to recover the other parts of the secret. This uses crucially
that the error distribution is invariant under this action. More formally, the proof uses four steps.

Step 1: Worst to Average Case. Recall that in the definition of Problem 4.24 the secret $\mathbf{s}$ is supposed to be uniformly distributed over $\mathcal{O}_{K} / \mathfrak{p}$, while in the search version the secret is fixed. In other words, the decision problem is somehow an average case problem, while the search version should work in any case. Fortunately, this can easily be addressed by randomising the secret. Indeed, for any sample $(\mathbf{a}, \mathbf{b}) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$ with fixed secret $\mathbf{s}$, if $\mathbf{s}^{\prime} \leftarrow \mathcal{O}_{K} / \mathfrak{p}$, then $\left(\mathbf{a}, \mathbf{b}+\mathbf{a s}{ }^{\prime}\right)$ is now a sample from $\mathcal{F}_{\mathbf{s}+\mathbf{s}^{\prime}, \psi}$ with secret $\mathbf{s}+\mathbf{s}^{\prime}$ which is uniformly distributed over $\mathcal{O}_{K} / \mathfrak{p}$.

Step 2: Hybrid argument. The goal of this step is to prove that $\mathscr{A}$ can not only distinguish between the uniform and $\mathcal{F}_{\mathbf{s}, \psi}$, but also between two somewhat closer distributions, at the cost of reducing the advantage by a factor $r=\frac{n}{f}$. For this purpose, let us introduce some intermediate distributions over $\mathcal{O}_{K} / \mathfrak{p} \times \mathcal{O}_{K} / \mathfrak{p}$ which we call $\mathscr{H}_{i}$, for $i \in\{0, \ldots, r\}$.

## Definition 4.36 (Hybrid Distributions)

For $i \in\{0, \ldots, r\}$, a sample ( $\mathbf{a}, \mathbf{b}$ ) is said to be distributed according to the hybrid distribution $\mathscr{H}_{i}$ if it is of the form $\left(\mathbf{a}^{\prime}, \mathbf{b}^{\prime}+\mathbf{h}\right)$ where:

- $\left(\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$ is distributed according to the usual FF-DP distribution with secret $\mathbf{s}$ and noise $\psi$;
- $\mathbf{h} \in \mathcal{O}_{K} / \mathfrak{p}$ is
- uniformly distributed modulo $\mathfrak{P}_{j}$ for $j \leqslant i$
- 0 modulo the other factors.

In other words, through the isomorphism

$$
\mathcal{O}_{K / \mathfrak{p}} \simeq \mathcal{O}_{K / \mathfrak{p}_{1}} \times \mathcal{O}_{K} / \mathfrak{p}_{r}
$$

such an element $h$ is of the form

$$
h \stackrel{\text { def }}{=}\left(r_{1}, \ldots, r_{i}, 0, \ldots, 0\right)
$$

where $r_{i}$ is uniformly distributed in $\mathcal{O}_{K} / \mathfrak{p}_{i}$. It can easily be constructed using the Chinese Remainder Theorem.

In particular, for $i=0$, it holds that $\mathbf{h}=0$ and $\mathscr{H}_{0}=\mathcal{F}_{\mathbf{s}, \psi}$. On the other hand, when $i=r$, the element $\mathbf{h}$ is uniformly distributed over $\mathcal{O}_{K / \mathfrak{p}}$, therefore $\mathscr{H}_{r}$ is exactly the uniform distribution over $\mathcal{O}_{K} / \mathfrak{p}$.

Remark 4.37. For the reader familiar with the reduction of [LPR10] for Ring-LWE, there is a difference between the code-based and the lattice-based settings. Indeed, in the latter it is necessary to introduce a technical tool, namely the smoothing parameter in order to cope with
the discretisation of the Gaussian which is a priori defined over the torus ${ }^{[\mathrm{ii}]}$

$$
\mathbb{T} \stackrel{\text { def }}{=}(K \otimes \mathbb{R}) / \mathcal{O}_{K}
$$

In particular, the standard deviation of the Gaussian needs to be large enough for the reduction to work, see [LPR10, Lemma 5.13]. On the other hand, in our setting everything is discrete, and such a tool is not needed. In other words, the code-based situation is somehow nicer than the lattice-based.

The following lemma proves that $\mathscr{A}$ can distinguish between two consecutive hybrid distributions, though with a slightly smaller advantage.

## Lemma 4.38 (Hybrid argument)

There exists $i_{0}$ such that $\operatorname{Adv}_{\mathscr{A}}\left(\mathscr{H}_{i_{0}}, \mathscr{H}_{i_{0}+1}\right) \geqslant \frac{\varepsilon}{r}$.

Proof. By definition, $\operatorname{Adv}_{\mathscr{A}}\left(\mathscr{H}_{0}, \mathscr{H}_{r}\right)=\varepsilon$. Furthermore, the following equality holds:

$$
\operatorname{Adv}_{\mathscr{A}}\left(\mathscr{H}_{0}, \mathscr{H}_{r}\right)=\sum_{i=0}^{r-1} \operatorname{Adv}_{\mathscr{A}}\left(\mathscr{H}_{i}, \mathscr{H}_{i+1}\right) .
$$

Therefore, it exists $i_{0} \in\{0, \ldots, r-1\}$ such that $\operatorname{Adv}_{\mathscr{A}}\left(\mathscr{H}_{i_{0}}, \mathscr{H}_{i_{0}+1}\right) \geqslant \frac{\operatorname{Adv}_{\mathscr{A}_{\mathscr{A}}}\left(\mathscr{H}_{0}, \mathscr{H}_{r}\right)}{r}=\frac{\varepsilon}{r}$.

Remark 4.39. This hybrid argument has shown the existence of an $i_{0}$ such that $\mathscr{A}$ has an advantage $\varepsilon / r$ for distinguishing distributions $\mathscr{H}_{i_{0}}$ and $\mathscr{H}_{i_{0}+1}$. In what follows, everything is analysed as if we knew this index $i_{0}$. In practice we can run $\mathscr{A}$ concurrently with all the $r$ instances $\left(\mathscr{H}_{i}, \mathscr{H}_{i+1}\right)$ 's. Computations on the right index $i_{0}$ will output the secret $\mathbf{s}$ (which can be verified) as it will be explained afterwards. Therefore, our reduction will output s with a "resource overhead" given by at most a factor r. This technique is known as Dovetailing.

Step 3: Guess and search. Let $i_{0}$ be such as in Lemma 4.38. The idea is to perform an exhaustive search in $\mathcal{O}_{K} / \mathfrak{p}_{i_{0}+1}$ and to use $\mathscr{A}$ to recover $\boldsymbol{s} \bmod \mathfrak{p}_{i_{0}+1}$.

## Lemma 4.40

Let $\mathscr{A}$ be a distinguisher with advantage $\delta$ between hybrid distributions $\mathscr{H}_{i_{0}}$ and $\mathscr{H}_{i_{0}+1}$, with secret $\mathbf{s}$, running in time $t$. Then there exists an algorithm $\mathscr{B}$ that recovers $\mathbf{s} \bmod \mathfrak{p}_{i_{0}+1}$ with overwhelming probability in $n$ in time $O\left(q^{f \operatorname{deg}(Q)} \times \frac{n}{\delta^{2}} \times t\right)$.

[^33]Proof. Our algorithm will proceed with a guess and search technique using the distinguisher $\mathscr{A}$ in hand. The idea is to guess the value of $\boldsymbol{s} \bmod \mathfrak{P}_{i_{0}+1}$ and transform any sample $(\mathbf{a}, \mathbf{b}) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$ into a sample of $\mathscr{H}_{i_{0}}$ if the guess is correct, and into a sample of $\mathscr{H}_{i_{0}+1}$ if the guess is wrong.

## Transformation: Let

$$
\widehat{\boldsymbol{s}} \stackrel{\text { def }}{=} \mathbf{s} \quad \bmod \mathfrak{p}_{i_{0}+1}
$$

and let $\mathbf{g}_{i_{0}+1} \in \mathcal{O}_{K} / \mathfrak{p}_{i_{0}+1}$ be our guess value for $\widehat{\mathbf{s}}$. Let us consider now the following operations

- Let $\mathbf{g} \in \mathcal{O}_{K} / \mathfrak{p}$ be such that

$$
\mathbf{g} \equiv\left\{\begin{array}{ll}
\mathbf{g}_{i_{0}+1} & \bmod \mathfrak{p}_{i_{0}+1} \\
0 & \bmod \mathfrak{P}_{j}
\end{array} \text { for } j \neq i_{0}+1\right.
$$

- For $1 \leqslant j \leqslant i_{0}$, sample $\mathbf{h}_{j} \leftarrow \mathcal{O}_{K} / \mathfrak{p}_{j}$ and let $\mathbf{h} \in \mathcal{O}_{K} / \mathfrak{p}$ be such that

$$
\mathbf{h} \equiv\left\{\begin{array}{lll}
\mathbf{h}_{j} & \bmod \mathfrak{P}_{j} & \text { for } 1 \leqslant j \leqslant i_{0} \\
0 & \bmod \mathfrak{P}_{j} & \text { for } j \geqslant i_{0}+1
\end{array}\right.
$$

- Sample $\mathbf{v}_{i_{0}+1} \leftarrow \mathcal{O}_{K} / \mathfrak{p}_{i_{0}+1}$ and let $\mathbf{v} \in \mathcal{O}_{K} / \mathfrak{p}$ be such that

$$
\mathbf{v} \equiv\left\{\begin{array}{ll}
\mathbf{v}_{i_{0}+1} & \bmod \mathfrak{p}_{i_{0}+1} \\
0 & \bmod \mathfrak{p}_{j}
\end{array} \text { for } j \neq i_{0}+1\right.
$$

All those operations can be done via the CRT. Now, for each sample $(\mathbf{a}, \mathbf{b} \stackrel{\text { def }}{=} \mathbf{a s}+\mathbf{e}) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$, set ( $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}$ ) with

$$
\mathbf{a}^{\prime} \stackrel{\text { def }}{=} \mathbf{a}+\mathbf{v} \quad \text { and } \quad \mathbf{b}^{\prime} \stackrel{\text { def }}{=} \mathbf{b}+\mathbf{h}+\mathbf{v g} .
$$

Note that for each sample $(\mathbf{a}, \mathbf{b})$, the corresponding $\mathbf{a}^{\prime}$ is still uniformly distributed over $\mathcal{O}_{K / \mathfrak{p}}$ and $\mathbf{b}^{\prime}=\mathbf{a}^{\prime} \mathbf{s}+\mathbf{e}+\mathbf{h}^{\prime}$ with $\mathbf{h}^{\prime} \stackrel{\text { def }}{=} \mathbf{h}+(\mathbf{g}-\mathbf{s}) \mathbf{v}$. Furthermore, it holds that

$$
\left\{\begin{array}{lll}
\mathbf{h}^{\prime} \equiv \mathbf{h}_{j} & \bmod \mathfrak{p}_{j} & \text { for } j \leqslant i_{0} \\
\mathbf{h}^{\prime} \equiv\left(\mathbf{g}_{i_{0}+1}-\widehat{\mathbf{s}}\right) \mathbf{v}_{i_{0}+1} & \bmod \mathfrak{P}_{i_{0}+1} & \\
\mathbf{h}^{\prime} \equiv 0 & \bmod \mathfrak{p}_{j} & \text { for } j>i_{0}+1
\end{array}\right.
$$

In particular, $\mathbf{h}^{\prime}$ is uniformly distributed modulo $\mathfrak{P}_{j}$ for $j \leqslant i_{0}$ and 0 modulo $\mathfrak{P}_{j}$ for $j>i_{0}+1$. Now, if the guess is correct, meaning that $\mathbf{g}_{i_{0}+1}=\widehat{\mathbf{s}}$, then $\mathbf{h}^{\prime} \equiv 0 \bmod \mathfrak{p}_{i_{0}+1}$, hence $\left(\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right)$ is distributed according to $\mathscr{H}_{i_{0}}$. On the other hand, if the guess is incorrect, then $\left(\mathbf{g}_{i_{0}+1}-\widehat{\boldsymbol{s}}\right) \neq 0$ in $\mathcal{O}_{K} / \mathfrak{p}_{i_{0}+1}$, which is a field by hypothesis. Therefore, since $\mathbf{v}_{i_{0}+1}$ is uniformly distributed in $\mathcal{O}_{K} / \mathfrak{p}_{i_{0}+1}$, so is $\left(\mathbf{g}_{i_{0}+1}-\widehat{\boldsymbol{s}}\right) \mathbf{v}_{i_{0}+1}$. In particular, $\mathbf{h}^{\prime}$ is also uniformly distributed modulo $\mathfrak{P}_{i_{0}+1}$. Hence, $\left(\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right)$ is distributed according to $\mathscr{H}_{i_{0}+1}$.

We can now define the algorithm $\mathscr{B}$. It proceeds as follows: for each $(\mathbf{a}, \mathbf{b}) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$, it
applies the previous transformation to get a sample ( $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}$ ), and then uses the distinguisher $\mathscr{A}$. Repeating the procedure $m$ times (for each guess $\mathbf{g}_{i_{0}+1}$ ), for $m$ large enough, and doing a majority voting allows to recover $\widehat{\boldsymbol{s}}$ with overwhelming probability (See Section 1.2.1).

More precisely, by Proposition 1.24 , if we run $\mathscr{A}$ with $m \geqslant \ln \left(\frac{1}{\mu}\right) \frac{1}{2 \delta^{2}}$ samples, then the majority voting strategy allows us to tell whether they are distributed according to $\mathscr{H}_{i_{0}}$ or $\mathscr{H}_{i_{0}+1}$ with probability at least $1-\mu$. In other words, by setting $\mu=2^{-\Theta(n)}$, it is enough to choose $m$ as $\Theta\left(\frac{n}{\delta^{2}}\right)$ to be able to decide if our guess $\widehat{\mathbf{s}}=\mathbf{s} \bmod \mathfrak{p}_{i_{0}+1}$ is correct or not with probability at least $1-2^{-\Theta(n)}$.

Finally, for recovering $\boldsymbol{s} \bmod \mathfrak{p}_{i_{0}+1}$, it suffices to try all the possible guesses $\widehat{\mathbf{s}} \in \mathcal{O}_{K} / \mathfrak{p}_{i_{0}+1}$. Since the size of $\mathcal{O}_{K} / \mathfrak{p}_{i_{0}+1}$ is given by $q^{f \operatorname{deg}(Q)}$, this yields the claimed time complexity.

Step 4: Action of the Galois group. Until Step 3, we are able to recover the secret s modulo one of the factors. In order to recover the full secret, we use the Galois group $G \stackrel{\text { def }}{=} \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$. This last part is crucial for the reduction to work. Recall that $G$ acts transitively on the set of prime ideals above $\mathfrak{p}$, $i . e$. for every $i \neq j$, there exists $\sigma \in G$ such that $\sigma\left(\mathfrak{p}_{i}\right)=\mathfrak{p}_{j}$.

## Lemma 4.41

Fix $\mathbf{s} \in \mathcal{O}_{K} / \mathfrak{p}$. Let $1 \leqslant i \leqslant r$ and let $\mathscr{A}$ be an algorithm running in time $t$, and recovering $\mathbf{s} \bmod \mathfrak{p}_{i}$ by making queries to an oracle for $\mathcal{F}_{\mathbf{s}, \psi}$.
Then there exists an algorithm $\mathscr{B}$ running in time $O(t \times r)$ that recovers the full secret $\mathbf{s}$.

Proof. We build $\mathscr{B}$ as follows: for every factor $\mathfrak{P}_{j}$ of $\mathfrak{P}$, it chooses $\sigma \in \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$ such that $\sigma\left(\mathfrak{P}_{j}\right)=\mathfrak{p}_{i}$. Then, for each sample $(\mathbf{a}, \mathbf{b}) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$, it runs $\mathscr{A}$ on the input $(\sigma(\mathbf{a}), \sigma(\mathbf{b}))$ to recover an element $\mathbf{s}_{j}$ and stores $\sigma^{-1}\left(\mathbf{s}_{j}\right)$.

Note that $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$ keeps the uniform distribution over $\mathcal{O}_{K} / \mathfrak{p}$. In particular, for every sample $(\mathbf{a}, \mathbf{b}) \leftarrow \mathcal{F}_{\mathbf{s}, \psi}$, the corresponding $\sigma(\mathbf{a})$ is also uniformly distributed over $\mathcal{O}_{K} / \mathfrak{p}$. Furthermore, $\mathbf{b}=\mathbf{a s}+\mathbf{e}$ with $\mathbf{e} \leftarrow \psi$. Therefore, $\sigma(\mathbf{b})=\sigma(\mathbf{a}) \sigma(\mathbf{s})+\sigma(\mathbf{e})$. But $\psi$ is Galois invariant by assumption, and hence $\sigma(\mathbf{e})$ is also distributed according to $\psi$. In particular, $(\sigma(\mathbf{a}), \sigma(\mathbf{b}))$ is a valid sample of $\mathcal{F}_{\sigma(\mathbf{s}), \psi}$.

Now, our algorithm $\mathscr{A}$ is able to recover $\mathbf{s}_{j} \stackrel{\text { def }}{=} \sigma(\mathbf{s}) \bmod \mathfrak{P}_{i}$ in time $t$, and

$$
\sigma^{-1}\left(\mathbf{s}_{j}\right)=\sigma^{-1}\left(\sigma(\mathbf{s}) \quad \bmod \mathfrak{P}_{i}\right)=\mathbf{s} \quad \bmod \sigma^{-1}\left(\mathfrak{p}_{i}\right)=\mathbf{s} \quad \bmod \mathfrak{p}_{j} .
$$

Therefore, we are able to recover $\boldsymbol{s} \bmod \mathfrak{p}_{j}$ for any $1 \leqslant j \leqslant r$. To compute the full secret $\boldsymbol{s}$ it remains to use the Chinese Remainder Theorem. The running time of this full procedure is given by a $O(t \times r)$ which concludes the proof.

Combining the steps all together gives the full reduction with the claimed complexity. Indeed, at the end of Step 2, we know that $\mathscr{A}$ distinguishes between $\mathscr{H}_{i_{0}}$ and $\mathscr{H}_{i_{0}+1}$ with advantage

$$
\delta \stackrel{\text { def }}{=} \frac{\varepsilon}{r}=\varepsilon \times \frac{f}{n}
$$

Then, Lemma 4.40 yields an algorithm $\mathscr{B}$ recovering $\mathbf{s} \bmod \mathfrak{P}_{i_{0}+1}$ in time

$$
O\left(q^{f \operatorname{deg}(Q)} \times \frac{n}{\delta^{2}} \times t\right)=O\left(\frac{n^{3}}{f^{2}} \times q^{f \operatorname{deg}(Q)} \times \frac{1}{\varepsilon^{2}} \times t\right)
$$

Finally, Step 4 only adds a factor $r=\frac{n}{f}$ overhead by Lemma 4.41 , which gives the final claimed complexity

$$
O\left(\frac{n^{4}}{f^{3}} \times q^{f \operatorname{deg}(Q)} \times \frac{1}{\varepsilon^{2}} \times t\right)
$$

### 4.4 Instantiations

In this last section, we discuss instantiations of the FF-DP problem, of Theorem 4.30, and their implications for cryptography. Another major application will be presented in Part III of this manuscript.

### 4.4.1 Decoding of Quasi-Cyclic Codes

Let $n$ be an integer, coprime to $q$. Recall from the introductory Examples 4.5 and 4.23 that the cyclic ring

$$
\mathbb{E}_{q}[X] /\left(X^{n}-1\right)=\mathcal{O}_{K} / T \mathcal{O}_{K}
$$

where

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)[X] / X^{n}+T-1
$$

In other words, $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ can be represented as the quotient of a Dedekind domain of Krull dimension 1, which allows to interpret the decoding problem of quasi-cyclic codes, with $\ell$ blocks, as the FF-DP problem with function field $K$ and irreducible modulus $T \in \mathbb{F}_{q}[T]$. For the error distribution, the most usual one which is the uniform distribution over the regular words of weight $\ell t$, i.e. in the language of $\mathrm{FF}-\mathrm{DP}, \psi$ is the uniform distribution over the polynomials in $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ of Hamming weight $t$. This is the error distribution used in BIKE and HQC candidates in the 4th round of the on-ramp NIST competition for encryption schemes. This is not the only possible choice, and many other distributions could be considered. For example, one may consider a Bernoulli distribution over $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)^{[\text {iii] }}$.

It remains to check if the hypothesis of Theorem 4.30 are satisfied. First, notice that $T$ does not ramify in $\mathcal{O}_{K}$. However, the extension $K / \mathbb{F}_{q}(T)$ is not Galois in general. Such extensions are studied through the theory of Kummer extensions, and they will be Galois when $\mathbb{F}_{q}(T)$ contains $n$ distinct roots of 1 . Since they are all algebraic over $\mathbb{F}_{q}$, this means that $\mathbb{F}_{q}$ should contain all the $n$-th roots of unity, i.e. when $n \mid q-1$, which seems fairly restrictive.

One may then wonder if there exists another extension $K^{\prime} / \mathbb{F}_{q}(T)$ which could work. However, the following simple proposition dashes any hope.

[^34]
## Proposition 4.42

Let $n$ be coprime to $q$. There exists a Galois extension $K / \mathbb{F}_{q}(T)$ and an irreducible polynomial $Q \in \mathbb{F}_{q}[T]$ such that

$$
\mathbb{F}_{q}[X] /\left(X^{n}-1\right) \simeq \mathcal{O}_{K} / Q \mathcal{O}_{K}
$$

if and only if $\mathbb{F}_{q}$ contains all $n$-th roots of unity.

Proof.

- When $\mathbb{F}_{q}$ contains all $n$-th roots of unity, the previous discussion shows that

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)[X] / X^{n}+T-1,
$$

is a suitable choice, together with $Q=T$.

- Conversely, let $K$ be such a putative Galois extension and let $\mathfrak{p} \stackrel{\text { def }}{=} Q \mathcal{O}_{K}$. The idea is to look at the factorisation of $\mathfrak{P}$ into prime ideals of $\mathcal{O}_{K}$. Indeed, if $K$ were Galois, then all the inertia degrees and ramification indexes would be equal, and we would have

$$
\mathfrak{P}=\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{r}\right)^{e}
$$

for some integer $e$. This implies that

$$
\mathbb{F}_{q}[X] /\left(X^{n}-1\right)=\mathcal{O}_{K} / Q \mathcal{O}_{K} \simeq \mathcal{O}_{K} / \mathfrak{p}_{1}^{e} \times \cdots \times \mathcal{O}_{K} / \mathfrak{p}_{r}^{e}
$$

Note that $e$ cannot be greater than 1 since $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ does not contain any nilpotent element, and the above isomorphism is a decomposition of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ as a product of fields.

Now, let

$$
X^{n}-1=(X-1) P_{2}(X) \cdots P_{s}(X)
$$

be the factorisation of $X^{n}-1$ into irreducible polynomials of $\mathbb{F}_{q}[X]$. The Chinese Remainder Theorem entails that

$$
\mathbb{F}_{q}[X] /\left(X^{n}-1\right) \simeq \mathbb{F}_{q}[X] / X-1 \times \mathbb{F}_{q}[X] / P_{2}(X) \times \ldots \mathbb{F}_{q}[X] / P_{s}(X)
$$

which is another decomposition of $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ into product of fields. ArtinWedderburn theorem (see [DK12, Theorem 2.5.1]) ensures that those two decompositions are actually equal, up to permutation of the factors. In other words, without loss of generality, we may assume that

$$
\mathcal{O}_{K} / \mathfrak{P}_{i}=\mathbb{F}_{q}[X] / P_{i}(X)=\mathbb{F}_{q^{\operatorname{deg}\left(P_{i}\right)}},
$$

where we set $P_{1}(X) \stackrel{\text { def }}{=} X-1$. On the other hand, let $f_{i} \stackrel{\text { def }}{=} f\left(\mathfrak{p}_{i} / Q\right)$ be the inertia degree of $Q$ at $\mathfrak{P}_{i}$. By definition, we have that

$$
\mathcal{O}_{K} / \mathfrak{p}_{i}=\mathbb{F}_{q^{f_{i} \operatorname{deg}(Q)}}
$$

In particular, this equality for $i=1$ implies that $\operatorname{deg}(Q)=1$. Moreover, if the extension $K / \mathbb{F}_{q}(T)$ is Galois, then all the $f_{i}$ 's are equal to some integer $f$ and the finite fields $\mathbb{F}_{q^{\operatorname{deg}\left(P_{i}\right)}}$ must all be equal to $\mathbb{F}_{q^{f}}$. In particular, the $P_{i}$ are all of the same degree $f$. Since $(X-1)$ is one of them, this means that $f$ must be equal to 1 . In other words, $\mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ can only be realised as the quotient of the ring of integers $\mathcal{O}_{K}$ of some Galois extension $K / \mathbb{F}_{q}(T)$ if $X^{n}-1$ splits into linear factors, i.e. if $\mathbb{F}_{q}$ contains all $n$-th roots of unity.

However, this proposition does not mean that Theorem 4.30 is meaningless. Indeed, consider one example which should work, and set $n \stackrel{\text { def }}{=} q-1$. Indeed, recall by Example 4.18 that

$$
\mathbb{F}_{q}[X] / X^{q-1}-1 \simeq \mathcal{O}_{K} /(T+1) \mathcal{O}_{K}
$$

where

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)\left[\Lambda_{T}\right]=\mathbb{F}_{q}(T)[X] / X^{q-1}+T
$$

is the Carlitz extension with respect to $T$.
Remark 4.43. One could also consider Example 4.23 with $n=q-1$, by noticing that

$$
\mathbb{F}_{q}(T)[X] / X^{q-1}+T-1
$$

is nothing but the Carlitz extension with respect to the polynomial $T-1$.
Therefore, instantiating the FF-DP problem with this function field $K$, irreducible modulus $Q(T) \stackrel{\text { def }}{=} T+1$ and prime ideal $\mathfrak{p} \stackrel{\text { def }}{=}(T+1) \mathcal{O}_{K}$, Theorem 4.30 immediately yields a search-todecision reduction when the error distribution $\psi$ is invariant under the action of $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$. But recall from Theorem 4.14 and Example 4.18 that

$$
\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right) \stackrel{\text { def }}{=}\left(\mathbb{F}_{q}[T] /(T)\right)^{\times}=\mathbb{F}_{q}^{\times},
$$

and an element $b \in \mathbb{F}_{q} \times$ acts on $f(T, X) \in K$ by

$$
b \cdot f(T, X)=f(T,[b](X))=f(T, b X)
$$

This action induces an action of $\mathbb{F}_{q} \times$ on the quotient

$$
\mathcal{O}_{K /(T+1)} \simeq \mathbb{F}_{q}[X] / X^{q-1}-1
$$

by

$$
b \cdot m(X) \stackrel{\text { def }}{=} m(b X)
$$

The remarkable point is that this action does not change the Hamming support of $m$, and in
particular it does not affect its Hamming weight. Therefore, whenever $\psi$ only depends on the support of the error (e.g. the uniform on all polynomials of weight $t$, or a Bernoulli), then it is Galois invariant. Theorem 4.30 translates in this setting into the following theorem:

## Theorem 4.44

Let $\psi$ be a probability distribution over

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] / X^{q-1}-1
$$

invariant by the action of $\mathbb{F}_{q} \times$ (e.g. the uniform distribution over polynomials of fixed Hamming weight, or the $q$-ary Bernoulli). Let $\mathbf{m} \leftarrow \mathcal{R}$ be drawn uniformly at random and consider the following two distributions

- $\mathcal{D}_{0}:\left(\mathbf{a}, \mathbf{y}^{\text {unif }}\right)$ uniformly distributed over $\mathcal{R}^{2}$,
- $\mathcal{D}_{1}:(\mathbf{a}, \mathbf{a} \cdot \mathbf{m}+\mathbf{e})$ where $\mathbf{a} \leftarrow \mathcal{R}$ and $\mathbf{e} \leftarrow \psi$

Assume that there exists an algorithm which distinguish between $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$ in time $t$ with advantage $\varepsilon$.

Then, there exists an algorithm which recovers $\mathbf{m}$ with overwhelming probability (in $q$ ) in time

$$
O\left(q^{5} \times \frac{1}{\varepsilon^{2}} \times t\right)
$$

Remark 4.45. With this reduction in hand, one may wonder how meaningful it is. Indeed, this would not say anything if the search version was easy. In fact, it is still an open problem in coding theory to decode random quasi-cyclic codes, even with this block length q-1. In fact, quasi-cyclic codes are a particular case of so-called quasi-group codes, which will be introduced in Chapter 7 (Definition 7.7). Finding efficient decoding algorithms for those algebraically structured codes is still an open question after more than 50 years of research, and is even listed as one of the main open questions in algebraic coding theory in the recent Encyclopedia of Coding Theory [Wil21, Problem 16.10.5]. This fact will motivate the introduction of the more general Quasi-Abelian Decoding Problem in Chapter 7 (Problem 7.20).

Remark 4.46. The search to decision reduction given via FF-DP can actually be understood directly with the ring

$$
\mathbb{F}_{q}[X] / X^{q-1}-1 \simeq \prod_{a \in \mathbb{F}_{q}^{\times}} \mathbb{F}_{q}[X] /(X-a)
$$

Indeed, it is clear that the action $b \cdot m(X) \stackrel{\text { def }}{=} m(b X)$ actually maps the factor $\mathbb{F}_{q}[X] / X-a$ onto $\mathbb{F}_{q}[X] / X-b^{-1} a$. However, without the Carlitz interpretation this action seems completely unnatural.

Note that the proof of this theorem actually necessitates quite a lot of samples. In other words, the code which we decode has a rate which tends to 0 , i.e. this theorem is more in the LPN regime. This motivates the introduction of structured variants of the LPN problem.

### 4.4.2 The Ring-LPN problem

Similarly to the LWE problem, structured variants of LPN have been defined ([HKLP+12; DP12]), and they are related to the decoding problem of structured codes. Some instantiations have been proven to be insecure ([BL12]). Nonetheless, such structured variants have regained interest recently due to their applications to secure multiparty computation [BCGI+20b]. In particular, in Chapter 7, we investigate a large family of instantiations, based on the decoding of codes over group algebras.

## Definition 4.47 (Ring-LPN distribution)

Fix a positive integer $r$, a public polynomial $P(X) \in \mathbb{F}_{q}[X]$ of degree $r$ and let $\mathbf{s} \in \mathcal{R} \stackrel{\text { def }}{=}$ $\mathbb{F}_{q}[X] /(P(X))$ be a uniformly distributed polynomial. Let $\psi$ be a probability distribution over the ring $\mathcal{R}$. A sample ( $\mathbf{a}, \mathbf{b}$ ) is distributed according to the Ring-LPN distribution with secret $\mathbf{s}$ if

- $\mathbf{a} \leftarrow \mathcal{R}$ is drawn uniformly at random;
- $\mathbf{b} \stackrel{\text { def }}{=} \mathbf{a s}+\mathbf{e}$ where $\mathbf{e} \leftarrow \psi$

A sample drawn according to this distribution will be denoted (a,as+e) $\leftarrow \mathscr{D}_{\mathbf{s}, \psi}^{\mathrm{RLPN}}$.

When $P(X) \stackrel{\text { def }}{=} X^{r}-1$ and $\psi$ is the uniform distribution over polynomials of Hamming weight $t$, this is exactly the decisional QC-DP distribution. In the literature, other noise distributions $\psi$ have been considered. The most common other one is the Bernoulli distribution with respect to an $\mathbb{F}_{q}$ basis of $\mathcal{R}$, e.g. the canonical monomial basis $\left(X^{i}\right)_{0 \leqslant i \leqslant r-1}$. Other basis are discussed below.

This distribution leads to a search and a decisional version of the so-called Ring-LPN problem

## Problem 4.48 (Search Ring-LPN)

Let $P \in \mathbb{F}_{q}[X]$ be a degree $r$ polynomial, and let $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /(P(X))$. Let $\psi$ be a probability distribution over $\mathcal{R}$ and let $\mathbf{y}^{(1)}, \ldots, \mathbf{y}^{(\ell)}$ be of the form

$$
\mathbf{y}_{i} \stackrel{\text { def }}{=} \mathbf{a}^{(i)} \mathbf{m}+\mathbf{e}^{(i)} \in \mathcal{R}
$$

for some fixed $\mathbf{m} \in \mathcal{R}$, where $\mathbf{a}^{(i)} \leftarrow \mathcal{R}$ is uniformly distributed, and $\mathbf{e}^{(i)} \leftarrow \psi$.
Given the $\ell$ samples $\left(\mathbf{a}^{(i)}, \mathbf{y}^{(i)}\right)$, the goal is to recover $\mathbf{m}$.

## Problem 4.49 (Decisional Ring-LPN)

Let $\mathcal{R}$ and $\psi$ be defined as in the previous definition. Let $\mathbf{m}$ be drawn uniformly at random in $\mathcal{R}$ and consider the following two distributions

- $\mathcal{D}_{0}:\left(\mathbf{a}, \mathbf{y}^{\text {unif }}\right)$ uniformly distributed over $\mathcal{R}^{2}$,
- $\mathcal{D}_{1}:(\mathbf{a}, \mathbf{a} \cdot \mathbf{m}+\mathbf{e})$ where $\mathbf{a} \leftarrow \mathcal{R}$, and $\mathbf{e} \leftarrow \psi$, i.e. the $\mathscr{D}_{\mathbf{m}, \psi}^{\mathrm{RLPN}}$ distribution.

Given oracle access to distribution $\mathcal{D}_{b}$ where $b \leftarrow\{0,1\}$, the goal is to recover $b$.

Remark 4.50. Obviously, the problem of distinguishing samples from $\mathscr{D}_{\mathbf{m}, \psi}^{\mathrm{RLPN}}$ should be related to the decisional version of the decoding problem of structured codes whose basis is block-wise defined as

$$
\left(\begin{array}{lll}
\mathbf{A}_{1} & \cdots & \mathbf{A}_{m}
\end{array}\right)
$$

where, for any $i \in\{1, \ldots, n\}$, the matrix $\mathbf{A}_{i}$ represents (in the canonical basis) the multiplication by some random element $\mathbf{a}_{i} \in \mathbb{F}_{q}[X] /(P(X))$.

### 4.4.3 Application of FF-DP to Ring-LPN

### 4.4.3.1 When the polynomial $P(X)$ splits totally in $\mathbb{F}_{q}$

When the polynomial $P(X) \stackrel{\text { def }}{=} X^{q-1}-1=\prod_{a \in \mathbb{F}_{q} \times}(X-a)$, Theorem 4.44 already gives an application of FF-DP. The key point is that the roots of $P$ are exactly the elements of $\mathbb{F}_{q} \times$ which identifies as the Galois group of a Carlitz extension. In reality, this can be generalised to the case where the roots form a strict subgroup $H$ of $\mathbb{F}_{q} \times$, or even a coset of said $H$.

## Theorem 4.51

Let $H$ be a subgroup of $\mathbb{F}_{q}^{\times}$and let $P(X) \stackrel{\text { def }}{=} \prod_{a \in H}(X-a)$. Then, there exists a Galois function field $L / \mathbb{F}_{q}(T)$, with ring of integers $\mathcal{O}_{L}$ and field of constants $\mathbb{F}_{q}$, such that $H=$ $\operatorname{Gal}\left(L / \mathbb{F}_{q}(T)\right)$ and

$$
\mathcal{O}_{L} /(T+1) \mathcal{O}_{L} \simeq \mathbb{F}_{q}[X] /(P(X))
$$

Moreover, the action of $H$ keeps invariant the Hamming supports.

Proof. Let $K \stackrel{\text { def }}{=} K_{T}$ be the Carlitz extension with respect to the $T$ torsion, i.e.

$$
K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)\left[\Lambda_{T}\right]=\mathbb{F}_{q}(T)[X] / X^{q-1}+T .
$$

Since $G \stackrel{\text { def }}{=} \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)=\mathbb{F}_{q}^{\times}$is cyclic, it has a unique subgroup $N$ of cardinality $\frac{q-1}{|H|}$. Let $L \stackrel{\text { def }}{=} K^{N}$ be the fixed field of $N$. Since $G$ is abelian, $N$ is normal and therefore the extension $L / \mathbb{F}_{q}(T)$ is Galois, of Galois group $G / N$. Using again the cyclicity of $G$, this group identifies as $H$. In particular, $L$ is an extension of degree $|H|$. It holds that its ring of integers $\mathcal{O}_{L}$ is exactly $\mathcal{O}_{K}^{N}$ the elements of $\mathcal{O}_{K}$ fixed by $N$, and since $(T+1)$ totally splits in $\mathcal{O}_{K}$, it also splits totally
in $\mathcal{O}_{L}$ and we have

It is readily verified that the action of $H \stackrel{\text { def }}{=} \operatorname{Gal}\left(L / \mathbb{F}_{q}(T)\right)$ only permutes the factors, but keeps the supports invariant.

Therefore, this is possible to instantiate FF-DP with this function field $L$ to yield a theorem analogous to Theorem 4.44.

Remark 4.52. When the roots of $P(X)$ do not form a subgroup of $G$, but rather a coset $b H$ instead, i.e.

$$
P(X)=\prod_{\alpha \in b H}(X-\alpha)
$$

then it suffices to perform a translation by b prior: $X \mapsto b X$ also keeps all the distributions invariant (including the uniform), and $\mathbb{F}_{q}[X] /(P(X))$ is mapped onto $\mathbb{F}_{q}[X] /(\pi(X))$ where

$$
\pi(X) \stackrel{\text { def }}{=} \prod_{\alpha \in H}(X-\alpha)
$$

which yields the desired result by seeing the action of $H$ as arising from a Galois action.

### 4.4.3.2 When $P$ splits into irreducible polynomials with the same degree

As already noticed, if it is possible to interpret Ring-LPN as a particular case of FF-DP, all the instantiations do not necessarily fit into the framework developed in this Chapter for the search-to-decision reduction. In particular, not all rings can arise from a Galois function field. A necessary condition is that all the inertia degree should be equal, i.e. the ring $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /(P(X))$ should be a direct product of identical finite fields. In other words, it is necessary that $P$ factorises as a product of irreducible polynomials with the same degree. In fact, this condition is sufficient. Over small fields, and in particular for $q=2$, this is particularly interesting since asking for $P$ to split completely is very restrictive.

For example, the instantiation of Ring-LPN over $\mathbb{F}_{2}$ has been considered in $[H K L P+12]$ to design an authentication protocol named LAPIN. In this setting, the polynomial $P$ splits into a product of $m$ distinct irreducible polynomials

$$
P(X)=P_{1}(X) \cdots P_{m}(X)
$$

Assume that all the $P_{i}$ 's have the same degree, denoted by $f$. Therefore,

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{2}[X] / P(X) \simeq \mathbb{F}_{2 f} \times \cdots \times \mathbb{F}_{2 f}
$$

is a product of $m$ copies of $\mathbb{F}_{2} f$.
Now, consider a function field $K$ which is a Galois extension of $\mathbb{F}_{2}(T)$ with Galois group $G$ and denote by $\mathcal{O}_{K}$ its ring of integers. Suppose that the ideal $(T)$ of $\mathbb{F}_{2}[T]$ is unramified in $\mathcal{O}_{K}$, with inertia degree $f$. Then $T \mathcal{O}_{K}$ splits into a product of prime ideals:

$$
T \mathcal{O}_{K}=\mathfrak{p}_{1} \cdots \mathfrak{p}_{m} \quad \text { and } \quad \mathcal{O}_{K} / T \mathcal{O}_{K} \simeq \prod_{i=1}^{m} \mathcal{O}_{K} / \mathfrak{p}_{i}
$$

where, here again, the right-hand side is a product of $m$ copies of $\mathbb{F}_{2 f}$.
Next, the idea is now to apply Theorem 4.30 in this setting. However, there is here a difficulty since for our search-to-decision reduction to hold, the noise should arise from a Galois invariant distribution. Thus, if we want the noise distribution to be Galois invariant we need to have a Galois invariant $\mathbb{F}_{2}$-basis of the algebra $\mathcal{O}_{K} / T \mathcal{O}_{K}$. One may wonder if such a basis even exists in general, and indeed it does. This can be deduced from a theorem of Noether asserting the existence of local normal integral bases at non ramified places [Noe32; Cha96]. However, here we give a constructive proof. Since this result also holds for larger finite fields, from now on, the underlying field is not supposed to be $\mathbb{F}_{2}$ anymore.

## Proposition 4.53

Let $K / \mathbb{F}_{q}(T)$ be a Galois function field, with ring of integers $\mathcal{O}_{K}$. Let $Q \in \mathbb{F}_{q}[T]$ be an irreducible polynomial of degree 1 , unramified in $\mathcal{O}_{K}$, and with inertia degree $f$. Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{m}$ be the prime ideals above $Q$.
Then $G \stackrel{\text { def }}{=} \operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right)$ acts on the $|G|$-dimensional algebra $\mathcal{O}_{K} / Q \mathcal{O}_{K}$ and we can construct an element $\mathbf{x}$ such that $(\sigma(\mathbf{x}))_{\sigma \in G}$ forms an $\mathbb{F}_{q}$-basis of $\mathcal{O}_{K} / Q \mathcal{O}_{K}$.

Proof. By definition,

$$
\mathcal{O}_{K} / \mathfrak{p}_{1} \simeq \mathbb{F}_{q^{f}} .
$$

Denote by $D_{\mathfrak{P}_{1} / Q}$ the decomposition group of $\mathfrak{P}_{1}$ above $Q$. Recall from Section 4.2.2.3, and more precisely from Equation (4.4), that

$$
D_{\mathfrak{P}_{1} / Q} \simeq \operatorname{Gal}\left(\mathbb{F}_{q} / / \mathbb{F}_{q}\right),
$$

This entails in particular that $\left|D_{P}\right|=f$.
According to the Chinese Remainder Theorem,

$$
\mathcal{O}_{K / Q \mathcal{O}_{K}} \simeq \mathcal{O}_{K} / \mathfrak{p}_{1} \times \cdots \times \mathcal{O}_{K} / \mathfrak{p}_{m}
$$

Next, from the Normal Basis Theorem for finite fields (see for instance [LN97, Thm. 2.35]), there exists $\mathbf{a} \in \mathcal{O}_{K} / \mathfrak{p}_{1}$ such that $(\sigma(\mathbf{a}))_{\sigma \in D_{\mathfrak{P}_{1} / Q}}$ is an $\mathbb{F}_{q}-$ basis of $\mathcal{O}_{K} / \mathfrak{p}_{1}$. Now, let

$$
\mathbf{b} \stackrel{\text { def }}{=}(\mathbf{a}, 0, \ldots, 0) \in \prod_{i=1}^{m} \mathcal{O}_{K} / \mathfrak{p}_{\mathrm{i}} \simeq \mathcal{O}_{K} / Q \mathcal{O}_{K} .
$$

We claim that $(\sigma(\mathbf{b}))_{\sigma \in G}$ is an $\mathbb{F}_{q}$-basis of $\mathcal{O}_{K} / Q \mathcal{O}_{K}$. Indeed, denote by $V$ the $\mathbb{F}_{q}$-span of $\{\sigma(\mathbf{b}) \mid \sigma \in G\}$ and suppose that $V$ is a proper subspace of $\mathcal{O}_{K} / Q \mathcal{O}_{K}$. Then, there exists $i_{0} \in\{1, \ldots, m\}$ such that

$$
V \cap \mathcal{O}_{K} / \mathfrak{p}_{i_{0}} \mp \mathcal{O}_{K} / \mathfrak{p}_{i_{0}}
$$

where we denote by $\mathcal{O}_{K} / \mathfrak{p}_{i_{0}}$ the subspace $\{0\} \times \cdots \times\{0\} \times \mathcal{O}_{K} / \mathfrak{p}_{i_{0}} \times\{0\} \times \cdots \times\{0\}$ of
$\Pi_{j} \mathcal{O}_{K} / \mathfrak{p}_{j}$. In particular,

$$
\operatorname{dim}_{\mathbb{F}_{q}}\left(V \cap \mathcal{O}_{K} / \mathfrak{p}_{i_{0}}\right)<f
$$

Since $G$ acts transitively on the $\mathfrak{p}_{j}$ 's, there exists $\sigma_{0} \in G$ such that $\sigma_{0}\left(\mathfrak{p}_{1}\right)=\mathfrak{p}_{i_{0}}$. By definition, we have

$$
\mathbf{b} \in V \cap \mathcal{O}_{K / \mathfrak{p}_{1}}
$$

therefore

$$
\sigma_{0}(\mathbf{b}) \in V \cap \mathcal{O}_{K} / \mathfrak{p}_{i_{0}}
$$

and so does $\left(\sigma \sigma_{0}\right)(\mathbf{b})$ for any $\sigma \in D_{\mathfrak{P}_{i_{0}} / Q}$. Since

$$
\left|D_{\mathfrak{P}_{i_{0}} / Q}\right|=f>\operatorname{dim}_{\mathbb{F}_{q}}\left(V \cap \mathcal{O}_{K / \mathfrak{p}_{i_{0}}}\right),
$$

there exist nonzero elements $\left(\lambda_{\sigma}\right)_{\sigma \in D_{\mathfrak{p}_{i_{0}}} / Q} \in \mathbb{F}_{q}^{f}$ such that

$$
\begin{equation*}
\sum_{\sigma \in D_{\mathfrak{P}_{i_{0}}} / Q} \lambda_{\sigma} \cdot\left(\sigma \sigma_{0}\right)(\mathbf{b})=0 . \tag{4.6}
\end{equation*}
$$

Applying $\sigma_{0}^{-1}$ to (4.6), we get

$$
\sum_{\sigma \in D_{\mathfrak{p}_{0}} / Q} \lambda_{\sigma} \cdot\left(\sigma_{0}^{-1} \sigma \sigma_{0}\right)(\mathbf{b})=0 .
$$

By Equation (4.3), we have $\sigma_{0}^{-1} D_{\mathfrak{p}_{0} / Q} \sigma_{0}=D_{\mathfrak{p}_{1} / Q}$ and the above sum is exactly

$$
\sum_{\sigma \in D_{\mathfrak{p}_{1} / Q}} \lambda_{\sigma} \cdot \sigma(\mathbf{b})=0 \in \mathcal{O}_{K} / \mathfrak{p}_{1}
$$

Since by construction $(\sigma(\mathbf{b}))_{\sigma \in D_{\mathfrak{p}_{1} / Q}}$ form a basis of $\mathcal{O}_{K} / \mathfrak{p}_{1}$, we deduce that the $\lambda_{\sigma}$ 's are all zero. A contradiction.

The previous proposition asserts the existence of a normal $\mathbb{F}_{q}$-basis of the space $\mathcal{O}_{K} / Q \mathcal{O}_{K}$, i.e. a Galois invariant basis. For any such basis, $\left(\mathbf{b}_{\sigma}\right)_{\sigma \in G}$ one can define a Galois noise distribution by sampling linear combinations of elements of this basis whose coefficients are independent Bernoulli random variables. This Ring-LPN distribution is hence defined as pairs $(\mathbf{a}, \mathbf{b}) \in$ $\mathcal{O}_{K} / Q \mathcal{O}_{K} \times \mathcal{O}_{K} / Q \mathcal{O}_{K}$ such that $\mathbf{a}$ is drawn uniformly at random and $\mathbf{b}=\mathbf{a s}+\mathbf{e}$ where $\mathbf{e}$ is a noise term drawn from the previously described distribution.

## Definition 4.54 (Galois modulus)

Let $r$ and $f$ be positive integers. A polynomial $P(X) \in \mathbb{F}_{q}[X]$ of degree $r$ is called a Galois modulus of inertia $f$ if there exists a Galois function field $K / \mathbb{F}_{q}(T)$ and an unramified polynomial $Q(T) \in \mathbb{F}_{q}[T]$ of degree one such that

$$
\mathbb{F}_{q}[X] /(P(X)) \simeq \mathcal{O}_{K} / Q \mathcal{O}_{K}
$$

and the ideal $Q \mathcal{O}_{K}$ has inertia degree $f$.
In particular, $P$ factorises in $\mathbb{F}_{q}[X]$ as a product of distinct irreducible polynomials of same degree $f$.

Carlitz extensions permit to easily exhibit many Galois moduli of given inertia $f$. Indeed, let $M(T) \in \mathbb{F}_{q}[T]$ be any divisor of $T^{f}-1$ which vanishes at least at one primitive $f$-th root of unity, and let $K_{M}$ be the Carlitz extension with respect to the $M$-torsion. Set

$$
r \stackrel{\text { def }}{=} \frac{\left[K_{M}: \mathbb{F}_{q}(T)\right]}{f}=\frac{\left|\left(\mathbb{F}_{q}[X] /(M(X))\right)^{\times}\right|}{f}
$$

Then, any polynomial $P(X) \in \mathbb{F}_{q}[X]$ which is a product of $r$ distinct irreducible polynomials of degree $f$ is a Galois modulus. Indeed, since the multiplicative order of $T$ modulo $M(T)$ is $f$, Theorem 4.19 entails that $(T)$ does not ramify and has inertia degree $f$. In particular,

$$
\mathcal{O}_{K_{M} / T \mathcal{O}_{K_{M}}} \simeq \underbrace{\mathbb{F}_{q f} \times \cdots \times \mathbb{F}_{q^{f}}}_{r \text { copies }} \simeq \mathbb{F}_{q}[X] /(P(X))
$$

Example 4.55. The polynomial $P(X) \stackrel{\text { def }}{=} X^{63}+X^{7}+1 \in \mathbb{F}_{2}[X]$ is a Galois modulus of inertia 9 . First, note that

$$
\begin{aligned}
P(X)= & \left(X^{9}+X^{5}+X^{4}+X+1\right)\left(X^{9}+X^{6}+X^{5}+X^{2}+1\right)\left(X^{9}+X^{6}+X^{5}+X^{4}+X^{3}+X^{2}+1\right) \\
& \left(X^{9}+X^{7}+X^{4}+X^{2}+1\right)\left(X^{9}+X^{7}+X^{5}+X+1\right)\left(X^{9}+X^{7}+X^{6}+X^{3}+X^{2}+X+1\right) \\
& \left(X^{9}+X^{7}+X^{6}+X^{4}+X^{3}+X+1\right) .
\end{aligned}
$$

Now, let $M(T) \stackrel{\text { def }}{=} T^{6}+T^{3}+1$ and consider $K_{M}$ the Carlitz extension of $M$-torsion with ring of integers $\mathcal{O}_{K_{M}}$. Then

$$
T^{9} \equiv 1 \quad \bmod M
$$

and 9 is the smallest integer that has this property. By Theorem 4.19, the ideal $T \mathcal{O}_{M}$ splits into $\frac{63}{9}=7$ ideals $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{7}$ and has inertia 9 . Hence,

$$
\mathbb{F}_{2}[X] /(P(X)) \simeq \mathcal{O}_{K_{M}} /\left(T \mathcal{O}_{K_{M}}\right)
$$

Remark 4.56. The polynomial $P(X)$ of Example 4.55 is also lightness-preserving in the sense of [DP12, Def 2.22] which can be used to instantiate Ring-LPN.

From now on, let $P(X)$ be a Galois modulus of degree $r$ and inertia $f$, and let $\mathscr{B} \stackrel{\text { def }}{=}$ $(\sigma(\mathbf{c}))_{\sigma \in G_{P}}$ denote a normal basis, where $G_{P}$ is the Galois group of the related function field. Its existence is ensured by Proposition 4.53 , but $\mathscr{B}$ need not be exactly the normal basis constructed in the proof. This is discussed further, after the statement of Theorem 4.58.

## Definition 4.57 (Normal Ring-LPN distributionl)

A sample ( $\mathbf{a}, \mathbf{b}$ ) is distributed according to the Normal Ring-LPN distribution relatively to basis $\mathscr{B}$, with secret $\mathbf{s}$ if

- a is drawn uniformly at random over $\mathbb{F}_{q}[X] /(P(X))$;
- $\mathbf{b} \stackrel{\text { def }}{=} \mathbf{a s}+\mathbf{e}$, where $\mathbf{e}(X) \stackrel{\text { def }}{=} \sum_{\sigma \in G_{P}} e_{\sigma} \sigma(\mathbf{c})(X) \in \mathbb{F}_{q}[X] /(P(X))$ has coefficients $e_{i}$ 's which are independent $q$-ary Bernoulli random variables with parameter $p$.

All the formalism developed in this Chapter allows to give the following theorem:

## Theorem 4.58

The decision Ring-LPN is equivalent to its search version for the normal Ring-LPN distribution.

However, in order for this theorem to be meaningful, the search version needs to remain hard. It should be emphasised that the Galois invariant basis constructed in the proof of Proposition 4.53 yields a noise which is partially cancelled when applying the projection

$$
\mathcal{O}_{K} / Q \mathcal{O}_{K} \rightarrow \mathcal{O}_{K} / \mathfrak{p}_{i}
$$

This is an example of folding attacks as discussed in Section 1.3.4.2, as well as with more details in Section 7.3.3.5. Therefore, this choice of normal basis might yield insecure instances. On the other hand, Proposition 4.53 is only an existence result and actually, it turns out that a random element of $\mathcal{O}_{K} / Q \mathcal{O}_{K}$ generates a normal basis with a high probability. Indeed, the existence of such a normal basis can be reformulated as $\mathcal{O}_{K} / Q \mathcal{O}_{K}$ being a free $\mathbb{F}_{q}[G]$-module of rank 1 , where $\mathbb{F}_{q}[G]$ is the group algebra of $G$ with coefficients in $\mathbb{F}_{q}$ (group algebras will play an important role in Chapter 7. See Section 7.2.1 for a precise definition). An element $\mathbf{a} \in \mathcal{O}_{K} / Q \mathcal{O}_{K}$ generates a normal basis if and only if

$$
\mathcal{O}_{K} / q \mathcal{O}_{K} \simeq \mathbb{F}_{q}[G] \cdot a
$$

as $\mathbb{F}_{q}[G]$-module. Now, any other element of $\mathbb{F}_{q}[G]^{\times} \mathbf{a}$ is also a generator of a normal basis. Consequently, the probability that a uniformly random element of $\mathcal{O}_{K} / Q \mathcal{O}_{K}$ is a generator of a normal basis is

$$
\frac{\left|\mathbb{F}_{q}[G] \times\right|}{\left|\mathbb{F}_{q}[G]\right|} .
$$

For instance, consider the case of a cyclic group of order $N$ prime to $q$, i.e.

$$
G \stackrel{\text { def } \mathbb{Z}}{=} / N \mathbb{Z} .
$$

Then $X^{N}-1$ splits into a product of distinct irreducible factors $u_{1} \cdots u_{r}$ and

$$
\mathbb{F}_{q}[G] \simeq \mathbb{F}_{q}[X] /\left(X^{N}-1\right) \simeq \prod_{i} \mathbb{F}_{q}[X] /\left(u_{i}(X)\right)
$$

In this context, the probability that a uniformly random element of $\mathcal{O}_{K} / Q \mathcal{O}_{K}$ generates a normal basis is

$$
\frac{\prod_{i=1}^{r}\left(q^{\operatorname{deg} u_{i}}-1\right)}{q^{N}} .
$$

This is a starting point for the structured variants which will be considered in Chapter 7 with applications to secure multiparty computation.

## Taking More Advice from Lattice-Based Cryptography: The OCP Framework

Contribution of this thesis. We have already seen so far, code-based cryptography appears to lag behind lattice-based cryptography in terms of theoretical reductions, especially regarding problems involving structured codes. In Chapter 4, we began to reduce this gap by adapting a reduction technique from the world of structured lattices which involves number fields, to that of structured codes, by means of function fields. However, not all the lattice-based reductions have been explored, and the most recent one involve the so-called OHCP technique.

In this new Chapter based on [BCD23], we revisit OHCP in the context of code-based cryptography, to provide the first direct worst-case to average-case, search-to-decision reduction for the Decoding Problem. Finally, we discuss potential applications to structured variants.
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### 5.1 Motivations

Chapter 4 showed that the approach used in lattice-based cryptography in the past fifteen years is actually very general and may be adapted to other metrics, especially the Hamming metric.

However, similarly to what happens with lattices, the function field approach introduced in the previous chapter is still frustrating for at least two reasons: first, the reduction is more suitable in an LPN regime, where the rate of the underlying code is very low, or equivalently when the algorithms solving either the search or the decisional version are allowed to query a lot of samples. In particular, in the reduction for FF-DP, if $\varepsilon$ is the advantage of the algorithm solving the decisional problem, we need at least $1 / \varepsilon^{2}$ samples in the search version in order to succeed with a good enough probability. Second, and maybe the most important one, the arithmetic conditions in Theorem 4.30 make the reduction useless for the codes used in actual code-based cryptosystems such as BIKE or HQC. Indeed, those schemes consider quasi-cyclic codes of block length $n$ such that 2 is primitive modulo $n$, or equivalently such that $X^{n}-1$ has only two factors in $\mathbb{F}_{2}[X]$ : The trivial $(X-1)$ and $\left(X^{n-1}+\cdots+1\right)$. In particular, even if the ring $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ can be seen as a quotient of the ring of integers $\mathcal{O}_{K}$ of some function field $K$ by some ideal $\mathfrak{p} \subset \mathbb{F}_{2}[T]$ as shows in Example 4.5, the extension $K / \mathbb{F}_{2}(T)$ cannot be Galois since the primes above $\mathfrak{p}$ do not have the same inertia degrees. Note that this is not inherent to the design of the scheme, but it was the choice made by the authors of those cryptosystems, probably in order to limit the power of an attacker who may be tempted to use so-called folding attacks to reduce the problem modulo one of the factors.

Remark 5.1. In Chapter 7 we give another application of the framework developed in Chapter 4 for another kind of structured codes, namely quasi-abelian codes. They are used in order to build programmable Pseudorandom Correlation Generators, an important tool for modern secure multiparty computation. In Section 7.3.3.5 we also discuss more in-depth those folding attacks in this general setting.

Nevertheless, this limitation of arithmetic nature is not quite satisfying and it would be better if we could remove it. It turns out that for lattice-based cryptography, up until recently, the known reductions faced similar difficulties. However, in the breakthrough paper [PRS17], Peikert, Regev and Stephens-Davidowitz introduced a powerful tool for reductions called the OHCP framework (for Oracle with Hidden Center Problem), and which is now the modern way of dealing with reductions in lattice based-cryptography, especially in the context of structured lattices (e.g. module-lattices). Since then, it has been used in many reductions [RSW18; BJRW20b; PS21b] to name a few.

Yet, no matter how general it is, this OHCP technique seems to be inherent to the euclidean metric at first glance, it does not seem clear how one can extend it to other metrics, even less for the Hamming metric.

Motivated by the similarity between codes and lattices, we revisit in this chapter this OHCP technique and adapt it for use in the Hamming metric. More precisely, we extract the very substance of this tool which actually lie in a technical subproblem called the Oracle Comparison Problem (OCP), where one has access to two oracles $\mathcal{O}_{0}$ and $\mathcal{O}_{1}$ whose acceptance probability on some input $x$ are a shift of one another: if $f_{i}(x) \stackrel{\text { def }}{=} \mathbb{P}\left(\mathcal{O}_{i}\right.$ accepts on input $\left.x\right)$, then $f_{1}(x)=$ $f_{0}(x+$ some additive shift $)$; and the goal is to detect which one is in advance. In reality, this innocent looking problem is the core of the OHCP technique. Indeed, the reduction of [PRS17] is constituted by two parts: an inner algorithm solving the above OCP problem, and an outer algorithm using this OCP to build the actual reduction. It is often the outer algorithm which is called OHCP. The idea is that we can use an algorithm distinguishing between the LWE and uniform distributions to build a new oracle whose acceptance probability on some input $\mathbf{x}$ depends only on the distance between $\mathbf{x}$ and the secret error term $\mathbf{e}$ in a given LWE sample $(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+\mathbf{e})$ (which can be a plain LWE sample, or a structured variant), hence the name Hidden Center. The outer algorithm then uses a solver OCP in order to cleverly change $\mathbf{x}$ so that it converges towards e.

For adapting this technique to the Hamming metric, we introduce a different outer algorithm which we call the Oracle with Hidden Support Problem (OHSP), and which will be able to recover the Support of the error $\mathbf{t}$ in a given instance of the Decoding Problem ( $\mathbf{G}, \mathbf{m} \cdot \mathbf{G}+\mathbf{t}$ ), by making use of a solver for OCP. Since in the Hamming metric the support determines the error term, our outer algorithm is therefore able to recover $\mathbf{t}$, i.e. to decode the noisy codeword, given only an adversary against the decisional decoding problem.


Figure 5.1: Relationships between OCP, OHCP and OHSP.
Contrary to previous reduction techniques used in the coding theoretic setting such as [FS96] which uses the Goldreich-Levin theorem (see Section 1.2.3), OCP-based techniques are typically suited for worst-case to average-case reductions. Indeed, starting from a fixed, given instance of the decoding problem, the first step of every OCP-based reduction is to somehow randomise the instance. In particular, with this technique, we get the first direct reduction from a worst-case search decoding problem where the input instance is fixed, to an average-case decisional decoding problem, where the input is a random code. Informally, the reduction we obtain can be stated as follows (for binary codes):

## Theorem 5.2 (Informal)

Let $n, k, t \in \mathbb{N}$ and let $D<1 / 2$ be such that

$$
\frac{k}{n}=\frac{1}{n^{D}} \text { and } \frac{t}{n}=\frac{\log (n)^{2}}{n^{1-D}}
$$

Suppose that there exists an algorithm which distinguishes with polynomial advantage between $(\mathbf{A}, \mathbf{s} \mathbf{A}+\mathbf{e})$ and $(\mathbf{A}, \mathbf{y})$ where $\mathbf{A}$ is a random binary $k \times n$ matrix, $\mathbf{y}$ is a random binary vector of length $n$ and $\mathbf{e}$ is a random binary vector of Hamming weight

$$
\frac{n}{2}\left(1-\frac{1}{n^{D(1+o(1))}}\right)
$$

Then there exists an algorithm which solves the worst-case decoding problem for input codes of length $n$, dimension $k$ and decoding distance $t$.

There is a little caveat though. Indeed, the reduction crucially relies on a technical tool called
the smoothing parameter, which has widely been used in lattice-based cryptography for years. Basically, it quantifies the level of noise needed so that a syndrome $\mathbf{H e}^{\top}$ of a fixed code with parity check matrix $\mathbf{H}$ is statistically close to the uniform distribution. Note that on average, i.e. when the matrix $\mathbf{H}$ is uniformly random, such a result is given by the so-called left-over hash lemma (see for instance [Deb23, Section 2.5]). There is a caveat though here. Indeed, in the code-based setting, such smoothing bounds have only been obtained for balanced binary codes, i.e. for codes which do not have codewords of too small weight, neither of too large weight, while when working on average, we can obtain similar bounds without that hypothesis ${ }^{[\mathrm{i}]}$.

In this chapter, we also discuss an average-case to average-case reduction, which does not make use of those smoothing bounds, but obtain similar code-rate and noise-level. It has to be noted that the parameter of the reduction are worse than that of previous average-case to average-case reductions since OCP is typically made to handle the worst-case.

Finally, we come back to our initial goal of handling structured codes, as it has been done for structured lattices. If this technique does not suffice in the coding theoretic setting, in this chapter we identify what is left to be done.

### 5.2 OCP-based search-to-decision reductions

Notations. In this Chapter, we will write $X \leftarrow \operatorname{Ber}(\omega)$ for a real parameter $\omega \in \mathbb{R}_{+}$, when $X$ is a (binary) Bernoulli random variable such that

$$
\mathbb{P}(X=1)=\frac{1}{2}\left(1-2^{-\omega}\right)
$$

The parameter $\omega$ is also called the log-bias of $X$. The rationale behind this notation is two-fold: first, we will need to focus our attention at large noise-rate, namely at the neighbourhood of $1 / 2$. This corresponds to $\omega \rightarrow \infty$. But it has another advantage: it is readily seen that when $X \leftarrow \operatorname{Ber}\left(\omega_{1}\right)$ and $Y \leftarrow \operatorname{Ber}\left(\omega_{2}\right)$ are two independent Bernoulli random variables, then

$$
X+Y \leftarrow \operatorname{Ber}\left(\omega_{1}+\omega_{2}\right), \quad\left(\text { where the sum is done in } \mathbb{F}_{2}\right)
$$

As usual, if $N$ is some positive integer, we denote by $\operatorname{Ber}(\omega)^{\otimes N}$ the probability distribution which outputs vectors of length $N$ whose entries are independent and identically distributed according to $\operatorname{Ber}(\omega)$. In particular, if $\mathbf{x} \leftarrow \operatorname{Ber}(\omega)^{\otimes N}$, then $|\mathbf{x}|$ is concentrated around its expected value and

$$
|\mathbf{x}| \approx \mathbb{E}(|\mathbf{x}|)=\frac{N}{2}\left(1-2^{-\omega}\right) .
$$

### 5.2.1 A high level intuition

Let $\mathcal{A}$ be an algorithm running in time $T$ which can distinguish noisy codewords at some targeted Hamming distance, from uniform random vectors of the ambient space. $\mathcal{A}$ takes as input a pair $(\mathbf{A}, \mathbf{y})$ where $\mathbf{A} \leftarrow \mathbb{F}_{2}^{k \times N}$ is a uniformly random binary matrix, and $\mathbf{y} \in \mathbb{F}_{2}^{N}$ is distributed according to some distribution $\mathcal{D}$, and has to output

- " 1 " if $\mathbf{y}$ is a codeword of the code $\mathscr{C}$ generated by $\mathbf{A}$ corrupted by an error $\mathbf{e}$ whose entries are independent Bernoulli random variables of some parameter $\omega \in \mathbb{R}_{+}$, that is

$$
\mathbf{y} \stackrel{\text { def }}{=} \mathbf{s} \mathbf{A}+\mathbf{e},
$$

[^35]for some $\mathbf{s} \in \mathbb{F}_{2}^{k}$, and $\mathbf{e} \leftarrow \operatorname{Ber}(\omega)^{\otimes N}$.

- " 0 " if $\mathbf{y}$ is uniformly distributed in $\mathbb{F}_{2}^{N}$.
- Otherwise, $\mathcal{A}$ 's behaviour is undefined.

Moreover, in order to be relevant in a cryptographic context, we also assume that $\mathcal{A}$ is not perfect, and might give false answers. This is quantified by its distinguishing advantage

$$
\begin{align*}
& \operatorname{Adv}(\mathcal{A}) \stackrel{\text { def }}{=} \varepsilon(k, N, \omega) \stackrel{\text { def }}{=} \frac{1}{2}\left(\mathbb{P}_{\mathbf{A}, \mathbf{s}, \mathbf{e}}(\mathcal{A}(\mathbf{A}, \mathbf{s} \mathbf{A}+\mathbf{e})=1)-\mathbb{P}_{\mathbf{A}, \mathbf{y}}(\mathcal{A}(\mathbf{A}, \mathbf{y})=1)\right), \\
& (i) \mathbf{A} \leftarrow \mathbb{F}_{2}^{k \times N}, \quad(i i) \mathbf{s} \leftarrow \mathbb{F}_{2}^{k}, \quad(i i i) \mathbf{y} \leftarrow \mathbb{F}_{2}^{N} \quad \text { and } \quad(i v) \mathbf{e} \leftarrow \operatorname{Ber}(\omega)^{\otimes N} \tag{5.1}
\end{align*}
$$

In the sequel, we may drop the dependencies in $(k, N, \omega)$ when it is clear from the context.
Starting from a given, fixed, noisy codeword $\mathbf{y}$ of a fixed code $\mathscr{C}$ generated by some matrix $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$, that is

$$
\mathbf{y} \stackrel{\text { def }}{=} \mathbf{m G}+\mathbf{t}
$$

where $\mathbf{m} \in \mathbb{F}_{2}^{k}$ is fixed, and $\mathbf{t} \in \mathbb{F}_{2}^{n}$ has Hamming weight $t$; we want to use Algorithm $\mathcal{A}$ to get some insight on the Hamming support of $\mathbf{t}$. Recall that in the reduction from Chapter 4 (in Section 4.3.3) one of the main steps consists in a hybrid argument to turn our distinguisher between noisy codewords and the uniform, into a distinguisher between two consecutive hybrid distributions $\mathcal{D}_{i}$ and $\mathcal{D}_{i+1}$, which randomise part of the vector $\mathbf{y}$, before using a guess-and-search technique. More precisely, we made a guess for the secret, applied a transformation so that the samples are distributed according to $\mathcal{D}_{i}$ if the guess is correct, and $\mathcal{D}_{i+1}$ otherwise, and use the distinguisher to make our decision.

At a high level, the reduction of this chapter will follow a similar path, but using a continuous version of the aforementioned hybrid argument. More precisely, we will turn our distinguisher $\mathcal{A}$ into a distinguisher between two closer distributions $\mathcal{D}$ and $\mathcal{E}$, and then for each $i \in\{1, \ldots, n\}$ we will apply a transformation such that the samples are distributed according to $\mathcal{D}$ if $i \in \operatorname{Supp}(\mathbf{t})$, and to $\mathcal{E}$ otherwise, before applying the distinguisher to make the decision. The main difficulty is that now, the frontier between $\mathcal{D}$ and $\mathcal{E}$ is not clear cut anymore due to the "continuous deformation"; and basically making the decision will exactly mean solving this so-called Oracle Comparison Problem.

### 5.2.2 Outline of the reduction

The reduction will follow from a sequence of lemmas, which we now sketch before giving formal proofs.

First, we need to define the "intermediate" distribution in our continuous hybrid argument. The starting and ending points seem clear: at one end we should have the distribution of the decoding problem, and on the other hand we should have the uniform. However for the reduction to work, we will in reality need to vary the length of the codes at stake. Therefore, we will step into LPN territory. Recall that the distribution of the decoding problem of a random $[N, k]$ code can be seen as the collection of $N$ samples of the form $(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+e)$ where $\mathbf{a} \leftarrow \mathbb{F}_{2}^{k}$ and $e \leftarrow \operatorname{Ber}(\omega)$. This is made precised in Step 1 below. When the value of the parameter $\omega$ matters, we will call such a sample an $\operatorname{LPN}(\omega)$ sample. Moreover, by definition when $e \leftarrow \operatorname{Ber}(\omega)$, then

$$
\mathbb{P}(e=1)=\frac{1}{2}\left(1-2^{-\omega}\right) \underset{\omega \rightarrow \infty}{ } \frac{1}{2} .
$$

In other words, $\operatorname{LPN}(\infty)$ is nothing but the uniform distribution over $\mathbb{F}_{2}^{k} \times \mathbb{F}_{2}$, and a distinguisher which behaves differently when fed with $\operatorname{LPN}(\omega)$ and $\operatorname{LPN}(\infty)$ samples, must change its acceptance probability as $\omega$ grows. Detecting this change of behaviour is the main goal of the Oracle Comparison Problem. We are now ready to describe the reduction.

Step 1. (From distinguishing LPN samples to distinguishing noisy codewords). We start from an algorithm $\mathcal{A}$ that distinguishes, with advantage $\varepsilon$, between a noisy codeword $\mathbf{c}+\mathbf{e}$ (by outputting 1) and a uniform $\mathbf{y} \in \mathbb{F}_{2}^{N}$ (by outputting 0 ) with $\mathbf{c}$ drawn uniformly at random from some random binary $[N, k]$-code $\mathscr{C}$, and $\mathbf{e} \leftarrow \operatorname{Ber}(\omega)^{\otimes N}$. This algorithm can easily be turned into an algorithm $\mathcal{A}^{\prime}$ distinguishing (with the same advantage $\varepsilon$ ) oracles

$$
\begin{equation*}
\mathcal{O}(\omega):(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+e) \quad \text { and } \quad \mathcal{O}(\infty):(\mathbf{a}, u) \tag{5.2}
\end{equation*}
$$

where $\mathbf{s} \in \mathbb{F}_{2}^{k}, e \leftarrow \operatorname{Ber}(\omega), \mathbf{a} \leftarrow \mathbb{F}_{2}^{k}$ and $u \leftarrow \mathbb{F}_{2}$. Indeed, given one of the above oracles $\mathcal{O}$, in order to design $\mathcal{A}^{\prime}$, it is enough to perform $N$ queries $\left(\mathbf{a}_{i}, b_{i}\right)$ to $\mathcal{O}$ and gather them to generate the pair $(\mathbf{A}, \mathbf{b})$ where the columns of $\mathbf{A}$ are the $\mathbf{a}_{i}^{\top}$ 's and $\mathbf{b}=\left(b_{1}, \ldots, b_{N}\right)$. Then, we feed $\mathcal{A}$ with the generated pair $(\mathbf{A}, \mathbf{b})$ to make our decision. Defining such an algorithm $\mathcal{A}^{\prime}$ solving the above LPN-decisional problem with at most $N$ queries may seem at first sight tautological, but for our reduction it is more convenient to emphasise this point.
From now on, we may as well assume that our algorithm $\mathcal{A}$ actually distinguishes LPN $(\omega)$ from $\operatorname{LPN}(\infty)$ with some advantage $\varepsilon$, and querying the underlying oracles at most $N$ times.

Step 2. (Transforming a fixed noisy codeword into LPN-samples). The starting point of the reduction consists in noticing that, from any input of a decoding problem, we can build some LPN-oracle. Given

$$
(\mathbf{G}, \mathbf{y} \stackrel{\text { def }}{=} \mathbf{m G}+\mathbf{t}) \in \mathbb{F}_{2}^{k \times n} \times \mathbb{F}_{2}^{n}
$$

we can design the following oracle $\mathcal{O}_{0}$ which samples $\mathbf{r}$ according to $\operatorname{Ber}\left(\omega_{0}\right)^{\otimes n}$, and then computes $\mathbf{r G}^{\top}$ and

$$
\begin{equation*}
\langle\mathbf{y}, \mathbf{r}\rangle=\langle\mathbf{m} \mathbf{G}+\mathbf{t}, \mathbf{r}\rangle=\left\langle\mathbf{m}, \mathbf{r G}^{\top}\right\rangle+\langle\mathbf{t}, \mathbf{r}\rangle . \tag{5.3}
\end{equation*}
$$

The oracle $\mathcal{O}_{0}$ outputs LPN-like samples of the form:

$$
\mathcal{O}_{0}:\left(\mathbf{a}^{\prime},\left\langle\mathbf{s}, \mathbf{a}^{\prime}\right\rangle+e^{\prime}\right) \quad \text { where } \quad\left\{\begin{array}{l}
\mathbf{s} \stackrel{\text { def }}{=} \mathbf{m}  \tag{5.4}\\
\mathbf{a}^{\prime} \stackrel{\text { def }}{=} \mathbf{r G} \\
e^{\prime} \stackrel{\text { def }}{=}\langle\mathbf{t}, \mathbf{r}\rangle
\end{array}\right.
$$

The following simple lemma shows that the random variable $e^{\prime}$ follows a Bernoulli distribution $\omega \stackrel{\text { def }}{=} \omega_{0}|\mathbf{t}|=\omega_{0} t$. This is basically an application of the so-called piling-up lemma.

## Lemma 5.3

Let $\mathbf{r} \leftarrow \operatorname{Ber}(\alpha)^{\otimes n}$, then for any $\mathbf{z} \in \mathbb{F}_{2}^{n}$ we have

$$
\langle\mathbf{z}, \mathbf{r}\rangle \leftarrow \operatorname{Ber}(|\mathbf{z}| \alpha) .
$$

Proof. Let $z \stackrel{\text { def }}{=}|\mathbf{z}|$ and $p \stackrel{\text { def }}{=} \frac{1}{2}\left(1-2^{-\alpha}\right)$. By definition of $\mathbf{r} \leftarrow \operatorname{Ber}(\alpha)^{\otimes n}$ we have the following computation

$$
\begin{aligned}
\mathbb{P}_{\mathbf{r}}(\langle\mathbf{z}, \mathbf{r}\rangle=1) & =\sum_{j \text { odd }}\binom{z}{j} p^{j}(1-p)^{z-j} \\
& =\frac{1}{2}\left(\sum_{j}\binom{z}{j} p^{j}(1-p)^{z-j}-\sum_{j}(-1)^{j}\binom{z}{j} p^{j}(1-p)^{z-j}\right) \\
& =\frac{1}{2}\left(1-(1-2 p)^{z}\right) \\
& =\frac{1}{2}\left(1-2^{-z \alpha}\right),
\end{aligned}
$$

which concludes the proof.

However, Oracle $\mathcal{O}_{0}$ does not output true $\operatorname{LPN}(\omega)$ samples since $\mathbf{a}^{\prime} \stackrel{\text { def }}{=} \mathbf{r G}^{\top}$ is a priori not uniformly distributed. Furthermore, it is correlated to the noise term $e^{\prime} \stackrel{\text { def }}{=}\langle\mathbf{t}, \mathbf{r}\rangle$. Nonetheless, using the Data Processing Inequality (recalled in Equation (1.2)), replacing the sample $\left(\mathbf{r G}^{\top},\left\langle\mathbf{m}, \mathbf{r G}^{\top}\right\rangle+\langle\mathbf{t}, \mathbf{r}\rangle\right)$ by a genuine LPN sample $(\mathbf{a},\langle\mathbf{a}, \mathbf{m}\rangle+e)$ changes the probabilities by at most the additive term

$$
\Delta\left(\left(\mathbf{r} \mathbf{G}^{\top},\langle\mathbf{r}, \mathbf{t}\rangle\right),(\mathbf{a}, e)\right), \quad \text { where } e \leftarrow \operatorname{Ber}(\omega) \text { and is independent from } \mathbf{a} .
$$

In the instantiations of the reduction, we need choose the distribution of $\mathbf{r}$ such that this statistical distance is negligible. Such a distribution is known as a smoothing distribution in the literature. For our applications, we will carefully choose $\omega_{0}$ using the smoothing bounds recently developed in the coding theoretic setting in [BLVW19; DST19b; DDRT23; DR22].
Now, one may wonder how we can use $\mathcal{O}_{0}$ with our algorithm $\mathcal{A}^{\prime}$ distinguishing between LPN-distributions to solve our underlying decoding problem. It is the aim of the next step.

Step 3. (Solving the Oracle Comparison Problem (OCP)). OCP has been introduced by Peikert, Regev and Stephens-Davidowitz in [PRS17]. Intuitively, given access to two oracles $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ whose acceptance probability are just a "shift" of one another, the goal of OCP is to tell which one is in advance, and which one lags behind (see Figure 5.2). This is made more precise in Lemma 5.8.
The first core idea of the reduction is to notice that in order to build the oracle $\mathcal{O}_{0}$ of (5.4), we have computed $\langle\mathbf{y}, \mathbf{r}\rangle$ with $\mathbf{r} \leftarrow \operatorname{Ber}\left(\omega_{0}\right)^{\otimes n}$, leading to an LPN-like sample with parameter $\omega \stackrel{\text { def }}{=} \omega_{0}|\mathbf{t}|$. We could instead have considered an inner product of the form $\langle\mathbf{y}+\mathbf{z}, \mathbf{r}\rangle$ for some fixed $\mathbf{z} \in \mathbb{F}_{2}^{n}$ of our choice. This has the following consequence: our new oracle provides LPN-samples with Bernoulli noise of parameter $\omega_{0}|\mathbf{t}+\mathbf{z}|$. In particular, if $\mathbf{z}=\mathbf{t}$, then the noise is completely cancelled. In other words, the very idea of the reduction is to hint our algorithm towards correctly guessing this value. In the context of latticebased cryptography, this is done via a guided random walk, where one starts from some $\mathbf{z}_{0}$ and iteratively updates it by choosing a direction, and querying the OCP solver to decide if
this path is worth taking, or not. This is known as the Oracle with Hidden Center Problem (OHCP) ([PRS17, Definition 4.3; RSW18]). This approach really uses properties of the Euclidean metric.

In the code-based setting, we will make use of the existence of supports. Indeed, note that for $i \in\{1, \ldots, n\}$, if

$$
\mathbf{z}=\mathbf{v}_{i} \stackrel{\text { def }}{=}(0, \ldots, 0,1,0, \ldots, 0)
$$

is a unit vector where the non zero entry happens at position $i$, i.e. the $i$-th element of the canonical basis of $\mathbb{F}_{2}^{n}$, then

$$
|\mathbf{t}+\mathbf{z}|= \begin{cases}|\mathbf{t}|+1 & \text { if } i \notin \operatorname{Supp}(\mathbf{t})  \tag{5.5}\\ |\mathbf{t}|-1 & \text { if } i \in \operatorname{Supp}(\mathbf{t}) .\end{cases}
$$

Let oracle $\mathcal{O}^{\mathbf{v}_{i}}$ be defined similarly to $\mathcal{O}_{0}$, by outputting $\left\langle\mathbf{y}+\mathbf{v}_{i}, \mathbf{r}\right\rangle$ instead of $\langle\mathbf{y}, \mathbf{r}\rangle$. In other words, $\mathcal{O}_{0}$ outputs LPN-like samples of parameter $\omega=\omega_{0} t$, while $\mathcal{O}^{\mathbf{v}_{i}}$ outputs LPN-like samples of parameter $\omega_{0}(t+1)$ or $\omega_{0}(t-1)$, depending whether $i \in \operatorname{Supp}(\mathbf{t})$ or not. Because our algorithm $\mathcal{A}$ distinguishes $\operatorname{LPN}(\omega)=\operatorname{LPN}\left(\omega_{0} t\right)$ from $\operatorname{LPN}(\infty)$ with advantage $\varepsilon$, the probability that it outputs 1 when being fed with $\mathcal{O}_{0}$ is roughly $\frac{1}{2}+\varepsilon$, and since the noise level in $\mathcal{O}^{\mathbf{v}_{i}}$ is different, we may expect that the acceptance rate of $\mathcal{A}$ on inputs from $\mathcal{O}^{\mathbf{v}_{i}}$ slightly differs ; a behaviour that could be detected via statistical methods. Unfortunately, the success probability $\frac{1}{2}+\varepsilon$ may be the same in all these cases since the noise levels are in reality very close. Therefore, we need to somehow amplify this discrepancy. This brings us to the second core idea of the reduction: choosing a smoothing distribution which depends on a second parameter $x$.
More precisely, instead of defining $\mathcal{O}_{0}$ and $\mathcal{O}^{\mathbf{v}_{i}}$ by sampling $\mathbf{r}$ according to $\operatorname{Ber}\left(\omega_{0}\right)^{\otimes n}$, we choose $\mathbf{r} \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0}\right)^{\otimes n}$ for $x \in \mathbb{R}_{+}$. The LPN-noise now follows the following distributions

$$
\operatorname{Ber}\left(2^{x} \omega_{0} t\right) \text { in } \mathcal{O}_{0} \text { and }\left\{\begin{array}{ll}
\operatorname{Ber}\left(2^{x} \omega_{0}(t-1)\right) & \text { if } t_{i}=1  \tag{5.6}\\
\operatorname{Ber}\left(2^{x} \omega_{0}(t+1)\right) & \text { if } t_{i}=0
\end{array} \text { in } \mathcal{O}^{\mathbf{v}_{i}}\right.
$$

Letting $x \rightarrow \infty$, the above distributions go to $\operatorname{Ber}(\infty)$. In this situation, $\mathcal{A}$ should reject with probability $1 / 2+\varepsilon$, that is to say $\mathcal{A}$ should only accept with probability $1 / 2-\varepsilon$. In other words, if we feed $\mathcal{A}$ with samples from $\mathcal{O}_{0}(x)$ and make $x$ large enough, the acceptance probability of $\mathcal{A}$ will drastically drop. Say that this change of behaviour happens for $x$ greater than some $x_{0}$, that is starting from a noise $\operatorname{Ber}\left(2^{x_{0}} \omega_{0} t\right)$.
Assume now that we feed $\mathcal{A}$ with $\mathcal{O}^{\mathbf{v}_{i}}$ instead of $\mathcal{O}_{0}$. We can also play with the value $x$ and look at the acceptance probability of $\mathcal{A}$. We know that the change in the behaviour will happen when the noise reaches $\operatorname{Ber}\left(2^{x_{0}} \omega_{0} t\right)$. Therefore, in that case, we will observe a difference at some $x_{0}^{\prime} \geqslant 0$ such that

$$
\begin{cases}2^{x_{0}^{\prime}} \omega_{0}(t-1)=2^{x_{0}} \omega_{0} t \Longleftrightarrow x_{0}^{\prime}=x_{0}+\log \left(\frac{t}{t-1}\right)>x_{0} & \text { if } i \in \operatorname{Supp}(\mathbf{t}) \\ 2^{x_{0}^{\prime}} \omega_{0}(t+1)=2^{x_{0}} \omega_{0} t \Longleftrightarrow x_{0}^{\prime}=x_{0}+\log \left(\frac{t}{t+1}\right)<x_{0} & \text { if } i \notin \operatorname{Supp}(\mathbf{t}) .\end{cases}
$$

It turns out that with classical statistical methods, we can now detect this difference in the acceptance probability of $\mathcal{A}$. The idea is just to estimate when $\mathcal{A}$ changes its behaviour
given as input $\mathcal{O}_{0}$ and $\mathcal{O}^{\mathbf{v}_{i}}$. Depending whether $i \in \operatorname{Supp}(\mathbf{t})$ or not, this change of behaviour will happen for a smaller $x$ than with input $\mathcal{O}_{0}$, or a bigger $x$. This yields the claimed reduction: for $i \in\{1, \ldots, n\}$ we are able to decide whether $i \in \operatorname{Supp}(\mathbf{t})$ or not, i.e. we are able to recover the hidden support of the error, and hence to solve the decoding problem. In other words, we turned a "distinguishing decoding" algorithm into a "search decoding" algorithm.

This is summarised in the very general Theorem 5.4 below.


Figure 5.2: Illustration of Step 3 in the case $i \in \operatorname{Supp}(\mathbf{t})$ : we plot the acceptance probability of our algorithm as a function of the parameter $x$.

## Theorem 5.4

Let $N, n, t \in \mathbb{N}$ and $k \in\{0, \ldots, \min (N, n)\}$. Let $(\mathbf{G}, \mathbf{m G}+\mathbf{t})$ be a fixed instance of the Decoding Problem, with $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}, \mathbf{m} \in \mathbb{F}_{2}^{k}$, and $|\mathbf{t}|=t \in\{0, \ldots, n\}$.

Suppose that there exists an algorithm $\mathcal{A}$ which distinguishes in time $T$ distribution (a, sa+ $\mathbf{e})$ from $(\mathbf{a}, \mathbf{y})$ with advantage $\varepsilon(k, N, \omega)$ where $\mathbf{a}, \mathbf{s}, \mathbf{e}, \mathbf{y}$ satisfy (5.1) and $\omega \in \mathbb{R}_{+}$is such that

$$
\begin{equation*}
\omega=\Omega(1) \quad \text { and } \quad \omega=O(n) . \tag{5.7}
\end{equation*}
$$

Let $\omega_{0}, \alpha \in \mathbb{R}_{+}$be such that

$$
\begin{equation*}
t \omega_{0}=\omega \quad \text { and } \quad \alpha \stackrel{\text { def }}{=} \max \left(\frac{1}{\varepsilon(k, N, \omega)}, N, n\right) \tag{5.8}
\end{equation*}
$$

Then, there exists an algorithm which takes as input $(\mathbf{G}, \mathbf{m} \mathbf{G}+\mathbf{t})$ and which outputs $\mathbf{t}$ in time $T$ poly $(\alpha)$ with probability (over its internal randomness and not the choice of $\mathbf{G}, \mathbf{m}$ and $\mathbf{t}$ which are fixed) bigger than

$$
\begin{equation*}
1-2^{-\Omega(n)}-N \operatorname{poly}(\alpha) \max _{x \geqslant 0} \Delta\left(\left(\mathbf{r}(x) \mathbf{G}^{\top},\langle\mathbf{r}(x), \mathbf{t}\rangle\right),(\mathbf{a}, e(x))\right), \tag{5.9}
\end{equation*}
$$

where $\mathbf{a} \leftarrow \mathbb{F}_{2}^{k}, \mathbf{r}(x) \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0}\right)^{\otimes n}$ and $e(x) \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0} t\right)$ with $x \geqslant 0$.

Remark 5.5. Theorem 5.4 is given with as many parameters as possible for flexibility. In practice, and for our instantiations (Theorem 5.16 for the average-case to average-case reduction; or Theorem 5.21 for the worst-case to average-case), we will restrict ourselves to $N=n$, i.e. we only allow to query $n$ LPN samples for the distinguishing problem, where $n$ is the length of the code we want to decode. However, it can still be used for larger values of $N$, in an LPN context.

Moreover, the dependency in $x$ has been made explicit in the theorem, but here again in practice the maximum is reached when $x=0$ : the higher is the noise, the closer are our $L P N$ like samples to genuine LPN.

### 5.2.3 Proof of the reduction

The proof will exactly follow the aforementioned steps. In reality, the only thing that needs to be made more precise is the third, and last, one ; namely the Oracle Comparison Technique. From now on, let $(\mathbf{G}, \mathbf{m G}+\mathbf{t})$ be the instance of the decoding problem we wish to solve, and let $\mathcal{A}$ be our distinguisher.

For $\mathbf{z} \in \mathbb{F}_{2}^{n}$, consider the oracles $\mathcal{O}^{\mathbf{z}}(\cdot)$ and $\mathcal{O}_{\text {ideal }}^{\mathbf{z}}(\cdot)$ defined in Figure 5.3. As mentioned in Step 2 above, $\mathcal{O}^{\mathbf{z}}(\cdot)$ is the actual oracle we can build from our instance ( $\mathbf{G}, \mathbf{m G}+\mathbf{t}$ ), and which outputs our LPN-like samples. However, since $\mathbf{r G}^{\top}$ is not really uniformly distributed, and is correlated to $\langle\mathbf{z}+\mathbf{t}, \mathbf{r}\rangle$, the real oracle $\mathcal{O}^{\mathbf{z}}(\cdot)$ is quite difficult to analyse. Instead, we replace it with the idealised version $\mathcal{O}_{\text {ideal }}^{\mathbf{z}}(\cdot)$ having exactly the same noise term (namely $\operatorname{Ber}\left(2^{x} \omega_{0}|\mathbf{z}+\mathbf{t}|\right)$ ) but independent from the first entry. This induces at the end of the day an additional term corresponding to the statistical distance between a sequence of $N$ queries to $\mathcal{O}^{\mathbf{z}}(\cdot)$ and $N$ queries to $\mathcal{O}_{\text {ideal }}^{\mathrm{z}}(\cdot)$, namely $N \times \Delta\left(\left(\mathbf{r G}^{\top},\langle\mathbf{r}, \mathbf{t}\rangle\right),(\mathbf{a}, e)\right)$.

```
Oracle \(\mathcal{O}^{\mathbf{z}}(x)\) :
    Input: \(x \in \mathbb{R}\)
        Sample: \(\mathbf{r} \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0}\right)^{\otimes n}\)
    Return: \(\left(\mathbf{r G}^{\top},\langle\mathbf{y}+\mathbf{z}, \mathbf{r}\rangle\right)\)
```

```
Oracle \(\mathcal{O}_{\text {ideal }}^{\mathbf{z}}(x)\) :
    Input: \(x \in \mathbb{R}\)
        Sample \(\mathbf{r} \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0}\right)^{\otimes n}\)
    and \(\mathbf{a} \leftarrow \mathbb{F}_{2}^{k}\)
    Return: \((\mathbf{a},\langle\mathbf{a}, \mathbf{m}\rangle+\langle\mathbf{z}+\mathbf{t}, \mathbf{r}\rangle)\)
```

Figure 5.3: Oracles $\mathcal{O}^{\mathbf{z}}(x)$ and $\mathcal{O}_{\text {ideal }}^{\mathbf{z}}(x)$

Let us introduce the following function

$$
\begin{equation*}
p: x \in \mathbb{R} \longmapsto \mathbb{P}\left(\mathcal{A}\left(\mathcal{O}_{\text {ideal }}^{0}(x)\right)=1\right) \tag{5.10}
\end{equation*}
$$

i.e. the acceptance probability of $\mathcal{A}$ when being fed with the ideal oracle, and recall that $\left(\mathbf{v}_{i}\right)_{1 \leqslant i \leqslant n}$ denotes the canonical basis of $\mathbb{F}_{2}^{n}$. From Lemma 5.3, we notice that

$$
\begin{align*}
p\left(x+\log \frac{\left|\mathbf{t}+\mathbf{v}_{i}\right|}{|\mathbf{t}|}\right) & =\mathbb{P}\left(\mathcal{A}\left(\mathcal{O}_{\text {ideal }}^{\mathbf{0}}\left(x+\log \frac{\left|\mathbf{t}+\mathbf{v}_{i}\right|}{|\mathbf{t}|}\right)\right)=1\right) \\
& =\mathbb{P}\left(\mathcal{A}\left(\mathcal{O}_{\text {ideal }}^{\mathbf{v}_{i}}(x)\right)=1\right) \tag{5.11}
\end{align*}
$$

where the last equality follows from the fact that $\left.\mathcal{O}_{\text {ideal }}^{0}\left(x+\log \frac{\left|\mathbf{t}+\mathbf{v}_{i}\right|}{|\mathbf{t}|}\right)\right)$ outputs proper LPN samples with Bernoulli noise of parameter

$$
2^{x+\log \frac{\left|\mathbf{t}+\mathbf{v}_{i}\right|}{|\boldsymbol{t}|}} \omega_{0}|\mathbf{t}|=2^{x} \omega_{0}\left|\mathbf{t}+\mathbf{v}_{i}\right| .
$$

In other words, the probability that $\mathcal{A}$ outputs 1 when fed with $\mathcal{O}_{\mathrm{id}}^{\mathbf{v}_{i}}(x)$ is the probability that $\mathcal{A}$ outputs 1 when fed with $\mathcal{O}_{\text {ideal }}^{0}$ on $x$ shifted by

$$
\log \left(\frac{\left|\mathbf{t}+\mathbf{v}_{i}\right|}{|\mathbf{t}|}\right)= \begin{cases}\log (1+1 / t)>0 & \text { if } i \notin \operatorname{Supp}(\mathbf{t})  \tag{5.12}\\ \leqslant 0 & \text { if } i \in \operatorname{Supp}(\mathbf{t}) .\end{cases}
$$

Remark 5.6. In practice, we will mostly consider codes defined over the finite field $\mathbb{F}_{2}$, and in that case the discrepancy between the two situations is clearer since we always have

$$
\log \left(\frac{\left|\mathbf{t}+\mathbf{v}_{i}\right|}{|\mathbf{t}|}\right)=\log (1-1 / t)<0 \text { when } i \in \operatorname{Supp}(\mathbf{t})
$$

but the approach is actually more general and can be applied for larger finite fields $\mathbb{F}_{q}$ where this equality is not true anymore. In fact, when $i \in \operatorname{Supp}(\mathbf{t})$, then adding $\mathbf{v}_{i}$ will most likely not change the error distribution compared to $\mathcal{O}_{\text {ideal }}^{0}$.

Remark 5.7. Having introduced the ideal oracles is crucial here, since (5.11) would not necessarily hold with the real oracles. Indeed, outputs $(\mathbf{a}, b)$ of $\mathcal{O}^{\mathbf{0}}(x)$ both have a distribution which depends on $x$. Hence, changing $x$ in the real oracle $\mathcal{O}^{\mathbf{0}}(\cdot)$ might change the distribution of the first component as well.

As previously hinted, the core idea of the reduction is to feed $\mathcal{A}$ with oracles $\mathcal{O}_{\text {ideal }}^{0}(x)$ and $\mathcal{O}_{\text {ideal }}^{\mathbf{V}_{i}}(x)$, making $x$ varying over $[0,+\infty)$ and decide whether $i \in \operatorname{Supp}(\mathbf{t})$ or not. More pre-
cisely, we rely on statistical estimations of this probability when $x$ ranges over a discretisation of $\left[0, X_{\max }\right]$ for some upper bound $X_{\max }$ to be chosen later. A trade-off should be made between $X_{\max }$ and the discretisation step. Indeed, for the empirical estimation to be close enough to the actual probability function $p$, we need to choose $X_{\max }$ as large as possible, and the discretisation step should be small enough. On the other hand, the running time of our algorithm is directly affected by those choices, which need to be made so that the running time is still polynomial in the input (i.e. polynomial in the length $n$ of the code generated by G). In particular, $X_{\max }$ should not be too large, and the step should not be too small either.

Let $\mathcal{O}(\omega)$ be the $\operatorname{LPN}(\omega)$ oracle from (5.2). In other words, $\mathcal{A}$ can distinguish $\mathcal{O}\left(\omega_{0} t\right)=$ $\mathcal{O}_{\text {ideal }}^{0}(0)$ from $\mathcal{O}(\infty)=\mathcal{O}_{\text {ideal }}^{0}(\infty)$. The goal of the reduction is to determine the first input $x$ which induces a change in the acceptance behaviour of $\mathcal{A}$. We will compare both values and depending which one is bigger, we will decide if $i \in \operatorname{Supp}(\mathbf{t})$ or not.

The following technical lemma shows how two oracles depending on a parameter $x$ can be distinguished if the acceptance probability of one is a shift of the other. The proof is essentially the same as that of [PRS17].

## Lemma 5.8

Let $s_{1}, s_{2} \in \mathbb{R}$ and $p: \mathbb{R} \rightarrow[0,1]$. We suppose that there exists $\alpha>0$ and $p_{\infty} \in[0,1]$ such that $p$ verifies the following assumptions
(i) $p\left(s_{1}\right)-p_{\infty} \geqslant \frac{1}{\alpha}$;
(ii) $\forall x \in \mathbb{R}_{+},\left|p(x)-p_{\infty}\right| \leqslant \alpha 2^{-\frac{x}{\alpha}}$;
(iii) $p$ is $\alpha$-lipschitz.

Let $\mathcal{O}_{s_{1}}$ and $\mathcal{O}_{s_{2}}$ be two oracles that output 0 or 1 and such that

$$
\forall x \in \mathbb{R}, \quad \mathbb{P}\left(\mathcal{O}_{s_{1}}(x)=1\right)=p\left(s_{1}+x\right) \quad \text { and } \quad \mathbb{P}\left(\mathcal{O}_{s_{2}}(x)=1\right)=p\left(s_{2}+x\right)
$$

We suppose that a call to one of the above oracle costs a time $T$. Furthermore, $s_{1}$ and $s_{2}$ are such that

$$
\text { either (I) } \quad s_{1} \leqslant s_{2} \quad \text { or } \quad \text { (II) } \quad s_{1} \geqslant s_{2}+\frac{1}{\alpha} \text {. }
$$

Then, there exists an algorithm, running in time $T$ poly $(\alpha)$, taking as inputs $\left(\mathcal{O}_{s_{1}}, \mathcal{O}_{s_{2}}\right)$, querying them poly $(\alpha)$ times and which can decide whether (I) or (II) holds, with a success probability $\geqslant 1-e^{-\alpha}$ (over the outputs of the oracles $\mathcal{O}_{s_{i}}$ 's).

Proof. The fundamental idea of the proof is to introduce the following function

$$
h(s) \stackrel{\text { def }}{=} \max _{x \geqslant 0}(1+x)\left|p(s+x)-p_{\infty}\right| .
$$

Estimating this function thanks to the oracles $\mathcal{O}_{s_{1}}$ and $\mathcal{O}_{s_{2}}$ (by using classical statistical methods) will discriminate both considered cases, namely if $s_{1} \leqslant s_{2}$ or $s_{1} \geqslant s_{2}+\frac{1}{\alpha}$. We will show in the second part of the proof how to estimate $h$ evaluated at $s_{1}$ and $s_{2}$. Let us first show that $h$ discriminates cases $s_{1} \leqslant s_{2}$ or $s_{1} \geqslant s_{2}+\frac{1}{\alpha}$.

- Case $s_{1} \leqslant s_{2}$ : we have

$$
\begin{equation*}
h\left(s_{2}\right) \leqslant h\left(s_{1}\right) . \tag{5.13}
\end{equation*}
$$

By definition,

$$
\begin{aligned}
h\left(s_{2}\right) & =\max _{x \geqslant 0}(1+x)\left|p\left(s_{2}+x\right)-p_{\infty}\right| \\
& =\max _{x \geqslant 0}(1+x)\left|p\left(s_{1}+\left(x+s_{2}-s_{1}\right)\right)-p_{\infty}\right| \\
& \leqslant \max _{x \geqslant 0}\left(1+\left(x+s_{2}-s_{1}\right)\right)\left|p\left(s_{1}+\left(x+s_{2}-s_{1}\right)\right)-p_{\infty}\right| \\
& =\max _{y \geqslant s_{2}-s_{1} \geqslant 0}(1+y)\left|p\left(s_{1}+y\right)-p_{\infty}\right|,
\end{aligned}
$$

which shows Equation (5.13).

- Case $s_{1} \geqslant s_{2}+\frac{1}{\alpha}$ : we have

$$
\begin{equation*}
h\left(s_{1}\right)<h\left(s_{2}\right)-P\left(\frac{1}{\alpha}\right) . \tag{5.14}
\end{equation*}
$$

for some polynomial $P$. For this case let us define

$$
\widehat{x}(s) \stackrel{\text { def }}{=} \min \underset{x \geqslant 0}{\operatorname{argmax}}(1+x)\left|p(s+x)-p_{\infty}\right| .
$$

It is the smallest value $x \in[0,+\infty)$ at which $h$ reaches its maximum. Notice that

$$
\begin{aligned}
h\left(s_{1}\right) & =\left(1+\widehat{x}\left(s_{1}\right)\right)\left|p\left(s_{1}+\widehat{x}\left(s_{1}\right)\right)-p_{\infty}\right| \\
& \leqslant\left(1+\widehat{x}\left(s_{1}\right)+s_{1}-s_{2}\right)\left|p\left(s_{1}+\widehat{x}\left(s_{1}\right)\right)-p_{\infty}\right| \\
& =\left(1+\left(\widehat{x}\left(s_{1}\right)+s_{1}-s_{2}\right)\right)\left|p\left(s_{2}+\left(\widehat{x}\left(s_{1}\right)+s_{1}-s_{2}\right)\right)-p_{\infty}\right| \\
& \leqslant h\left(s_{2}\right),
\end{aligned}
$$

where in the last line we used that $\widehat{x}\left(s_{1}\right)+s_{1}-s_{2} \geqslant 0$ as $\widehat{x}\left(s_{1}\right) \geqslant 0$ and $s_{1}-s_{2} \geqslant 0$ by assumption. Therefore, from the above last inequality,

$$
\begin{aligned}
h\left(s_{2}\right) & \geqslant\left(1+\left(\widehat{x}\left(s_{1}\right)+s_{1}-s_{2}\right)\right)\left|p\left(s_{2}+\left(\widehat{x}\left(s_{1}\right)+s_{1}-s_{2}\right)\right)-p_{\infty}\right| \\
& =\left(1+\frac{s_{1}-s_{2}}{1+\widehat{x}\left(s_{1}\right)}\right) h\left(s_{1}\right),
\end{aligned}
$$

which shows that

$$
\begin{equation*}
h\left(s_{2}\right)-h\left(s_{1}\right) \geqslant \frac{s_{1}-s_{2}}{1+\widehat{x}\left(s_{1}\right)} h\left(s_{1}\right) \geqslant \frac{1}{\alpha} \frac{h\left(s_{1}\right)}{1+\widehat{x}\left(s_{1}\right)} . \tag{5.15}
\end{equation*}
$$

But,

$$
\begin{equation*}
h\left(s_{1}\right)=\max _{x \geqslant 0}(1+x)\left|p\left(s_{1}+x\right)-p_{\infty}\right| \geqslant\left|p\left(s_{1}\right)-p_{\infty}\right| \geqslant \frac{1}{\alpha}, \tag{5.16}
\end{equation*}
$$

where in the last inequality we used assumption $(i)$ on $p$. Plugging this in (5.15) leads to

$$
\begin{equation*}
h\left(s_{2}\right)-h\left(s_{1}\right) \geqslant \frac{1}{\alpha^{2}} \frac{1}{1+\widehat{x}\left(s_{1}\right)} . \tag{5.17}
\end{equation*}
$$

Let us now bound $\widehat{x}\left(s_{1}\right)$ from above. We have by assumption (ii) about $p$,

$$
\begin{aligned}
h\left(s_{1}\right) & =\left(1+\widehat{x}\left(s_{1}\right)\right)\left|p\left(s_{1}+\widehat{x}\left(s_{1}\right)\right)-p_{\infty}\right| \\
& \leqslant \alpha\left(1+\widehat{x}\left(s_{1}\right)\right) 2^{-\frac{s_{1}+\widehat{x}\left(s_{1}\right)}{\alpha}} \\
& \leqslant \alpha\left(1+\widehat{x}\left(s_{1}\right)\right) 2^{-\frac{\widehat{x}\left(s_{1}\right)}{\alpha}}
\end{aligned}
$$

but $h\left(s_{1}\right) \geqslant \frac{1}{\alpha}$ according to (5.16). Therefore,

$$
-\frac{\widehat{x}\left(s_{1}\right)}{\alpha}+\log \left(1+\widehat{x}\left(s_{1}\right)\right) \geqslant \log \left(\frac{1}{\alpha^{2}}\right) \Longrightarrow \widehat{x}\left(s_{1}\right) \leqslant 2 \alpha \log (\alpha)+\alpha \log \left(1+\widehat{x}\left(s_{1}\right)\right)
$$

Consequently,

$$
\widehat{x}\left(s_{1}\right) \leqslant C \alpha \log (\alpha),
$$

for some constant $C$. Plugging this in (5.17) shows (5.14).

To summarise, considering cases $s_{1} \leqslant s_{2}$ or $s_{1} \geqslant s_{2}+\frac{1}{\alpha}$, we have $h\left(s_{2}\right) \leqslant h\left(s_{1}\right)$ or $h\left(s_{2}\right)>h\left(s_{1}\right)+P\left(\frac{1}{\alpha}\right)$. Therefore, in order to distinguish both cases it is enough to find an approximation of $h\left(s_{1}\right)$ and $h\left(s_{2}\right)$ (by at most a $P\left(\frac{1}{\alpha}\right) / 2$ factor). However, one may wonder how to find these estimations, since $s_{1}$ and $s_{2}$ are unknown. Recall that we have access to the oracles $\mathcal{O}_{s_{1}}$ and $\mathcal{O}_{s_{2}}$ which are such that

$$
\mathbb{P}\left(\mathcal{O}_{s_{i}}(x)=1\right)=p\left(s_{i}+x\right)
$$

The idea of the proof is then to estimate $\mathbb{P}\left(\mathcal{O}_{s_{i}}(x)=1\right)$ by running $\mathcal{O}_{s_{i}}(x)$ many times (one call to it costs a time $T$ ) and repeating this process for many different values of $x$. It will give an approximation of the graph of the map $x \mapsto p\left(s_{i}+x\right)$ and therefore an estimate of $h\left(s_{i}\right)$. All of this can be achieved by using the most basic statistical tool: empirical estimators of the expectation. The procedure is described in Algorithm 5.8.

```
Algorithm 5.8 : Estimator of \(h\left(s_{i}\right)\)
    Parameters : \(N_{\text {iter }}, x_{\text {max }}\) and \(\delta\)
    Input : \(\mathcal{O}_{s_{i}}\)
    Output : \(\bar{h}\left(s_{i}\right) \in \mathbb{R}_{+}\)be the estimation of \(h\left(s_{i}\right)\)
    for \(j=0, \ldots, X_{\max } \stackrel{\text { def }}{=}\left\lfloor\frac{x_{\text {max }}}{\delta}\right\rfloor\) do
        \(\bar{p}(j)=0\)
        for \(\ell=0, \ldots, N_{\text {iter }}-1\) do
            \(b=\mathcal{O}_{s_{i}}(\delta j)\)
            \(\bar{p}(j)=\bar{p}(j)+\frac{b}{N_{\text {iter }}} \quad \triangleright\) We compute here the empirical value of
                                    \(\mathbb{P}\left(\mathcal{O}_{s_{i}}(\delta j)=1\right)\)
    return \(\bar{h}\left(s_{i}\right)=\max _{j}(1+\delta j)\left|\bar{p}(j)-\bar{p}\left(X_{\max }\right)\right|\)
```

Parameters $N_{\text {iter }}, x_{\max }$ and $\delta$ of Algorithm 5.8 will be chosen later. Notice that one call to this algorithm costs a time given by

$$
X_{\max } N_{\text {iter }} T, \text { where, }\left(X_{\max } \stackrel{\text { def }}{=}\left\lfloor\frac{x_{\max }}{\delta}\right\rfloor\right),
$$

as one call to $\mathcal{O}_{s_{i}}$ costs $T$. Furthermore, $X_{\max } N_{\text {iter }}$ is the number of queries to the oracle $\mathcal{O}_{s_{i}}$. Our aim is to show that for well chosen parameters

$$
\begin{equation*}
\mathbb{P}\left(\left|\bar{h}\left(s_{i}\right)-h\left(s_{i}\right)\right| \geqslant \frac{P\left(\frac{1}{\alpha}\right)}{2}\right) \leqslant e^{-\alpha} \tag{5.18}
\end{equation*}
$$

where the probability is computed over $\mathcal{O}_{s_{i}}$ which is itself used to compute $\bar{h}\left(s_{i}\right)$. This will conclude the proof, since in the case $s_{1} \leqslant s_{2}$ we will have $\bar{h}\left(s_{1}\right)-\bar{h}\left(s_{2}\right) \geqslant-P\left(\frac{1}{\alpha}\right)$ and in the other case $\bar{h}\left(s_{1}\right)-\bar{h}\left(s_{2}\right)<-P\left(\frac{1}{\alpha}\right)$ with probability $\geqslant 1-e^{-\alpha}$.

To prove this statement, let us first show that for all $\chi \in[0,1]$ and all $j \in\left\{0, \ldots, X_{\max }\right\}$,

$$
\begin{equation*}
\left|\left|\bar{p}(j)-\bar{p}\left(X_{\max }\right)\right|-\left|\left(p\left(s_{i}+(j+\chi) \delta\right)-p_{\infty}\right)\right|\right| \leqslant 2 Y+\alpha 2^{-\frac{s_{i}+X_{\max } \delta}{\alpha}} \tag{5.19}
\end{equation*}
$$

holds with probability larger than $1-3 X_{\max } e^{-2 N_{\text {iter }} Y^{2}}$.
Notice that $\bar{p}(j)$ is the empirical expectation of $\mathcal{O}_{s_{i}}(\delta j)$ where

$$
\mathbb{E}\left(\mathcal{O}_{s_{i}}(\delta j)\right)=\mathbb{P}\left(\mathcal{O}_{s_{i}}(\delta j)=1\right)=p\left(s_{i}+\delta j\right)
$$

(the oracle only outputs 1 or 0 ). Therefore, by Chernoff's bound, for some $Y \geqslant 0$, we have

$$
\begin{align*}
\mathbb{P}\left(\left|\bar{p}(j)-p\left(s_{i}+\delta j\right)\right| \geqslant Y\right) & =\mathbb{P}\left(\left|\bar{p}(j)-\mathbb{P}\left(\mathcal{O}_{s_{i}}(\delta j)=1\right)\right| \geqslant Y\right) \\
& \leqslant 2 e^{-2 N_{\mathrm{iter}} Y^{2}} . \tag{5.20}
\end{align*}
$$

Next, from the union bound,

$$
\begin{equation*}
\mathbb{P}\left(\forall j \in\left\{0, \ldots, X_{\max }\right\},\left|\bar{p}(j)-p\left(s_{i}+\delta j\right)\right| \leqslant Y\right) \geqslant 1-2 X_{\max } e^{-2 N_{\text {iter }} Y^{2}} \tag{5.21}
\end{equation*}
$$

Let us now make the following computation for $\chi \in[0,1]$,

$$
\begin{aligned}
\left|\bar{p}(j)-p\left(s_{i}+(j+\chi) \delta\right)\right| & \leqslant\left|\bar{p}(j)-p\left(s_{i}+j \delta\right)\right|+\left|p\left(s_{i}+j \delta\right)-p\left(s_{i}+(j+\chi) \delta\right)\right| \\
& \leqslant\left|\bar{p}(j)-p\left(s_{i}+j \delta\right)\right|+\alpha \delta,
\end{aligned}
$$

where in the last line we used assumption (iii) that $p$ is $\alpha$-lipschitz together with $\chi \in[0,1]$. According to Equation (5.21),

$$
\begin{align*}
\mathbb{P}\left(\forall j \in\left\{0, \ldots, X_{\max }\right\},\left|\bar{p}\left(X_{\max }\right)-p\left(s_{i}+(j+\chi) \delta\right)\right|\right. & \leqslant Y+\alpha \delta) \\
& \geqslant 1-2 X_{\max } e^{-2 N_{\mathrm{iter}} Y^{2}} \tag{5.22}
\end{align*}
$$

Furthermore,

$$
\begin{aligned}
\left|\bar{p}\left(X_{\max }\right)-p_{\infty}\right| & \leqslant\left|\bar{p}\left(X_{\max }\right)-p\left(s_{i}+X_{\max } \delta\right)\right|+\left|p\left(s_{i}+X_{\max } \delta\right)-p_{\infty}\right| \\
& \leqslant\left|\bar{p}\left(X_{\max }\right)-p\left(s_{i}+X_{\max } \delta\right)\right|+\alpha 2^{-\frac{s_{i}+x_{\max }}{\alpha}}
\end{aligned}
$$

where we used assumption (ii) on $p$. According to (5.20),

$$
\begin{equation*}
\mathbb{P}\left(\left|\bar{p}\left(X_{\max }\right)-p_{\infty}\right| \leqslant Y+\alpha 2^{-\frac{s_{i}+x_{\max }}{\alpha}}\right) \geqslant 1-2 e^{-2 N_{\mathrm{iter}} Y^{2}} \tag{5.23}
\end{equation*}
$$

Notice now by triangle inequalities,

$$
\begin{aligned}
\left|\left|\bar{p}(j)-\bar{p}\left(X_{\max }\right)\right|\right. & -\left|\left(p(s+(j+\chi) \delta)-p_{\infty}\right)\right| \mid \\
& \leqslant\left|\bar{p}(j)-\bar{p}\left(X_{\max }\right)-\left(p(s+(j+\chi) \delta)-p_{\infty}\right)\right| \\
& \leqslant|\bar{p}(j)-p(s+(j+\chi) \delta)|+\left|\bar{p}\left(X_{\max }\right)-p_{\infty}\right|
\end{aligned}
$$

Therefore, combining the union bound with (5.22) and (5.23) leads to our claim given in (5.19). Let us define now,

$$
\bar{q}(j) \stackrel{\text { def }}{=}(1+j \delta)\left|\bar{p}(j)-\bar{p}\left(X_{\max }\right)\right| \quad \text { and } \quad q(x) \stackrel{\text { def }}{=}(1+x)\left|p\left(s_{i}+x\right)-p_{\infty}\right|
$$

We have the following computation,

$$
\begin{aligned}
\mid \bar{q}(j)- & q((j+\chi) \delta) \mid \\
= & |(1+j \delta)| \bar{p}(j)-\bar{p}\left(X_{\max }\right)|-(1+(j+\chi) \delta)| p\left(s_{i}+(j+\chi) \delta\right)-p_{\infty}| | \\
\leqslant & (1+j \delta)\left|\left|\bar{p}(j)-\bar{p}\left(X_{\max }\right)\right|-\left|p\left(s_{i}+(j+\chi) \delta\right)-p_{\infty}\right|\right| \\
& +\chi \delta\left|p\left(s_{i}+(j+\chi) \delta\right)-p_{\infty}\right| \\
\leqslant & \left(1+x_{\max }\right)\left|\left|\bar{p}(j)-\bar{p}\left(X_{\max }\right)\right|-\left|p\left(s_{i}+(j+\chi) \delta\right)-p_{\infty}\right|\right|+\alpha \delta 2^{-\frac{s_{i}+(j+\chi) \delta}{\alpha}},
\end{aligned}
$$

where in the last line, we used assumption (ii) on $p$ together with $\chi \leqslant 1$. Therefore, according to (5.19), for all $j$ and $\chi \in[0,1]$,

$$
\begin{equation*}
|\bar{q}(j)-q((j+\chi) \delta)| \leqslant 2\left(1+x_{\max }\right) Y+\alpha 2^{-\frac{s_{i}+x_{\max }}{\alpha}}+\alpha \delta \tag{5.24}
\end{equation*}
$$

with probability $\geqslant 1-3 X_{\max } e^{-2 N_{\mathrm{iter}} Y^{2}}$. Notice now that, by definition of $\bar{h}\left(s_{i}\right)$ and $h(s)$, we have

$$
\begin{aligned}
\left|\bar{h}\left(s_{i}\right)-h\left(s_{i}\right)\right| \leqslant & \left|\max _{j} \bar{q}(j)-\max _{\substack{j \in \rrbracket 0, X_{\max } \rrbracket \\
\chi \in[0,1] \\
(j+\chi) \delta \leqslant x_{\max }}} q((j+\chi) \delta)\right|+\max _{t \geqslant x_{\max }} q(t) \\
& \leqslant \max _{j, \chi}|\bar{q}(j)-q((j+\chi) \delta)|+\alpha\left(1+x_{\max }\right) 2^{-\frac{x_{\max }}{\alpha}},
\end{aligned}
$$

where in the last line, we used assumption (ii). Therefore, by plugging (5.24) in the above equations, we have with probability $\geqslant 1-3 X_{\max } e^{-2 N Y^{2}}$,

$$
\begin{aligned}
\left|\bar{h}\left(s_{i}\right)-h\left(s_{i}\right)\right| & \leqslant 2 Y+\alpha 2^{-\frac{s_{i}+x_{\max }}{\alpha}}+\alpha \delta+\alpha\left(1+x_{\max }\right) 2^{-\frac{x_{\max }}{\alpha}} \\
& \leqslant 2 Y+2 \alpha\left(1+x_{\max }\right) 2^{-\frac{x_{\max }}{\alpha}}+\alpha \delta .
\end{aligned}
$$

Now, let us choose parameters such that

$$
x_{\max }=-\alpha \log \frac{P\left(\frac{1}{\alpha}\right)}{6 \alpha\left(1+x_{\max }\right)}, \quad Y=\frac{P\left(\frac{1}{\alpha}\right)}{12} \quad \text { and } \quad \delta=\frac{P\left(\frac{1}{\alpha}\right)}{6 \alpha} .
$$

Plugging this in Equation leads to

$$
\left|\bar{h}\left(s_{i}\right)-h\left(s_{i}\right)\right| \leqslant \frac{P\left(\frac{1}{\alpha}\right)}{2} .
$$

Furthermore, by choosing $N_{\text {iter }}$ as

$$
-2 N_{\text {iter }} Y^{2}=-\alpha+\log \left(\frac{1}{3 X_{\max }}\right) \Longleftrightarrow N_{\text {iter }}=\frac{\alpha+\log \left(3 X_{\max }\right)}{2 Y^{2}}
$$

Then the above inequality is true with probability $\geqslant 1-e^{-\alpha}$. Recall that the cost of our algorithm is given by

$$
X_{\max } N_{\text {iter }} T=X_{\max }\left(\frac{\alpha+\log \left(3 X_{\max }\right)}{P\left(\frac{1}{\alpha}\right)^{2} / 72}\right) T=\operatorname{poly}(\alpha) T
$$

as $X_{\max }=\left\lfloor\frac{x_{\max }}{\delta}\right\rfloor=\operatorname{poly}(\alpha)$. This concludes the proof.

Equipped with this statement, we are almost ready to prove Theorem 5.4. However, it still remains to verify that the function $p$ given in (5.10) satisfies the assumption of the lemma for some parameters $\alpha$ and $p_{\infty}$.

## Lemma 5.9

We use the notation of Theorem 5.4. Let $p$ be the function defined in (5.10), and let

$$
\begin{equation*}
p_{\infty} \stackrel{\text { def }}{=} \mathbb{P}\left(\mathcal{A}\left(\mathcal{O}_{\text {ideal }}^{\mathbf{0}}(\infty)\right)=1\right) \tag{5.25}
\end{equation*}
$$

Then, we have
(i) $p(0)-p_{\infty} \geqslant \frac{1}{\alpha}$;
(ii) $\left|p(x)-p_{\infty}\right| \leqslant \alpha 2^{-\frac{x}{\alpha}}$;
(iii) $p$ is $\alpha$-lipschitz;
with $\alpha$ satisfying

$$
\begin{equation*}
\alpha=C \max \left(\frac{1}{\varepsilon}, N, n\right) \tag{5.26}
\end{equation*}
$$

for some large enough constant $C$ and where $\varepsilon$ is the distinguishing advantage of $\mathcal{A}$.

Proof. Let us first prove ( $i$. Following the discussion in Step 1, let $\mathcal{O}(\omega) \stackrel{\text { def }}{=} \mathcal{O}_{\text {ideal }}^{0}(0)$ and $\mathcal{O}(\infty) \stackrel{\text { def }}{=} \mathcal{O}_{\text {ideal }}^{0}(\infty)$ (defined in (5.2)). By definition of $p$ and the distinguishing advantage $\varepsilon$,

$$
\begin{aligned}
p(0)-p_{\infty} & =\mathbb{P}(\mathcal{A}(\mathcal{O}(\omega))=1)-\mathbb{P}(\mathcal{A}(\mathcal{O}(\infty))=1) \\
& =2 \varepsilon \\
& \geqslant \frac{1}{\alpha}
\end{aligned}
$$

where in the last line we used the assumption on $\alpha$ given in Equation (5.26).
Let us prove (ii). Using the data processing inequality (1.2) together with (1.3), for $X \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0} t\right)$ and $Y \leftarrow \operatorname{Ber}(\infty)$, we have

$$
\begin{aligned}
|p(x)-p(\infty)| & \leqslant N \Delta(X, Y) \\
& =N 2^{-2^{x} \omega_{0} t} .
\end{aligned}
$$

Notice now that

$$
N 2^{-2^{x} \omega_{0} t} \leqslant \alpha 2^{-\frac{x}{\alpha}} \Longleftrightarrow \log (N)-2^{x} \omega_{0} t \leqslant-\frac{x}{\alpha}+\log (\alpha)
$$

and the last equality is verified for all $x \geqslant 0$ since, from (5.7), we know that $\omega_{0} t=\omega=\Omega(1)$ and $\alpha \geqslant C N$ for some large enough constant $C$. It proves item (ii).

We are now ready to finish the proof by proving item (iii). In the same manner as
before, for $X \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0} t\right)$ and $Y \leftarrow \operatorname{Ber}\left(2^{y} \omega_{0} y\right)$ and for all $x, y \geqslant 0$, we have

$$
\begin{aligned}
|p(x)-p(y)| & \leqslant N \Delta(X, Y) \\
& =N\left|2^{-2^{x} \omega_{0} t}-2^{-2^{y} \omega_{0} t}\right| \\
& \leqslant N \omega_{0} t|x-y|
\end{aligned}
$$

where the last inequality follows from the mean value theorem. Notice now that $N \omega_{0} t \leqslant \alpha$ as $N \omega_{0} t=N \omega=O(N n)$. This concludes the proof.

We are now ready to prove Theorem 5.4. ${ }^{[i i]}$

## Proof of Theorem 5.4.

Let $(\mathbf{G}, \mathbf{m G}+\mathbf{t})$ be an instance of the decoding problem, and let $i \in\{1, \ldots, n\}$. The goal is to decide whether $i \in \operatorname{Supp}(\mathbf{t})$ using our distinguisher $\mathcal{A}$ between the uniform, and noisy codewords.

Define the following (parameterised) oracles

$$
\mathcal{O}_{s_{1}}(x) \stackrel{\text { def }}{=} \mathcal{A}\left(\mathcal{O}_{\text {ideal }}^{\mathbf{v}_{i}}(x)\right) \quad \text { and } \mathcal{O}_{s_{2}}(x) \stackrel{\text { def }}{=} \mathcal{A}\left(\mathcal{O}_{\text {ideal }}^{0}(x)\right) .
$$

The idea is to run the procedure of Lemma 5.8. By definition of $p$,

$$
\mathbb{P}\left(\mathcal{O}_{s_{2}}(x)=1\right)=p(x)=p\left(x+s_{2}\right) \text { with } s_{2}=0
$$

and by Equations (5.11) and (5.12)

$$
\mathbb{P}\left(\mathcal{O}_{s_{1}}(x)=1\right)=\mathbb{P}\left(\mathcal{A}\left(\mathcal{O}_{\text {ideal }}^{\mathbf{v}_{i}}(x)\right)=1\right)=p\left(x+\log \left(\frac{\left|\mathbf{t}+\mathbf{v}_{i}\right|}{\mathbf{t}}\right)\right)=p\left(x+s_{1}\right)
$$

with

$$
s_{1}= \begin{cases}\log (1+1 / t)>0 & \text { if } i \notin \operatorname{Supp}(\mathbf{t}) \\ \leqslant 0 & \text { if } i \in \operatorname{Supp}(\mathbf{t}) .\end{cases}
$$

Therefore, either

$$
s_{1} \leqslant s_{2}=0 \quad \text { if } i \in \operatorname{Supp}(\mathbf{t})
$$

or,

$$
s_{1}-\frac{1}{t+1}=\log \left(1+\frac{1}{t}\right)-\frac{1}{t+1} \geqslant 0=s_{2} \quad \text { if } i \notin \operatorname{Supp}(\mathbf{t}) .
$$

i.e.

$$
s_{1} \geqslant s_{2}+\frac{1}{t+1} \quad \text { if } i \notin \operatorname{Supp}(\mathbf{t}) .
$$

Consequently, to apply Lemma 5.8 it suffices to take $\alpha \geqslant t+1$. But the function $p$ has also to verify items (i), (ii) and (iii) of the lemma. According to Lemma 5.9, all these assumptions are met if we choose $\alpha$ as a $\Theta\left(\max \left(\frac{1}{\varepsilon}, N, n\right)\right)$ (recall that $\left.t \leqslant n\right)$. Notice that $\operatorname{poly}(\alpha)=\operatorname{poly}\left(\max \left(\frac{1}{\varepsilon}, N, n\right)\right)$.

Running the procedure of Lemma 5.8 for any $i \in\{1, \ldots, n\}$ will output the support of $\mathbf{t}$,

[^36]namely $\left\{i \in\{1, \ldots, n\}, t_{i} \neq 0\right\}$ with probability
$$
\geqslant\left(1-e^{-\alpha}\right)^{n}=\left(1-e^{-\Omega(n)}\right)^{n}=1-2^{-\Omega(n)} .
$$
and in time $T$ poly $(\alpha)$.
However, recall that in practice, we do not have access to those ideal oracles, and we have to run this procedure with $\mathcal{A}\left(\mathcal{O}^{\mathbf{0}}(x)\right)$ and $\mathcal{A}\left(\mathcal{O}^{\mathbf{v}_{i}}(x)\right)$ instead. This induces a loss in the success probability corresponding to the statistical distance between the ideal and the real oracles. Recall that by Lemma 5.8, the procedure makes poly $(\alpha)$ queries to the oracles $\mathcal{A}\left(\mathcal{O}^{\mathbf{0}}(x)\right)$ and $\mathcal{A}\left(\mathcal{O}^{\mathbf{v}_{i}}(x)\right)$, and for each of them, $\mathcal{A}$ makes $N$ queries to its input oracles (to build the instance of the decisional decoding problem). In other words, the actual procedure will recover the support of $\mathbf{t}$ in the same time and with probability
$$
\geqslant 1-2^{-\Omega(n)}-N \operatorname{poly}(\alpha) \max _{x \geqslant 0} \Delta\left(\left(\mathbf{r}(x) \mathbf{G}^{\top},\langle\mathbf{r}(x), \mathbf{t}\rangle\right),(\mathbf{a}, e(x))\right)
$$

This concludes the proof.

### 5.2.4 Oracle with Hidden Support Problem

The above procedure will recover the support of the error. Mimicking the situation in latticebased cryptography, we can tell that this procedure actually solves the following Oracle with Hidden Support Problem (OHSP), which could be formally defined as follows

## Problem 5.10 (Oracle with Hidden Support)

Consider a fixed subset $S \subset\{1, \ldots, n\}$ called support. An instance of OHSP consists in a randomised oracle $\mathcal{O}: 2^{\{1, \ldots, n\}} \times \mathbb{R}_{+} \rightarrow\{0,1\}$ whose acceptance probability on input $(I, s)$ is of the form $p\left(s+\log \left(\sigma_{I}\right)\right)$ where

$$
\sigma_{I} \leqslant \frac{|I \cup S|}{|S|}
$$

with equality when $I \cap S=\emptyset$, for some unknown function $p$. The goal is to output the hidden support $S$.

Looking closely, the above procedure actually builds iteratively the support $S$ by deciding for any $i \in\{1, \ldots, n\}$ if $i \in S$. More precisely, oracle $\mathcal{O}_{\text {ideal }}^{\mathbf{z}}(\cdot)$ from Figure 5.3 can actually be seen as an oracle with hidden support $S \stackrel{\text { def }}{=} \operatorname{Supp}(\mathbf{t})$ and $I \stackrel{\text { def }}{=} \operatorname{Supp}(\mathbf{z})$. For our reduction we always consider $\mathbf{z}$ to be unitary, i.e. $I$ is simply the one point set $\{1\}$.

In the case of the binary field $\mathbb{F}_{2}$, recovering the support and recovering the actual error is a tautology, and since we focus in the binary case, this OHSP problem makes more sense for larger fields. However, for $\mathbb{F}_{q}$ with $q \geqslant 3$, recovering the support is not actually the same as recovering the error. Fortunately, once the support is known, it suffices to solve a linear system to find the actual error, which only induces an additional poly $(n)$ factor in the running time of the reduction.

There is a little caveat, though: we need to properly define the smoothing distribution, i.e. the distribution of $\mathbf{r}$ in the oracles of Figure 5.3. In other words, to instantiate the reduction with
the Hamming metric over larger fields $\mathbb{F}_{q}$, there only needs to derive proper smoothing bounds for a good distribution.

Towards other metrics. This reduction shows that the OCP framework can be extended from the Euclidean metric to the Hamming metric, by basically changing the outer problem OHCP into OHSP. In both cases, we really make use of the underlying metric to solve those problems, however OCP is completely oblivious to that.

This point of view can be seen as a starting point towards search-to-decision reductions for other metrics relevant for cryptography such as the rank metric (Chapter 2) or the less studied Lee metric [Lee58] which has recently found its way into the Hash-and-sign signature scheme FuLeeca $[$ RBKM +23$]$ submitted to NIST second call on post-quantum signatures.

More precisely, we need to add more arrows to Figure 5.1 to get Figure 5.4.


Figure 5.4: Towards reductions for other metrics?
The most natural next metric is probably the rank metric, since the notion of (row) support completely characterises the error, as for the Hamming metric. Therefore, it might be possible to solve a rank metric version of OHSP. There is still a lot of work to do though: if the decisional decoding problem in the rank metric is obviously well defined (see for example [BBCG+18]), an intermediate problem à la $L W E / L P N$ is not clear in the rank metric. Moreover, as we will see in Section 5.3 instantiating the reduction necessitates to introduce good smoothing distributions, which itself needs a rank metric analogue of smoothing bounds in the worst-case situation.

For the Lee metric, the situation is even less clear since this metric has been less studied in a cryptographic context.

### 5.3 Instantiations in the coding theoretic setting

In order to instantiate Theorem 5.4, we need to quantify how small is the statistical distance between the ideal LPN samples, and the LPN-like samples given by the oracles. More precisely, we want to ensure that the additional term

$$
N \operatorname{poly}(\alpha) \Delta\left(\left(\mathbf{r}(x) \mathbf{G}^{\top},\langle\mathbf{r}(x), \mathbf{t}\rangle\right),(\mathbf{a}, e(x))\right)
$$

in Equation (5.9) is negligible, where

$$
\mathbf{G} \in \mathbb{F}_{2}^{k \times n},|\mathbf{t}|=t, \mathbf{r}(x) \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0}\right)^{\otimes n}, e \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0} t\right) .
$$

In other words, we want to understand for which parameters $\omega_{0}$ and $x$ the distribution of $\mathbf{r}(x)$ smoothes the dual of the code generated by G, and kills the correlation.

We will consider two situations:

Average-case to Average-case. When the instance $(\mathbf{G}, \mathbf{m G}+\mathbf{t})$ of the initial decoding problem is sampled on average, that is when $\mathbf{G}$ and $\mathbf{m}$ are uniformly distributed in their respective domains. In this case, the parameters can be estimated using a variation on the famous leftover hash lemma [BDKP +11 ] (see Lemma 5.11). This yields a completely different search-to-decision reduction than that of [FS96], and gives insight on the best possible trade-off that our reduction can offer.

Worst-case to Average-case. The OCP framework is fundamentally a tool for giving reductions in the worst-case. This is the case which has been considered in lattice-based cryptography. However, this situation is much more complex than the average-case situation, since we need to provide a reduction which works for any given instance, even the worst ones. The main ingredient to control the aforementioned statistical distance is the so-called smoothing bounds, which have been obtained in a series of paper [BLVW19; YZ21; DDRT23; DR22] for various smoothing distributions.

### 5.3.1 Average-case to Average-case Reduction

The parameters of the reduction in the average-case to average-case regime will be derived from a series of technical lemmas. We start by the following variation on the leftover hash lemma. It is similar to [DST19b, Lemma 3] which did not consider the second component, and in particular its proof follows the same path.

When computing the probability of en event $\mathcal{E}$ which may depend en multiple parameters, we put in index where we take the randomness. Recall that for an integer $\rho \in\{1, \ldots, n\}$, we denote by $\mathcal{S}_{\rho}$ the Hamming sphere of radius $\rho$ centred at $\mathbf{0}$.

## Lemma 5.11

Consider two finite sets $E$ and $F$. Let $\mathcal{H} \stackrel{\text { def }}{=}\left(h_{i}\right)_{i \in I}$ be a finite family of functions from $E$ to $F$, and let $T \subset E$. Let $\langle\cdot, \cdot\rangle$ be a map from $E \times E$ to $\{0,1\}$, and consider the following probability

$$
\begin{equation*}
p \stackrel{\text { def }}{=} \mathbb{P}_{t, r}(\langle r, t\rangle=1) \tag{5.27}
\end{equation*}
$$

where $t \leftarrow T$ and $r$ is distributed according to some distribution $\mathcal{D}$ over $E$.
Denote by $\eta$ the "collision bias", defined as

$$
\begin{equation*}
\mathbb{P}_{h, t, r_{0}, r_{1}}\left(h\left(r_{0}\right)=h\left(r_{1}\right),\left\langle t, r_{0}\right\rangle=\left\langle t, r_{1}\right\rangle\right)=\frac{1}{|F|}\left(p^{2}+(1-p)^{2}+\eta\right) \tag{5.28}
\end{equation*}
$$

where $h \leftarrow \mathcal{H}, t \leftarrow T$ are distributed uniformly at random in $\mathcal{H}$ and $T$ respectively; and the $r_{i}$ 's are independent and distributed according to $\mathcal{D}$.

Let $Y$ be the random variable $(u, e)$ where $u \leftarrow F$ is uniform over $F$ and $e \in\{0,1\}$ is a Bernoulli random variable of success probability $p$, independent from $u$. Let $Y(h, t)$ be the random variable $(h(r),\langle r, t\rangle)$ when $r$ is distributed according to $\mathcal{D}$. Then,

$$
\begin{equation*}
\mathbb{E}_{h, t}(\Delta(Y(h, t), Y)) \leqslant \sqrt{\eta} . \tag{5.29}
\end{equation*}
$$

Before proving this lemma, let us stop a moment here. Note that when $\left(u_{0}, e_{0}\right),\left(u_{1}, e_{1}\right)$ are independent and such that $u_{i} \leftarrow F$ is uniform over $F$ and $e_{i}$ is a Bernoulli of success probability $p$, then

$$
\mathbb{P}_{u_{0}, e_{0}, u_{1}, e_{1}, t}\left(u_{0}=u_{1},\left\langle t, r_{0}\right\rangle=\left\langle t, r_{1}\right\rangle\right)=\frac{1}{|F|}\left(p^{2}+(1-p)^{2}\right)
$$

exactly corresponds to $\eta=0$. In this situation, we obviously have that $Y(h, t)=Y$ and the statistical distance is 0 . In other words, $\eta$ quantifies how far $h$ is from decorrelating and uniforming everything. The intuition is that when $h$ is a good hash function, the statistical distance should be small.

For our instantiations, we will choose $E=\mathbb{F}_{2}^{n}, F=\mathbb{F}_{2}^{k}$ and $\mathcal{H}$ is the set of functions defined by

$$
h(r) \stackrel{\text { def }}{=} r \mathbf{G}^{\top},
$$

where G ranges over a given family of $\mathbb{F}_{2}^{k \times n}$ matrices (with or without structure). Furthermore, $\langle\cdot, \cdot\rangle$ denotes the usual inner product of $\mathbb{F}_{2}^{n}$.

Proof of Lemma 5.11. By definition of the statistical distance we have

$$
\begin{align*}
\mathbb{E}_{h, t}(\Delta(Y(h, t), Y)) & =\sum_{\substack{h \in \mathcal{H} \\
t \in T}} \frac{1}{|\mathcal{H}| \cdot|T|} \Delta((h(r),\langle r, t\rangle),(u, e)) \\
& =\frac{1}{2} \sum_{\substack{h \in \mathcal{H} \\
t \in T}} \frac{1}{|\mathcal{H}| \cdot|T|} \sum_{\substack{f \in F \\
b \in\{0,1\}}}\left|\mathbb{P}_{r}(h(r)=f,\langle r, t\rangle=b)-\frac{\mathbb{P}(e=b)}{|F|}\right| \\
& =\frac{1}{2} \sum_{\substack{h, t \\
f, b}}\left|\mathbb{P}_{h_{0}, t_{0}, r}\left(h_{0}=h, t_{0}=t, h_{0}(r)=f,\left\langle r, t_{0}\right\rangle=b\right)-\frac{\mathbb{P}(e=b)}{|\mathcal{H}| \cdot|T| \cdot|F|}\right| \\
& =\frac{1}{2} \sum_{\substack{h, t \\
f, b}}\left|q_{h, t, f, b}-\frac{\mathbb{P}(e=b)}{|\mathcal{H}| \cdot|T| \cdot|F|}\right| \tag{5.30}
\end{align*}
$$

where for $h \in \mathcal{H}, t \in T, b \in\{0,1\}$ and $f \in F$, we define

$$
q_{h, t, f, b} \stackrel{\text { def }}{=} \mathbb{P}_{h_{0}, t_{0}, r}\left(h_{0}=h, t_{0}=t, h_{0}(r)=f,\left\langle r, t_{0}\right\rangle=b\right)
$$

with ( $h_{0}, t_{0}$ ) uniformly distributed over $\mathcal{H} \times T$ and $r$ distributed according to $\mathcal{D}$. Using the Cauchy-Schwarz inequality, we get

$$
\begin{equation*}
\sum_{\substack{h, t \\ f, b}}\left|q_{h, t, f, b}-\frac{\mathbb{P}(e=b)}{|\mathcal{H}| \cdot|T| \cdot|F|}\right| \leqslant \sqrt{\sum_{\substack{h, t \\ f, b}}\left(q_{h, t, f, b}-\frac{\mathbb{P}(e=b)}{|\mathcal{H}| \cdot|T| \cdot|F|}\right)^{2}} \sqrt{|\mathcal{B}| \cdot|\mathcal{H}| \cdot|T| \cdot|F|} . \tag{5.31}
\end{equation*}
$$

Unfolding the computations, we get

$$
\begin{align*}
\sum_{\substack{h, t \\
f, b}}\left(q_{h, t, f, b}-\frac{\mathbb{P}(e=b)}{|\mathcal{H}| \cdot|T| \cdot|F|}\right)^{2} & =\sum_{\substack{h, t \\
f, b}}\left(q_{h, t, f, b}^{2}-2 \mathbb{P}(e=b) \frac{q_{h, t, f, b}}{|\mathcal{H}| \cdot|T| \cdot|F|}+\frac{\mathbb{P}(e=b)^{2}}{|\mathcal{H}|^{2} \cdot|T|^{2} \cdot|F|^{2}}\right) \\
& =\sum_{\substack{h, t \\
f, b}} q_{h, t, f, b}^{2}-\frac{1}{|\mathcal{H}| \cdot|T| \cdot|F|} \sum_{b} \mathbb{P}(e=b)\left(2 \sum_{\substack{h, t \\
f}} q_{h, t, f, b}-\mathbb{P}(e=b)\right) \tag{5.32}
\end{align*}
$$

Let us now observe that

$$
\begin{aligned}
\sum_{\substack{h, t \\
f}} q_{h, t, f, b} & =\sum_{\substack{h, t \\
f}} \mathbb{P}_{h_{0}, t_{0}, r}\left(h_{0}=h, t_{0}=t, h_{0}(r)=f,\left\langle r, t_{0}\right\rangle=b\right) \\
& =\mathbb{P}_{t_{0}, r}\left(\left\langle r, t_{0}\right\rangle=b\right) \\
& =\mathbb{P}(e=b)
\end{aligned}
$$

where in the last line we used the fact that $e$ is exactly a Bernoulli random variable with success probability $p$ (defined in Equation (5.27)). Plugging this in Equation (5.32) we
obtain

$$
\begin{align*}
\sum_{\substack{h, t \\
f, b}}\left(q_{h, t, f, b}-\frac{\mathbb{P}(e=b)}{|\mathcal{H}| \cdot|T| \cdot|F|}\right)^{2} & =\sum_{\substack{h, t \\
f, b}} q_{h, t, f, b}^{2}-\frac{\mathbb{P}(e=0)^{2}+\mathbb{P}(e=1)^{2}}{|\mathcal{H}| \cdot|T| \cdot|F|} \\
& =\sum_{\substack{h, t \\
f, b}} q_{h, t, f, b}^{2}-\frac{p^{2}+(1-p)^{2}}{|\mathcal{H}| \cdot|T| \cdot|F|} \tag{5.33}
\end{align*}
$$

Consider now for $i \in\{0,1\}$ independent random variables $h_{i}, t_{i}$ and $r_{i}$ that are drawn uniformly at random in $\mathcal{H}, T$ and according to $\mathcal{D}$ respectively. We continue this computation by noticing now that

$$
\begin{align*}
\sum_{h, t, f, b} q_{h, t, f, b}^{2} & =\sum_{h, f} \mathbb{P}_{h_{0}, t_{0}, r_{0}}\left(h_{0}=h, t_{0}=t, h_{0}(r)=f,\left\langle r_{0}, t_{0}\right\rangle=b\right) \\
& =\mathbb{P}_{h_{0}, h_{1}, t_{1}, r_{1}, t_{1}, r_{0}, r_{1}\left(h_{0}=h_{1}, t_{0}=t_{1}=t, h_{1}, h_{0}\left(r_{0}\right)=h_{1}\left(r_{1}\right)=f,\left\langle r_{1}, t_{1}\right\rangle=b\right)} \\
& =\frac{\mathbb{P}_{h_{0}, t_{0}, r_{0}, r_{1}}\left(h_{0}\left(r_{0}\right)=h_{0}\left(r_{0}\right),\left\langle t_{0}, r_{0}\right\rangle=\left\langle t_{0}, r_{1}\right\rangle\right)}{|\mathcal{H}| \cdot|T|} \\
& \leqslant \frac{p^{2}+\left(1-p t^{2}+\eta\right.}{|\mathcal{H}| \cdot|T| \cdot|F|}
\end{align*}
$$

where in the last line we used the definition of $\eta$ given in Equation (5.28). By substituting for $\sum_{h, f} q_{h, f}^{2}$ the expression obtained in (5.34) into (5.33) and then back into (5.31) we finally obtain

$$
\sum_{\substack{h, t \\ f, b}}\left|q_{h, t, f, b}-\frac{\mathbb{P}(e=0)^{2}+\mathbb{P}(e=1)^{2}}{|\mathcal{H}| \cdot|T| \cdot|F|}\right| \leqslant \sqrt{\frac{p^{2}+(1-p)^{2}+\eta}{|\mathcal{H}| \cdot|T| \cdot|F|}-\frac{p^{2}+(1-p)^{2}}{|\mathcal{H}| \cdot|T| \cdot|F|}} \sqrt{2|\mathcal{H}| \cdot|T| \cdot|F|}
$$

$$
=\sqrt{\frac{\eta}{|\mathcal{H}| \cdot|T| \cdot|F|}} \sqrt{2|\mathcal{H}| \cdot|T| \cdot|F|}
$$

$$
=\sqrt{2 \eta}
$$

which concludes the proof.

With Lemma 5.11 in hand, we can determine a set of parameters useful for the reduction.

## Lemma 5.12 (Parameters for the average to average reduction)

Let $\beta, \eta \in(0,1), k \leqslant n \in \mathbb{N}, t \in\{1, \ldots, n\}$ and $\omega_{0} \in \mathbb{R}_{+}$be such that

$$
\begin{equation*}
\omega_{0} \geqslant-\log _{2}\left(1-2 \frac{1+\eta}{1-\beta} h^{-1}\left(\frac{k}{n}\right)\right) \tag{5.35}
\end{equation*}
$$

where $h^{-1}:[0,1] \rightarrow\left[0, \frac{1}{2}\right]$ denotes the inverse of the binary entropy function $h$. Then, for
all $x \geqslant 0$,

$$
\mathbb{E}_{\mathbf{G}, \mathbf{t}}\left(\Delta\left(\left(\mathbf{r}(x) \mathbf{G}^{\top},\langle\mathbf{r}(x), \mathbf{t}\rangle\right),(\mathbf{a}, e(x))\right)\right)=2^{-\Omega(n)}
$$

where $\mathbf{a} \leftarrow \mathbb{F}_{2}^{k}, \mathbf{r}(x) \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0}\right)^{\otimes n}, e(x) \leftarrow \operatorname{Ber}\left(2^{x} \omega_{0} t\right), \mathbf{G} \leftarrow \mathbb{F}_{2}^{k \times n}$ and $\mathbf{t}$ is uniformly distributed amongst the words of $\mathbb{F}_{2}^{n}$ of Hamming weight $t$.

The proof of Lemma 5.12 will proceed in two steps: first, we begin to prove that a similar result holds when $\mathbf{r}$ is replaced by the uniform distribution over the words of weight $r(x) \stackrel{\text { def }}{=}$ $\frac{n}{2}\left(1-2^{-2^{x} \omega_{0}}\right)(1-\beta)$; and then apply the following proposition from [DR22] which shows that the Bernoulli distribution inherits the smoothing properties of the uniform distribution over a Hamming sphere.

## Proposition 5.13 ([DR22, Proposition 6.7])

Let $\mathbf{t} \in \mathbb{F}_{2}^{n}, \beta>0, \omega \in \mathbb{R}_{+}$and $p \stackrel{\text { def }}{=} \frac{1}{2}\left(1-2^{-\omega}\right)$. Let $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$ be the generator matrix of an $[n, k]$-code. Then,

$$
\Delta\left(\left(\mathbf{r} \mathbf{G}^{\top},\langle\mathbf{r}, \mathbf{t}\rangle\right),(\mathbf{a}, e)\right) \leqslant \sum_{r=(1-\beta) n p}^{(1+\beta) n p} \Delta\left(\left(\mathbf{r}_{r} \mathbf{G}^{\top},\left\langle\mathbf{r}_{r}, \mathbf{t}\right\rangle\right),\left(\mathbf{a}, e_{r}\right)\right)+2^{-\Omega(n)}
$$

where $\mathbf{r} \leftarrow \operatorname{Ber}(\omega)^{\otimes n}, \mathbf{a} \leftarrow \mathbb{F}_{2}^{k}, e \leftarrow \operatorname{Ber}(\omega|\mathbf{t}|), \mathbf{r}_{r} \leftarrow \mathcal{S}_{r}$ and the $e_{r}$ 's are distributed as the $\left\langle\mathbf{r}_{r}, \mathbf{t}\right\rangle$ 's.

Remark 5.14. Equation (5.35) is equivalent to

$$
\begin{equation*}
\frac{r}{n} \stackrel{\text { def }}{=} \frac{1}{2}\left(1-2^{-\omega_{0}}\right)(1-\beta) \geqslant(1+\eta) h^{-1}\left(\frac{k}{n}\right) . \tag{5.36}
\end{equation*}
$$

That is to say, we require the least index in the sum in Proposition 5.13 to be above the GilbertVarshamov bound. This is a necessary condition for the statistical distances to be negligible. In other words, those bounds are the best possible we can achieve with this kind of reduction.

Proof of Lemma 5.12. In order to ease the reading, let us drop the dependency in $x$ (the maximum of the statistical distance is reached for $x=0$; taking $x \geqslant 0$ can only decrease this statistical distance as it increases the noise). Let $r \stackrel{\text { def }}{=} \frac{n}{2}\left(1-2^{-\omega_{0}}\right)(1-\beta)$ and $\mathbf{r} \leftarrow \mathcal{S}_{r}$. Our aim is to show that the result holds for this distribution. By Lemma 5.11, it suffices to
compute the following collision probability (where $\mathbf{r}_{0}, \mathbf{r}_{1} \leftarrow \mathcal{S}_{r}, \mathbf{G} \leftarrow \mathbb{F}_{2}^{k \times n}$ and $\mathbf{t} \leftarrow \mathcal{S}_{t}$ )

$$
\begin{aligned}
& \mathbb{P}_{\mathbf{r}_{0}, \mathbf{r}_{1}, \mathbf{G}, \mathbf{t}}\left(\mathbf{r}_{0} \mathbf{G}^{\top}=\mathbf{r}_{1} \mathbf{G}^{\top},\left\langle\mathbf{t}, \mathbf{r}_{0}\right\rangle=\left\langle\mathbf{t}, \mathbf{r}_{1}\right\rangle\right) \\
& \quad=\mathbb{P}_{\mathbf{r}_{0}, \mathbf{r}_{1}, \mathbf{G}, \mathbf{t}}\left(\left(\mathbf{r}_{0}-\mathbf{r}_{1}\right) \mathbf{G}^{\top}=\mathbf{0},\left\langle\mathbf{t}, \mathbf{r}_{0}-\mathbf{r}_{1}\right\rangle=0\right) \\
& \quad=\sum_{\mathbf{r} \neq \mathbf{0}} \mathbb{P}_{\mathbf{G}}\left(\mathbf{r G}^{\top}=\mathbf{0}\right) \mathbb{P}_{\mathbf{t}}(\langle\mathbf{t}, \mathbf{r}\rangle=0) \mathbb{P}_{\mathbf{r}_{0}, \mathbf{r}_{1}}\left(\mathbf{r}_{0}-\mathbf{r}_{1}=\mathbf{r}\right)+\mathbb{P}_{\mathbf{r}_{0}, \mathbf{r}_{1}}\left(\mathbf{r}_{0}=\mathbf{r}_{1}\right) \\
& \quad=\frac{1}{2^{k}} \sum_{\mathbf{r} \neq \mathbf{0}} \mathbb{P}_{\mathbf{t}}(\langle\mathbf{t}, \mathbf{r}\rangle=0) \mathbb{P}_{\mathbf{r}_{0}, \mathbf{r}_{1}}\left(\mathbf{r}_{0}-\mathbf{r}_{1}=\mathbf{r}\right)+\mathbb{P}_{\mathbf{r}_{0}, \mathbf{r}_{1}}\left(\mathbf{r}_{0}=\mathbf{r}_{1}\right) \\
& \quad \leqslant \frac{1}{2^{k}}\left(\mathbb{P}_{\mathbf{t}, \mathbf{r}_{0}, \mathbf{r}_{1}}\left(\left\langle\mathbf{t}, \mathbf{r}_{0}-\mathbf{r}_{1}\right\rangle=0\right)+2^{k} \mathbb{P}_{\mathbf{r}_{0}, \mathbf{r}_{1}}\left(\mathbf{r}_{0}=\mathbf{r}_{1}\right)\right) \\
& \quad=\frac{1}{2^{k}}\left(p^{2}+(1-p)^{2}+\frac{2^{k}}{\binom{n}{r}}\right)
\end{aligned}
$$

where $p \stackrel{\text { def }}{=} \mathbb{P}_{\mathbf{r}, \mathbf{t}}(\langle\mathbf{t}, \mathbf{r}\rangle=1)$ and we used in the inequality the law of total probability. By Lemma 5.11,

$$
\mathbb{E}_{\mathbf{G}, \mathbf{t}}\left(\Delta\left(\left(\mathbf{r}_{r} \mathbf{G}^{\top},\left\langle\mathbf{r}_{r}, \mathbf{t}\right\rangle\right),\left(\mathbf{a}, e_{r}\right)\right)\right) \leqslant \sqrt{\frac{2^{k}}{\binom{n}{r}}}
$$

Recall that $\binom{n}{r}=2^{n h(r / n)(1+o(1))}$ where $h$ denotes the binary entropy function. By Equation (5.36), $r$ verifies $(1+\eta) h^{-1}\left(\frac{k}{n}\right) \leqslant \frac{r}{n} \leqslant 1 / 2$. Therefore, since $h$ is a strictly increasing function, the above upper-bound is a $2^{-\Omega(n)}$. This yields the claimed result.

We can now give the full reduction, in the average-case to average-case situation. Recall that in Theorem 5.4, the considered (search) decoding problem is fixed once and for all. However, the above lemma tells us that, on average over the choice of $\mathbf{G}$ and $\mathbf{t}$, the considered statistical distance is negligible. In reality, we can prove that it holds for almost all choices by a simple application of Markov's inequality.

## Lemma 5.15

Let $k \leqslant n \in \mathbb{N}, t \in\{0, \ldots, n\}, \omega_{0} \in \mathbb{R}_{+}$. For a matrix $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$ and a vector $\mathbf{t} \in \mathbb{F}_{2}^{n}$ of Hamming weight $t$, let

$$
X(\mathbf{G}, \mathbf{t}) \stackrel{\text { def }}{=} \Delta\left(\left(\mathbf{r} \mathbf{G}^{\top},\langle\mathbf{r}, \mathbf{t}\rangle\right),(\mathbf{a}, e)\right), \quad \text { where } \mathbf{r} \leftarrow \operatorname{Ber}\left(\omega_{0} t\right)^{\otimes n} \text { and } e \leftarrow \operatorname{Ber}\left(\omega_{0} t\right) .
$$

For independent and uniformly distributed $\mathbf{G}_{u} \leftarrow \mathbb{F}_{2}^{k \times n}$ and $\mathbf{t}_{u} \leftarrow \mathcal{S}_{t}$, denote by $\gamma$ the following expected value

$$
\gamma \stackrel{\text { def }}{=} \mathbb{E}_{\mathbf{G}_{u}, \mathbf{t}_{u}}\left(X\left(\mathbf{G}_{u}, \mathbf{t}_{u}\right)\right)
$$

Then,

$$
\frac{\left|\left\{(\mathbf{G}, \mathbf{t}) \in \mathbb{F}_{2}^{k \times n} \times \mathcal{S}_{t} \mid X(\mathbf{G}, \mathbf{t}) \geqslant \sqrt{\gamma}\right\}\right|}{2^{k n}\binom{n}{t}} \leqslant \sqrt{\gamma} .
$$

Proof. Since $\mathbf{G}_{u}$ and $\mathbf{t}_{u}$ are independent, and uniformly distributed over their respective domains, this proportion is nothing but

$$
\mathbb{P}_{\mathbf{G}_{u}, \mathbf{t}_{u}}\left(X\left(\mathbf{G}_{u}, \mathbf{t}_{u}\right) \geqslant \sqrt{\gamma}\right) .
$$

By Markov's inequality, we have

$$
\mathbb{P}_{\mathbf{G}_{u}, \mathbf{t}_{u}}\left(X\left(\mathbf{G}_{u}, \mathbf{t}_{u}\right) \geqslant \sqrt{\gamma}\right) \leqslant \frac{\mathbb{E}_{\mathbf{G}_{u}, \mathbf{t}_{u}}\left(X\left(\mathbf{G}_{u}, \mathbf{t}_{u}\right)\right)}{\sqrt{\gamma}} \leqslant \sqrt{\gamma},
$$

which concludes the proof.

We are now ready to instantiate the search-to-decision reduction in the average-case to average-case regime. However, we must be very careful, and not all parameters allowed by the previous lemmas are relevant for cryptographic applications. Indeed, we need to ensure that the decision problem is not too hard while the search version needs to be not too easy.

Discussion on the parameters. Notice that the noise of the decision decoding problem of the reduction is distributed as $\operatorname{Ber}\left(\omega_{0} t\right)$ with $\omega_{0}$ given in Equation (5.35). If one chooses $k, n$ such that $\frac{k}{n}=\Theta(1)$, one would obtain a noise distributed as $\operatorname{Ber}\left(\omega_{0} t\right)=\operatorname{Ber}(\Theta(t))$. In that case, it seems that we need to choose $t$ as a $O\left(\log _{2}(n)\right)$ to reach a noise rate $\frac{1}{2}\left(1-2^{-\omega_{0} t}\right)=\frac{1}{2}-\frac{1}{\text { poly }(n)}$ in the decision decoding problem. Otherwise, we would reduce the decoding problem into a decision decoding problem with a noise rate exponentially or sub-exponentially close to $1 / 2$; an extremely hard problem which is not very satisfying. On the other hand, choosing $t=O\left(\log _{2}(n)\right)$ is a real disaster for the reduction: decoding a code of length $n$ at distance $O\left(\log _{2}(n)\right)$ can be done in polynomial time (using for instance Prange algorithm [Pra62]). That is, we would be reducing an easy worst-case search decoding problem to an average-case decision decoding problem; which says nothing about the hardness of the decision version. We therefore conclude that the only way to reach an error rate $\frac{1}{2}\left(1-2^{-\omega_{0} t}\right)=\frac{1}{2}-\frac{1}{\text { poly }(n)}$ is to decrease as much as possible $\omega_{0}$ given in Equation (5.35). In particular, this leads us to choose $\frac{k}{n}=o(1)$, since in
that case $\omega_{0}=-\log _{2}(1-o(1))=o(1)$. More precisely, for these parameters, $\omega_{0}$ verifies

$$
\omega_{0}=-\log _{2}\left(1-\Theta\left(h^{-1}\left(\frac{k}{n}\right)\right)\right) \approx \frac{1}{\log _{2}\left(\frac{n}{k}\right)} \frac{k}{n}
$$

where we used the expansion $h^{-1}(\varepsilon) \underset{\varepsilon \rightarrow 0}{\approx} \frac{\varepsilon}{\log _{2}(1 / \varepsilon)}$. Therefore, to reach the noise rate $\frac{1}{2}-\frac{1}{\operatorname{poly}(n)}$ we need to choose parameters such that

$$
\begin{equation*}
\frac{k}{n}=o(1) \quad \text { and } \quad \omega_{0} t=\frac{1}{\log _{2}\left(\frac{n}{k}\right)} \frac{k}{n} t=O\left(\log _{2}(n)\right) \tag{5.37}
\end{equation*}
$$

Notice that necessarily in the above choice of parameters, we need $t$ to be sublinear in $n$, since otherwise $k$ would be too small, allowing an exhaustive search to decode in polynomial time. Fortunately, in that case the reduction is non-trivial. The cost of Prange's algorithm [Pra62] (which is asymptotically the best known decoding algorithm when the decoding distance $t$ is sublinear in the length of the input code, see [CS16]) is given by

$$
2^{\Theta\left(t \frac{k}{n}\right)}=2^{\Theta\left(\log _{2}(n) \log _{2}(n / k)\right)}=n^{\Theta\left(\log _{2}(n / k)\right)}
$$

which is super-polynomial.
In what follows we focus our attention to a noise rate $\frac{1}{2}-\frac{1}{\text { poly }(n)}$ in the decision problem, that is to say we propose parameters where the rate $\frac{k}{n}$ of the codes considered in the reduction verifies $\frac{k}{n}=o(1)$.

## Theorem 5.16 (Average-case to average-case, search-to-decision reduction)

Let $\beta, \eta \in(0,1), C>0$ and $n, k, t \in \mathbb{N}$ be such that

$$
\begin{equation*}
\frac{k}{n}=o(1) \quad \text { and } \quad \frac{2}{\ln (2)} \frac{1+\eta}{1-\beta} \frac{1}{\log _{2}\left(\frac{n}{k}\right)} \frac{k}{n} t=C \log _{2}(n) \tag{5.38}
\end{equation*}
$$

Furthermore, let

$$
\begin{equation*}
\omega_{0}=-\log _{2}\left(1-2 \frac{1+\eta}{1-\beta} h^{-1}\left(\frac{k}{n}\right)\right) \quad \text { i.e. } \quad \frac{1-\beta}{2}\left(1-2^{-\omega_{0}}\right)=(1+\eta) h^{-1}\left(\frac{k}{n}\right) \tag{5.39}
\end{equation*}
$$

Suppose that there exists an algorithm $\mathcal{A}$, with advantage $\varepsilon=\frac{1}{\operatorname{poly}(n)}$, which distinguishes in time $T$ distributions $(\mathbf{A}, \mathbf{s A}+\mathbf{e})$ and $(\mathbf{A}, \mathbf{y})$ with

$$
\mathbf{A} \leftarrow \mathbb{F}_{2}^{k \times n}, \mathbf{s} \leftarrow \mathbb{F}_{2}^{k}, \mathbf{y} \leftarrow \mathbb{F}_{2}^{n} \text { and } \mathbf{e} \leftarrow \operatorname{Ber}\left(\omega_{0} t\right)^{\otimes n}
$$

Then, there exists an algorithm running in time $T$ poly $(n)$, which takes as inputs $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$, $\mathbf{m G}+\mathbf{t}$ where $\mathbf{m} \in \mathbb{F}_{2}^{k}, \mathbf{t} \in \mathcal{S}_{t}^{n}$, and outputs $\mathbf{t}$ (or equivalently $\mathbf{m}$ ) with probability at least $1-2^{-\Omega(n)}$ over a uniform choice of $\mathbf{G}$ and $\mathbf{t}$.

Remark 5.17. With the above parameter choice, we have

$$
\omega_{0} t=C \log _{2}(n)(1+o(1))
$$

i.e. the error rate in the decision problem is

$$
\frac{1}{2}\left(1-2^{-\omega_{0} t}\right)=\frac{1}{2}-\frac{1}{\operatorname{poly}(n)}
$$

Remark 5.18. Note that in the above reduction, the length of the code used in the decisional problem is the same than the length of the code in the search problem.

Proof. We use the notations of Theorem 5.4 and Lemma 5.15. Let $\mathbf{G} \leftarrow \mathbb{F}_{2}^{k \times n}$ and $\mathbf{t} \leftarrow \mathcal{S}_{t}$. Notice that, since $\frac{k}{n}=o(1)$, the following computation holds

$$
\begin{aligned}
\omega_{0} t & =-\log _{2}\left(1-2 \frac{1+\eta}{1-\beta} h^{-1}\left(\frac{k}{n}\right)\right) t \\
& =\frac{2}{\ln (2)} \frac{1+\eta}{1-\beta} h^{-1}\left(\frac{k}{n}\right) t(1+o(1)) \\
& =\frac{2}{\ln (2)} \frac{1+\eta}{1-\beta} \frac{1}{\log _{2}\left(\frac{n}{k}\right)} \frac{k}{n} t(1+o(1)),
\end{aligned}
$$

where we used the expansion $h^{-1}(x)=\frac{x}{\log _{2}(1 / x)}(1+o(1))$. Therefore, by Equation (5.38), we have

$$
\omega_{0} t=C \log _{2}(n)(1+o(1))
$$

Let $\mathcal{B}$ be the algorithm given by Theorem 5.4 , which outputs some $\mathbf{t}^{\prime}$ in time $T$ poly $(\alpha)$, such that ${ }^{a}$

$$
\mathbb{P}\left(\mathbf{t}^{\prime}=\mathbf{t}\right)=1-2^{-\Omega(n)}-n \operatorname{poly}(\alpha) X(\mathbf{G}, \mathbf{t}),
$$

where

$$
X(\mathbf{G}, \mathbf{t}) \stackrel{\text { def }}{=} \Delta\left(\left(\mathbf{r} \mathbf{G}^{\top},\langle\mathbf{r}, \mathbf{t}\rangle\right),(\mathbf{a}, e)\right), \quad \text { where } \mathbf{r} \leftarrow \operatorname{Ber}\left(\omega_{0} t\right)^{\otimes n} \text { and } e \leftarrow \operatorname{Ber}\left(\omega_{0} t\right)
$$

has been defined in Lemma 5.15. Equation (5.39) and Lemma 5.12 entail that

$$
\mathbb{E}(X(\mathbf{G}, \mathbf{t}))=2^{-\Omega(n)} .
$$

Since $\alpha=\max \left(\frac{1}{\varepsilon}, n\right)=\operatorname{poly}(n)$, Lemma 5.15 entails that $\mathcal{B}$ outputs $\mathbf{t}$ with probability $1-2^{-\Omega(n)}$ for a proportion $1-2^{-\Omega(n)}$ of the possible instances $(\mathbf{G}, \mathbf{t})$. Moreover, the success probability of $\mathcal{B}$ is independent from $\mathbf{G}$ and $\mathbf{t}$. Therefore, the probability that $\mathcal{B}(\mathbf{G}, \mathbf{t})$ outputs 1 will be greater than $\left(1-2^{-\Omega(n)}\right)\left(1-2^{-\Omega(n)}\right)=1-2^{-\Omega(n)}$, which concludes the proof.
${ }^{a}$ We dropped the max here because it is reached when $x=0$ : the higher is the noise, the closer our distribution is from the genuine LPN.

### 5.3.2 Worst-case to Average-case Reduction

We will now deal with the worst-case to average-case reduction. Recall that in Theorem 5.4, we need to set the statistical distance between our produced samples and genuine LPN samples to be negligible. For a worst-case hardness we need it to be negligible for any fixed code, i.e. for any matrix G. To this end we will use smoothing bounds as given in [DR22, Proposition
7.6]. However, this bound is only stated when $\mathbf{G}$ generates an $[n, k]$-code which is balanced (A similar assumption was made in [BLVW19]), i.e. which does not have codewords of extremely large weights.

## Definition 5.19 (Balanced code)

An $[n, k]$-code is $\delta$-balanced if its minimum distance is at least $\delta n$ and all the codewords have Hamming weight at most $(1-\delta) n$. That is, for all $\mathbf{x} \in \mathcal{C} \backslash\{0\}$,

$$
\delta n \leqslant|\mathbf{x}| \leqslant(1-\delta) n
$$

In the worst-case to average-case search-to-decision reduction we will restrict "worst" instances to $\delta$-balanced codes. A natural choice for $\delta$ is given by the relative Gilbert-Varshamov bound $h^{-1}\left(1-\frac{k}{n}\right)$. However, for the same reasons as for the average-case to average-case reduction, in order to reach a noise rate $\frac{1}{2}-\frac{1}{\operatorname{poly}(n)}$ in the decision problem, we will choose parameters $k, n$ so that $\frac{k}{n}=o(1)$. In order to reach a negligible statistical distance we will use the following proposition.

## Proposition 5.20 ([DR22, Proposition 7.6])

Let $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$ be the generator matrix of an $[n, k]$-code which is $\delta$-balanced with $\frac{1}{2} \geqslant \delta \geqslant$ $h^{-1}\left(1-\frac{k}{n}\right) \geqslant C$ for some constant $C>0$. Let $\mathbf{t} \in \mathbb{F}_{2}^{n}$ and suppose that $\frac{|\mathbf{t}|}{n}=o(1)$.

Let $\beta, \eta>0$ and $\omega \in \mathbb{R}_{+}$be such that

$$
(1-\beta) \frac{1}{2}\left(1-2^{-\omega}\right) \geqslant(1+\eta) h^{-1}\left(2 \frac{k}{n}+D \frac{|\boldsymbol{t}|}{n}\right)
$$

for some large enough constant $D$. Then,

$$
\Delta\left(\left(\mathbf{r G}^{\top},\langle\mathbf{r}, \mathbf{t}\rangle\right),(\mathbf{a}, e)\right)=2^{-\Omega(n)}
$$

where $\mathbf{r} \leftarrow \operatorname{Ber}(\omega)^{\otimes n}, \mathbf{a} \leftarrow \mathbb{F}_{2}^{k}$ and $e \leftarrow \operatorname{Ber}(\omega|\mathbf{t}|)$.

This proposition leads to the following instantiation of our worst-case to average-case, search-to-decision reduction:

## Theorem 5.21 (Worst-case to average-case, search-to-decision reduction)

Let $\beta, \eta \in(0,1), C>0$ and $n, k, t \in \mathbb{N}$ be such that

$$
\begin{equation*}
\frac{k}{n}=o(1), \quad \frac{t}{n}=o\left(\frac{k}{n}\right) \quad \text { and } \quad \frac{4}{\ln (2)} \frac{1+\eta}{1-\beta} \frac{1}{\log _{2}\left(\frac{n}{k}\right)} \frac{k}{n} t=C \log _{2}(n) \tag{5.40}
\end{equation*}
$$

Furthermore, for some large enough constant $D$ let

$$
\begin{equation*}
\omega_{0} \stackrel{\text { def }}{=}-\log _{2}\left(1-2 \frac{1+\eta}{1-\beta} h^{-1}\left(2 \frac{k}{n}+D \frac{t}{n}\right)\right) \tag{5.41}
\end{equation*}
$$

Suppose that there exists an algorithm $\mathcal{A}$, with advantage $\varepsilon=\frac{1}{\operatorname{poly}(n)}$, which distinguishes in time $T$ distributions $(\mathbf{A}, \mathbf{s A}+\mathbf{e})$ and $(\mathbf{A}, \mathbf{y})$ with

$$
\mathbf{A} \leftarrow \mathbb{F}_{2}^{k \times n}, \mathbf{s} \leftarrow \mathbb{F}_{2}^{k}, \mathbf{y} \leftarrow \mathbb{F}_{2}^{n} \text { and } \mathbf{e} \leftarrow \operatorname{Ber}\left(\omega_{0} t\right)^{\otimes n} \quad \text { where } \omega_{0} t=C \log _{2}(n)(1+o(1))
$$

Then, there exists an algorithm running in time $T$ poly $(n)$, which takes as input $(\mathbf{G}, \mathbf{m} \mathbf{G}+\mathbf{t})$ where $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$ is a (fixed) generator matrix of a $\delta$-balanced $[n, k]$ code with

$$
\delta \geqslant h^{-1}\left(1-\frac{k}{n}\right)=\frac{1}{2}-\sqrt{\frac{k}{n}}(1+o(1))
$$

and $\mathbf{t}$ of Hamming weight $t$, and outputs (or equivalently $\mathbf{m}$ ) with probability at least $1-2^{-\Omega(n)}$ (where the probability is not taken over the choice of $\mathbf{m}, \mathbf{G}$ and $\mathbf{t}$ ).

Proof. We use the notations of Theorem 5.4 and Proposition 5.20. Notice that, since $k / n=o(1)$ and $t / n=o(k / n)$, the following computation holds

$$
\begin{aligned}
\omega_{0} t & =-\log _{2}\left(1-2 \frac{1+\eta}{1-\beta} h^{-1}\left(2 \frac{k}{n}+D \frac{t}{n}\right)\right) t \\
& =\frac{4}{\ln (2)} \frac{1+\eta}{1-\beta} \frac{1}{\log _{2}\left(\frac{n}{k}\right)} \frac{k}{n} t(1+o(1))
\end{aligned}
$$

where we used the expansion $h^{-1}(x)=\frac{x}{\log _{2}(1 / x)}(1+o(1))$. Therefore, by Equation (5.40), we have

$$
\omega_{0} t=C \log _{2}(n)(1+o(1))
$$

i.e.

$$
\frac{1}{2}\left(1-2^{-\omega_{0} t}\right)=\frac{1}{2}\left(1-\frac{1}{n^{C(1+o(1))}}\right) .
$$

Let $\mathcal{B}$ be the algorithm given by Theorem 5.4. It will output $\mathbf{t}^{\prime}$ in time $T$ poly $(\alpha)$. By Theorem 5.4 ${ }^{a}$,

$$
\mathbb{P}\left(\mathbf{t}^{\prime}=\mathbf{t}\right)=1-2^{-\Omega(n)}-n \operatorname{poly}(\alpha) \Delta\left(\left(\mathbf{r} \mathbf{G}^{\top},\langle\mathbf{r}, \mathbf{t}\rangle\right),(\mathbf{a}, e)\right),
$$

where $\mathbf{r} \leftarrow \operatorname{Ber}\left(\omega_{0}\right)^{\otimes n}$.
Note that Equation (5.41) is equivalent to

$$
(1-\beta) \frac{1}{2}\left(1-2^{-\omega_{0}}\right)=2(1+\eta) h^{-1}\left(\frac{k}{n}\right)
$$

Therefore, Proposition 5.20 entails that the above statistical distance is $1-2^{-\Omega(n)}$. In other words, since $\alpha=\max \left(\frac{1}{\varepsilon}, n\right)=\operatorname{poly}(n)$, Algorithm $\mathcal{B}$ will output $\mathbf{t}$ with probability $1-2^{-\Omega(n)}$, and this probability is independent from $\mathbf{G}$. This concludes the proof.

[^37]A concrete set of parameters. The above theorem is a little bit abstract, and one can wonder which cryptographically relevant parameters can be achieved. For instance, one use the following set of parameters:

$$
\frac{k}{n}=\frac{1}{n^{D}} \quad \text { and } \quad \frac{t}{n}=\frac{\log _{2}(n)^{2}}{n^{1-D}}
$$

with $D<1 / 2$. Theorem 5.21 shows that solving the average-case decision decoding problem of codes with length $n$, dimension $n^{1-D}$, and at decoding distance $\frac{1}{2}-O\left(\frac{1}{n^{D \ln (2) / 4}}\right)$ is at least as hard as decoding a given fixed $\delta$-balanced code (with $\delta \geqslant h^{-1}\left(1-\frac{1}{n^{D}}\right)$ ) at distance $n^{D} \log _{2}(n)^{2}$.

Remark 5.22. Asking the code in the worst-case search problem to be $\delta$-balanced can seem a bit disappointing. However, as noticed in [BLVW19; YZ21] and even [BF02] (though not with the same terminology), most of the codes are $\delta$-balanced, and no generic decoding algorithm is known to take advantage of this property.

### 5.4 Discussion on structured codes

Let us finally turn towards the original goal of this work, namely giving search-to-decision reductions for structured codes, such as quasi-cyclic codes. It turns out that a major obstacle arises when working with codes, instead of euclidean lattices. As a consequence, there is still work to do in order to derive a good reduction for code-based cryptography.

### 5.4.1 Applying the OCP-based reduction

Recall that an $[n \ell, n k]$-quasi-cyclic codes have a generator matrix formed by $k$ rows of $\ell$ circulant $n \times n$ matrices. Via the polynomial representation (See Section 1.3.1.1) they can be represented by a $k \times \ell$ matrix

$$
\mathbf{G} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
a_{1,1} & \cdots & a_{1, \ell} \\
\vdots & \ddots & \vdots \\
a_{k, 1} & \cdots & a_{k, \ell}
\end{array}\right) \in\left(\mathbb{F}_{2}[X] /\left(X^{n}-1\right)\right)^{k \times \ell}
$$

so that a noisy codeword is of the form

$$
\mathbf{y}=\mathbf{m} \mathbf{G}+\mathbf{e}=\left(\left\langle\mathbf{a}_{1}, \mathbf{m}\right\rangle+e_{1}, \ldots,\left\langle\mathbf{a}_{\ell}, \mathbf{m}\right\rangle+e_{\ell}\right) \in\left(\mathbb{F}_{2}[X] /\left(X^{n}-1\right)\right)^{\ell}
$$

where $\mathbf{a}_{i} \stackrel{\text { def }}{=}\left(a_{i, 1}, \ldots, a_{i, \ell}\right)$ is the $i$-th column of $\mathbf{G}$.
In order to instantiate the reduction, we need in particular to find a distribution $\mathcal{D}$ which smoothes the dual of the code generated by $\mathbf{G}$, that is such that for $\mathbf{r} \leftarrow \mathcal{D}$,

$$
\Delta\left(\mathbf{r} \mathbf{G}^{\top}, \mathbf{u}^{\text {unif }}\right), \quad \text { where } \mathbf{u}^{\text {unif }} \leftarrow\left(\mathbb{F}_{2}[X] /\left(X^{n}-1\right)\right)^{k}
$$

is negligible. Write $\mathbf{r} \stackrel{\text { def }}{=}\left(r_{1}, \ldots, r_{\ell}\right)$ so that the $i$-th component of $\mathbf{r} \mathbf{G}^{\top}$ is equal to

$$
\rho_{i} \stackrel{\text { def }}{=} r_{1} a_{i, 1}+r_{2} a_{i, 2}+\cdots+r_{\ell} a_{i, \ell} \quad \bmod \left(X^{n}-1\right) .
$$

In particular, it is an element of the ideal $\mathcal{J}_{i}$ generated by $\left(a_{i, j}\right)_{1 \leqslant j \leqslant \ell}$. Similarly to the situation in Section 1.3.1.2, When this ideal $\mathcal{J}_{i}$ is too small, then $\rho_{i}$ is far from being uniformly distributed in $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, and there is no hope to give a good upper bound on the above statistical distance. Therefore, all the $\mathcal{J}_{i}$ 's need to be large enough, and ideally they should be equal to the full ring. This can easily be enforced by restricting the decoding problem to codes in systematic form. In particular, for such codes, $a_{i, i}=1$ (for $i \leqslant k$ ) and the $\mathcal{J}_{i}$ 's are all equal to $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$. This will be our setting for the rest of this section. Moreover, for simplicity we will restrict ourselves to the case $k=1$ and $\ell=2$, i.e. to double-circulant codes, but virtually all the sequel can be extended to the general setting.

Notation. In the sequel, an element of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ will be written in bold font. In particular, we consider matrices of the form $(1 \mid \mathbf{a}) \in\left(\mathbb{F}_{2}[X] /\left(X^{n}-1\right)\right)^{1 \times 2}$.

Remark 5.23. It can be readily seen that a double circulant code generated by a matrix of the form $(1 \mid \mathbf{a})$ has a parity-check matrix of the same form.

Discussion on the worst-case reduction. The first thing to notice is that, since the worst-case to average-case reduction given by Theorem 5.21 works for any (balanced) code, it would also work when the input code is quasi-cyclic (as long as it is balanced). However, there is a caveat here: if for the plain decoding problem the condition of being balanced is not really restrictive, in the case of quasi-cyclic codes it is devastating because a binary quasi-cyclic code will typically have codewords of very large weights. In fact, half of the binary quasi-cyclic codes have the all-1 codeword. This can be proved via the following simple lemma:

## Lemma 5.24

Let $\mathbf{x}=\left(\mathbf{x}_{0} \mid \mathbf{x}_{1}\right) \in \mathbb{F}_{2}^{2 n}$, and denote by $\left\langle\mathbf{x}_{1}\right\rangle$ the ideal generated by $\mathbf{x}_{1}$ in $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$. Let $\mathbf{a} \leftarrow \mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ and consider $\mathbf{H}=(1 \mid \mathbf{a})$. Then,

$$
\mathbb{P}_{\mathbf{H}}\left(\mathbf{x} \mathbf{H}^{\top}=0\right)=\left\{\begin{array}{ll}
\frac{1}{\left|\left\langle\mathbf{x}_{1}\right\rangle\right|} & \text { if } \mathbf{x}_{0} \in\left\langle\mathbf{x}_{1}\right\rangle \\
0 & \text { else }
\end{array}=\frac{1}{\left|\left\langle\mathbf{x}_{1}\right\rangle\right|}=2^{n-\delta_{\mathbf{x}_{1}}} \mathbb{1}_{\mathbf{x}_{0} \in\left\langle\Delta_{\mathbf{x}_{1}}\right\rangle},\right.
$$

where $\Delta_{\mathbf{x}_{1}} \stackrel{\text { def }}{=} \operatorname{gcd}\left(\mathbf{x}_{1}, X^{n}-1\right)$ and $\delta_{\mathbf{x}_{1}} \stackrel{\text { def }}{=} \operatorname{deg} \Delta_{\mathbf{x}_{1}}$.

Proof. Let $\mathscr{C}$ be the code with parity-check matrix H, and let us compute the syndrome

$$
\mathbf{x} \mathbf{H}^{\top}=\mathbf{x}_{0}+\mathbf{a} \cdot \mathbf{x}_{1} \quad \bmod \left(X^{n}-1\right)
$$

In other words,

$$
\mathbf{x} \in \mathscr{C} \quad \text { if and only if } \quad \mathbf{x}_{0}=a \cdot \mathbf{x}_{1}
$$

Since a is uniformly distributed over $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, the right hand side is uniformly distributed in the ideal generated by $\mathbf{x}_{1}$. Therefore,

$$
\mathbb{P}_{\mathbf{C}}(\mathbf{x} \in \mathscr{C})=\mathbb{P}_{\mathbf{a}}\left(\mathbf{a} \cdot \mathbf{x}_{1}\right)=\mathbf{x}_{0}=\frac{1}{\left|\left\langle\mathbf{x}_{1}\right\rangle\right|} \mathbb{1}_{\mathbf{x}_{0} \in\left\langle\mathbf{x}_{1}\right\rangle}
$$

Since $\mathbb{F}_{2}[X]$ is a principal ideal ring, so is its quotient $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, and the canonical projection $\pi: \mathbb{F}_{2}[X] \rightarrow \mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ induces a one-to-one correspondence between ideals of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ and ideals of $\mathbb{F}_{2}[X]$ containing $\left(X^{n}-1\right)$. In particular, identifying $\mathbf{x}_{1}$ with its lift of degree at most $n-1, \pi^{-1}\left(\left\langle\mathbf{x}_{1}\right\rangle\right)$ is the (principal) ideal which contains both $\mathbf{x}_{1}$ and $\left(X^{n}-1\right)$, i.e. it is the ideal generated by $\Delta_{\mathbf{x}_{1}} \stackrel{\text { def }}{=} \operatorname{gcd}\left(\mathbf{x}_{1}, X^{n}-1\right)$, of degree $\delta_{\mathbf{x}_{1}} \leqslant n-1$ (assuming $\mathbf{x}_{1} \neq 0$ ).

In other words, in the quotient ring, $\left\langle\mathbf{x}_{1}\right\rangle=\left\langle\Delta_{\mathbf{x}_{1}}\right\rangle$, and it is readily seen that it has dimension $n-\delta_{\mathbf{x}_{1}}$ as $\mathbb{F}_{2}$ vector space. In particular, $\left|\left\langle\mathbf{x}_{1}\right\rangle\right|=2^{n-\delta_{\mathbf{x}_{1}}}$, which concludes the proof.

Now, let $\mathbf{x} \stackrel{\text { def }}{=}(1, \ldots, 1) \in \mathbb{F}_{2}^{2 n}$ be the all-one vector. Its polynomial representation is $(\phi, \phi)$ where

$$
\phi(X) \stackrel{\text { def }}{=} 1+X+\cdots+X^{n-1}
$$

Lemma 5.24 entails that for a random double circulant code $\mathscr{C}$, then

$$
\mathbb{P}_{\mathscr{C}}(\mathbf{x} \in \mathbf{C})=\frac{1}{|\langle\phi\rangle|}=\frac{1}{2}
$$

Hence, half of the double-circulant codes have the all-one vector. In particular, smoothing a quasi-cyclic code is still an interesting open question. Therefore we are forced to only consider the average-case situation.

Discussion on the average-case reduction. Let $t \in\{0, \ldots, n\}$ and let $(\mathbf{G}, \mathbf{y})$ be an instance of the average-case (search) quasi-cyclic decoding problem, where $\mathbf{G} \stackrel{\text { def }}{=}(1 \mid \mathbf{a})$ is a uniformly random double-circulant matrix, and $\mathbf{y} \stackrel{\text { def }}{=} \mathbf{m G}+\mathbf{t}$ where $\mathbf{t}=\left(\mathbf{t}_{0} \mid \mathbf{t}_{1}\right) \leftarrow \mathcal{S}_{t} \times \mathcal{S}_{t}$ is a uniformly random regular error vector of weight $2 t$.

Our goal is to prove the hardness of the decisional version of the quasi-cyclic decoding problem, an instance of which consists in samples of the form $\left(\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right)$ where $\mathbf{a}^{\prime} \leftarrow \mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ is uniformly distributed, and $\mathbf{b}^{\prime}$ is either also uniformly distributed, or of the form $\mathbf{m}^{\prime} \cdot \mathbf{a}^{\prime}+\mathbf{e}^{\prime}$, where $\mathbf{m}^{\prime}$ is the same secret for every sample, and $\mathbf{e}^{\prime}$ follows some error distribution $\mathcal{D}$ over $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, e.g. a Bernoulli (i.e. such that each coefficient of $\mathbf{e}^{\prime}$ is independently distributed according to some Bernoulli distribution over $\mathbb{F}_{2}$ ), or the uniform distribution over
polynomials of given Hamming weight.
If one wants to use a reduction following the OCP technique as for the plain decoding problem, the first step consists in introducing a distribution $\Psi$ which smoothes the input, that is such that for $\mathbf{e}^{\prime} \leftarrow \Psi$ we can build samples close enough from the target distribution recalled above by computing $\langle\mathbf{y}, \mathbf{r}\rangle$ for some application

$$
\langle\cdot, \cdot\rangle:\left(\mathbb{F}_{2}[X] /\left(X^{n}-1\right)\right)^{\ell} \times\left(\mathbb{F}_{2}[X] /\left(X^{n}-1\right)\right)^{\ell} \rightarrow \mathbb{F}_{2}[X] /\left(X^{n}-1\right)
$$

In the quasi-cyclic situation, it is natural to consider the following inner product ${ }^{[i i i]}$

$$
\left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle \stackrel{\text { def }}{=} \sum_{i=1}^{\ell} x_{i} \cdot x_{i}^{\prime}
$$

where $\mathbf{x} \stackrel{\text { def }}{=}\left(x_{1}, \ldots, x_{\ell}\right)$ and $\mathbf{x}^{\prime} \stackrel{\text { def }}{=}\left(x_{1}^{\prime}, \ldots, x_{\ell}^{\prime}\right)$. Now, given $\mathbf{r}$ distributed according to a Bernoulli distribution over $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, we can compute (in our case, we simplified to $\ell=2$ but this can be more general)

$$
\begin{equation*}
\langle\mathbf{y}, \mathbf{r}\rangle=\mathbf{m}\left(\sum_{i=1}^{\ell} \mathbf{a}_{i} \mathbf{r}_{i}\right)+\underbrace{\sum_{i=1}^{\ell} \mathbf{t}_{i} \mathbf{r}_{j}}, \tag{5.42}
\end{equation*}
$$

where $\mathbf{r}$ is a Bernoulli random variable over $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ of parameter $\omega_{0} \in \mathbb{R}_{+}$.
In order to apply the same reduction strategy as for the plain decoding problem, we need to analyse the distribution of the produced samples. More precisely, we need to analyse how far away they are from genuine "Ring-LPN" samples. However, we immediately face one difficulty regarding the noise distribution in Equation (5.42).

Indeed, let $\tau \in \mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ of Hamming weight $t$, and let $\rho \in \mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ distributed according to a Bernoulli of parameter $\omega_{0}$, i.e.

$$
\tau=\sum_{i=0}^{n-1} \tau_{i} X^{i}, \quad \text { with }\left|\left\{i \mid \tau_{i} \neq 0\right\}\right|=t
$$

and

$$
\rho=\sum_{i=0}^{n-1} \rho_{i} X^{i}, \quad \text { with } \rho_{i} \leftarrow \operatorname{Ber}\left(\omega_{0}\right)
$$

Then,

$$
\begin{equation*}
\tau \rho=\sum_{k=0}^{n-1} \sum_{\substack{i+j \equiv k \\ \bmod n}} \tau_{i} \rho_{j} X^{k} \tag{5.43}
\end{equation*}
$$

Each coefficient of this product is a sum of exactly $t$ independent $\operatorname{Ber}\left(\omega_{0}\right)$ random variables. Therefore, each coefficient of $\tau \rho$ is a $\operatorname{Ber}\left(\omega_{0} t\right)$ random variable, and each coefficient of $\langle t, r\rangle$ is a $\operatorname{Ber}\left(2 \omega_{0} t\right)$ random variable. At first glance, it seems that we can do the analysis as for the plain decoding problem. However, there is a strong caveat here: the coefficients are not independent.

[^38]In particular, this inner product is not a Bernoulli random variable over $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, even though it would have the correct Hamming weight on average.

It turns out that this distribution is very difficult to analyse: it is not even radial as it depends on the actual Hamming support of $\mathbf{t}$, and not only on its weight. This fact was already emphasised in the HQC submission to the NIST competition [AABB+22b], when studying the Decoding Failure Rate (DFR) of this scheme. In their analysis, the authors replaced this weird distribution by an actual Bernoulli distribution and made experiments to support their modelisation. However, such an approach is not enough for a theoretical reduction. In other words, for applying the OCP reduction, we lack a so-called random self-reducibility for structured codes.

In the world of Euclidean lattices, the reductions do not face the same problem since the error distribution is not directly defined over $\mathcal{O}_{K} / q \mathcal{O}_{K}$ (the analogue of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, nor over $\mathcal{O}_{K}$ or even $K_{\mathbb{R}} \stackrel{\text { def }}{=} K \otimes_{\mathbb{Q}} \mathbb{R}$, but through the Minkowski embedding. Due to the properties of this embedding, the noise then affect each coordinate independently. Moreover, the reduction from [RSW18, Section 4] benefits from the fact that the Vandermonde matrix, which maps the so-called coefficient embedding to the Minkowski embedding, does not distort the noise too much. Note that this is nothing else but a (discrete) Fourier transform. In the code-based setting, such a Fourier-based approach takes an exaggerated toll on the noise distribution: there exist an uncertainty principle, and a sparse error vector is mapped to a dense error vector. Moreover, in the code-based setting we cannot define the error distribution through the Fourier transform. Indeed, consider a double circulant parity-check matrix represented by a polynomial $h$. A syndrome of a regular error with respect to some distribution $\mathcal{D}$ is then of the form $\sigma \stackrel{\text { def }}{=} e_{1}+h \cdot e_{2} \in \mathbb{F}_{2}[X] /\left(X^{n}-1\right)$, where $e_{1}, e_{2} \leftarrow \mathcal{D}$. Usually, $\mathcal{D}$ outputs vectors of small Hamming weight, but let us assume, as it is the case in lattice-based cryptography, that this sparsity is defined after Fourier transform, that is through the embedding

$$
\Phi:\left\{\begin{array}{ccc}
\mathbb{F}_{2}[X] /\left(X^{n}-1\right) & \hookrightarrow & \mathbb{F}_{2^{m}} \times \cdots \times \mathbb{F}_{2^{m}} \\
P & \mapsto & \left(P\left(\omega_{1}\right), \ldots, P\left(\omega_{n}\right)\right)
\end{array}\right.
$$

where $\omega_{i}$ are the $n$-th roots of unity in some extension field $\mathbb{F}_{2^{m}}$. In other words, assume that $\left|\Phi\left(e_{i}\right)\right|=t$ is small. Note that $\Phi$ is a ring homomorphism:

$$
\Phi(\sigma)=\Phi(h) \star \Phi\left(e_{1}\right)+\Phi\left(e_{2}\right),
$$

where $\star$ denotes the component-wise product. In particular, $\left|\Phi(h) \star \Phi\left(e_{1}\right)\right| \leqslant\left|\Phi\left(e_{1}\right)\right|=t$, and therefore $|\Phi(\sigma)| \leqslant 2 t$. On the other hand, since $\Phi$ is linear, a uniformly random element of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ will be mapped to a uniformly random element of its image, which is a product of subfields of $\mathbb{F}_{2^{m}}$ whose degrees are exactly those appearing in the factorisation of $X^{n}-1$ in $\mathbb{F}_{2}$. More precisely, $\Phi(P)_{i}=0$ with probability $1 / 2^{d}$ where $d$ is the degree of the minimal polynomial of $\omega_{i}$. In general, $n$ is chosen such that 2 is primitive modulo $n$, and therefore $X^{n}-1$ has only two irreducible factors ${ }^{[\mathrm{iv}]}$. Hence,

$$
\mathbb{P}\left(\Phi(P)_{i}=0\right)= \begin{cases}1 / 2 & \text { if } \omega_{i}=1 \\ 1 / 2^{n-1} & \text { otherwise } .\end{cases}
$$

[^39]In other words, $\Phi$ maps a random element of $\mathbb{F}_{2}[X] /\left(X^{n}-1\right)$ to a weight $n$ or $n-1$ vector with overwhelming probability, while it maps $\sigma$ to a sparse vector of weight $2 t$. For $t<n / 2$ this provides an obvious distinguisher between a syndrome of the regular distribution associated to $\mathcal{D}$ and the uniform. In particular, we cannot hope to design a search-to-decision reduction for this error distribution, unless the search problem is easy.

There may exist a good choice of a distribution $\mathcal{D}$ which avoids such biases, but this is not clear at the moment of writing this chapter.

### 5.4.2 Possible future research direction

As emphasised above, the main issue to derive a good search-to-decision reduction in the OCP framework is this lack of random self-reducibility: given an instance of the decoding problem $(\mathbf{G}, \mathbf{m G}+\mathbf{t})$, we do not know how to obtain a fresh instance $\mathbf{x H}+\mathbf{e}$ when $\mathbf{G}$ and $\mathbf{H}$ are supposed to generate structured codes.

In the case of structured lattices, a new tool to derive worst-case to average-case reductions has been introduced in [BDPW20]: namely random walks on the so-called Arakelov class group, which is a group structure on the space of ideal lattices (up to isometry). Indeed, inspired by elliptic curve cryptography where it was shown in [JMV09] that the discrete logarithm problem on a given elliptic curve is as hard as the discrete logarithm on any isogenous curve, they manage to "distort" a given ideal lattice into a random ideal lattice by doing a random walk on this Arakelov class group, while keeping the problems of finding short vectors in those lattices more or less equivalent. One of the key observations is that this random walk converges quickly and they manage to bound the number of steps needed to get a "random enough" ideal lattice. Interestingly, the study of this random walk involves Fourier analysis, and hence representation theory, on this compact abelian group.

This approach has been generalised in [DK22] to some module lattices of higher rank, using representation theory on more involved groups, with connections to the very active research domain known as the Langlands correspondence.

At the moment of this writing, it is not clear how such an approach could be adapted to the code-based setting, but this random walk technique seems worth exploring, building upon the function field approach introduced in Chapter 4. In the function field setting, the Arakelov class group can be somehow considered as an analogue of the Jacobian variety associated with the function field, even though in the number field setting there is a discrepancy between the finite and infinite places. Nevertheless, in the function field setting, the aforementioned Langlands correspondence is more well-known, and this theory involves Drinfeld modules, which are a generalisation of the Carlitz module defined in Chapter 4 (see for instance [Vil06, Chapter 13] for an introduction to Drinfeld modules).

## Part III

## Secure Multiparty Computation

## ${ }^{5} 5$

## A Short Introduction to Secure Multiparty Computation

This short chapter is an introduction to the topic of secure multiparty computation. It serves as a motivation for Chapter 7 which is one of the contributions of this thesis.
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### 6.1 Introduction

One of the main goals of the cryptographer is to be able to compute some function over secret data. One may consider two main use cases:

- Outsourced computing, where a client delegates its computation to a third-party, e.g. a powerful remote server, without compromising the data;
- Multi-Party computation (MPC), where multiple clients that do not trust each other want to jointly compute a public function on all of their private inputs.

Outsourced computing can make use of Fully Homomorphic Encryption (FHE), which allows the third-party to perform the computation over the client's encrypted data and get the encryption of the result. The client can finally decrypt it with its own secret key. This advanced functionality has been conceptualised by Rivest, Adleman and Dertouzos in [RAD+78], but the first complete scheme was proposed in the breakthrough work of Gentry [Gen09], which uses structured latticebased cryptography. Since then on, a lot of progress have been made, yet FHE remains quite costly and might not be suitable for all applications.

On the other hand, in Multi-Party Computation each participant to the computation owns part of the data, and their goal is to cooperate to compute a function without leaking anything else than the output of the function. MPC has been envisioned by Yao in the early 1980s ([Yao82]), and the first generic solution for secure multi-party computation with more than two players appeared in [GMW87]. Since then, many protocols have been developed, and for all of them the bottleneck in the efficiency relies in the communication between all the participants. A presentation of those protocols is out of scope of this manuscript. In order to cope with that, it was observed in several works (e.g. [Bea91; IPS08; DPSZ12]) that when all the parties share some random elements correlated in a useful way, it was possible to design significantly more efficient MPC protocols. The idea is to push as much as possible the necessary communication between the parties in a preprocessing phase in which they get those correlated random elements, before doing the relevant computation. This is model of computation is known as the preprocessing model or the correlated randomness model. However, this leaves open the question of efficiently generating them: this is the main motivation of [BCCD23] which is one of the contributions of this thesis, and which will be covered in Chapter 7. The reader interested in a more in-depth presentation of those protocols can refer to [CDN15; EKR18].
Remark 6.1. MPC can also be used to build zero-knowledge proofs of knowledge, using the so-called MPC in the Head technique introduced by Ishai, Kushilevitz, Ostrovsky and Sahai in [IKOS07]. Such proofs can then be turned into a signature scheme via the famous Fiat-Shamir transform. This paradigm has been used to design the Picnic signature scheme [CDGK+20] which reached round 3 of the NIST first call for post-quantum algorithms, but was not selected for standardisation. On the other hand, this technique has received a lot of interest in the past year since the work of Feneuil, Joux and Rivain [FJR22]. Due to the linearity, and the compact representation of sparse vectors, this technique seems particularly suitable to be used with codes. At the time of writing those lines, NIST did not yet release the candidates for standardisation for the second call for post-quantum signatures, but it declared that out of the 50 submissions, 7 are based on MPC in the Head, and the security of 5 of them reduces to code-based problems.

Remark 6.2. Note that FHE also provides a solution to secure two-party computation: one party, say Alice, can encrypt her input and broadcast it, keeping the secret key for herself. The other party, say Bob, can then homomorphically evaluate the function on Alice's ciphertext and his own input and send back the encrypted output to Alice. However, allowing more than two parties is not evident at all, especially when some parties are corrupted. Nonetheless, some solutions have been proposed using so-called Threshold FHE, or multi-key FHE [CDN01; AJLT+12; MW16]. However for now, those solutions are still much less efficient than pure MPC protocols.

### 6.2 Secure Computation in the Preprocessing Model

From now on, let $\mathbb{F}_{q}$ denote some finite field. Given $n$ participants $P_{1}, \ldots, P_{n}$ referred to as the parties or the players, each of them owning a secret input $x_{i}$, their goal is to engage in a protocol in order to compute a value

$$
y \stackrel{\text { def }}{=} f\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}_{q}
$$

such that no player learns anything else about the $x_{i}$ 's. Since a function $f: \mathbb{F}_{q}^{n} \mapsto \mathbb{F}_{q}$ can be written as a polynomial in its inputs, it can be represented as an arithmetic circuit. More formally, an arithmetic circuit is a directed acyclic graph whose internal nodes are called gates and the edges are called wires. There are $n$ input values corresponding to the $x_{i}$ 's, and one output value, namely $y$. There are four different internal gates:

- the addition gate, which has two input wires, and outputs the sum of its inputs;
- the multiplication gate, which has two input wires, and outputs the multiplication of its inputs;
- the scalar addition gate, which has only one input wire, is labelled by a constant $\alpha \in \mathbb{F}_{q}$, and outputs the sum of its input and $\alpha$.
- the scalar multiplication gate, which has only one input wire, is labelled by a constant $\beta \in \mathbb{F}_{q}$, and outputs the multiplication by $\beta$.

Each gate may have any number of output wires, since the result of an internal operation can be reused by several other internal operations.

Example 6.3. The function $f\left(x_{1}, x_{2}\right) \stackrel{\text { def }}{=} 2 x_{1}^{2} x_{2}+2 x_{1} x_{2}+1$ over $\mathbb{F}_{5}$ can be represented by the following arithmetic circuit.


In order to jointly compute the function $f$, all the players must communicate between each other, while revealing no information. This can be done using additive secret sharing.

### 6.2.1 Additive Secret Sharing

Secret sharing is an important tool in MPC, put forth by Shamir in [Sha79]. The goal is to split a secret data $s_{i}$ owned by one party $P_{i}$ into pieces $\left(s_{i}^{(j)}\right)_{1 \leqslant j \leqslant n}$ called shares such that for any
strict subset $B \subsetneq\{1, \ldots, n\}$, the knowledge of $\left(s_{i}^{(j)}\right)_{j \in B}$ gives no information about $s_{i}$. On the other hand, we ask that the secret $s_{i}$ can be reconstructed from all the shares $s_{i}^{(j)}$.

For example, when $s_{i} \in G$ for some finite group $G$, this can be achieved as follows: $P_{i}$ picks $s_{i}^{(j)}$ uniformly at random in $G$ for $j \in\{1, \ldots, n-1\}$ and sets $s_{i}^{(n)} \stackrel{\text { def }}{=}\left(s_{i}^{(n-1)}\right)^{-1} \ldots\left(s_{i}^{(1)}\right)^{-1} s_{i}$. Then, they distribute $s_{i}^{(j)}$ to party $P_{j}$ (and keeps $s_{i}^{(i)}$ ). In other words, $s_{i}^{(n-1)} \ldots s_{i}^{(1)}$ acts as a one-time pad on the secret. It follows that any vector of $n-1$ shares is uniformly distributed in $G^{n-1}$ and is independent from the secret $s_{i}$, while $s_{i}^{(1)} \ldots s_{i}^{(n)}=s_{i}$. In the sequel, $G$ will usually be abelian. In that case, we use an additive notation, hence the name additive secret sharing.

Remark 6.4. Sometimes, we want to introduce a threshold $0 \leqslant t<n$, such that any number $N \leqslant t$ of shares do not reveal any information on $s_{i}$, whereas any number $N^{\prime} \geqslant t+1$ uniquely determine the secret. This can be achieved via polynomial interpolation (see [Sha79; CDN15]), but will not be needed in the sequel. The scheme presented above corresponds to a threshold $t=n-1$.

When keeping track of which party owns which share does not matter, the operation of sharing a secret $s$ is often denoted by $\llbracket s \rrbracket$. Opening $\llbracket s \rrbracket$ consists in revealing all the shares to reconstruct $s$.

Assume that $G=\left(\mathbb{F}_{q},+\right)$ is the additive group of a finite field $\mathbb{F}_{q}$. Then, it is readily seen that for any $x, y \in \mathbb{F}_{q}$, the sum of two random shares of $x$ and $y$ is a valid random share of the sum $x+y$ :

$$
\llbracket x \rrbracket+\llbracket y \rrbracket=\llbracket x+y \rrbracket .
$$

Similarly, if $\alpha \in \mathbb{F}_{q}$ is a constant known to any party, then $\alpha \llbracket x \rrbracket=\llbracket \alpha x \rrbracket$. In other words, additive secret sharing in $\mathbb{F}_{q}$ is linear. Furthermore, addition by a public constant $\beta \in \mathbb{F}_{q}$ can also easily be achieved: it suffices that only one party adds $\beta$ to their share. On the other hand, multiplication is trickier, and computing a share $\llbracket x y \rrbracket$ necessitates a protocol with communication between all the parties (see [EKR18, Section 3.3]).

This easy construction has in reality a lot of applications for computing an arithmetic circuit. Indeed, imagine that two parties $P_{1}$ and $P_{2}$ want to jointly compute a function $f\left(x_{1}, x_{2}\right)$ of their respective private inputs $x_{1}, x_{2}$. They can first secret share the $x_{i}$ 's and then, each addition, scalar multiplication, scalar addition can be done locally on the shares. The multiplication gates can be computed via a secure multiplication protocol. At the end of the computation, the parties can open their shares to reveal the output of the function, while revealing nothing on the $x_{i}$ 's. This can be generalised to $n>2$ parties.

Note that in the above protocol, the only computation that requires communication between the parties is the multiplication gates. Usually, local computations are much less costly than communication which is therefore the main bottleneck in MPC protocols.

### 6.2.2 Beaver Multiplication Triples

In order to improve on the communication complexity, a line of work initiated by Beaver in [Bea91] proposed to split the computation into two phases: First, the parties preprocess a lot of multiplications of random values before engaging in the protocol, and then they use these precomputed values to speed up the computation.

## Definition 6.5 (Beaver triples)

A triple $(u, v, w) \in \mathbb{F}_{q}^{3}$ is said to be a Beaver multiplication triple, or simply a Beaver triple, when $u$ and $v$ are uniformly random elements in $\mathbb{F}_{q}$, and that $w \stackrel{\text { def }}{=} u \cdot v$ is their product.

Assume that a trusted third-party called the dealer creates a lot of Beaver triples $(u, v, w) \in \mathbb{F}_{q}^{3}$ unknown to the parties, and distributes additive shares ( $\llbracket u \rrbracket, \llbracket v \rrbracket, \llbracket w \rrbracket)$ to them. This phase is referred to as the preprocessing phase.

Then, the parties can enter the online phase of the protocol. Addition, scalar addition and scalar multiplication gates do not present any difficulty. But now, computing multiplication gates can be done quite efficiently:

Assume that we are given shares $\llbracket x \rrbracket$ and $\llbracket y \rrbracket$ and we want to compute a share of the product $\llbracket x y \rrbracket$. It suffices to take the next unused random multiplication triple $(\llbracket u \rrbracket, \llbracket v \rrbracket, \llbracket w \rrbracket)$ and to compute

$$
\llbracket x \rrbracket+\llbracket u \rrbracket=\llbracket x+u \rrbracket \quad \llbracket y \rrbracket+\llbracket v \rrbracket=\llbracket y+v \rrbracket .
$$

Then, all the parties open their respective shares, which reveals $\mathbf{d} \stackrel{\text { def }}{=} x+u$ and $\mathbf{e} \stackrel{\text { def }}{=} y+v$, but since $u$ and $v$ have been drawn uniformly at random in $\mathbb{F}_{q}$ and are unknown to any of the parties, $\mathbf{d}$ and $\mathbf{e}$ reveal nothing on $x$ and $y$. We put in boldface the elements that are publicly known. Now, note that

$$
\begin{aligned}
x y & =(x+u-u)(y+v-v) \\
& \stackrel{\text { def }}{=}(\mathbf{d}-u)(\mathbf{e}-v) \\
& =\mathbf{d e}-\mathbf{d} v-u \mathbf{e}+w, \quad \text { with } w=u v \text { by definition. }
\end{aligned}
$$

By linearity, a share $\llbracket x y \rrbracket$ can then be locally computed by the parties by linearity

$$
\llbracket x y \rrbracket \stackrel{\text { def }}{=} \mathbf{d e}-\llbracket v \rrbracket \mathbf{d}-\llbracket u \rrbracket \mathbf{e}+\llbracket w \rrbracket .
$$

This protocol boils down to opening two secret sharing by multiplication gates plus some cheap local computations. The only limitation now is the generation of a very large number of multiplication triples. Indeed, since they are used as a one-time pad, they cannot be reused in the execution of the protocol. Just to give an idea, a useful function $f$ may have more than $2^{30}$ multiplication gates.

This technique has been widely considered for secure multiparty computation, and Damgård, Pastro, Smart and Zakarias introduced in [DPSZ12] an efficient protocol often called SPDZprotocol ${ }^{[\mathrm{i}]}$ by a clever rearrangement of the initials of the authors, which allows to securely compute a function even when any number $t \leqslant n-1$ of the participants deviate from the protocol specification. This setting is known as dishonest majority. The SPDZ-protocol makes use of a variant called authenticated multiplication triples, namely an additive sharing

$$
(\llbracket u \rrbracket, \llbracket v \rrbracket, \llbracket u v \rrbracket),(\llbracket \Delta u \rrbracket, \llbracket \Delta v \rrbracket, \llbracket \Delta u v \rrbracket),
$$

where $\Delta$ is a global random element of $\mathbb{F}_{q}$, fixed for every share, of which the parties only know a secret sharing $\llbracket \Delta \rrbracket$. See [EKR18, Section 6.6.2] for a pedagogical presentation of SPDZ.

[^40]
### 6.2.3 Oblivious Linear Evaluation

As we have seen in the previous section, MPC protocols can often make use of many random multiplication triples. In other words, before engaging in the protocol, the parties share a long correlated random list of elements of $\mathbb{F}_{q}$. It remains to answer how such a list can be generated efficiently.

In order to perform MPC, other useful correlations have been considered in the literature. In the sequel we will only consider one of them, namely Oblivious Linear Evaluation or OLE for short.

## Definition 6.6 (OLE Correlation)

A tuple $(\mathrm{U}, \mathrm{X}, \mathrm{V}, \mathrm{Y}) \in \mathcal{R}^{4}$ defined over a finite ring $\mathcal{R}$ is said to have the OLE correlation when $\mathrm{U}, \mathrm{V}, \mathrm{X}$ are uniformly, and independently, distributed in $\mathcal{R}$ and they are subject to the following correlation

$$
\begin{equation*}
\mathrm{U} \cdot \mathrm{~V}=\mathrm{X}+\mathrm{Y} \tag{6.1}
\end{equation*}
$$

Such a tuple with the OLE correlation will be simply referred to as an OLE. An OLE (U, V, X, Y) is said to be shared between two parties $P_{1}$ and $P_{2}$ if $P_{1}$ owns U and X while $P_{2}$ owns V and Y . In other words, they both own one factor of a product, and an additive share of said product.

Remark. As in the previous section, $\mathcal{R}$ will often be a finite field $\mathbb{F}_{q}$. However, this will not always be the case and we need to define OLE's over more general rings. Nonetheless, they will always be $\mathbb{F}_{q}$-algebras.

The rationale behind the name Oblivious Linear Evaluation comes from the following fact: consider the 2-party task of evaluating an affine function

$$
f:\left\{\begin{array}{ccc}
\mathcal{R} & \longrightarrow & \mathcal{R} \\
x & \longmapsto & a x+b
\end{array}\right.
$$

owned by one party, say Alice, on a private input owned by the second party, say Bob. In other words, Alice owns the coefficients $a$ and $b$, while Bob owns $x$ and gets $f(x) \stackrel{\text { def }}{=} a x+b$. This evaluation is said to be oblivious when Alice learns nothing about $x$ while Bob learns nothing about $a$ and $b$. Now, it is readily seen that $(a, x,-b, a x+b)$ satisfies Equation (6.1).


Figure 6.1: Oblivious Linear Evaluation

Remark 6.7. Note that OLE's generalise so-called oblivious transfers (OT's) which are another fundamental tool used in MPC. In the OT functionality, Alice owns two values $a_{0}, a_{1} \in \mathbb{F}_{2^{m}}$ while Bob owns a secret bit $\beta \in \mathbb{F}_{2}$. At the end of the protocol, Bob learns $a_{\beta}$ and nothing about $a_{1-\beta}$ while Alice learns nothing about $\beta$. This corresponds to an OLE of $f(x) \stackrel{\text { def }}{=}\left(a_{1}-a_{0}\right) x+a_{0}$ over $\mathbb{F}_{2}$.

Relation to Beaver's multiplication triples. One of the main reasons why we are interested in OLE is that they are related to multiplication triples. Indeed, assume two players Alice and Bob share two OLE's $\left(U_{1}, V_{1}, X_{1}, Y_{1}\right)$ and $\left(U_{2}, V_{2}, X_{2}, Y_{2}\right)$ defined over a finite field $\mathbb{F}_{q}$, i.e. Alice owns $U_{i}, X_{i}$ while Bob owns $V_{i}, Y_{i}$. Then, set

$$
C_{A} \stackrel{\text { def }}{=} X_{1}+U_{1} U_{2}+X_{2}
$$

which Alice can locally compute, and

$$
C_{B} \stackrel{\text { def }}{=} Y_{1}+V_{1} V_{2}+Y_{2}
$$

which Bob can locally compute. Note that $C_{A}$ and $C_{B}$ are uniformly distributed over $\mathbb{F}_{q}$. Moreover,

$$
\begin{aligned}
C \stackrel{\text { def }}{=} C_{A}+C_{B} & =\left(X_{1}+Y_{1}\right)+U_{1} U_{2}+V_{1} V_{2}+\left(X_{2}+Y_{2}\right) \\
& =U_{1} V_{1}+U_{1} U_{2}+V_{1} V_{2}+U_{2} V_{2} \\
& =\left(U_{1}+V_{2}\right)\left(U_{2}+V_{1}\right)
\end{aligned}
$$

Setting $A \stackrel{\text { def }}{=} U_{1}+V_{2}$ and $B \stackrel{\text { def }}{=} U_{2}+V_{1}$, i.e. such that $U_{i}$ and $V_{i}$ be additive shares of $A$ and $B$, then we have that $C=A B$, i.e. $(A, B, C)$ is a multiplication triple of which Alice and Bob can compute an additive sharing. All in all, we have the following proposition:

## Proposition 6.8

Given two OLE's over $\mathbb{F}_{q}$ shared by two parties $P_{1}, P_{2}$, both parties can compute one Beaver multiplication triple.

As a consequence, it suffices to distribute to the parties twice as many OLE's as the number of multiplication gates in the circuit representation of a function to be able to securely compute it. However, distributing those OLE's is not an easy problem. In particular, usual approaches such as introduced in [IKNP03; DPSZ12; KPR18] to generate $N$ correlated random elements still require to communicate $\Omega(N)$ elements, which is quite costly, and actually forms the bottleneck of many MPC protocols. This state-of-affairs recently changed when Boyle et al [BCGI18; BCGI+19] introduced a new tool called Pseudorandom Correlation Generator (PCG) which allows to generate a large list of OLE's starting from short correlated seeds, similarly to a more common pseudorandom generator which generates randomness from a short seed. The idea is that using a PCG, the communication between the parties can be limited to the generation of the correlated seeds, which the parties can locally expand into a list of OLE's without further communication. In other words, beyond the generation of the seeds, this preprocessing phase is silent. This will be detailed in Section 6.4.

Remark 6.9. As is, Pseudorandom Correlation Generators are limited to the important, but a still rather limited, setting of two-party computation. However, they can be extended to N-party computation thanks to so-called property of programmability.

In Chapter 7, we build a programmable PCG making use of another class of algebraically structured codes, namely Quasi-Abelian Codes.

### 6.3 Function Secret Sharing

### 6.3.1 Generalities

In Section 6.2 we gave a quick introduction to additive secret sharing and its use in MPC. In this section, we introduce a somewhat generalised object, namely Function Secret Sharing (FSS), where the goal is to split, not a single value $s$, but rather a function $f: \mathcal{S} \rightarrow \mathbb{F}_{q}$ for some finite set $\mathcal{S}$. Informally, an 2-party Function Secret Sharing has two algorithms: Gen which is a Probabilistic Polynomial Time algorithm that given $f$ outputs a pair of short keys $\left(k_{0}, k_{1}\right)$, and Eval which given a key $k_{i}$ and an element $x \in \mathcal{S}$ outputs a field element $f_{i}(x) \in \mathbb{F}_{q}$ such that

$$
\forall x \in \mathcal{S}, \quad f(x)=f_{0}(x)+f_{1}(x),
$$

a property called correctness, and so that taken separately $k_{i}$ (or equivalently the function $f_{i}$ ) computationally hides $f$ to ensure secrecy. Denoting by $N \stackrel{\text { def }}{=}|\mathcal{S}|$, and choosing an ordering of $\mathcal{S}$, we may (and will) assume without loss of generality that $\mathcal{S}=\{0, \ldots, N-1\}$.

The goal of this section is not to give an in-depth description of what is doable, but rather to give a high-level presentation of FSS for one specific class of functions which will be used in Chapter 7, namely point functions. The interested reader can read [BGI16], [BCGI+20b, Section5] or [BCGI22] for further reference.

## Definition 6.10 (Point Function)

Given two values $\alpha \in\{0, \ldots, N-1\}$ and $\beta \in \mathbb{F}_{q}$, the point function $f_{\alpha, \beta}:\{0, \ldots, N-1\} \rightarrow \mathbb{F}_{q}$ is defined as

$$
f_{\alpha, \beta}(x) \stackrel{\text { def }}{=} \beta \cdot \mathbb{1}_{x=\alpha} \stackrel{\text { def }}{=} \begin{cases}\beta & \text { if } x=\alpha \\ 0 & \text { otherwise } .\end{cases}
$$

In other words, a point function takes only one non-zero value $\beta$, at the specific input $x=\alpha$. Function Secret Sharing was initially introduced in [GI14] for the class of point functions under the name Distributed Point Function (DPF), and later generalised in [BGI16]. This reference also gives the most efficient construction for a DPF.

Remark 6.11. The point function $f_{\alpha, \beta}$ can be represented by a vector of $\mathbb{F}_{q}^{N}$ of Hamming weight 1, i.e. a vector of the form

$$
(0, \ldots, 0, \beta, 0, \ldots, 0)
$$

where $\beta$ is in the $\alpha$-th position. Just to give an idea, for our applications we can think of $N$ to be about $2^{30}$. In other words, a DPF scheme is a way of efficiently compressing an additive secret sharing of a long vector of Hamming weight 1 . Note that a traditional secret sharing is far from being compact, since each additive share should be indistinguishable from a random element of $\mathbb{F}_{q}^{N}$.

This can easily be generalised to a compact secret sharing of $t$-sparse vectors, i.e. vectors of Hamming weight $t$. Indeed, such a vector can be decomposed as the sum of $t$ vectors of Hamming weight 1. Therefore, a share of a t-sparse vector is nothing but the sum the corresponding shares of the $t$ weight- 1 vectors. In other words, this boils down to running the protocol $t$ times.

### 6.3.2 Distributed Point Functions (DPF)

In this section we give an overview of the construction of [BGI16] for a 2-party DPF. In order to simplify the presentation, let us assume that $N$ is of the form $2^{n}$. The construction can be easily adapted to the general case. Using a binary representation, we may assume that $f_{\alpha, \beta}$ is actually defined over $\{0,1\}^{n}$. Moreover, let us also assume that $\beta=1$. The generalisation to any $\beta \in \mathbb{F}_{q}$ is given in Remark 6.14.

Recall that a Pseudorandom Generator (PRG) is a function

$$
G: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m} \quad \text { with } m>n
$$

which takes as input a small seed, and stretches it into a long string of length $m$ which is computationally indistinguishable from true randomness.

### 6.3.2.1 GGM-tree

The design of [BGI16] makes use of any PRG $G: \mathbb{F}_{q}^{\lambda} \rightarrow \mathbb{F}_{q}^{2 \lambda+2}$, where $\lambda$ is a security parameter, in a tree-based construction. Starting from a seed $\boldsymbol{s}$ of size $\lambda$, define the following binary tree representing all the elements of $\{0, \ldots, N-1\}$ written in binary (with $n$ bits), and whose nodes are labelled by a tuple ( $\sigma, \tau$ ) where $\sigma \in \mathbb{F}_{q}^{\lambda}$ and $t \in \mathbb{F}_{q}$ is an additional control element which will only be used in the actual construction.


Figure 6.2: Illustration of the tree-based construction, with 2 levels and a Pseudorandom Generator $G: \mathbb{F}_{q}^{\lambda} \rightarrow \mathbb{F}_{q}^{2 \lambda+2}$. The red path represents the element $\alpha=(1,0) \in \mathcal{S} \stackrel{\text { def }}{=}\{0,1\}^{2}$.

- The root of the tree has a label of the form $(\mathbf{s}, t)$ where $\mathbf{s} \in \mathbb{F}_{q}^{\lambda}$ is the seed and $t \in \mathbb{F}_{q}$ will be specified later.
- Let $\nu$ denote an internal node, with a label of the form $\left(\mathbf{s}^{(\nu)}, t^{(\nu)}\right)$. Write

$$
G\left(\mathbf{s}^{(\nu)}\right) \stackrel{\text { def }}{=}\left(\mathbf{s}_{0}^{(\nu)}, t_{0}^{(\nu)}, \mathbf{s}_{1}^{(\nu)}, t_{1}^{(\nu)}\right)
$$

where $\mathbf{s}_{i}^{(\nu)} \in \mathbb{F}_{q}^{\lambda}$ are considered as fresh seeds, and $t_{i}^{(\nu)}$ are new control elements. Then, $\nu$ has two children $\nu_{0}$ and $\nu_{1}$ with respective labels $\left(\mathbf{s}_{0}^{(\nu)}, t_{0}^{(\nu)}\right)$ and $\left(\mathbf{s}_{1}^{(\nu)}, t_{1}^{(\nu)}\right)$.

Such a tree-based construction from a PRG is called a GGM-tree, named after Goldreich, Goldwasser and Micali who used it to design a so-called Pseudorandom Function in [GGM84].

Remark 6.12. Note that in this construction, the label of a given node is entirely determined by the seed of its parent.

### 6.3.2.2 The construction

Back to our goal of sharing some point function $f_{\alpha, \beta}:\{0,1\}^{n} \rightarrow \mathbb{F}_{q}$, the idea will be to represent the shares $f_{0}$ and $f_{1}$ as two GGM-like trees specified by the label of their roots, included in their respective keys $k_{0}$ and $k_{1}$.

Remark 6.13. Given a node $\nu$, it will be convenient to see its labels on the two trees as an additive secret sharing $\llbracket \mathbf{s} \rrbracket, \llbracket t \rrbracket$ of an underlying meta-label.

For each leaf $x \in \mathcal{S}$, define its evaluation path to be the path from the root to $x$, and define $f_{i}(x)$ to be the control element corresponding to $x$. In other words, Eval $\left(i, k_{i}, x\right)$ will compute the labels of all the nodes on the evaluation path of $x$ using $k_{i}$ and $G$, and will output the last control element. For correctness of the sharing scheme, it is necessary that the two control elements (one on each tree) corresponding to a given leaf $x \neq \alpha$ be opposite to each other. On the other hand, they must sum up to 1 for $x=\alpha$. In order to achieve that, we will maintain the following invariant:
(i) For each node on the evaluation path of $\alpha$, the control elements sum up to 1 and the two seeds are indistinguishable from being independent and uniformly distributed in $\mathbb{F}_{q}^{\lambda}$.
(ii) For each other node, the two full labels are opposite.

In other words, the labels of each node outside the evaluation path of $\alpha$ should be seen as an additive secret sharing $\llbracket 0 \rrbracket, \llbracket 0 \rrbracket$ of $0^{\lambda+1}$, while all the nodes in the evaluation path should be seen as an additive secret sharing $\llbracket \mathbf{s}^{\prime} \rrbracket, \llbracket 1 \rrbracket$ of the control element $1 \in \mathbb{F}_{q}$ and a random seed $\mathbf{s}^{\prime} \in \mathbb{F}_{q}^{\lambda}$ (different at each level).

Note that this invariant can easily be satisfied by the roots, which are always on the evaluation path of $\alpha$ : it suffices to include the full labels in the keys $k_{i}$ to initialise the scheme. Let us see how this invariant can be maintained on the full tree.

First, notice that a 2 -party secret sharing scheme satisfies the following property: If $G$ is a PRG, then from a small share $\llbracket 0 \rrbracket$ of $0^{\lambda}$, one can compute a share of a longer 0 -string $0^{2 \lambda+2}$ by applying $G$. Indeed, assume one of the parties, say Alice, owns $\mathbf{s}^{(a)} \in \mathbb{F}_{q}^{\lambda}$ and the other, say Bob, owns $\mathbf{s}^{(b)} \in \mathbb{F}_{q}^{\lambda}$ such that

$$
\mathbf{s}^{(a)}+\mathbf{s}^{(b)}=\mathbf{0}, \quad \text { i.e. } \quad \mathbf{s}^{(b)}=-\mathbf{s}^{(a)} .
$$

Now, $G\left(\mathbf{s}^{(b)}\right)=G\left(-\mathbf{s}^{(a)}\right)$ in $\mathbb{F}_{q}^{2 \lambda+2}$, i.e.

$$
-G\left(-\mathbf{s}^{(a)}\right)+G\left(\mathbf{s}^{(b)}\right)=\mathbf{0} .
$$

On the other hand, from a share $\llbracket \mathbf{s} \rrbracket=\left(\mathbf{s}^{(a)}, \mathbf{s}^{(b)}\right)$ of a pseudorandom string, $G(\llbracket \mathbf{s} \rrbracket) \stackrel{\text { def }}{=}\left(G\left(\mathbf{s}^{(a)}\right), G\left(\mathbf{s}^{(b)}\right)\right)$ forms a sharing of a longer string $\mathbf{S}$, which is pseudorandom even given the knowledge of one share of $\mathbf{s}$.

Now, assume that the invariant is satisfied by a node $\nu$. One can distinguish two situations:

- If $\nu$ is outside of the evaluation path of $\alpha$, then its labels form a secret sharing of $(\mathbf{0}, 0)$, and the above fact shows that this can be extended to both its children.
- On the other hand, if $\nu$ is on the evaluation path, the invariant can be maintained on the only child which is on the evaluation path by carefully choosing the control element (see below).

Therefore, the main difficulty arises when one wants to maintain the invariant upon leaving the evaluation path of $\alpha$. In order to do that, the idea is to go down along this evaluation path, and correct at each level the node which deviates from it. But this correction needs to happen without divulging $\alpha$ to any of the parties. We will proceed by induction. Consider a level $i$ such that the node $\nu$ on the evaluation path of $\alpha$ satisfies the invariant. Without loss of generality, let us assume that $\alpha_{i+1}=1$, i.e. the next node on the evaluation path is the right child $\nu_{1}$ of $\nu$, while its left child $\nu_{0}$ leaves the path. The case where $\alpha_{i+1}=0$ is symmetric.


Figure 6.3: Part of the trees corresponding to node $\nu$ and its children, before correction.

By hypothesis, the labels of $\nu$ on both trees form a secret sharing ( $\llbracket \boldsymbol{s} \rrbracket, \llbracket 1 \rrbracket$ ) where $\boldsymbol{s}$ is a pseudorandom seed, i.e. with the notations of Figure 6.3,

$$
\left\{\begin{array}{l}
\mathbf{s}^{(a)}+\mathbf{s}^{(b)}=\mathbf{s} \\
t^{(a)}+t^{(b)}=1
\end{array}\right.
$$

As mentioned above, applying $G$ on their seeds allows Alice and Bob to compute an additive sharing of the pseudorandom string $\mathbf{S} \stackrel{\text { def }}{=}-G\left(-\mathbf{s}^{(a)}\right)+G\left(\mathbf{s}^{(b)}\right)$. Now, let $\mathbf{W}^{(i+1)} \in \mathbb{F}_{q}^{2 \lambda+2}$ be publicly known. Then each party can compute an additive sharing $\llbracket \mathbf{S}-\mathbf{W}^{(i+1)} \rrbracket$ by noticing that

$$
\left(-G\left(-\mathbf{s}^{(a)}\right)-t^{(a)} \mathbf{W}^{(i+1)}\right)+\left(G\left(\mathbf{s}^{(b)}\right)-t^{(b)} \mathbf{W}^{(i+1)}\right)=\underbrace{\left(-G\left(-\mathbf{s}^{(a)}\right)+G\left(\mathbf{s}^{(b)}\right)\right)}_{\text {def }}-\underbrace{\left(t^{(a)}+t^{(b)}\right)}_{=1} \mathbf{W}^{(i+1)}=\mathbf{S}-\mathbf{W}^{(i+1)}
$$

Therefore, setting $\mathbf{W}^{(i+1)}$ to be of the form

$$
\mathbf{W}^{(i+1)} \stackrel{\text { def }}{=} \mathbf{S}-\left(\mathbf{0}, 0, \widehat{\mathbf{s}}^{(i+1)}, 1\right)
$$

where $\widehat{\boldsymbol{s}}^{(i+1)} \leftarrow \mathbb{F}_{q}^{\lambda}$ is a new random seed allows the parties to compute an additive sharing of $\left(\mathbf{0}, 0, \widehat{\mathbf{s}}^{(i+1)}, 1\right)$, which we define to be the labels of the two children of $\nu$. Moreover, the
pseudorandomness of $\mathbf{S}$ ensures that $\mathbf{W}^{(i+1)}$ is pseudorandom, and in particular does not leak the bit $\alpha_{i+1}$.

All in all, each key is constituted by

- A pseudorandom seed $\mathbf{s} \in \mathbb{F}_{q}^{\lambda}$, and a random additive sharing of 1 , which form together the label of the root;
- the collection of the $n$ correction words $\mathbf{W}^{(i)}$ for $i \in\{1, \ldots, n\}$.

Note that the $\mathbf{W}^{(i)}$ 's can easily be computed by Algorithm Gen which setups the keys (and therefore knows them both) by following the evaluation path of $\alpha$ on both trees and applying the previous iterative construction.

There is still an issue to address here. Indeed, by definition the function secret sharing scheme should computationally hide $f_{\alpha, \beta}$. In other words, the parties are oblivious to the evaluation path of $\alpha$ and cannot know to which node they need to add the correction word. In reality, this is not a problem because they can simply add it to every node without changing anything: when $\nu$ is not on the evaluation path of $\alpha$, its labels $\left(\mathbf{s}^{(a)}, t^{(a)}\right)$ and $\left(\mathbf{s}^{(b)}, t^{(b)}\right)$ verify

$$
\left\{\begin{array}{l}
\mathbf{s}^{(a)}+\mathbf{s}^{(b)}=\mathbf{0} \\
t^{(a)}+t^{(b)}=0
\end{array}\right.
$$

Therefore

$$
\left(-G\left(-\mathbf{s}^{(a)}\right)+t^{(a)} \mathbf{W}\right)+\left(G\left(\mathbf{s}^{(b)}\right)+t^{(b)} \mathbf{W}\right)=\left(-G\left(\mathbf{s}^{(b)}\right)+G\left(\mathbf{s}^{b}\right)\right)+\left(t^{(a)}+t^{(b)}\right) \mathbf{W}=\mathbf{0}
$$

is still an additive sharing of $\mathbf{0}$.
Remark 6.14. When $\beta \neq 1$, it suffices to use an additional correction word. Let $\left(\mathbf{s}^{(a)}, t^{(a)}\right)$ and $\left(\mathbf{s}^{(b)}, t^{(b)}\right)$ be the two labels of the leaf corresponding to $\alpha$. By construction they form a random additive secret sharing $(\llbracket \mathbf{s} \rrbracket, \llbracket 1 \rrbracket)$ where $\mathbf{s}$ is pseudorandom. Similarly to the above construction, set

$$
\mathbf{S} \stackrel{\text { def }}{=}-G\left(-\mathbf{s}^{(a)}\right)+G\left(\mathbf{s}^{(b)}\right) \quad \text { and } \quad \mathbf{W}^{(n+1)} \stackrel{\text { def }}{=} \mathbf{S}-(\mathbf{0}, 0, \mathbf{0}, \beta)
$$

Since $\mathbf{S}$ is pseudorandom, $\mathbf{W}^{(n+1)}$ computationally hides $\beta$.
Now, in order to evaluate its share on input $x \in\{0,1\}^{n}$, each party can follow the path until the leaf corresponding to $x$, whose control elements form an additive sharing $\llbracket t \rrbracket$ of some $t \in \mathbb{F}_{q}$.

- If $x \neq \alpha$, then $t=0$ and the correction does not do anything: the parties will get shares of the form $(\llbracket \mathbf{0} \rrbracket, \llbracket 0 \rrbracket, \llbracket \mathbf{0} \rrbracket, \llbracket 0 \rrbracket)$.
- On the other hand, if $x=\alpha$, then $t=1$ and the correction yields shares of the form $(\llbracket 0 \rrbracket, \llbracket 0 \rrbracket, \llbracket 0 \rrbracket, \llbracket \beta \rrbracket)$.

In both situations, the last component is a share of $f(x)$.
As shown in [BGI16], the above construction can be further optimised to get a key size of at most $\lceil\log N\rceil \cdot(\lambda+2)+\lambda+\lceil\log q\rceil$ bits, $N$ is the size of the evaluation domain $\mathcal{S}$ of the point function $f_{\alpha, \beta}$, i.e. the length of the unitary vectors we want to share.

This construction can be extended to $m>2$ parties (see [BCGI22]), but the construction is not as efficient as for 2-party.

### 6.4 Pseudorandom Correlation Generators (PCG)

### 6.4.1 Generalities

Recall from Section 6.2 that secure computation can often make use of preprocessing phase where the parties first run an input-independent protocol to share a lot of random elements having a useful correlation, such as OLE's or (authenticated) Beaver multiplication triples, before engaging in the actual computation of the arithmetic circuit and decreasing the communication complexity. Nonetheless, usual approaches such as introduced in [IKNP03; DPSZ12; KPR18] to generate $N$ correlated random elements still require to communicate $\Omega(N)$ elements, which is quite costly, and actually forms the bottleneck of many MPC protocols. The situation changed recently with the breakthrough results of Boyle et al [BCGI18; BCGI+19] who introduced a new tool called a Pseudorandom Correlation Generator (PCG) which allows to expand short correlated seeds into a long list of random elements with a target correlation. As mentioned at the end of Section 6.2, the idea is that using a PCG, the communication between the parties can be limited to the generation of the correlated seeds, which the parties can locally expand into a list of OLE's without further communication. In other words, beyond the generation of the seeds, this preprocessing phase is silent.

Definition 6.15 (Pseudorandom Correlation Generator (PCG))

Given a target correlation $\mathcal{C}$, a Pseudorandom Correlation Generator is a pair of algorithms (Gen, Expand) where

- Gen is a probabilistic polynomial time algorithm which outputs a pair of short correlated random keys $\left(k_{0}, k_{1}\right)$
- Expand $\left(k_{i}\right)$ is a polynomial time algorithm which outputs a long vector $R_{i}$ such that $R_{0}, R_{1}$ are both pseudorandom, but subject to correlation $\mathcal{C}$.

The above definition requires that $k_{0}$ and $R_{0}$ be pseudorandom, i.e. they should not reveal anything about $k_{1}$ and $R_{1}$ (except perhaps the correlation), and reciprocally.

Remark 6.16. When the target correlation $\mathcal{C}$ is simply the equality, then a Pseudorandom Correlation Generator is nothing else than a Pseudorandom Generator where Algorithm Gen outputs two equal keys.

Example 6.17. A PCG for producing $N$ OLE's over $\mathbb{F}_{q}$ would generate two short keys $k_{0}, k_{1}$ (say of size logarithmic in $N$ ), such that

$$
\operatorname{Expand}\left(k_{0}\right)=\left(\left(u_{i}, x_{i}\right)\right)_{i=1, \ldots, N} \in\left(\mathbb{F}_{q}^{2}\right)^{N} \quad \text { and } \quad \operatorname{Expand}\left(k_{1}\right)=\left(\left(v_{i}, y_{i}\right)\right)_{i=1, \ldots, N} \in\left(\mathbb{F}_{q}^{2}\right)^{N}
$$

are pseudorandom, and such that $\left(u_{i}, x_{i}, v_{i}, y_{i}\right)$ has the OLE correlation (Definition 6.6) for each i, i.e.

$$
\forall i \in\{1, \ldots, N\}, \quad u_{i} \cdot v_{i}=x_{i}+y_{i}
$$

Using a PCG, the preprocessing phase can now be described as follows:

1. First, the parties securely distribute the short seeds, using a small amount of work, which is often independent from the circuit size.
2. Then, the parties can locally stretch their seeds into long correlated vectors, without further communication.

Since most of the preprocessing is pushed offline, this model of secure computation is often called the silent preprocessing model.

### 6.4.2 Programmable PCG's

In the above presentation, we restricted ourselves to the case of 2-party Pseudorandom Correlation Generators such as for the OLE correlation. While this is enables 2-party secure computation, it is a priori not clear how to extend it to the $m$-party setting, with $m>2$.

Recall that the goal is in the end produce Beaver triples as per Definition 6.5. In Section 6.2.3 we explained how two OLE's can be transformed into one beaver triple shared between two parties. In fact, this can be extended to the $m$-party setting by computing two OLE's between all the parties, as long as we can manage to get the crossed-terms.

More precisely, consider $m$ player $P_{1}, \ldots, P_{m}$ wanting to perform a secure computation. It all boils down to generating $m$-parties Beaver triples of the form $\left(u_{i}, v_{i}, w_{i}\right)_{1 \leqslant i \leqslant m}$ such that

$$
\left(\sum_{i=1}^{m} u_{i}\right) \cdot\left(\sum_{i=1}^{m} v_{i}\right)=\sum_{i=1}^{m} w_{i}
$$

The idea is two get two OLE's for each pair of players $\left\{P_{i}, P_{j}\right\}$ with $i \neq j$. Indeed, assume that each party $P_{i}$ get assigned two random values $u_{i}, v_{i}$ and are able to get shares of the products $u_{i} v_{j}$ for $i \neq j$ : i.e. for each pair $\left\{P_{i}, P_{j}\right\}$, party $P_{i}$ gets $\gamma_{i, j}$ and $\delta_{j, i}$ such that

$$
u_{i} v_{j}=\gamma_{i, j}+\delta_{i, j}
$$

and

$$
u_{j} v_{i}=\gamma_{j, i}+\delta_{j, i}
$$

Each party $P_{i}$ can then compute

$$
w_{i} \stackrel{\text { def }}{=} u_{i} v_{i}+\sum_{j \neq i} \gamma_{i, j}+\sum_{j \neq i} \delta_{j, i} .
$$

Finally, notice that

$$
\begin{align*}
\sum_{i=1}^{m} w_{i} & =\sum_{i=1}^{m} u_{i} v_{i}+\sum_{i=1}^{m} \sum_{j \neq i} \gamma_{i, j}+\sum_{i=1}^{m} \sum_{j \neq i} \delta_{j, i}  \tag{6.2}\\
& =\sum_{i=1}^{m} u_{i} v_{i}+\sum_{i=1}^{m} \sum_{j \neq i}\left(\gamma_{i, j}+\delta_{i, j}\right) \quad \text { (after rearranging the terms) }  \tag{6.3}\\
& =\sum_{i=1}^{m} \sum_{j=1}^{m} u_{i} v_{j}=\left(\sum_{i=1}^{m} u_{i}\right)\left(\sum_{j=1}^{m} v_{j}\right) \tag{6.4}
\end{align*}
$$

The main difficulty here is that a priori, the OLE's generated by a PCG are independent. Fortunately, [BCGI+19] introduced the notion of programmable PCG's, that can be instantiated to get a correlation with the desired factors. More formally, a programmable PCG for OLE is a PCG such that:

- Algorithm Gen $\left(a^{\prime}, b^{\prime}\right)$ takes two additional random seeds $a^{\prime}, b^{\prime}$ and outputs two correlated keys $\left(k_{0}, k_{1}\right)$.
- Algorithm Expand $\left(k_{0}\right)$ outputs $(a, x)$ and $\operatorname{Expand}\left(k_{1}\right)$ outputs $(b, y)$ such that

$$
a \cdot b=x+y \quad(\text { OLE correlation })
$$

and there exist deterministic (and efficiently computable) functions $f_{0}$ and $f_{1}$ such that

$$
a=f_{0}\left(a^{\prime}\right) \quad \text { and } \quad b=f_{1}\left(b^{\prime}\right) \quad(\text { programmability })
$$

- To ensure security, the distribution

$$
\left\{\left(k_{1}, b^{\prime}, f_{0}\left(a^{\prime}\right)\right)\right\} \quad \text { where } a^{\prime}, b^{\prime} \text { are independent random seeds, and }\left(\cdot, k_{1}\right) \leftarrow \operatorname{Gen}\left(a^{\prime}, b^{\prime}\right)
$$

is computationally indistinguishable from the distribution

$$
\left\{\left(k_{1}, b^{\prime}, f_{0}(\tilde{a})\right)\right\} \quad \text { where } a^{\prime}, b^{\prime}, \tilde{a} \text { are independent random seeds, and }\left(\cdot, k_{1}\right) \leftarrow \operatorname{Gen}\left(\tilde{a}, b^{\prime}\right)
$$

Obviously, a symmetric indistinguishability statement should hold.
Now, with a programmable PCG the cross terms can be handled as follows: in the setup phase, the trusted dealer

1. samples $a_{1}^{\prime}, \ldots, a_{m}^{\prime}$ and $b_{1}^{\prime}, \ldots, b_{m}^{\prime}$ uniformly at random,
2. generates keys $\left(k_{0}^{i, j}, k_{1}^{i, j}\right) \leftarrow \operatorname{Gen}\left(a_{i}^{\prime}, b_{j}^{\prime}\right)$ for $i \neq j$,
3. and gives to party $P_{i_{0}}$ the following key $k_{i_{0}}$ :

$$
k_{i_{0}} \stackrel{\text { def }}{=}\left(\left\{k_{0}^{i_{0}, j}\right\}_{j \neq i_{0}},\left\{k_{1}^{j, i_{0}}\right\}_{j \neq i_{0}}\right)
$$

One can easily check that yields exactly the wanted setting with $u_{i} \stackrel{\text { def }}{=} f_{0}\left(a_{i}^{\prime}\right)$ and $v_{i} \stackrel{\text { def }}{=} f_{1}\left(b_{i}^{\prime}\right)$.
The indistinguishability hypothesis in the definition is there to ensure that reusing one of the factors does not leak too much information in the protocol.

Remark 6.18. In reality, in the general framework of [BCGI+19, Theorem 41] to turn a programmable PCG for a given bilinear correlation, into an m-party PCG requires additional randomness to ensure security, which can be added to the keys as seeds to some Pseudorandom Generator. We ignored them in the above presentation.

### 6.4.3 A template for generating OLE's

Since the introduction of the notion of Pseudorandom Correlation Generators, some works have presented different ways to build random OT's over $\mathbb{F}_{2}$. However, those PCG's are not programmable and are not known to extend to the $m$-party setting. On the other hand, [BCGI+20b] presented a template to design programmable PCG's for the OLE correlation. However, they could only instantiate their construction over fields $\mathbb{F}_{q}$ larger than the number of OLE's to be
produced. Nonetheless, this protocol is general enough as long as some underlying rings have the right property. In particular, this protocol is used in [BCCD23] which is one contribution of this thesis and which will be presented in Chapter 7.

One OLE to rule them all. Let $\mathcal{R}$ be a finite ring, isomorphic to a product of $N$ copies of $\mathbb{F}_{q}$. The idea of [BCGI+20b] is that by applying this isomorphism, it suffices to build only one OLE over the ring $\mathcal{R}$ to produce $N$ OLE's over $\mathbb{F}_{q}$ : if $\mathbf{U}, \mathbf{V}, \mathbf{X} \in \mathcal{R}$ are pseudorandom $\mathcal{R}$ and $\mathbf{Y}=\mathbf{U} \cdot \mathbf{V}-\mathbf{X}$, then this relation will be satisfied by any component over $\mathbb{F}_{q}$. In other words, $(\mathbf{U}, \mathbf{X})$ and $(\mathbf{V}, \mathbf{Y})$ can be distributed the two parties, and the local expansion simply consists in computing and applying the isomorphism. It only remains to see how to describe them succinctly.

The construction. Their idea was to set $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /(F(X))$ where $F$ is a polynomial of degree $N$ totally splitting in $\mathbb{F}_{q}$. In particular, it entails that $q \geqslant N$ for this to work. Now, assume that a trusted dealer samples an element $\mathbf{a} \in \mathcal{R}$ uniformly at random, as well as some sparse polynomials $\mathbf{e}_{u} \cdot \mathbf{f}_{u}$ and $\mathbf{e}_{v}, \mathbf{f}_{v}$ of degree at most $N$, where the sparsity means that they only have at most $t$ non-zero coefficients. Denote also by a a lift of degree at most $N$ in $\mathbb{F}_{q}[X]$. Let

$$
\mathbf{U} \stackrel{\text { def }}{=} \mathbf{a} \cdot \mathbf{e}_{u}+\mathbf{f}_{u} \in \mathbb{F}_{q}[X] \quad \text { and } \quad \mathbf{V} \stackrel{\text { def }}{=} \mathbf{a} \cdot \mathbf{e}_{v}+\mathbf{f}_{v} \in \mathbb{F}_{q}[X]
$$

Then, the product

$$
\mathbf{U} \cdot \mathbf{V}=\mathbf{a}^{2}\left(\mathbf{e}_{u} \mathbf{e}_{v}\right)+\mathbf{a}\left(\mathbf{e}_{u} \mathbf{f}_{v}+\mathbf{e}_{v} \mathbf{f}_{u}\right)+\mathbf{f}_{u} \mathbf{f}_{v} \in \mathbb{F}_{q}[X]
$$

is now a linear combination of $t^{2}$-sparse polynomials. In other words, the polynomial $\mathbf{U}$ (resp. V) can be succinctly described by

- a short seed which can be expanded into a using a pseudorandom generator,
- and by the $2 t$ non-zero coefficients of $\mathbf{e}_{u}$ and $\mathbf{f}_{u}$ (resp. $\mathbf{e}_{v}$ and $\mathbf{f}_{v}$ )

Moreover, since the cross products are $t^{2}$-sparse polynomials, they can be described by the $t^{2}$ sparse vector of their coefficients, which can be distributed to the parties using Function Secret Sharing for a sum of $t^{2}$ point functions, as described in Section 6.3.

Wrapping up, the final PCG looks as follows:

- Algorithm Gen, which is the setup phase of the protocol, samples a random seed $\sigma_{\mathbf{a}}$, as well as random monomials $\left(X^{i_{1, j}}, \ldots, X^{i_{t, j}}\right)$ where $0 \leqslant i_{\ell, j}<N$ are distinct and random coefficient vectors $\left(\gamma^{i_{1, j}}, \ldots, \gamma^{i_{t, j}}\right) \in\left(\mathbb{F}_{q}^{\times}\right)^{t}$ for $j \in\{0, \ldots, 3\}$ which define the $t$-sparse polynomials $\mathbf{e}_{u}, \mathbf{e}_{v}, \mathbf{f}_{u}, \mathbf{f}_{v}$.
It then generates FSS keys $\left(K_{0}^{i, j}, K_{1}^{i, j}\right)$ for $i, j \in\{0, \ldots, 3\}$ corresponding to the four cross products, and outputs

$$
\begin{aligned}
& k_{0} \stackrel{\text { def }}{=}\left(\sigma_{\mathbf{a}},\left\{K_{0}^{i, j}\right\},\left\{X^{i_{1, j}}, \ldots, X^{i_{t, j}}\right\}_{j=0,2},\left\{\gamma^{i_{1, j}}, \ldots, \gamma^{i_{t, j}}\right\}_{j=0,2}\right) \\
& k_{1} \stackrel{\text { def }}{=}\left(\sigma_{\mathbf{a}},\left\{K_{1}^{i, j}\right\},\left\{X^{i_{1, j}}, \ldots, X^{i_{t, j}}\right\}_{j=1,3},\left\{\gamma^{i_{1, j}}, \ldots, \gamma^{i_{t, j}}\right\}_{j=1,3}\right) .
\end{aligned}
$$

- Algorithm Expand performed by each party, can now take one of the keys, say $k_{0}$, compute a with the seed $\sigma_{\mathbf{a}}$, compute $\mathbf{e}_{u}, \mathbf{f}_{u}$ with the monomials and coefficients and set

$$
\begin{equation*}
\mathbf{U} \stackrel{\text { def }}{=} \mathbf{a} \cdot \mathbf{e}_{u}+\mathbf{f}_{u} . \tag{6.5}
\end{equation*}
$$

With the keys $K_{0}^{i, j}$, it can compute additive shares of the cross products $\llbracket \mathbf{e}_{u} \mathbf{e}_{v} \rrbracket, \llbracket \mathbf{e}_{u} \mathbf{f}_{v} \rrbracket$, $\llbracket \mathbf{f}_{u} \mathbf{e}_{v} \rrbracket, \llbracket \mathbf{f}_{u} \mathbf{f}_{v} \rrbracket$, and set

$$
\begin{equation*}
\mathbf{X} \stackrel{\text { def }}{=} \mathbf{a}^{2} \llbracket \mathbf{e}_{u} \mathbf{e}_{v} \rrbracket+\mathbf{a}\left(\llbracket \mathbf{e}_{u} \mathbf{f}_{v} \rrbracket+\llbracket \mathbf{f}_{u} \mathbf{e}_{v} \rrbracket\right)+\llbracket \mathbf{f}_{u} \mathbf{f}_{v} \rrbracket \tag{6.6}
\end{equation*}
$$

where we identify a polynomial with the vector of its coefficients. Equations 6.5 and 6.6 define $\mathbf{U}$ and $\mathbf{X}$ as polynomials in $\mathbb{F}_{q}[X]$, which can then be reduced modulo $F(X)$. We also denote them by $\mathbf{U}, \mathbf{X}$ after reduction.
Finally, it computes the Chinese isomorphism

$$
\varphi: \mathbb{F}_{q}[X] /(F(X)) \rightarrow \mathbb{F}_{q} \times \cdots \times \mathbb{F}_{q}
$$

and outputs $\varphi(\mathbf{U}), \varphi(\mathbf{X})$.
The expansion of $k_{1}$ can be similarly described to output $\varphi(\mathbf{V}), \varphi(\mathbf{Y})$. Note that, by construction the equation

$$
\mathbf{U} \cdot \mathbf{V} \stackrel{\text { def }}{=} \mathbf{X}+\mathbf{Y}
$$

holds in $\mathbb{F}_{q}[X]$, and therefore in $\mathcal{R}$. Since $\varphi$ is a ring isomorphism, we have

$$
\varphi(\mathbf{U}) \star \varphi(\mathbf{V})=\varphi(\mathbf{X})+\varphi(\mathbf{Y}) \in \mathbb{F}_{q}^{N}
$$

where the product $\star$ is taken coefficient by coefficient. Moreover, it maps the uniform distribution in $\mathbb{E}_{q}[X] /(F(X))$ to the uniform distribution in $\mathbb{F}_{q}^{N}$. In particular, for the OLE's over $\mathbb{F}_{q}$ to be pseudorandom, it suffices to have $\mathbf{U}$ and $\mathbf{V}$ pseudorandom. Note that $\mathbf{X}$ and $\mathbf{Y}$ are already pseudorandom by the properties of a secure FSS scheme for a sum of $t^{2}$ point functions.

Remark 6.19. A priori, the cross-products are only $t^{2}$-sparse when seen as elements of $\mathbb{F}_{q}[X]$, but the reduction modulo $F(X)$ can mess this up. In Chapter 7 we use group algebras, for which it is possible to define the products and the sparsity directly in the ring $\mathcal{R}$, which results in a slightly more efficient scheme.

Note that this PCG is programmable, since the vectors of monomials and coefficients define deterministically $\mathbf{U}$ and $\mathbf{V}$. In other words, reusing them allows to reuse the factors to define multi-party multiplication triples as explained in Section 6.4.2. It turns out that this property is black-box in the ring $\mathcal{R}$ as long as there is a notion of sparsity compatible with multiplication. This will extend naturally to the setting of Chapter 7.

Pseudorandomness. It only remains to see why $\mathbf{U}$ and $\mathbf{V}$ are pseudorandom. Note that this is exactly an instance of the (decisional version of) Ring-LPN, as per Definition 4.47. At the time of writing [BCGI+20b], this totally-split Ring-LPN was a rather new hypothesis in cryptography, and they assessed the security by studying different kinds of attacks, such as folding attacks. However, those attacks are for the search version, and the link between the search and decisional versions was not clear at the time of [BCGI $+20 \mathrm{~b}]$.

Let us consider a different approach, making use of the function field framework developed in Chapter 4 and the FF-DP problem. Indeed, since $F(X)$ is totally split in $\mathbb{F}_{q}$, this corresponds exactly to the situation described in the aforementioned chapter, and the main task boils down to finding a Galois function field $K / \mathbb{F}_{q}(T)$ such that

$$
\mathbb{F}_{q}[X] /(F(X)) \simeq \mathcal{O}_{K} / \mathfrak{p}
$$

This is exactly was is done in Section 4.4 .3 with the polynomial $F(X) \stackrel{\text { def }}{=} X^{q-1}-1$ and the ring

$$
\mathbb{F}_{q}[X] /\left(X^{q-1}-1\right)
$$

which identifies as the quotient of the ring of integers of a Carlitz extension of $\mathbb{F}_{q}(T)$. With this choice of ring, the decisional version is therefore equivalent to the search version.

Remark 6.20. In Chapter 7 we identify a weakness that was overlook in [BCGI+20b]: not all choices of totally split polynomials are suitable. In particular, $F(X) \stackrel{\text { def }}{=} X^{q}-X$ yields an insecure instance of the problem: reduction modulo $X$ yields an easy distinguisher. This is similar to evaluation at one attacks on some instantiations of Polynomial-LWE [CIV16].

## A note on efficiency.

- For MPC applications, we also care on the efficiency of the PCG's built. With this template, we need to have an efficient multiplication in the $\operatorname{ring} \mathcal{R}$. As a consequence, it was proposed in $[\mathrm{BCGI}+20 \mathrm{~b}]$ to use a ring of the form

$$
\mathcal{R} \simeq \mathbb{F}_{p}[X] /\left(X^{2^{\ell}}+1\right)
$$

where $p$ is a prime of the form $2^{\ell+1}+1^{[i i]}$. Indeed, this kind of rings has been used heavily in lattice-based cryptography, as well as for pairing-friendly elliptic curves, and FFT-based multiplication in $\mathcal{R}$, which is often called NTT for Number Theoretic Transform in this situation, has been heavily optimised. It turns out that this ring identifies as the quotient of the ring of integers of a cyclotomic number field by the ideal generated by the prime $p$. In other words, the choice

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /\left(X^{q-1}-1\right)
$$

is yet another example of this number field - function field analogy.

- Boyle et al also propose to use a variant of Ring-LPN where the error distribution is supposed to be regular, i.e. when the error vector can be split into $t$ pieces of size $\approx N / t$ such that each piece has exactly one non-zero coefficient. This is not known to yield much insecurity, while on the other hand improving the sharing of the cross-products by a factor of $t$. This will extend mutatis mutandis to the setting of Chapter 7 .

[^41]
# Pseudorandom Correlation Generators from the Quasi-Abelian Decoding Problem 

As explained in Chapter 6, and more particularly in Section 6.4.3, the state-of-the-art construction of programmable Pseudorandom Correlation Generators (PCG's) for the OLE correlation is due to Boyle et al [BCGI+20b]. However, it only works over large fields, and the security is not well understood.

Contributions of this thesis. In this chapter, based on [BCCD23] and published at CRYPTO 2023, we revisit this approach using structured codes. In particular, we give stronger foundations to the security, and by introducing quasi-abelian codes we extend the construction to any finite field $\mathbb{F}_{q}$ with $q>2$. This is the first time that such structured codes are considered in this generality for cryptographic applications. Finally, at the end of the chapter we propose some directions towards a complete solution when $q=2$.
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### 7.1 Introduction

Recall from Chapter 6 that the recent silent preprocessing model introduced in [BCGI +19 ] consists in using Pseudorandom Correlation Generators (PCG's) to generate and distribute a small amount of correlated (pseudo)random seeds to all the participants, who can then expand them into long strings having a useful correlation such as Oblivious Transfers (OT's) over the binary field $\mathbb{F}_{2}$, or their generalisation to larger fields, namely Oblivious Linear Evaluations (OLE's).

Furthermore, some special PCG's endowed with an additional programmability property can be used to provide useful $m$-party correlations with $m>2$, enabling multi-party computation.

Two lines of work have been able to provide PCG's for the OLE correlation, but are different in nature:

- Initiated with [BCGI+19], which proposed a protocol based on the hardness of decoding some classes of random codes, some follow-up work such as [CRR21] and [BCGI+22] proposed different choices of codes to obtain very efficient constructions ale to generate millions of random OT's per second on one core of a standard laptop. However, those PCG's are inherently non-programmable, and therefore getting to the $m$-party setting induces a very large communication overhead, and this is limited to computations over the binary field $\mathbb{F}_{2}$.
- On the other hand, [BCGI+20b] introduced a general template for building programmable PCG's for the OLE correlation, but their construction only allows to create OLE's over very large finite fields, larger than the number of OLE's one wants to generate. For example, in their paper they proposed to instantiate their construction over prime fields $\mathbb{F}_{p}$ with 128 -bit primes. Moreover, this construction relies on some Ring-LPN assumption which lacked strong foundational background.

In this Chapter, based on [BCCD23] which is one of the contributions of this thesis, we present a way to overcome both limitations of [BCGI $+20 \mathrm{~b}]$. Basically, we would like to use the template from [BCGI+20b] and recalled in Section 6.4.3. In order to do that, we need an effective ring $\mathcal{R}$, isomorphic to a product of many copies of $\mathbb{F}_{q}$ for any small $q$, and such that we can define a Ring-LPN problem as secure as possible. Furthermore, for this to be used in practice, we need the multiplication of $\mathcal{R}$ to be efficiently implementable.

A natural idea to generalise the construction of [BCGI+20b] based on univariate polynomial rings, is to consider multivariate polynomial rings. For example, the ring

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{2}\left[X_{1}, \ldots, X_{t}\right] /\left(X_{1}^{2}-X_{1}, \ldots, X_{t}^{2}-X_{t}\right)
$$

of boolean functions is isomorphic to a product of $2^{t}$ copies of $\mathbb{F}_{2}$, and the multiplication of two boolean functions can be implemented very efficiently. However, as we will see later in this chapter, this choice of ring, as natural as it looks, leads to an insecure instantiation.

This leads us to consider other classes of structured codes, endowed with the action by permutation of more general abelian groups, namely quasi-abelian codes, which were introduced in [Was77]. As a result, we are able to build programmable PCG's for the OLE correlation for any finite field as small as $\mathbb{F}_{3}$, and propose a research direction towards building programmable PCG's for OT over $\mathbb{F}_{2}$.


Figure 7.1: Landscape picture of PCG constructions for the OLE correlation

### 7.2 Group Algebras and Quasi-Abelian Codes

### 7.2.1 Group Algebras

Let $\mathbb{F}_{q}$ be the finite field with $q$ elements, and let $G$ be a finite group. The group algebra of $G$ with coefficients in $\mathbb{F}_{q}$, denoted by $\mathbb{F}_{q}[G]$, is the free algebra generated by $G$ :

$$
\mathbb{F}_{q}[G] \stackrel{\text { def }}{=}\left\{\sum_{g \in G} a_{g} g \mid a_{g} \in \mathbb{F}_{q}\right\},
$$

endowed with a natural $\mathbb{F}_{q}$-vector space structure, and the product given by the convolution

$$
\left(\sum_{g \in G} a_{g} g\right)\left(\sum_{g \in G} b_{g} g\right) \stackrel{\text { def }}{=} \sum_{g \in G}\left(\sum_{h \in G} a_{h} b_{h^{-1} g}\right) g .
$$

Remark 7.1. An element of $\mathbb{F}_{q}[G]$ can also be considered as a function from $G$ to $\mathbb{F}_{q}$.
Although in this definition the group $G$ is not required to be abelian, we will make this assumption for the applications of this chapter. In this case, $\mathbb{F}_{q}[G]$ is commutative.

Remark 7.2. Group algebras are deeply related to (linear) representations of $G$ (see for instance [Dor71; DK12]). Indeed, a linear representation of $G$ is an $\mathbb{F}_{q}$-vector space, together with a group homomorphism

$$
\rho: G \rightarrow \mathrm{GL}(V) .
$$

Note that for any representation $(V, \rho)$, we can define a natural action of $G$ on $V$ by

$$
g \cdot v \stackrel{\text { def }}{=} \rho(g)(v)
$$

which can be extended by linearity to $\mathbb{F}_{q}[G]$. In other words, $(V, \rho)$ is naturally endowed with a structure of a (left) $\mathbb{F}_{q}[G]$-module (this works similarly on the right hand side). On the other hand, any $\mathbb{F}_{q}[G]$-module is endowed with an $\mathbb{F}_{q}$-vector space structure, and the action of $G$ is linear. Therefore, it defines an $\mathbb{F}_{q}$-representation of $G$. Additionally, morphisms of representations are in bijection with morphism of group algebras. In other words, there is an equivalence of categories between the category of $\mathbb{F}_{q}[G]$-modules, and that of $\mathbb{F}_{q}$-linear representations of $G$.

For example, $\mathbb{F}_{q}[G]$ seen as a (left or right) module over itself corresponds to the (left or right) regular representation of $G$.

Fix an ordering $g_{0}, \ldots, g_{n-1}$ where $n \stackrel{\text { def }}{=}|G|$. Then, the group algebra $\mathbb{F}_{q}[G]$ is isomorphic (as $\mathbb{F}_{q}$-vector spaces) to $\mathbb{F}_{q}^{n}$ via $\varphi: \sum_{i=0}^{n-1} a_{i} g_{i} \mapsto\left(g_{0}, \ldots, g_{n-1}\right)$. This allows to transport the Hamming metric from $\mathbb{F}_{q}^{n}$ to $\mathbb{F}_{q}[G]$ by defining the weight of $\mathbf{a} \in \mathbb{F}_{q}[G]$ by that of $\varphi(\mathbf{a})$. Note that the isomorphism depends on the chosen order. However, changing it only induces a permutation of the coordinates, and therefore the Hamming metric is well defined on $\mathbb{F}_{q}[G]$. In particular, the natural action of $G$ on $\mathbb{F}_{q}[G]$ is by isometries.

Remark 7.3. Many groups, especially abelian groups come with a canonical ordering, so in general there will be natural way of writing the elements of $\mathbb{F}_{q}[G]$.

Example 7.4. In order to understand further the notion of the algebra of an abelian group, let us start with the simplest case of cyclic groups.

- When $G \stackrel{\text { def }}{=}\{1\}$ is the trivial group, then the group algebra $\mathbb{F}_{q}[G]$ is exactly the finite field $\mathbb{F}_{q}$.
- When $G \stackrel{\text { def }}{=} \mathbb{Z} / n \mathbb{Z}$ is the cyclic group with $n$ elements, then an element $a \in \mathbb{F}_{q}[G]$ is of the form

$$
a \stackrel{\text { def }}{=} \sum_{i=0}^{n-1} a_{i} \cdot i .
$$

Note that the action of $G$ corresponds to the cyclic shift. In other words,

$$
\mathbb{F}_{q}[\mathbb{Z} / n \mathbb{Z}] \simeq \mathbb{F}_{q}[X] /\left(X^{n}-1\right)
$$

via $i \mapsto X^{i}$, extended by $\mathbb{F}_{q}$-linearity.
Example 7.4 shows that the cyclic group algebra can be identified to the quotient of a univariate polynomial ring. The following proposition which can be shows that this fact extends to general abelian groups, at the price of using more variables.

## Proposition 7.5

Let $G_{1}, G_{2}$ be two finite groups. Then

$$
\mathbb{F}_{q}\left[G_{1} \times G_{2}\right] \simeq \mathbb{F}_{q}\left[G_{1}\right] \otimes_{\mathbb{F}_{q}} \mathbb{F}_{q}\left[G_{2}\right] .
$$

Now, consider any abelian group. It is isomorphic to a product of cyclic groups

$$
G \simeq \mathbb{Z} / n_{1} \mathbb{Z}^{\times \cdots \times \frac{\mathbb{Z}}{} / n_{t} \mathbb{Z} . .}
$$

where the $n_{i}$ are not necessarily distinct. Therefore,

$$
\begin{align*}
\mathbb{F}_{q}[G] & \simeq \mathbb{F}_{q}\left[\mathbb{Z} / n_{1} \mathbb{Z}\right] \otimes_{\mathbb{F}_{q}} \cdots \otimes_{\mathbb{F}_{q}} \mathbb{F}_{q}\left[\mathbb{Z} / n_{t} \mathbb{Z}\right] \simeq \mathbb{F}_{q}[X] / X^{n_{1}}-1 \otimes_{\mathbb{F}_{q}} \cdots \otimes_{\mathbb{F}_{q}} \mathbb{F}_{q}[X] / X^{n_{t}}-1  \tag{7.1}\\
& \simeq \mathbb{F}_{q}\left[X_{1}, \ldots, X_{t}\right] /\left(X^{n_{1}}-1, \ldots, X^{n_{t}}-1\right)
\end{align*}
$$

Remark 7.6. The above isomorphism can actually be made explicit by $\left(k_{1}, \ldots, k_{t}\right) \mapsto X_{1}^{k_{1}} \ldots X_{t}^{k_{t}}$, extended by linearity.

### 7.2.2 Quasi-Abelian Codes

Let $G$ be a finite group of size $n$, with an implicit ordering $g_{0}, \ldots, g_{n-1}$. Let $\ell>0$ be any positive integer, and consider the free $\mathbb{F}_{q}[G]$-module of rank $\ell$ defined by

$$
\left(\mathbb{F}_{q}[G]\right) \stackrel{\ell \text { def }}{=} \mathbb{F}_{q}[G] \oplus \cdots \oplus \mathbb{F}_{q}[G]=\left\{\left(a_{1}, \ldots, a_{\ell}\right) \mid a_{i} \in \mathbb{F}_{q}[G]\right\} .
$$

## Definition 7.7 (Quasi-group code)

A quasi-group code of $G$ of index $\ell$ (or $\ell$-quasi- $G$ code for short, or even quasi- $G$ code when the index does not matter) is any (right) $\mathbb{F}_{q}[G]$-submodule of $\left(\mathbb{F}_{q}[G]\right)^{\ell}$. When $G$ is abelian, a quasi- $G$ code is called a quasi-abelian code.

Remark 7.8. Considering right modules in the above definition is mostly a matter of conventions. It does not really matter in this chapter since everything will be abelian in the end.

More precisely, given a matrix

$$
\boldsymbol{\Gamma}=\left(\begin{array}{ccc}
\gamma_{1,1} & \ldots & \gamma_{1, \ell} \\
\vdots & \ddots & \vdots \\
\gamma_{k, 1} & \ldots & \gamma_{k, \ell}
\end{array}\right) \in\left(\mathbb{F}_{q}[G]\right)^{k \times \ell}
$$

the quasi- $G$ code generated by $\Gamma$ is

$$
\mathscr{C} \stackrel{\text { def }}{=}\left\{\mathbf{m} \boldsymbol{\Gamma}=\left(\mathbf{m} \boldsymbol{\Gamma}_{1}, \ldots, \mathbf{m} \boldsymbol{\Gamma}_{\ell}\right) \mid \mathbf{m}=\left(m_{1}, \ldots, m_{k}\right) \in\left(\mathbb{F}_{q}[G]\right)^{k}\right\}
$$

where $\boldsymbol{\Gamma}_{i}$ denotes the column $\left(\begin{array}{c}\gamma_{1, i} \\ \vdots \\ \gamma_{k, i}\end{array}\right)$ and $\mathbf{m} \boldsymbol{\Gamma}_{i}=m_{1} \gamma_{1, i}+\cdots+m_{k} \gamma_{k, i} \in \mathbb{F}_{q}[G]$. The matrix $\boldsymbol{\Gamma}$ is said to be systematic if it is of the form $\boldsymbol{\Gamma}=\left(I_{k} \mid \boldsymbol{\Gamma}^{\prime}\right)$, where $\boldsymbol{\Gamma}^{\prime} \in\left(\mathbb{F}_{q}[G]\right)^{k \times(\ell-k)}$ and $I_{k} \in\left(\mathbb{F}_{q}[G]\right)^{k \times k}$ is the diagonal matrix with values $1_{G}$. In other words, a quasi-group code $\mathscr{C}$ is nothing else than a code defined over the group algebra $\mathbb{F}_{q}[G]$. We give more concrete instantiations in Example 7.10. Note that in particular such a code is $\mathbb{F}_{q}$-linear. More precisely, for $a \stackrel{\text { def }}{=} \sum_{i=0}^{n-1} a_{i} g_{i} \in \mathbb{F}_{q}[G]$,
represented by the vector $\varphi(a) \stackrel{\text { def }}{=}\left(a_{0}, \ldots, a_{n-1}\right) \in \mathbb{F}_{q}^{n}$, consider the square matrix

$$
M_{a} \stackrel{\text { def }}{=}\left(\begin{array}{c}
\varphi\left(a \cdot g_{0}\right) \\
\vdots \\
\varphi\left(a \cdot g_{n-1}\right)
\end{array}\right) \in \mathbb{F}_{q}^{n \times n}
$$

where each row is the vector representation of a shift of $a$ by some element $g_{i} \in G$. The matrix $M_{a}$ represents the multiplication-by- $a$ map $m \mapsto a \cdot m$ in the basis given by $G$. In particular, for $a, m \in \mathbb{F}_{q}[G]$, the vector representation of the product $m \cdot a$ is the vector-matrix product

$$
\varphi(m \cdot a)=\varphi(m) M_{a}=\left(m_{0}, \ldots, m_{n-1}\right)\left(\begin{array}{c}
\varphi\left(a \cdot g_{0}\right) \\
\vdots \\
\varphi\left(a \cdot g_{n-1}\right)
\end{array}\right)
$$

Therefore, given an $\ell$-quasi- $G$ code $\mathscr{C}$, one can unroll its generator matrix $\Gamma \in \mathbb{F}_{q}[G]^{k \times \ell}$ into a matrix of $\mathbb{F}_{q}^{k n \times \ell n}$ formed out by $k \times \ell$ square blocks of size $n$, representing the multiplication by the corresponding element $\gamma_{i, j}$.
$\boldsymbol{\Gamma}=\left(\begin{array}{ccc}\gamma_{1,1} & \ldots & \gamma_{1, \ell} \\ \vdots & \ddots & \vdots \\ \gamma_{k, 1} & \ldots & \gamma_{k, \ell}\end{array}\right) \in \mathbb{F}_{q}[G]^{k \times \ell}$


Figure 7.2: Generator matrix of a quasi- $G$ code.

Remark 7.9. Figure 7.2 illustrates what the generator matrix of a quasi-G code looks like, when unrolled as a matrix with coefficients in $\mathbb{F}_{q}$. In particular, we can see a striking resemblance with the structured matrix defining the module-LWE problem in lattice-based cryptography (see [Pel19, Figure 0.7]).

We shall pause here for a moment. Let $G$ be a finite abelian group. In this section, we defined a quasi-abelian code as an $\mathbb{F}_{q}[G]$-submodule of $\mathbb{F}_{q}[G]^{\ell}$. This is particularly suitable to define random quasi-abelian codes. More generally, we could consider instead abstract $\mathbb{F}_{q}[G]$ modules of finite presentation. By the structure theorem for finite abelian groups, $G$ is isomorphic to a direct product of cyclic-groups

$$
G \simeq \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{r} \mathbb{Z}
$$

where the $n_{i}$ are not necessarily distinct. As we have seen in Equation (7.1), this entails that

$$
\mathbb{F}_{q}[G] \simeq \mathbb{F}_{q}\left[\mathbb{Z} / n_{1} \mathbb{Z}\right] \otimes_{\mathbb{F}_{q}} \cdots \otimes_{\mathbb{F}_{q}} \mathbb{F}_{q}\left[\mathbb{Z} / n_{r} \mathbb{Z}\right]
$$

In particular, $\mathbb{F}_{q}[G]$ can also be considered as a module over any factor $\mathbb{F}_{q}\left[\mathbb{Z} / n_{i} \mathbb{Z}\right]$, and therefore a quasi-abelian code is a quasi-cyclic code with block length corresponding to any invariant factor $n_{i}$. However, beware: a random quasi-abelian code, is not a random quasi-cyclic code. See Example 7.10:(iii).

Example 7.10. Let us continue with Example 7.4.
(i) When $G \stackrel{\text { def }}{=}\{1\}$ is the trivial group, then any linear code is a quasi- $G$ code.
(ii) When $G \stackrel{\text { def }}{=} \mathbb{Z} / n \mathbb{Z}$ is the cyclic group with $n$ elements and $q$ is coprime to $n$, any element of $\mathbb{F}_{q}[G] \simeq \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ is a polynomial of degree at most $n$ defined by the vector of its coefficients, and any product $m(X) \cdot a(X) \in \mathbb{F}_{q}[G]$ can be represented by the circulant vector-matrix product

$$
\left(\begin{array}{llll}
m_{0} & m_{1} & \ldots & m_{n-1}
\end{array}\right)\left(\begin{array}{cccc}
a_{0} & a_{1} & \ldots & a_{n-1} \\
a_{n-1} & a_{0} & \ldots & a_{n-2} \\
\vdots & & & \vdots \\
a_{1} & a_{n-1} & \ldots & a_{0}
\end{array}\right) \in \mathbb{F}_{q}^{n} .
$$

For simplicity, assume that $k=1$ and $\ell=2$. Then, a quasi $-\mathbb{Z} / n \mathbb{Z}$ code of index 2 is defined over $\mathbb{F}_{q}$ by a double-circulant generator matrix

$$
\left(\begin{array}{cccc|cccc}
a_{0} & a_{1} & \ldots & a_{n-1} & b_{0} & b_{1} & \ldots & b_{n-1} \\
a_{n-1} & a_{0} & \ldots & a_{n-2} & b_{n-1} & b_{0} & \ldots & b_{n-2} \\
\vdots & & & \vdots & \vdots & & & \vdots \\
a_{1} & a_{n-1} & \ldots & a_{0} & b_{1} & b_{n-1} & \ldots & b_{0}
\end{array}\right) .
$$

In other words, a quasi- $\mathbb{Z} / n \mathbb{Z}$ code is nothing else than a usual quasi-cyclic code with block length $n$.
(iii) Let us do an example with an abelian, non cyclic group $G \stackrel{\text { def }}{=} \mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$. Ordering $G$ with the lexicographic order, an element of $\mathbb{F}_{q}[G]$ is of the form

$$
a=a_{0}(0,0)+a_{1}(0,1)+a_{2}(1,0)+a_{3}(1,1) .
$$

The action of $G$ on $a$ is given by

$$
\begin{aligned}
(0,1) \cdot a & =a_{1}(0,0)+a_{0}(0,1)+a_{3}(1,0)+a_{2}(1,1) \\
(1,0) \cdot a & =a_{2}(0,0)+a_{3}(0,1)+a_{0}(1,0)+a_{1}(1,1) \\
(1,1) \cdot a & =a_{3}(0,0)+a_{2}(0,1)+a_{1}(1,0)+a_{0}(1,1)
\end{aligned}
$$

Therefore, a quasi-G code will have a generator matrix formed out by blocks of the form

$$
\left(\begin{array}{cccc}
a_{0} & a_{1} & a_{2} & a_{3} \\
a_{1} & a_{0} & a_{3} & a_{2} \\
a_{2} & a_{3} & a_{0} & a_{1} \\
a_{3} & a_{2} & a_{1} & a_{0}
\end{array}\right) \in \mathbb{F}_{q}^{4 \times 4}
$$

Note that by the tensor product structure, this block itself is formed by circulant (2-by-2 in
this case) matrices:

$$
\left(\begin{array}{cc|cc}
a_{0} & a_{1} & a_{2} & a_{3} \\
a_{1} & a_{0} & a_{3} & a_{2} \\
\hline a_{2} & a_{3} & a_{0} & a_{1} \\
a_{3} & a_{2} & a_{1} & a_{0}
\end{array}\right) \in \mathbb{F}_{q}^{4 \times 4}
$$

This entails that in particular a quasi- $G$ code is a quasi-cyclic code with block length 2. But, since the blocks depend on each other, a random quasi- $G$ code is not a random quasi-cyclic code with block length 2 .

### 7.2.3 Duality for Quasi-Group Codes and Parity-Check Matrices

In the previous section we adopted the generator matrix point of view, but as we have seen in this manuscript, it may be more suitable in cryptography to consider codes defined by their parity-check matrices. This point of view naturally extends to the quasi-group setting.

Let $G$ be a finite group. The algebra $\mathbb{F}_{q}[G]$ is naturally endowed with an inner product $\langle\cdot, \cdot\rangle$ defined by

$$
\left\langle\sum_{g \in G} a_{g} g, \sum_{g \in G} b_{g} g\right\rangle \stackrel{\text { def }}{=} \sum_{g \in G} a_{g} b_{g} \in \mathbb{F}_{q},
$$

Note that it coincides with the standard inner product in $\mathbb{F}_{q}^{n}$ (when replacing an element of the group algebra by the vector of its coefficients), and that it does not depend on the chosen order. This inner product can easily be extended to the free module $\left(\mathbb{F}_{q}[G]\right)^{\ell}$ :

$$
\left\langle\left(a_{1}, \ldots, a_{\ell}\right),\left(b_{1}, \ldots, b_{\ell}\right)\right\rangle \stackrel{\text { def }}{=} \sum_{i=1}^{\ell}\left\langle a_{i}, b_{i}\right\rangle .
$$

The dual $\mathscr{C}^{\perp}$ of a quasi-group code $\mathscr{C}$ can be naturally defined as the usual dual in terms of linear codes, but it can be formulated in terms of the above inner product

$$
\mathscr{C}^{\perp} \stackrel{\text { def }}{=}\left\{x \in\left(\mathbb{F}_{q}[G]\right)^{\ell} \mid\langle x, c\rangle=0 \quad \forall c \in \mathscr{C}\right\} .
$$

## Proposition 7.11

Let $G$ be a finite group, and let $\mathscr{C}$ be an $\ell$-quasi- $G$ code. Then $\mathscr{C}^{\perp}$ is also an $\ell$-quasi- $G$ code.

Proof. It suffices to prove that $\mathscr{C}^{\perp}$ is stable under the action of $\mathbb{F}_{q}[G]$ on the right, i.e. for any $x \in \mathscr{C}^{\perp}$ and $a \in \mathbb{F}_{q}[G]$, we have $x \cdot a \in \mathscr{C}^{\perp}$.

$$
\text { For any } a \stackrel{\text { def }}{=} \sum_{g \in G} a_{g} g \in \mathbb{F}_{q}[G] \text {, let }
$$

$$
\bar{a} \stackrel{\text { def }}{=} \sum_{g \in G} a_{g} g^{-1} \quad \text { and } \quad \sigma(a) \stackrel{\text { def }}{=} a_{1_{G}} \in \mathbb{F}_{q}
$$

where $1_{G}$ denotes the identity element of $G$. The map $a \mapsto \bar{a}$ is an anti-homomorphism of
order 2, i.e. it is bijective, involutive, and reverses the order of multiplication:

$$
\overline{a b}=\bar{b} \cdot \bar{a} \quad \text { and } \quad \overline{(\bar{a})}=a .
$$

Furthermore, $\sigma$ is a linear form, and for any $a, b \in \mathbb{F}_{q}[G]$ it is easily seen that

$$
\sigma(a \bar{b})=\sum_{h \in G} a_{h} b_{h}=\langle a, b\rangle .
$$

Now, let $x \stackrel{\text { def }}{=}\left(x_{1}, \ldots, x_{\ell}\right) \in \mathscr{C}^{\perp}$ and $a \in \mathbb{F}_{q}[G]$. For any $c \stackrel{\text { def }}{=}\left(c_{1}, \ldots, c_{\ell}\right) \in \mathscr{C}$ it holds that

$$
\langle x \cdot a, c\rangle=\sum_{i=1}^{\ell} \sigma\left(\left(x_{i} a\right) \overline{c_{i}}\right)=\sum_{i=1}^{\ell} \sigma\left(x_{i} \overline{\left(c_{i} \bar{a}\right)}\right)=\sum_{i=1}^{\ell}\langle x, c \cdot \bar{a}\rangle=0,
$$

where the last equality holds since $\mathscr{C}$ is a (right) $\mathbb{F}_{q}[G]$-module, and therefore $c \cdot \bar{a} \in \mathscr{C}$.

Proposition 7.11 entails that a quasi- $G$ code has also a structured parity-check matrix, formed by blocks representing multiplications by elements of the group algebra.

Example 7.12. Let $a \in \mathbb{F}_{q}[G]$ and let $\mathscr{C}$ be the 2-quasi- $G$ code with generator matrix $\Gamma \stackrel{\text { def }}{=}(1 \mid a)$. Then $\mathscr{C}$ admits a parity-check matrix of the form $\mathbf{H} \stackrel{\text { def }}{=}(\bar{a} \mid-1)$.

### 7.2.4 Fast Encoding of Quasi-Abelian codes

Recall that for the applications to MPC, we need that the product in our ring be efficiently implementable. In terms of codes, this means that we want to be able to efficiently do the encoding, which can be done through Fast Fourier Transform (FFT) algorithms. From now on, let us fix a group $G$ of cardinality $n$ such that $\operatorname{gcd}(n, q)=1$. By Maschke's theorem, this entails that $\mathbb{F}_{q}[G]$ is semisimple, i.e. is isomorphic to a product of matrix algebras. We further assume that $G$ is abelian, so that the aforementioned product is actually a product of finite field extensions of $\mathbb{F}_{q}$ :

$$
\mathbb{F}_{q}[G] \simeq \mathbb{F}_{q} \ell_{1} \times \cdots \times \mathbb{F}_{q} \ell_{r}
$$

The strategy of FFT algorithms for computing a product $a \cdot b$ in $\mathbb{F}_{q}[G]$ can be reduced to three parts

1. First, compute the forward isomorphism $\varphi: \mathbb{F}_{q}[G] \rightarrow \mathbb{F}_{q} \ell_{1} \times \cdots \times \mathbb{F}_{q} \ell_{r}$.
2. Then, compute the product $\varphi(a) \star \varphi(b)$, componentwise.
3. Finally, compute the inverse $\operatorname{map} \varphi^{-1}$.

Remark 7.13. The forward isomorphism $\varphi$ is often called the Discrete Fourier Transform of $G$ in $\mathbb{F}_{q}$.

More precisely, we speak about Fast Fourier Transform algorithms when Steps 1 and 3 can be done efficiently, say in $O(n \times \operatorname{polylog}(n))$ operations in $\mathbb{F}_{q}$, as opposed to the quadratic naive approach. This operation is all the more efficient when $\ell_{i}=1$ for all $i$. This happens when $\mathbb{F}_{q}$ contains a primitive $d$-th root of unity, where $d=\exp (G)$ is the exponent of $G$, i.e. when the order of any element of $G$ divides $d$.

We will describe FFT algorithms in terms only of the structure of the group $G$, and the finite field $\mathbb{F}_{q}$. This will encompass the usual FFT algorithm introduced by Cooley and Tuckey in [CT65], or the Number Theoretic Transform (NTT), which we have already mentioned in this manuscript. For a detailed presentation, the interested reader can refer to [Obe07].

## Definition 7.14 (Composition series)

Let $G$ be a finite group. A finite sequence $\left(G_{0}, \ldots, G_{r}\right)$ of subgroups of $G$ is called a composition series of $G$ of length $r$ when

1. $G_{0}=\left\{1_{G}\right\}$ and $G_{r}=G$;
2. for $i \in\{0, \ldots, r-1\}$, each $G_{i}$ is a strict normal subgroup of $G_{i+1}$;
3. the quotient $G_{i+1} / G_{i}$ is a simple group, i.e. which does not have any non trivial normal subgroup.

The quotients $G_{i+1} / G_{i}$ are called the factors of the series.

Remark 7.15. Condition (3) in Definition 7.14 is equivalent to the series to be maximal, that is no subgroup can be added to the sequence while maintaining a sequence of normal subgroups.
A group may have multiple composition series, but the Jordan-Hölder theorem (see for example [Lan12, Theorem 3.5]) states that they are all equal, up to permutation of the factors. Recall that a finite simple group is abelian if and only if it is a cyclic group of prime order $\mathbb{Z} / p \mathbb{Z}$. In particular, each factor $G_{i+1} / G_{i}$ of a composition series of an abelian group $G$ is of the form $\mathbb{Z} / p_{i} \mathbb{Z}$, and Jordan-Hölder theorem entails then that the sequence of the $p_{i}$ 's is uniquely determined by $G$.
Example 7.16. For an abelian group $G$ of cardinality n, the primes of the Jordan-Hölder series verify $n=p_{1} \ldots p_{n}$.

- If $p$ is prime, then $\mathbb{Z} / p \mathbb{Z}$ is already a simple group, and the Jordan-Hölder series is nothing else than $\{1\} \triangleleft G$.
- The cyclic group $\mathbb{Z} / 12 \mathbb{Z}$ has three composition series,

$$
\begin{array}{ll}
\{0\} \triangleleft \mathbb{Z} / 2 \mathbb{Z} \triangleleft \mathbb{Z} / 4 \mathbb{Z}^{\triangleleft} / 12 \mathbb{Z} & \text { with factors }(\mathbb{Z} / 2 \mathbb{Z}, \mathbb{Z} / 2 \mathbb{Z}, \mathbb{Z} / 3 \mathbb{Z}) \\
\{0\} \triangleleft \mathbb{Z} / 2 \mathbb{Z} \triangleleft \mathbb{Z} / 6 \mathbb{Z} \triangleleft \mathbb{Z} / 12 \mathbb{Z} & \text { with factors }(\mathbb{Z} / 2 \mathbb{Z}, \mathbb{Z} / 3 \mathbb{Z}, \mathbb{Z} / 2 \mathbb{Z}) \\
\{0\} \triangleleft \mathbb{Z} / 3 \mathbb{Z} \triangleleft \mathbb{Z} / 6 \mathbb{Z} \triangleleft \mathbb{Z} / 12 \mathbb{Z} & \text { with factors }(\mathbb{Z} / 3 \mathbb{Z}, \mathbb{Z} / 2 \mathbb{Z}, \mathbb{Z} / 2 \mathbb{Z})
\end{array}
$$

- If $G=(\mathbb{Z} / 2 \mathbb{Z})^{n}$, the composition series are of the form

$$
\{0\}^{n} \triangleleft \mathbb{Z} / 2 \mathbb{Z} \times\{0\}^{n-1} \triangleleft \cdots \triangleleft(\mathbb{Z} / 2 \mathbb{Z})^{n-1} \times\{0\} \triangleleft(\mathbb{Z} / 2 \mathbb{Z})^{n}
$$

The divide-and-conquer approach in FFT algorithms can be understood in terms of the Jordan-Hölder series of $G$.

## Proposition 7.17 ([Obe07, Section 5])

Let $G$ be a finite abelian group of size $n$ with $\operatorname{gcd}(n, q)=1$, and exponent $d$. Assume that $\mathbb{F}_{q}$ contains a primitive $d$-th root of unity. Let $p_{1}, \ldots, p_{r}$ denote all the primes (possibly non distinct) appearing in the Jordan-Hölder series of $G$. Then the Discrete Fourier Transform (and its inverse) in $\mathbb{F}_{q}[G]$ can be computed in $O\left(n \times\left(p_{1}+\cdots+p_{r}\right)\right)$ operations in $\mathbb{F}_{q}$.

Example 7.18. Proposition 7.17 encompasses well-known FFT's from the literature.

- The usual FFT corresponds to $G=\mathbb{Z} / 2^{t} \mathbb{Z}$. In this case, a composition series is given by

$$
G_{0}=\{0\} \triangleleft \cdots \triangleleft G_{i}=2^{t-i} \mathbb{Z} / 2^{t} \mathbb{Z} \triangleleft \cdots \triangleleft G_{t}=G=\mathbb{Z} / 2^{t} \mathbb{Z}
$$

and each factor $G_{i+1} / G_{i}$ is isomorphic to $\mathbb{Z} / 2 \mathbb{Z}$, and with the above proposition we recover the usual complexity in $O\left(2^{t} \times t\right)=O(n \log (n))$.

- Consider the finite field $\mathbb{F}_{3}$ and the group $G=(\mathbb{Z} / 2 \mathbb{Z})^{t}$. We have

$$
\mathbb{F}_{3}[G] \simeq \mathbb{F}_{3}\left[X_{1}, \ldots, X_{t}\right] /\left(X_{1}^{2}-1, \ldots, X_{t}^{2}-1\right)
$$

$A$ composition series of $G$ is given by

$$
G_{0}=\{0\}^{t} \triangleleft \cdots \triangleleft G_{i}=(\mathbb{Z} / 2 \mathbb{Z})^{i} \times\{0\}^{t-i} \triangleleft \cdots \triangleleft G_{t}=G=(\mathbb{Z} / 2 \mathbb{Z})^{t},
$$

and the FFT can also be computed in time $O\left(2^{t} \times t\right)=O(n \log (n))$. This is nothing else than a $t$-dimensional FFT in $\mathbb{F}_{3}$.

In general, a primitive $d$-th root of unity will be contained in a strict extension $\mathbb{F}_{q} \ell$, and the FFT can be computed in $\mathbb{F}_{q} \ell$. However, van der Hoeven and Larrieu showed in [HL17] that one may exploit the symmetries given by the Frobenius automorphism of $\mathbb{F}_{q} / / \mathbb{F}_{q}$ to regain the factor $\ell$ lost in considering the extension. This approach is now known as the Frobenius FFT.

Remark 7.19. Proposition 7.17 is asymptotic, although efficient implementations exist for several groups and fields. They are particularly efficient when $G$ admits a Jordan-Hölder composition series with groups of exponent 2, such as in Example 7.18. For a more precise description of Multivariate FFT algorithms, see [HLS13, Section 2.2].

### 7.3 Building PCG's for OLE's from Quasi-Abelian Codes

We now have all the material to instantiate the template of [BCGI+20b], recalled in Section 6.4.3, with codes over group algebras.

### 7.3.1 The Quasi-Abelian Decoding Problem

Let $G$ be a finite abelian group. In this section, we will adopt the point of view of paritycheck matrices. Moreover, for a reason that will appear clear later, we restrict our definition to systematic parity-check matrices. In other words, given an integer $k$, a random $\ell$-quasi- $G$ code
will be defined as the code of parity-check matrix $\mathbf{H}=\left(\mathbf{H}^{\prime} \mid \mathrm{I}_{\ell-k}\right)$ where $\mathbf{H}^{\prime} \leftarrow \in \mathbb{F}_{q}[G]^{(\ell-k) \times k}$ is uniformly distributed and $\mathrm{I}_{\ell-k}$ is the diagonal matrix with coefficients $1_{G}$. Let $\Psi$ be a probability distribution over $\mathbb{F}_{q}[G]$. In general, $\Psi$ will be parameterised with an integer $t \in\{1, \ldots, n\}$ such that $\mathbb{E}(|x|)=t$ when $x \leftarrow \Psi$, where $|x|$ denotes the Hamming weight of $x$ with respect to any ordering of $G$. For example, $\Psi$ can be a Bernoulli distribution, or the uniform over the words of fixed Hamming weight $t$.

In this section, we introduce the variant of the Decoding Problem with respect to quasiabelian codes, namely the Quasi-Abelian Decoding Problem (QADP). It will be more convenient to describe it with the language of parity-check matrices and syndromes. Recall that when $\mathcal{E}$ is a finite set, we write $X \leftarrow \mathcal{E}$ for denoting a random variable $X$ uniformly distributed in $\mathcal{E}$.

## Problem 7.20 (QADP $(G, \ell, k, \Psi)$, search version)

Data. $\mathbf{H} \stackrel{\text { def }}{=}\left(\mathbf{H}^{\prime} \mid \mathrm{I}_{\ell-k}\right)$ where $\mathbf{H}^{\prime} \leftarrow \mathbb{F}_{q}[G]^{(\ell-k) \times k}$, and $\mathbf{s}^{\top} \stackrel{\text { def }}{=} \mathbf{H e}^{\top} \in \mathbb{F}_{q}[G]^{\ell-k}$, where $\mathbf{e}_{i} \leftarrow \Psi$.
Goal. Recover e.

Remark 7.21. $\mathrm{I}_{\ell-k}$ is the identity matrix of size $\ell-k$ with coefficients in $\mathbb{F}_{q}[G]$.
The Quasi-Abelian Decoding Problem generalises all the instantiations of the Decoding Problem we have introduced so far, and which are used in cryptography.

- When $G=\{1\}$ is the trivial group, this corresponds exactly to the usual (average-case) Decoding Problem DP (Problem 1.10).
- When $G=\mathbb{Z} / n \mathbb{Z}$ is a cyclic group of size $n$, this is nothing else than the (average-case) Decoding Problem of Quasi-Cyclic codes QC-DP (Problem 1.38), as used in BIKE and HQC for instance (in the specification of those cryptosystems we have $\ell=2$ or $\ell=3$ and $k=\ell-1$ or $k=\ell-2)$.

Seen as a code over $\mathbb{F}_{q}$, the quasi- $G$ code has length $\ell|G|$ and dimension $k|G|$. For the applications, $|G|$ will represent the number of OLE's our PCG will be able to produce, and therefore will be very large ( say $|G| \approx 2^{30}$ ). On the other hand, we will consider a constant rate regime of the form $1-1 / \ell$, with $\ell$ rather small (say, less than 4 ). In particular, when $k$ is not specified, it will be implicitly understood to be $\ell-1$. Allowing to have $\ell>2$ enables a slight efficiency improvement in the construction of our PCG. In this situation, $\mathbf{H}$ is of the form

$$
\mathbf{H} \stackrel{\text { def }}{=}\left(a_{1}|\cdots| a_{\ell-1} \mid 1\right), \quad \text { where } a_{i} \leftarrow \mathbb{F}_{q}[G]
$$

and a syndrome is of the form

$$
\mathbf{H e} \stackrel{\text { def }}{=} a_{1} e_{1}+\cdots+a_{\ell-1} e_{\ell-1}+e_{\ell} \in \mathbb{F}_{q}[G], \quad \text { where } e_{i} \leftarrow \Psi .
$$

The decisional version is naturally defined as follows

## Problem 7.22 (QADP $(G, k, \ell, \Psi)$, decisional version)

Consider the following two distributions, where $\mathbf{H}^{\prime} \leftarrow \mathbb{F}_{q}[G]^{(\ell-k) \times k}$

- $\mathcal{D}_{0}:\left(\mathbf{H} \stackrel{\text { def }}{=}\left(\mathbf{H}^{\prime} \mid \mathrm{I}_{\ell-k}\right), \mathbf{s}^{\text {unif }}\right)$ and $\mathbf{s}^{\mathrm{unif}} \leftarrow \mathbb{F}_{q}[G]^{\ell-k}$
- $\mathcal{D}_{1}:\left(\mathbf{H} \stackrel{\text { def }}{=}\left(\mathbf{H}^{\prime} \mid \mathrm{I}_{\ell-k}\right), \mathbf{e} \mathbf{H}^{\top}\right)$ and $\mathbf{e} \stackrel{\text { def }}{=}\left(e_{1}, \ldots, e_{\ell}\right)$ with $e_{i} \leftarrow \Psi$.

Given oracle access to distribution $\mathcal{D}_{b}$ where $b \leftarrow\{0,1\}$, the goal is to recover $b$.

In the applications, we only consider the case $k=\ell-1$, for which Problem 7.22 can be simplified to

## Problem 7.23 (QADP $(G, \ell, \Psi)$, decisional version)

Consider the following two distributions

- $\mathcal{D}_{0}:\left(\mathbf{a} \stackrel{\text { def }}{=}\left(a_{1}, \ldots, a_{\ell-1}\right), \mathbf{s}^{\text {unif }}\right)$ where $a_{i} \leftarrow \mathbb{F}_{q}[G]$ and $\mathbf{s}^{\text {unif }} \leftarrow \mathbb{F}_{q}[G]$
- $\mathcal{D}_{1}:\left(\mathbf{a} \stackrel{\text { def }}{=}\left(a_{1}, \ldots, a_{\ell-1}\right), \sum_{i=1}^{\ell-1} a_{i} e_{i}+e_{\ell}\right)$ where $a_{i} \leftarrow \mathbb{F}_{q}[G]$, and $e_{i} \leftarrow \Psi$.

Given oracle access to distribution $\mathcal{D}_{b}$ where $b \leftarrow\{0,1\}$, the goal is to recover $b$.

By a slight abuse of notation, when $t \in\{0, \ldots,|G|\}$, we will denote by $\operatorname{QADP}(G, \ell, t)$ the problem $\operatorname{QADP}(G, \ell, \Psi)$ where $\Psi$ denotes the uniform distribution over elements of Hamming weight $t$.

A note about the systematic form. We can wonder what happens when we do not force the parity-check matrix to be in systematic form in the definition of QADP. The situation is very similar to that of Section 1.3.1.2. For simplicity, assume that $k=1, \ell=2$, i.e. $\mathbf{H}=\left(a_{1} \mid a_{2}\right) \in$ $\mathbb{F}_{q}[G]^{1 \times 2}$ for some uniformly random $a_{1}, a_{2} \leftarrow \mathbb{F}_{q}[G]$. Then, a syndrome of $\mathbf{H}$ is of the form $a_{1} e_{1}+a_{2} e_{2}$, and therefore is contained in the ideal $\mathcal{I} \stackrel{\text { def }}{=}\left(a_{1}, a_{2}\right)$ of $\mathbb{F}_{q}[G]$ generated by $a_{1}$ and $a_{2}$. ${ }^{[i]}$ In particular, when $\mathcal{I}$ is not the full ring, this induces an obvious bias. When working over large fields, this does not really matter since an element of $\mathbb{F}_{q}[G]$ will be invertible with high probability. On the other hand, this is not true anymore when working over small fields such as $\mathbb{F}_{2}$ or $\mathbb{F}_{3}$ (which is the whole point of this work). Using parity-check matrices in systematic form forces $\mathcal{I}$ to contain $1_{G}$, which removes the bias.

[^42]
### 7.3.2 Instantiating the PCG with Quasi-Abelian Codes

Our new PCG uses the template of [BCGI+20b] recalled in Chapter 6, and more precisely in Section 6.4.3: it suffices to choose a group $G$ such that

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[G] \simeq \underbrace{\mathbb{F}_{q} \times \cdots \times \mathbb{F}_{q}}_{N \text { copies }} .
$$

In the sequel, an element $\mathbf{a} \in \mathbb{F}_{q}[G]$ will be called $t$-sparse if it has Hamming weight $t$ (with respect to the basis given by $G$, for any ordering).

The Construction. Assume that we have such a group $G$, and denote by $\varphi$ the aforementioned isomorphism. Mimicking the construction of Section 6.4.3, the trusted dealer samples a uniformly at random in $\mathbb{F}_{q}[G]$, as well as some $t$-sparse elements $\mathbf{e}_{u}, \mathbf{e}_{v}, \mathbf{f}_{u}, \mathbf{f}_{v} \in \mathbb{F}_{q}[G]$, where the sparsity is defined with respect to the canonical basis given by $G$.

Remark 7.24. Note that working with a group algebra allows to define the sparsity of elements for free. This fact may seem meaningless at first glance, but as we will see in Section 7.4, this is not always obvious for general $\mathbb{F}_{q}$-algebras, for which no basis seems to be better than another. We already mentioned this issue in Chapter 4, and more particularly in Section 4.4.3.2, where we introduced the Normal Ring-LPN distribution (Definition 4.57)

Now, the dealer sets

$$
\mathbf{U} \stackrel{\text { def }}{=} \mathbf{a} \cdot \mathbf{e}_{u}+\mathbf{f}_{u} \in \mathbb{F}_{q}[G] \quad \text { and } \quad \mathbf{V} \stackrel{\text { def }}{=} \mathbf{a} \cdot \mathbf{e}_{v}+\mathbf{f}_{v} \in \mathbb{F}_{q}[G],
$$

so that the product

$$
\mathbf{U} \cdot \mathbf{V}=\mathbf{a}^{2}\left(\mathbf{e}_{u} \mathbf{e}_{v}\right)+\mathbf{a}\left(\mathbf{e}_{u} \mathbf{f}_{v}+\mathbf{e}_{v} \mathbf{f}_{u}\right)+\mathbf{f}_{u} \mathbf{f}_{v} \in \mathbb{F}_{q}[G]
$$

is again a linear combination of $t^{2}$-sparse elements of $\mathbb{F}_{q}[G]$.
Remark 7.25. Another advantage of using group algebras is that the product of t-sparse elements directly yields a $t^{2}$-sparse element in $\mathbb{F}_{q}[G]$, while in the construction of $[B C G I+20 b]$, the authors were forced to share the products seen as degree $2 N-2$ polynomials over $\mathbb{F}_{q}[X]$, and then reduce locally modulo their defining polynomial. Indeed, for rings of the form $\mathbb{F}_{q}[X] /(F(X))$, it is not generally true that the product of two sparse elements remains sparse. By using group algebras, we can directly share elements of $\mathbb{F}_{q}[G]$, which makes the scheme slightly more efficient.

Both $\mathbf{U}$ and $\mathbf{V}$ can be considered as syndromes of the random quasi-abelian code with paritycheck matrix ( $\mathbf{a} \mid 1$ ), and error respectively $\left(\mathbf{e}_{u}, \mathbf{f}_{u}\right)$ and $\left(\mathbf{e}_{v}, \mathbf{f}_{v}\right)$.
Remark 7.26. In practice, we might want to use codes with a slightly higher rate $(\ell-1) / \ell$ (with $\ell \in\{2,3,4\})$, which corresponds to using sparse polynomials of the form $\left(\mathbf{e}_{u_{1}}, \ldots, \mathbf{e}_{u_{\ell-1}}, \mathbf{f}_{u}\right)$ and $\left(\mathbf{e}_{v_{1}}, \ldots, \mathbf{e}_{v_{\ell-1}}, \mathbf{f}_{v}\right)$.

Using function secret sharing as per Section 6.3, the trusted dealer can succinctly describe additive shares of all the cross products, in $\mathbb{F}_{q}[G]$. Together with the seed defining a, as well as the description of $\mathbf{e}, \mathbf{f}$, this allows the dealer to give to each party a short description of an OLE over $\mathbb{F}_{q}[G]$, which can then be transformed into $N$ OLE's over $\mathbb{F}_{q}$ by applying the isomorphism $\varphi$, which is nothing else than one step of the FFT algorithm in $\mathbb{F}_{q}[G]$.

Moreover, this construction inherits the programmability property from the original template of [BCGI+20b].

Instantiating the group $G$. In order to maximise the number of OLE's we can produce, we propose to use a group of the form

$$
G \stackrel{\text { def }}{=}(\mathbb{Z} /(q-1) \mathbb{Z})^{r}
$$

so that

$$
\mathbb{F}_{q}[G] \simeq \mathbb{F}_{q}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{1}^{q-1}-1, \ldots, X_{r}^{q-1}-1\right) \simeq \prod_{\left(\gamma_{1}, \ldots, \gamma_{r}\right) \in\left(\mathbb{F}_{q}^{\times}\right)^{t}} \mathbb{F}_{q}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{i}-\gamma_{i}\right)
$$

is a product of $N \stackrel{\text { def }}{=}(q-1)^{r}$ copies of $\mathbb{F}_{q}$.
In particular, setting $q=3$ and $r=30$, we can generate $2^{30}$ OLE's over $\mathbb{F}_{3}$.
In one wants to give concrete set of parameters which includes choosing the number of errors $t$, it is necessary to study in depth the best attacks on QADP.

Remark 7.27. Note that by construction, the efficiency of our PCG is directly related to the number of FSS schemes we need to run, i.e. in the sparsity $t$ we can afford without diminishing too much the security. In particular, this is why we are tempted to use codes of higher rate, in order to be able to slightly decrease $t$.

### 7.3.3 On the Security of the Construction

Assuming the security of the function secret sharing scheme, which is basically based on the security of the underlying pseudorandom generator, the security of our PCG relies on the hardness of the decisional version of QADP. Moreover, by Remark 7.27 the efficiency of our PCG is directly related to the number of errors we can afford in QADP without undermining the security: the smaller the number of errors, the more efficient the scheme.

### 7.3.3.1 Hardness of QADP

In this section we focus on the theoretical hardness of the Quasi-Abelian Decoding Problem. The discussion of Section 7.3.1 already identifies some potentially weak instantiations of the decisional version. On the other hand, since QADP extends the usual DP (Problem 1.10) and QC-DP (Problem 1.38), at least some instantiations are believed to be hard. Therefore, it is natural to ask if all the weaknesses have been removed.

Obviously, a necessary condition for (the decisional version) of QADP to be hard, is the hardness of the search version. It turns out that all the remarks about the hardness of decoding quasi-cyclic codes extend to quasi-abelian codes. This is even listed as an open research problem in the most recent Encyclopedia of Coding Theory [Wil21, Problem 16.10.5].

A remark on Ring-LPN. In [BL12], Bernstein and Lange introduced an attack against the protocol LaPiN [HKLP+12] based on variants of Ring-LPN. It shall be noticed that none of the rings proposed to instantiate this protocol were group algebras, and this attack does not seem to apply in this context. In Section 7.3.3 we investigate concrete attacks against QADP.

A remark on Multivariate LWE. When coming from the world of lattice-based cryptography, it may be counterintuitive at the very least, if not dubious, to even consider that QADP might
be hard in general. Indeed, let us consider the simpler case where $k=1$ and $\ell=2$. Let

$$
G \stackrel{\text { def }}{=} \prod_{i=1}^{r} \mathbb{Z} / d_{i} \mathbb{Z}
$$

be the decomposition of $G$ in product of cyclic groups. Assume that the characteristic of $\mathbb{F}_{q}$ does not divide any of the $d_{i}$, so that $\mathbb{F}_{q}[G]$ is a semisimple algebra. In terms of polynomial rings, we have

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[G] \simeq \mathbb{F}_{q}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{1}^{d_{1}}-1, \ldots, X_{r}^{d_{r}}-1\right)^{\circ}
$$

In other words, a sample from the QADP distribution will be of the form

$$
\left(a\left(X_{1}, \ldots, X_{r}\right), a\left(X_{1}, \ldots, X_{r}\right) \cdot s\left(X_{1}, \ldots, X_{r}\right)+e\left(X_{1}, \ldots, X_{r}\right)\right)
$$

where $a$ is uniformly distributed in the multivariate polynomial ring $\mathcal{R}$, and $e$ is a sparse multivariate polynomial. Since we look at a syndrome in our definition of QADP, we also ask $s$ to be a sparse multivariate polynomial, but this is not a restriction. Obviously, the resemblance with a ring-LWE sample is striking. Yet, multivariate versions of ring-LWE have already been considered in the literature such as [PTP15; PTP16], and were proven insecure in [BCV20]. Nonetheless, as we will see, the Hamming metric constraint on the error distribution is quite different than the euclidean situation.

A search-to-decision reduction. Since we are mostly interested in the decisional version of QADP, it is natural to ask if it is strictly easier than the search version. This is the first time that this question is investigated. In Chapter 4, we introduced a function field approach to derive search-to-decision reductions for structured codes. In particular, Theorem 4.44 gives the reduction in the case of quasi-cyclic codes with block length $q-1$, i.e. for the group algebra $\mathbb{F}_{q}[G]$ with $G \stackrel{\text { def }}{=} \mathbb{Z} /(q-1) \mathbb{Z}$.

The crucial part of the reduction was that
(i) the group algebra $\mathbb{F}_{q}[G]$ could be interpreted in terms of the Carlitz extension with respect to the $T$-torsion, namely $K \stackrel{\text { def }}{=} \mathbb{F}_{q}(T)\left[\Lambda_{T}\right]$ :

$$
\mathbb{F}_{q}[G] \simeq \mathcal{O}_{K} / T \mathcal{O}_{K} \simeq \prod_{\mathfrak{p} \mid T} \mathcal{O}_{K} / \mathfrak{p}
$$

(ii) and the Galois group $\operatorname{Gal}\left(K / \mathbb{F}_{q}(T)\right) \simeq \mathbb{F}_{q} \times$ acted transitively on the prime above $T$, permuting the factors in the product, while also keeping invariant the Hamming support of each element. On the quotient, that is on $\mathbb{F}_{q}[G]$, the action of $\zeta \in \mathbb{F}_{q}^{\times}$on an element $a \stackrel{\text { def }}{=} a(X) \stackrel{\text { def }}{=} \sum_{i=0}^{n-1} a_{i} X^{i} \in \mathbb{F}_{q}[G]$ was simply

$$
\zeta \cdot a \stackrel{\text { def }}{=} a(\zeta X)=\sum_{i=0}^{n-1} a_{i} \zeta^{i} X^{i}
$$

It turns out that this reduction extends easily to the multivariate setting, yielding a search-to-decision reduction for QADP , when the codes are instantiated with particular groups of the form

$$
H \stackrel{\text { def }}{=}(\mathbb{Z} /(q-1) \mathbb{Z})^{r}
$$

This will be the setting chosen to build our PCG. Using the heavy machinery of inverse Galois theory, it may be possible to find a Galois extension $L / \mathbb{F}_{q}(T)$ with Galois group $H$, and such that $\mathbb{F}_{q}[H]$ could also be interpreted as the quotient of a ring of integers. However, in this case we can directly adapt the proof, following every step, and working directly on the ground ring.

Indeed, we have

$$
\mathbb{F}_{q}[H]=\mathbb{F}_{q}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{1}^{q-1}-1, \ldots, X_{r}^{q-1}-1\right) \simeq \prod_{\left(\gamma_{1}, \ldots, \gamma_{r}\right) \in\left(\mathbb{F}_{q}^{\times}\right)^{r}} \mathbb{F}_{q}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{i}-\gamma_{i}\right)
$$

where each factor is a finite field, isomorphic to $\mathbb{F}_{q}$. Therefore, we only need to find a group which acts transitively on the factors, while keeping invariant the noise distribution we use to define QADP. It turns out that the group $\widehat{H} \stackrel{\text { def }}{=}\left(\mathbb{F}_{q}^{\times}\right)^{r}$ is suitable: it acts on $\mathbb{F}_{q}[H]$ via

$$
\left(\zeta_{1}, \ldots, \zeta_{r}\right) \cdot a\left(X_{1}, \ldots, X_{r}\right) \stackrel{\text { def }}{=} a\left(\zeta_{1} X_{1}, \ldots, \zeta_{r} X_{r}\right)
$$

and this action maps the ideal $\left(X_{1}-\gamma_{1}, \ldots, X_{r}-\gamma_{r}\right)$ onto $\left(X_{1}-\zeta_{1}^{-1} \gamma_{1}, \ldots, \zeta_{r}^{-1} \gamma_{r}\right)$.
Moreover, as in the univariate case, this group action keeps invariant the support of elements of $\mathbb{F}_{q}[G]$. In particular, it keeps invariant the uniform distribution over words of fixed Hamming weight, and the Bernoulli distribution.

Therefore, following exactly the path of the reduction from Chapter 4, it suffices to replace in Step 4 the action of the Galois group by that of $\widehat{H}$ to prove that the decisional version of QADP, instantiated with the group $H$, is at least as hard as the corresponding search version.

Resistance to Linear Attacks. Recall from Section 1.3.4.3 that most of the known attacks against the decisional version of the decoding problem fit into the linear test framework. Unconditionally resisting linear attacks is equivalent for the class of codes to have a large dual minimum distance. Since the dual of a quasi-abelian code is still a quasi-abelian code, we will focus on the minimum distance of a random quasi-abelian code. Ideally, we would like that a random quasi-abelian code reaches the Gilbert-Varshamov bound with good probability, as it is the case for random linear codes (i.e. quasi-group codes with the trivial group).

Extending this result to more general algebraic codes has attracted a lot of work in algebraic coding theory in the past 50 years, and is still an active field of research as many questions are still widely open. For example, it was proven in [CPJ69], later generalised in [Kas74], that under mild assumptions regarding the size of the blocks, random double-circulant codes achieve the Gilbert-Varshamov bound with high probability. Furthermore, as discussed in 1.3.4.3, it was proven in [GZ06] that certain binary quasi-cyclic codes even satisfy a logarithmic improvement over the Gilbert-Varshamov bound, in other words they reach the Gilbert-Varshamov bound from above.

For the case of random quasi-abelian codes, [BM06] extends the result of [Kas74] to binary quasi-abelian codes of fixed rate $1 / \ell$ (or $(\ell-1) / \ell$ ), but only when the dimension $L_{2}(G)$ of the smallest irreducible $\mathbb{F}_{2}$ representation of $G$ (which depends only on $|G|$ when $G$ is abelian) grows faster than logarithmically in $|G|$ (and $|G|$ is odd). This can be extended to $\mathbb{F}_{q}$ using [FL22, Section 6.2], when $|G|$ is coprime to $q$ and with an analogue restriction in the dimension $L_{q}(G)$, denoted by $\mu_{q}(|G|)$ in the latter reference. However, this condition is not satisfied by the group $G \stackrel{\text { def }}{=}(\mathbb{Z} /(q-1) \mathbb{Z})^{r}$ which we propose to use in our PCG construction. Indeed, it can be shown (see [FL22, Section 3]) that

$$
\mu_{q}(n)=\min \left\{\operatorname{ord}_{p}(q) \mid p \text { is a prime divisor of } n\right\}
$$

where $\operatorname{ord}_{p}(q)$ denotes the order of $q$ in $(\mathbb{Z} / p \mathbb{Z})^{\times}$. In odd characteristics, $(q-1)^{r}$ is even, and $\operatorname{ord}_{2}(q)=1$. Therefore, $\mu_{q}\left((q-1)^{r}\right)=1$, is independent of $r$.

However, all those works were mostly concerned in finding explicit codes with optimal parameters, and/or infinite sequences of codes with good parameters within those families. Moreover, they did not restrict themselves to codes in systematic form, which we know can induce a bias. This condition on $L_{q}(G)$ (or equivalently $\mu_{q}(|G|)$ ) was enough for their goal.

On the other hand, when one considers additional constraints, such as demanding that the codes be self dual, some previous works such as [FL22, Section 7.1] have restricted themselves to systematic quasi-abelian codes. It can be interesting in the future to explore this topic further.

Nonetheless, for quasi-abelian codes it can be interesting to look at their behaviour when the group $G$ is fixed, and when this is the length $\ell$ (over the group algebra) that goes to infinity, while keeping $k / \ell$ constant. For example, this is the setting considered when dealing with random linear codes, where $G$ is fixed to be $\{1\}$. In particular, it was proven in [FL15] without any restriction on $G$ (this result even holds in the modular case where $\mathbb{F}_{q}[G]$ is not semisimple anymore) that random large quasi-abelian codes also meet the Gilbert-Varshamov bound. More precisely, they proved the following theorem:

## Theorem 7.28 ([FL15, Theorem 2.1])

Let $G$ be a finite abelian group, and let $\left(\mathscr{C}_{\ell}\right)_{\ell}$ be a sequence of random quasi- $G$ codes of length $\ell \in \mathbb{N}$ and rate $r \in(0,1)$. Let $h_{q}$ denote the $q$-ary entropy function, and let $\delta \in\left(0,1-\frac{1}{q}\right)$. Then,

$$
\lim _{\ell \rightarrow \infty} \mathbb{P}\left(\frac{d_{\min }\left(\mathscr{C}_{\ell}\right)}{|G|}>\delta \ell\right)= \begin{cases}1 & \text { if } r<1-h_{q}(\delta) \\ 0 & \text { if } r>1-h_{q}(\delta)\end{cases}
$$

and both limits converge exponentially fast. The above probability is taken over the uniform choice of a generator matrix $\Gamma_{\ell} \in \mathbb{F}_{q}[G]^{k \times \ell}$ of $\mathscr{C}_{\ell}$.

Remark 7.29. The proof of this theorem follows the same path as the usual result for random linear codes, using the theory of representations of $G$ to estimate the probabilities which are involved.

Intuitively, when the ideal of $\mathbb{F}_{q}[G]$ generated by the blocks $\left(a_{1}, \ldots, a_{\ell}\right)$ of the parity-check matrix is not the full ring, it is possible that the minimum distance drop, but in general it should be linear in its length. On the other hand, when $\ell$ grows, this ideal is likely to become the full ring very quickly, removing the bias. If this intuition is correct, it may be possible to obtain a Gilbert-Varshamov like bound for random quasi-abelian codes in systematic form.

### 7.3.3.2 Concrete Security of the Construction

In Section 7.3.3.1, we discussed the hardness of QADP in general. We shall now focus on concrete attacks.

There are two ways of attacking this problem: one can either attack the search version, which has been more studied in the literature, or try to directly distinguish a syndrome from a uniform vector. As we already mentioned, no decoding algorithm is known for generic quasigroup codes. Moreover, our choice of the group $G$ allows to design a search-to-decision reduction (see Section 7.3.3.1). Even though the parameters of the reduction are quite loose, solving the decisional QADP implies solving the search version (i.e. decoding a random quasi-G code).

Moreover, random quasi-abelian codes also seem to have a large minimum distance, which means that QADP resists all the attacks from the linear test framework (see Section 1.3.4.3). Nevertheless, this observation is merely of theoretical interest: this characterisation via the minimum distance rules out all linear attacks, even those which are very inefficient. Indeed, let $\mathscr{C}$ be a code of parity-check matrix $\mathbf{H}$, and recall that a linear attack for distinguishing a syndrome $\mathbf{H e}^{\top}$ from a uniform vector corresponds to finding a vector $\mathbf{v} \in \mathbb{F}_{q}^{n-k}$ such that $\mathbf{v H}$ has small Hamming weight. In other words this corresponds to finding a short Hamming weight codeword in the code generated by $\mathbf{H}$, that is in the dual code $\mathscr{C}{ }^{\perp}$. The smaller this codeword, the bigger the bias. However, finding such a codeword in general is a very difficult task: it is known to be NP-complete [Var97], i.e. hard on the worst-case, and also widely believed to be hard on average, even for structured codes. For instance, the security of the BIKE encryption scheme, from round 4 of NIST competition, relies among other things in the hardness of finding short codewords in a random binary quasi-cyclic code. In practice, the best known algorithms for finding short codewords are basically the same as the best generic decoding algorithms. In other words, this linear test framework does not consider realistic attackers, with limited resources. Therefore, in order to assess the concrete hardness of QADP, it does make sense to focus on known attacks. First, let us see what happens when the underlying ring is not a group algebra. Then we will focus on generic attacks which forget the structure, before finally look with more details into it.

### 7.3.3.3 An Easy Bias when not Working over Group Algebras

For simplicity, consider the univariate polynomial ring with coefficients in $\mathbb{F}_{q}$ which is isomorphic to the direct product of the largest possible number of copies of $\mathbb{F}_{q}$, namely

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /\left(X^{q}-X\right)
$$

Even if this is not the algebra of some group, it is still equipped with the Hamming metric with respect to the canonical basis $\left(X^{i}\right)_{0 \leqslant i \leqslant q-1}$. Fixing $t \in\{1, \ldots, q\}$, similarly as before, denote by $\mathcal{R}_{t}$ the set of polynomials of Hamming weight $t$, and define the following two distributions:

- $\mathcal{D}_{0}:\left(a(X), s^{\mathrm{unif}}(X)\right)$ where $a(X) \leftarrow \mathcal{R}$ and $s^{\mathrm{unif}}(X) \leftarrow \mathcal{R}$
- $\mathcal{D}_{1}:\left(a(X), a(X) e_{1}(X)+e_{2}(X)\right)$ where $a(X) \leftarrow \mathcal{R}$, and $e_{i} \leftarrow \mathcal{R}_{t}$.

In order to simplify the notations, we will write $a$ for $a(X)$ when $a \in \mathcal{R}$.
Remark 7.30. As for the quasi-group code setting, we may identify the output of $\mathcal{D}_{1}$ as a pair $(\mathbf{H}, \mathbf{s})$ where $\mathbf{H}=\left(\mathbf{M}_{a} \mid \mathbf{I}_{q}\right) \in \mathbb{F}_{q}^{q \times 2 q}$ with $\mathbf{M}_{a}$ representing the multiplication by a in the monomial basis, and $\mathbf{s}$ is the syndrome of a (regular) error of weight $2 t$, so that the problem of distinguishing between $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$ is a well defined instance of a decisional decoding problem.

At a high level, the issue comes from the fact that $X$, which is an element of the basis, is not invertible in $\mathcal{R}$. Therefore, the ideal generated by $X$ is not the full ring, and reduction modulo $X$, that is evaluation at 0 , induces a bias in the distribution.

More precisely, for $P(X) \stackrel{\text { def }}{=} \sum_{i=0}^{q-1} \alpha_{i} X^{i} \in \mathcal{R}$, denote by $P^{\uparrow} \in \mathbb{F}_{q}[X]$ the polynomial of degree less than $q-1$ which lifts $P$ back to $\mathbb{F}_{q}[X]$, that is

$$
P^{\uparrow} \equiv P \quad \bmod \left(X^{q}-X\right)
$$

Then, since $(X) \supset\left(X^{q}-X\right)$, we also have

$$
\begin{equation*}
P^{\uparrow}(0)=P(0) \tag{7.2}
\end{equation*}
$$

The idea of the bias is that when $P$ is uniformly distributed in $\mathcal{R}$, then $P(0)$ is uniformly distributed in $\mathbb{F}_{q}$ and

$$
\mathbb{P}(P(0)=0)=\mathbb{P}\left(\alpha_{0}=0\right)=\frac{1}{q}
$$

while when $P$ is uniformly distributed in $\mathcal{R}_{t}$,

$$
\mathbb{P}(P(0)=0)=1-\mathbb{P}\left(\alpha_{0} \in \operatorname{Supp}(P)\right)=1-\frac{(q-1)\binom{q-1}{t-1}(q-1)^{t-1}}{\binom{q}{t}(q-1)^{t}}=1-\frac{t}{q}
$$

Note that this equality also holds for a polynomial uniformly distributed amongst the $t$ sparse polynomials of degree at most $q-1$.

Now, when $e_{1}, e_{2} \leftarrow \mathcal{R}_{t}$ are independent, and $a \leftarrow \mathcal{R}$, then $e_{1}^{\uparrow}$ and $e_{2}^{\uparrow}$ are also $t$ sparse, and therefore

$$
\mathbb{P}\left(\left(a \cdot e_{1}+e_{2}\right)^{\uparrow}(0)=0\right) \geqslant \mathbb{P}\left(e_{1}^{\uparrow}(0)=0, e_{2}^{\uparrow}(0)=0\right)=\left(1-\frac{t}{q}\right)^{2} \gg \frac{1}{q}
$$

In other words, the polynomial $a \cdot e_{1}+e_{2}$ is way more likely to evaluate to 0 at 0 than a uniformly random polynomial.

On the other hand, when $\mathcal{R}$ is a group algebra, such a distinguisher is not possible since by definition the basis is formed by elements of the group which are therefore invertible. In particular, for a cyclic group $G \stackrel{\text { def } \mathbb{Z}}{=} n \mathbb{Z}$, that is

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[X] /\left(X^{n}-1\right)
$$

Equation (7.2) does not hold, since the ideal generated by $X$ is the full ring.
Remark 7.31. One can show that this attack falls into the linear test framework. It was overlooked in previous works using such kind of constructions, and in particular in [BCGI+20b].

### 7.3.3.4 Impact of Generic Decoding Algorithms

Let $G$ be a finite abelian group, and let $t \in\{1, \ldots,|G|\}$ and $\ell \in\{2,3,4\}$ be integers. Denote by $\mathbb{F}_{q}[G]_{t}$ the set of elements of $\mathbb{F}_{q}[G]$ of Hamming weight exactly $t$. Consider an instance ( $\mathbf{a}, \mathbf{s}$ ) of the $\operatorname{QADP}(G, \ell, t)$ distribution, that is

$$
\mathbf{a}=\left(a_{1}, \ldots, a_{\ell-1}\right) \leftarrow \mathbb{F}_{q}[G]^{\ell-1} \quad \text { and } \boldsymbol{s}=\sum_{i=1}^{\ell-1} a_{i} e_{i}+e_{\ell}, \text { where } e_{i} \leftarrow \mathbb{F}_{q}[G]_{t}
$$

When unrolled to $\mathbb{F}_{q}$, QADP corresponds to decoding $\ell t$ errors in a code of length $\ell|G|$ and dimension $(\ell-1)|G|$. Since $|G|$ represents the number of OLE's our PCG is able to produce, for realistic applications we may want to set $|G| \approx 2^{30}$. In other words, we consider the decoding problem in an extreme regime where the length of the code is extremely huge, while we want to set $t$ as small as possible. Nonetheless, the rate of the code is $1-1 / \ell$ which is a constant, always greater than $1 / 2$. In particular, generic attacks which specifically target the LPN regime where the code-rate goes to 0 do not apply here. In particular, in the sequel we will not consider
approaches such as BKW [BKW03; Lyu05], Arora-Ge [AG11], or the more recent Gröbner based attack $[\mathrm{B} \emptyset 23]$ which improves the complexity in the specific case of a regular error distribution.

Moreover, according to the analysis of [CS16], in the low error regime, the best generic decoding algorithm seems to be the original approach by Prange [Pra62]. The improvements made by advanced ISD tend to only be visible for a higher number of errors. The intuition behind this, is that when the number of errors is small, then an information set picked at random is likely to contain very few errors.

Moreover, in our setting of very long codes with constant code-rate we cannot consider that solving a linear system can be done for free: we need to take into account the cost of linear algebra. This is a second reason why Prange algorithm performs better than more advanced ISD algorithms in this setting.

Wrapping up, the complexity of solving the (generic) Decoding Problem of same parameters than $\operatorname{QADP}(G, \ell, t)$ is of the form (see Section 1.1.4.1 and Equation (1.8)):

$$
\begin{equation*}
\frac{\binom{\ell|G|}{\ell t}}{\binom{|G|}{\ell t}} T_{\operatorname{linalg}(|G|)} \approx \ell^{\ell t} \times T_{\operatorname{linalg}(|G|)} \quad \text { given that }|G| \gg \ell t . \tag{7.3}
\end{equation*}
$$

where $T_{\operatorname{linalg}(|G|)}$ is the complexity of inverting a matrix of $\mathbb{F}_{q}^{|G| \times|G|}$, and the approximation is simply an application of Stirling's formula.

Remark 7.32. Beware, in [BCCD23], and in particular in the parameter set given on Table 1, $t$ corresponds to the full number of errors: with the notations used so far, this corresponds to sampling each error $e_{i}$ of weight $t / \ell$.

### 7.3.3.5 Taking advantage of the structure.

Obviously, QADP has a strong underlying algebraic structure, which we cannot ignore when designing attacks.

Algebraic Decoding. We define the square $\mathscr{C}^{2}$ of a code $\mathscr{C}$ as

$$
\mathscr{C}^{2} \stackrel{\text { def }}{=} \operatorname{Span}\left\{\mathbf{c} \star \mathbf{c}^{\prime} \mid \mathbf{c}, \mathbf{c}^{\prime} \in \mathscr{C}\right\} .
$$

In traditional code-based cryptography, many codes which proved to offer weak instances of the Decoding Problem appeared to have a square of small dimension (or the square of their dual). In particular, for such codes it is possible to design decoding algorithms based on a framework developed by Pelikaan and Kotter [Pel92; Köt92], and now known as Error Correcting Pairs algorithms. The interested reader can refer to [Cou21] for further reference.

However, for the case of quasi-abelian codes, no such decoder is known, even when restricted to the class of quasi-cyclic codes. In particular, a random quasi-abelian code does not seem to have a square of small dimension. Designing an algebraic decoding algorithm for quasi-group codes has been a major open problem in algebraic coding theory ever since they were introduced, and this is one of the open research problems listed in the most recent Encyclopedia of Coding Theory from 2021 [Wil21].

Decoding-One-Out-of-Many. As seen in the preliminaries (Section 1.3.4.1), when a code has a non trivial permutation group, the decoding problem becomes easier. Indeed, in [Sen11] it was proven that when we consider a variant of the Decoding Problem, where we are given $N$ different
noisy codewords, but at the same distance $t$ from the code, and when we are asked to decode only one of them, we can basically speed-up the generic decoding algorithms by a factor $\sqrt{N}$.

When working with codes $\mathscr{C}$ equipped with a non trivial automorphism group $G$, then from one noisy codeword $y \stackrel{\text { def }}{=} c+e$ we can basically generate $|G|$ many noisy codewords for free, simply by letting $G$ act on $y$ : for any permutation $\sigma$ we have

$$
\sigma \cdot y=\sigma \cdot c+\sigma \cdot e,
$$

where $\sigma \cdot e$ still has weight $t$. Furthermore, when $\sigma \in G$, then $\sigma \cdot c \in \mathscr{C}$ by definition. This allows to speed-up the decoding problem by a factor $\sqrt{|G|}$.

In particular, in our regime of extremely low noise rate, combining the DOOM approach with Equation (7.3), the complexity of solving $\operatorname{QADP}(G, \ell, t)$ now becomes of the form

$$
\begin{equation*}
\frac{\binom{\ell|G|}{\ell t}}{\sqrt{|G|}\binom{|G|}{\ell t}} T_{\operatorname{linalg}(|G|)} \approx \ell^{\ell t} \times\left(\frac{T_{\operatorname{linalg}(|G|)}}{\sqrt{|G|}}\right) \tag{7.4}
\end{equation*}
$$

Folding attacks. Let us now really focus on the algebraic structure of the ring

$$
\mathbb{F}_{q}[G] \simeq \mathbb{F}_{q}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{1}^{n_{1}}-1, \ldots, X_{r}^{n_{r}}-1\right)
$$

Remark 7.33. The discussion that follows is an extended and more precise version of that of [BCCD23] which was a bit loose.

Given an instance $(a, b)$ of the decisional $\operatorname{QADP}(G, \ell, t)$ problem, an attacker may construct a new instance of the decoding problem over a code with smaller length and dimension by picking an ideal $\mathcal{I} \subset \mathbb{F}_{q}\left[X_{1}, \ldots, X_{r}\right]$ containing $\left(X_{1}^{n_{1}}-1, \ldots, X_{r}^{n_{r}}-1\right)$ and represented by a Gröbner basis, and constructing a new instance $\left(a^{\prime}, b^{\prime}\right)$ by reducing modulo $\mathcal{I}$ with respect to the chosen Gröbner basis. However, in general, this reduction can significantly increase the noise rate. This strongly depends on how sparse are the generators of the Gröbner basis.

Heuristically, the best possible projections seem to arise from quotients of $G$ by a subgroup $H$. Namely, given a subgroup $H$, the canonical projection $G \rightarrow G / H$ induces a morphism of algebras

$$
\pi_{H}:\left\{\begin{array}{ccc}
\mathbb{F}_{q}[G] & \longrightarrow & \mathbb{F}_{q}[G / H] \\
\sum_{g \in G} a_{g} g & \longmapsto & \sum_{\bar{g} \in G / H}\left(\sum_{h \in H} a_{g h}\right) \bar{g}
\end{array} .\right.
$$

In algebraic coding theory, and cryptography, this operation is known as folding and has been introduced in $[F O P P+16 a]$ to try and attack McEliece cryptosystems based on alternant and Goppa codes equipped with a non trivial automorphism group. It has been explicitly studied in [CT19].

Example 7.34. Let $G \stackrel{\text { def }}{=}(\mathbb{Z} / n \mathbb{Z})^{2}$, so that

$$
\mathbb{F}_{q}[G] \simeq \mathbb{F}_{q}[X, Y] /\left(X^{n}-1, Y^{n}-1\right)
$$

and consider the diagonal subgroup

$$
H \stackrel{\text { def }}{=}\{(x, x) \mid x \in \mathbb{Z} / n \mathbb{Z}\} .
$$

Then, the folding map can be made explicit as

$$
\pi_{H}:\left\{\begin{array}{clc}
\mathbb{F}_{q}[X, Y] /\left(X^{n}-1, Y^{n}-1\right) & \longrightarrow & \mathbb{F}_{q}[Z] /\left(Z^{n}-1\right) \\
\sum_{i, j=0}^{n-1} a_{i, j} X^{i} Y^{j} & \longmapsto \sum_{i=0}^{n-1}\left(\sum_{u+v \equiv i \bmod n} a_{u, v}\right) Z^{i} .
\end{array}\right.
$$

The folding operation sends a code of length $(\ell+1)|G|$ and dimension $\ell|G|$ onto a code of length $(\ell+1)|G / H|$ and dimension $\ell|G / H|$. Moreover, a noisy codeword $y \stackrel{\text { def }}{=} c+e$ is sent onto $\pi_{H}(c)+\pi_{H}(e)$. In particular, this keeps the code-rate invariant. However, the weight of the new error $\pi_{H}(e)$ is bounded from above by that of the original error $e, i . e$. by $\ell t$, but can be slightly reduced due to the presence of collisions. In a low-noise regime, this is unlikely to happen, but we still need to consider it.

More precisely, we have the following proposition (adapted to language of group algebras):

## Proposition 7.35 ([CT19, adapted from Proposition 2])

Let $G$ be a finite abelian group, and let $\tilde{e}$ be uniformly distributed among the elements of $\mathbb{F}_{q}[G]$ of Hamming weight $t \leqslant|G| / 2$. Let $H<G$ be a subgroup of $G$, and denote by $\pi_{H}: \mathbb{F}_{q}[G] \rightarrow \mathbb{F}_{q}[G / H]$ the folding operation with respect to $H$. Then,

$$
\mathbb{E}\left(\left|\pi_{H}(\tilde{e})\right|\right)=\frac{(q-1)}{q}|G / H|\left(1-\left(1-\frac{q t}{|G|(q-1)}\right)^{|H|}\right)\left(1+O\left(\frac{1}{t}\right)\right) .
$$

For small values of $\frac{t}{|G|}$, which is the case in our application, this approximates to

$$
\begin{equation*}
\mathbb{E}\left(\left|\pi_{H}(\tilde{e})\right|\right) \approx t-\frac{(|H|-1) q t^{2}}{2(q-1)|G|} \tag{7.5}
\end{equation*}
$$

For $\operatorname{QADP}(G, \ell, t)$, this translates to

$$
\begin{equation*}
\mathbb{E}\left(\left|\pi_{H}(e)\right|\right)=\ell\left(\mathbb{E}\left(\left|\pi_{H}(\tilde{e})\right|\right)\right) \approx \ell\left(t-\frac{(|H|-1) q t^{2}}{2(q-1)|G|}\right) \tag{7.6}
\end{equation*}
$$

In [CT19] which was concerned in actually decoding, i.e. solving the search version of QADP, this approach is used as a subroutine of a decoding algorithm on the whole code of dimension $k$, by first decoding $t^{\prime} \stackrel{\text { def }}{=} \mathbb{E}\left(\pi_{H}(e)\right)$ errors in the code folded with respect to $H$, and then each candidate solution $e^{\prime}$ is lifted back to $\mathbb{F}_{q}[G]$. The additional information on $e^{\prime}$ allows to increase the number of equations in the linear system induced by the original decoding problem. This new system may be interpreted in decoding $\ell t$ errors for a code of dimension $\ell|G|-(\ell+1)$. Given the size of $|G|$ compared to $\ell$, this does not seem to offer a huge improvement. Still, in our setting, we are only concerned by the decisional problem. Therefore, the situation is simpler, since we do not even need to lift the solutions back to $\mathbb{F}_{q}[G]$. Indeed, it is enough to solve a non trivial decoding problem in one quotient to get a bias on the QADP distribution.

Note that in general, this approach will only be helpful when considering subgroups $H$ of very large order, given Equation (7.6). Nonetheless, the larger the subgroup $H$, the smaller the length $(\ell+1)|G / H|$ of the folded code. In particular, when $H$ is too large, the weight of the
folded error vector will become larger than the Gilbert-Varshamov bound of the corresponding rate and length. As such, there will be exponentially many solutions to the decoding problem of the folded code, whether the original $b$ represents a uniform element of $\mathbb{F}_{q}[G]$, or a syndrome of the random quasi-abelian code. Therefore, this would not allow to distinguish between those two distributions, i.e. to solve the decisional version of QADP.
Remark 7.36. We may also compose the DOOM approach with folding technique to reduce the complexity of the decoding problem in the folding code by a factor $\sqrt{|G / H|}$.

Comparison with Euclidean Lattices. In Section 7.3.3.1, we mentioned the multivariate RingLWE problem which has been introduced in [PTP15; PTP16]. This approach in the lattice-based setting was proven insecure in [BCV20]. It turns out that this attack can be thought of as a folding attack. In fact, this is basically the approach of Example 7.34. It turns out that this folding operation has limited impact on the noise rate in the euclidean setting, while in the Hamming setting, especially in the low noise regime, the weight is more or less preserved while decreasing the length by a factor $|H|$, and thus increasing the noise rate by the same factor $|H|$ after folding.

In other words, what enables to do homomorphic encryption with (structured) lattices, makes this folding attack devastating, while on the other hand this very same obstacle saves the day in the coding theoretic setting.
Remark 7.37. [HPSS+14] introduced a non standard problem originally called the Partial Fourier Recovery Problem, and now known as the Partial Vandermonde Knapsack Problem, which was revisited in [LZA18] and [BSS22] as a (structured) lattice problem. However, this problem was broken in [BGP22]. It turns out that this attack can be reformulated in terms of folding.

### 7.4 Towards Programmable PCG's for OT

In this section, we extend the discussion in [BCCD23, Appendix D]. More precisely, we give potential research directions in order to overcome the inherent limitations of our constructions.

### 7.4.1 Limitations of the Construction

In order to build our programmable PCG in Section 7.3, we considered codes over the group algebra $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}_{q}[G]$ with

$$
G \stackrel{\text { def }}{=}(\mathbb{Z} /(q-1) \mathbb{Z})^{r}
$$

that is

$$
\mathcal{R}=\mathbb{F}_{q}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{1}^{q-1}-1, \ldots, X_{r}^{q-1}-1\right)
$$

for some integer $r$. We can set $q$ to be any prime power all the way down to $q=3$, but obviously this construction is not relevant when $q=2$.

The most natural approach to mimic the construction is to set

$$
\begin{equation*}
\mathcal{R} \stackrel{\text { def }}{=} \mathbb{B}_{r} \stackrel{\text { def }}{=} \mathbb{F}_{2}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{1}^{2}-X_{1}, \ldots, X_{r}^{2}-X_{r}\right) \tag{7.7}
\end{equation*}
$$

to be the ring of boolean functions in $r$ variables, which is indeed isomorphic to $\underbrace{\mathbb{F}_{2} \times \cdots \times \mathbb{F}_{2}}_{2^{r} \text { times }}$.
Nevertheless, the attack described in Section 7.3.3.3 extends easily to the multivariate setting, which yields in particular an easy distinguisher for $\mathbb{B}_{r}$ (defined in Equation 7.7).

Therefore, we seem to be forced to work with group algebras and quasi-group codes. However, a simple combinatorial argument can easily show that this quest is vain.

## Theorem 7.38 (Impossibility Result)

Let $G$ be a finite group, and let $\mathcal{R} \stackrel{\text { def }}{=} \mathbb{F}[G]$ be its group algebra with coefficients in a finite field $\mathbb{F}$. Assume that there exists a ring isomorphism $\mathcal{R} \simeq \mathbb{F}_{2}^{N}$ for some $N \geqslant 1$. Then, $\mathbb{F}=\mathbb{F}_{2}, N=1$ and $G=\{1\}$.

Proof. Clearly, $\mathbb{F}$ must be of characteristics 2 . Moreover, any element of $G$, when regarded as an element of $\mathcal{R}$, is invertible, with inverse $g^{-1}$. This entails that $|G| \leqslant|\mathcal{R} \times|$. On the other hand, the isomorphism $\mathcal{R} \simeq \mathbb{F}_{2}^{N}$ induces a group isomorphism

$$
\mathcal{R}^{\times} \simeq \mathbb{F}_{2}^{\times} \times \cdots \times \mathbb{F}_{2}^{\times}=\{(1, \ldots, 1)\} .
$$

In particular, $\left|\mathcal{R}^{\times}\right|=1$, and therefore $|G| \leqslant 1$. This concludes the proof.

Theorem 7.38 shows that there is no hope to directly adapt our approach to efficiently build a PCG for the OLE correlation over $\mathbb{F}_{2}$, that is a PCG of the OT correlation. However, there might be a way of circumventing this limitation. Indeed, this theorem states that it is not possible to find a non trivial group algebra isomorphic to a product of copies of $\mathbb{F}_{2}$ as rings (and hence as algebras), but it does not say anything about an isomorphism as other algebraic structures.

From now on, and until the end of this chapter, we propose new research perspectives.

### 7.4.2 A Number Theoretic Intuition

Recall that in [BCGI+20b], the authors constructed their PCG for OLE's over the ring $\mathcal{R} \stackrel{\text { def }}{=}$ $\mathbb{F}_{p}[X] /(P(X))$ where $P(X) \stackrel{\text { def }}{=} X^{2^{\ell}}+1$ and $p$ is a (large) prime such that $p \equiv 1 \bmod 2^{\ell+1}$. Since $\mathcal{R}$ is isomorphic to a direct product of $2^{\ell}$ copies of $\mathbb{F}_{p}$, this allowed them to design a PCG for the OLE correlation.

Remark 7.39. This ring was chosen especially for the efficiency of NTT-based multiplication algorithms.

In fact, this ring identifies to the quotient $\mathcal{O}_{K} / p \mathcal{O}_{K}$ of the ring of integers $\mathcal{O}_{K}$ of the cyclotomic number field $K \stackrel{\text { def }}{=} \mathbb{Q}\left(\zeta_{2^{\ell+1}}\right)$ where $\zeta_{2^{\ell+1}}$ denotes a primitive $2^{\ell+1}$ root of unity (in $\left.\overline{\mathbb{Q}}\right)$. The Galois group is given by

$$
G \stackrel{\text { def }}{=} \operatorname{Gal}(K / \mathbb{Q})=\left(\mathbb{Z} / 2^{\ell+1} \mathbb{Z}\right)^{\times} \simeq \mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2^{\ell-1} \mathbb{Z}
$$

and an element $k$ coprime to $2^{\ell+1}$ acts on $\mathcal{R}$ by $k \cdot X \mapsto X^{k}$.
Remark 7.40. This Galois group does not act on the monomial basis (for example $\left(2^{\ell}+1\right) \cdot X=-X$ is not an element of the monomial basis), however it still maps the uniform distribution over
words of weight to itself. In particular, since it acts transitively over the prime ideals of $\mathcal{O}_{K}$ above $p$, this allows to adapt the search-to-decision reduction of Chapter 4 (or that of [LPR10] since we make use of number fields) to this instantiation of Ring-LPN. In fact, the roots of $X^{2^{\ell}}+1$ form a coset of the group of $2^{\ell}$-th roots of unity.

This instantiation seems to resist known attacks, although this is not an instantiation of QADP. However, similarly to the discussion of Section 4.4.3.2 since $p$ does not ramify in $\mathcal{O}_{K}$, there exists a local normal integral basis, that is an element $\varepsilon \in \mathcal{R}$ such that $(\sigma \cdot \varepsilon)_{\sigma \in G}$ forms a basis of $\mathcal{R}$. Such a basis can easily be found via Lagrange Interpolation.

Example 7.41. Let $\ell \stackrel{\text { def }}{=} 3$ and $p=17$. That is, we consider the ring $\mathbb{F}_{17}[X] /\left(X^{8}+1\right)$. We have the following factorisation

$$
X^{8}+1=(X+3)(X+5)(X+6)(X+7)(X+10)(X+11)(X+12)(X+14)
$$

and a generator of a normal basis is given for instance by the polynomial which is non zero at -3 and vanishes at $\{-5,-6,-7,-10,-11,-12,-14\}$. In this example, one can easily check that

$$
\varepsilon(X) \stackrel{\text { def }}{=} 6+15 X+12 X^{2}+13 X^{3}+7 X^{4}+9 X^{5}+14 X^{6}+X^{7}
$$

generates a normal basis.
Given such a generator $\varepsilon$, we can write any element $a \in \mathcal{R}$ as

$$
\sum_{\sigma \in G} a_{\sigma}(\sigma \cdot \varepsilon)=\left(\sum_{\sigma \in G} a_{\sigma} \sigma\right) \cdot \varepsilon, \quad \text { where } a_{\sigma} \in \mathbb{F}_{p}
$$

In other words, we can uniquely represent any element of $\mathcal{R}$ as the action of any element of the group algebra $\mathbb{F}_{p}[G]$ on $\varepsilon$. This exactly means that $\mathcal{R}$ is a free $\mathbb{F}_{p}[G]$-module of rank one, a basis of which is given by $\varepsilon$. In our setting, this suggests that we could work in a rank-one free $\mathbb{F}_{q}[G]$-module, instead of directly in $\mathbb{F}_{q}[G]$.

### 7.4.3 An Approach Based on the Carlitz Module

In order to circumvent the result of Theorem 7.38 , we propose to look for some $\mathbb{F}_{2}$-algebra $\mathcal{R}$ which is

- isomorphic, as an algebra, to $\left(\mathbb{F}_{2}\right)^{N}$ for a large $N$;
- a free $\mathbb{F}_{2}[G]$-module of rank one for some group $G$.

In general, $\mathcal{R}$ will not have a distinguished basis and therefore the Hamming metric on $\mathcal{R}$ makes little sense, or at least is not canonical. Moreover, it does not seem obvious to succinctly distribute pseudorandom elements of $\mathcal{R}$, never mind their products. On the other hand, working over group algebras allows to bring all the power of the construction presented in Section 7.3. The isomorphism of modules would preserve (pseudo)randomness.

### 7.4.3.1 Construction of $\mathcal{R}$

Faithful to the Number Field - Function Field analogy recalled in Chapter 4, we propose an analogous construction to that of 7.4.2, but with function fields, and especially Carlitz extensions (see Section 4.2.3).

We will go even further in the analogy. In the number theoretic interpretation of the ring $\mathbb{F}_{p}[X] /\left(X^{2^{\ell}}+1\right)$, the number field involved was the cyclotomic extension with respect to a primitive $2^{\ell+1}$ root of unity. Similarly, we propose to look at Carlitz extensions with respect to the $T^{\ell+1}$ torsion for some integer $\ell$, and set $\mathcal{R}$ to be a quotient of its ring of integers. Let

$$
K_{\ell} \stackrel{\text { def }}{=} \mathbb{F}_{2}(T)\left[\Lambda_{T^{\ell+1}}\right], \quad \text { and } \mathcal{O}_{K_{\ell}} \stackrel{\text { def }}{=} \mathbb{F}_{2}[T]\left[\Lambda_{T^{\ell+1}}\right]
$$

where

$$
\Lambda_{T^{\ell+1}} \stackrel{\text { def }}{=}\left\{\lambda \in \overline{\mathbb{F}_{2}(T)} \mid\left[T^{\ell+1}\right](\lambda)=0\right\} .
$$

Recall that $K / \mathbb{F}_{2}(T)$ is a Galois extension of degree $N \stackrel{\text { def }}{=} 2^{\ell}$, whose field of constants is $\mathbb{F}_{2}$ (i.e. the extension is geometric), and whose Galois group is

$$
G \stackrel{\text { def }}{=} \operatorname{Gal}\left(K / \mathbb{F}_{2}(T)\right) \simeq\left(\mathbb{F}_{2}[T] /\left(T^{\ell+1}\right)\right)^{\times} .
$$

Its structure can be computed through the following proposition:

## Proposition 7.42 ([CL17, Proposition 2.4])

The group of units of $\mathbb{F}_{2}[T] /\left(T^{n}\right)$ is isomorphic to

$$
\bigoplus_{1 \leqslant k<\lceil\log (n)\rceil}\left(\mathbb{Z} / 2^{k} \mathbb{Z}\right)^{\left\lceil\frac{n}{\left.2^{k-1}\right\rceil-2\left\lceil\frac{n}{2^{k}}\right\rceil+\left\lceil\frac{n}{2^{k+1}}\right\rceil} . . . \frac{2^{2}}{}\right.}
$$

In order to maximise the number of factors, we need to look for an irreducible polynomial $Q \in \mathbb{F}_{2}[T]$ which splits completely in $\mathcal{O}_{K}$. In other words, we would get

$$
\begin{equation*}
\mathcal{O}_{K} / Q \mathcal{O}_{K}=\mathbb{F}_{2^{\operatorname{deg}(Q)}} \times \cdots \times \mathbb{F}_{2^{\operatorname{deg}(Q)}} \tag{7.8}
\end{equation*}
$$

By Theorem 4.19, $Q \mathcal{O}_{K}$ splits completely if and only if $Q \equiv 1 \bmod T^{\ell+1}$. In particular, $\operatorname{deg}(Q)$ should be large enough. On the other hand, since we want to get a product of copies of $\mathbb{F}_{2}$, by Equation (7.8) $\operatorname{deg}(Q)$ should be equal to 1 , and both conditions are incompatible.

Remark 7.43. This is the analogue of having $p \equiv 1 \bmod 2^{\ell+1}$ in the number field situation, and in particular p large enough.

Therefore, one needs to make concessions and accept to loosen one of the conditions. Clearly, the second condition $(\operatorname{deg}(Q)=1)$ cannot be relaxed, because all factors of $\mathcal{O}_{K} / Q \mathcal{O}_{K}$ are extensions of $\mathbb{F}_{2 \operatorname{deg}(Q)}$. One can only hope to relax the first condition, i.e. one needs to accept some inertia.

Remark 7.44. Note that the ramification needs to be trivial, otherwise we would not get a direct product of fields.

From now on, let us fix some irreducible polynomial $Q \in \mathbb{F}_{2}[T]$ of degree 1 . There are only two possibilities, namely $Q(T)=T$ or $Q(T)=T+1$. Since $T$ divides $T^{\ell+1}$, it ramifies in $\mathcal{O}_{K}$. Therefore, the only possibility is $Q(T)=T+1$. Let $f$ be its inertia degree. By Theorem 4.19,
this is the multiplicative order of $T+1 \bmod T^{\ell+1}$. For any integer $k$ it holds that

$$
(T+1)^{2^{k}}=T^{2^{k}}+1
$$

When $2^{k} \geqslant \ell+1$, this becomes

$$
\begin{equation*}
(T+1)^{2^{k}} \equiv 1 \quad \bmod \left(T^{\ell+1}\right) \tag{7.9}
\end{equation*}
$$

In particular, $f$ must be a power-of-two. Moreover, $f$ is the least power-of-two such that 7.9 holds. In other words, we have

$$
\begin{equation*}
f \stackrel{\text { def }}{=} 2^{\lceil\log (\ell+1)\rceil} . \tag{7.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{O}_{K} /(T+1) \mathcal{O}_{K} \simeq \underbrace{\mathbb{F}_{2 f} \times \cdots \times \mathbb{F}_{2 f}}_{N / f \text { times }} \tag{7.11}
\end{equation*}
$$

Using only Carlitz extensions, this is the best we can produce using only finite places (We discuss the impact of the place at infinity at the end of Section 7.4.3.2). Nonetheless, it is not required to work with the full Carlitz extension, and considering a subextension would clearly decrease the extension degree, but would also allow us to get rid of the inertia.

Let $\mathfrak{p}$ be a prime of $\mathcal{O}_{K}$ lying above $(T+1)$, and recall (see 4.2) that the decomposition group of $\mathfrak{P}$ is the stabiliser of $\mathfrak{P}$ :

$$
D_{\mathfrak{P}} /(T+1) \stackrel{\text { def }}{=}\left\{\sigma \in \operatorname{Gal}\left(K / \mathbb{F}_{2}(T)\right) \mid \sigma(\mathfrak{P})=\mathfrak{P}\right\} .
$$

Since $G$ is abelian, this group does not depend on the choice of the prime $\mathfrak{P}$, and will simply be denoted by $D_{T+1}$. Denote by

$$
L \stackrel{\text { def }}{=} K^{D_{T+1}}=\left\{x \in K \mid \sigma(x)=x \quad \forall \sigma \in D_{T+1}\right\}
$$

the fixed field of $D_{T+1}$, called the decomposition field of $T+1$. It is readily seen that its ring of integers $\mathcal{O}_{L}$ is nothing else than $\mathcal{O}_{K}^{D_{T+1}}$ the subring of $\mathcal{O}_{K}$ pointwise fixed by $D_{T+1}$. The particularity of $L$ is that this is the largest subextension in which $(T+1)$ totally splits, hence the name decomposition field. In other words, $T+1$ splits completely in $L$, and then all the places of $L$ above $(T+1)$ are totally inert in $K / L$. Moreover, since $G$ is abelian, $L / \mathbb{F}_{2}(T)$ is a Galois extension, of Galois group $H \stackrel{\text { def }}{=} G / D_{T+1}$. In particular, $\left[L: \mathbb{F}_{2}(T)\right]=N / f$ and

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathcal{O}_{L} /(T+1) \mathcal{O}_{L} \simeq \underbrace{\mathbb{F}_{2} \times \cdots \times \mathbb{F}_{2}}_{N / f \text { times }} .
$$

Similarly to the number field situation, $\mathcal{R}$ admits a local normal integral basis: there exists $\varepsilon \in \mathcal{R}$ such that $(\sigma \cdot \varepsilon)_{\sigma \in H}$ forms an $\mathbb{F}_{2}$-basis of $\mathcal{R}$. In other words, $\mathcal{R}$ is a free $\mathbb{F}_{2}[H]$ module of rank 1 , which concludes the construction.

On the effectiveness of the construction. As the ring of integers of a Carlitz extension, $\mathcal{O}_{K}$ is a ring of the form $\mathbb{F}_{2}[T][X] /\left(\Phi_{\ell+1}(T, X)\right)$, where $\Phi_{\ell+1}$ can be explicitly computed.


Figure 7.3: Representation of the considered algebraic extensions, with their ring of integers and the splitting behaviour of their primes lying above $T+1$

Remark 7.45. There is a little difficulty here, though. Computer algebra softwares such as SageMath [Ste+23] or Magma [BCP97] have tremendous difficulties to handle Carlitz extensions, at the time of writing this manuscript. In Sage, no work has been done to implement those extensions (contrary to cyclotomic number fields for example). Although an implementation of Drinfeld modules has recently been made available, starting with SageMath version 10.0 (Released May 20, 2023) [LC23; ACLM23]. On the other hand, in Magma there is a construction of Carlitz modules and Carlitz extensions, however there seems to be some bugs in the implementation, and it randomly crashes with segmentation faults for medium values of $\ell$ (say above 20). I submitted a bug report, but without any success so far.

I believe this is mostly due to a lack of consideration of those extensions in the past, especially in characteristic 2, but this should not be a real issue to program efficient implementations. Note that it is not really necessary to actually compute those extensions of function fields for the applications. It is more than enough to work in the finite quotient.

More precisely, $\Phi_{\ell+1}$ is a polynomial of degree $2^{\ell}$ (in $X$ ) ; this is the irreducible factor of largest degree of the polynomial $\left[T^{\ell+1}\right](X)$ where [.] denotes the Carlitz action (as defined in Section 4.2.3.2). Therefore, we have

$$
\mathcal{O}_{K} /(T+1) \mathcal{O}_{K} \simeq \mathbb{F}_{2}[X] /\left(\Phi_{\ell+1}(1, X)\right),
$$

where $\Phi_{\ell+1}(1, X)$ is now a polynomial of degree $2^{\ell}$. It turns out that this polynomial is actually of the form $1+P_{\ell+1}(X)$ where $P_{\ell+1}$ is a (linear) 2-polynomial of 2-degree $\ell$. In particular, $\Phi_{\ell+1}(1, X)$ is very sparse.

Example 7.46. For $\ell \stackrel{\text { def }}{=} 25$, the Carlitz extension with respect to the $T^{\ell+1}$-torsion yields an extension $K / \mathbb{F}_{2}(T)$ of degree $N=2^{25}$. Moreover, $(T+1)$ has inertia $f=2^{\lceil\log (\ell+1)\rceil}=2^{5}=32$.

Furthermore, we can compute (with Magma for instance) that

$$
\Phi_{26}(1, X)=1+X+X^{2}+X^{256}+X^{512}+X^{2^{16}}+X^{2^{17}}+X^{2^{24}}+X^{2^{25}}
$$

and the theory of Carlitz extensions allows to prove that

$$
\mathcal{O}_{K} /(T+1) \mathcal{O}_{K}=\mathbb{F}_{2}[X] / \Phi_{26}(1, X)=\underbrace{\mathbb{F}_{2^{32}} \times \cdots \times \mathbb{F}_{2^{32}}}_{\frac{2^{25}}{32}=2^{20} \text { copies }} .
$$

On the other hand, the ring $\mathcal{O}_{L}$, and its quotient $\mathcal{R} \stackrel{\text { def }}{=} \mathcal{O}_{L} /(T+1) \mathcal{O}_{L}$, do not seem to inherit from a "nice" form. In fact, $\mathcal{R}$ cannot be described as the quotient of a univariate polynomial ring with coefficients in $\mathbb{F}_{2}$ since it is isomorphic to a direct product of a large number $N / f$ of copies of $\mathbb{F}_{2}$. Nonetheless, it can be described as a subring of a polynomial ring. Indeed, recall that by definition $D_{T+1}$ acts as the cyclic group generated by the Frobenius $x \mapsto x^{2}$ on each factor of $\mathcal{O}_{K} /(T+1) \mathcal{O}_{K}$. In other words, $\mathcal{R}$ is the subring of $\mathbb{F}_{2}[X] /\left(1+P_{\ell+1}(X)\right)$ fixed by the Frobenius on each factor (after applying the Chinese Remainder Theorem).

In reality, this action can be directly understood before application of the CRT: it is isomorphic to the cyclic group (of order $\left.2^{[\log (\ell+1)\rceil}\right)$ generated by $(T+1)$ in $\left(\mathbb{F}_{2}[T] /\left(T^{\ell+1}\right)\right)^{\times}$, where

$$
(T+1) \cdot F(T, X) \stackrel{\text { def }}{=} F(T,[T+1](X)) \quad \text { for } F(T, X) \in \mathcal{O}_{K},
$$

and

$$
[T+1](X)=[T](X)+[1](X)=X^{2}+(T+1) X
$$

denotes the Carlitz action. Modulo $(T+1)$ we recover that

$$
\mathcal{R} \stackrel{\text { def }}{=} \mathcal{O}_{L} /(T+1) \mathcal{O}_{L}=\left\{F(X) \in \mathbb{F}_{2}[X] /\left(1+P_{\ell+1}(X)\right) \mid F\left(X^{2}\right)=F(X)\right\}
$$

is isomorphic to a direct product of $2^{\ell-\lceil\log (\ell+1)\rceil}$ copies of $\mathbb{F}_{2}$.

### 7.4.3.2 Generating many OT's?

If one wants to mimic the construction of [BCGI+20b], it suffices to generate two pseudorandom elements $U, V \in \mathcal{R}$ admitting a sparse description, and to distribute to the parties a succinct additive sharing of the product $U \cdot V$. However, there are two issues here:

1. As already mentioned earlier, $\mathcal{R}$ does not appear to have a distinguished basis, and therefore sparsity in $\mathcal{R}$ is not well defined.
2. It does not seem clear how to generate a pseudorandom element in $\mathcal{R}$.

Nevertheless, by construction, $\mathcal{R}$ is a free $\mathbb{F}_{2}[H]$-module of rank 1 , where

$$
H \stackrel{\text { def }}{=} \operatorname{Gal}\left(L / \mathbb{F}_{2}(T)\right)=\operatorname{Gal}\left(K / \mathbb{F}_{2}(T)\right) /\left(D_{T+1}\right)=\left(\mathbb{F}_{2}[T] /\left(T^{\ell+1}\right)\right)^{\times} /(T+1)
$$

Therefore, we can generate pseudorandom elements in $\mathbb{F}_{2}[H]$ using the hardness of QADP in a similar fashion as what was done in Section 7.3, and then apply this module isomorphism to get pseudorandom elements in $\mathcal{R}$. This would solve both the problems.

There is a caveat, though. Indeed, the fact that $\mathcal{R}$ and $\mathbb{F}_{2}[H]$ are isomorphic as $\mathbb{F}_{2}[H]$-modules but not as $\mathbb{F}_{2}$-algebras essentially means that their multiplicative structures are completely different. In other words, even if we are able to generate an OLE

$$
U V=X+Y \in \mathbb{F}_{2}[H]
$$

over $\mathbb{F}_{2}[H]$, it is not clear how to send it back to $\mathcal{R}$. In short, given $\varepsilon$ a generator of $\mathcal{R}$ as an $\mathbb{F}_{2}[H]$-module, we can compute $U \cdot \varepsilon$ and $V \cdot \varepsilon$, as well as

$$
X \cdot \varepsilon+Y \cdot \varepsilon=(X+Y) \cdot \varepsilon=(U V) \cdot \varepsilon
$$

but

$$
(U \cdot \varepsilon)(V \cdot \varepsilon) \neq(U V) \cdot \varepsilon
$$

Wrapping up, the only problem that needs to be solved to design a programmable PCG for OT's following this Carlitz approach is to be able to succinctly share elements of $\mathcal{R}$ of the form

$$
(U V) \cdot \varepsilon
$$

given only $U \cdot \varepsilon$ and $V \varepsilon$. In order to solve this problem, it seems to be interesting to start looking into so-called (Reverse) Multiplication Friendly Embeddings.

Multiplication Friendly Embeddings. Cascudo, Chen, Cramer and Xing introduced in [CCCX09] the notion of Multiplication Friendly Embedding (MFE), which provides a way to embed some field $\mathbb{F}_{q^{m}}$ into a ring of the form $\mathbb{F}_{q}^{r}$.

## Definition 7.47 ([CCCX09, Definition 11] Multiplication Friendly Embedding)

An MFE of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ is a triple $(r, \sigma, \psi)$ where $r$ is a positive integer called the embedding expansion and where $\sigma: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{r}$ and $\psi: \mathbb{F}_{q}^{r} \rightarrow \mathbb{F}_{q^{m}}$ are $\mathbb{F}_{q}$-linear maps such that

$$
x y=\psi(\sigma(x) \star \sigma(y)), \quad \forall x, y \in \mathbb{F}_{q^{m}} .
$$

Remark 7.48. Note that for any such triple $(r, \sigma, \psi)$, the map $\sigma$ is necessarily injective, and therefore this really defines an embedding of $\mathbb{F}_{q^{m}}$ into $\mathbb{F}_{q}^{r}$.

Remark 7.49. Such maps are also at the core of Chudnovsky-Chudnosky type algorithms which often provide the best algorithms for multiplying elements in a finite field (with respect to the bilinear complexity), see [BPRR+21; BP23].

This notion was also introduced in the other way around by Cascudo, Cramer, Xing and Yuan in [CCXY18] under the name Reverse Multiplication Friendly Embeddings (RMFE), in order to embed some ring $\mathbb{F}_{q}^{k}$ into an extension field $\mathbb{F}_{q^{m}}$, somehow preserving the multiplication.

## Definition 7.50 ([CCXY18, Definition 1] Reverse Multiplication Friendly Embedding)

Let $k, n \geqslant 1$ be integers. A pair $(\varphi, \psi)$ is called a $(k, m)$-Reverse Multiplication Friendly Embedding if $\varphi: \mathbb{F}_{q}^{k} \rightarrow \mathbb{F}_{q^{m}}$ and $\psi: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{k}$ are two $\mathbb{F}_{q^{-}}$-linear maps satisfying

$$
\mathbf{x} \star \mathbf{y}=\psi(\varphi(\mathbf{x}) \cdot \varphi(\mathbf{y})), \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{F}_{q}^{k}
$$

Remark 7.51. The aforementioned references, as well as subsequent works, constructed such RMFE's and RMFE's using tools coming from algebraic geometry, and more precisely recursive towers of function fields.

Coming back to our problem, composing the module isomorphism $\mathbb{F}_{2}[H] \simeq \mathcal{R}$ with the algebra isomorphism $\mathcal{R} \simeq \mathbb{F}_{2}^{N}$ yields a linear isomorphism $\theta: \mathbb{F}_{2}[H] \simeq \mathbb{F}_{2}^{N}$. The Holy Grail would be to find a $\operatorname{map} \sigma: \mathbb{F}_{2}^{N} \simeq \mathbb{F}_{2}[H]$ such that

$$
\mathbf{x} \star \mathbf{y}=\theta(\sigma(\mathbf{x}) \cdot \sigma(\mathbf{y}))
$$

Indeed, given our pseudorandom OLE

$$
U \cdot V=X+Y \in \mathbb{F}_{2}[H]
$$

then we would have

$$
\sigma^{-1}(U) \star \sigma^{-1}(V)=\theta(U \cdot V)=\theta(X+Y)=\theta(X)+\theta(Y)
$$

which would directly induce $N$ OLE over $\mathbb{F}_{2}$ if $\sigma$ and $\theta$ behave nicely with respect to the uniform distribution. Note that $\sigma^{-1}$ and $\theta$ could be computed locally by each party. This would therefore conclude the PCG construction.

Under this generality, this goal is maybe unrealistic, but some further relaxations might allow to finish the construction.

To infinity, and beyond. There is an interesting property of Carlitz extensions which we have not exploited at all in this manuscript, namely the splitting behaviour of the place at infinity. This fact was already hinted in Chapter 4. Recall that $\mathbb{F}_{q}(T)$ contains another ring of interest without which the arithmetic of the function field is not complete, namely $\mathbb{F}_{q}[T]_{\infty} \stackrel{\text { def }}{=} \mathbb{F}_{q}\left[\frac{1}{T}\right]$. Given $K / \mathbb{F}_{q}(T)$ a Carlitz extension with respect to the torsion of any polynomial $M \in \mathbb{F}_{q}[T]$, one can define the integral closure of $\mathcal{O}_{K, \infty}$ of $\mathbb{F}_{q}[T]_{\infty}$, which is also a Dedekind domain, and look at the factorisation of $(1 / T) \mathcal{O}_{K, \infty}$. It turns out that this place at infinity has always ramification index $e_{\infty}(q) \stackrel{\text { def }}{=} q-1$ (see [Vil06, Section 12.4.3]). In particular, the place at infinity does not seem attractive given our goal. Nevertheless, $e_{\infty}(2)=1$ precisely means that $1 / T$ splits completely in $\mathcal{O}_{K, \infty}$ when $q=2$, i.e.

$$
\mathcal{R}_{\infty} \simeq \mathcal{O}_{K, \infty} /(1 / T) \mathcal{O}_{K, \infty} \simeq \mathbb{F}_{2}^{N}, \quad \text { as algebras }
$$

where $N \stackrel{\text { def }}{=}\left[K: \mathbb{F}_{2}(T)\right]$. Moreover, denoting by $G \stackrel{\text { def }}{=} \operatorname{Gal}\left(K / \mathbb{F}_{2}(T)\right)$, one can prove that $\mathcal{R}_{\infty}$ is as well a free $\mathbb{F}_{2}[G]$-module of rank 1 .

In other words, letting $K \stackrel{\text { def }}{=} \mathbb{F}_{2}(T)\left(\Lambda_{T^{\ell+1}}\right)$ as before, we can easily construct two free $\mathbb{F}_{2}[G]$ modules of rank 1 , namely

$$
\mathcal{O}_{K /(T+1) \mathcal{O}_{K}}^{\sim} \underbrace{\mathbb{F}_{2 f} \times \cdots \times \mathbb{F}_{2 f}}_{N / f \text { times }}
$$

and

$$
\mathcal{O}_{K, \infty} /(1 / T) \mathcal{O}_{K, \infty} \simeq \underbrace{\mathbb{F}_{2} \times \cdots \times \mathbb{F}_{2}}_{N \text { times }},
$$

which might be helpful to construct a (reverse) multiplication-friendly embedding

$$
\mathbb{F}_{2}^{N / f} \hookrightarrow \mathbb{F}_{2}[G] .
$$

### 7.4.4 On the Efficiency of the Construction

If the previous problem was solved, this would allow to build the programmable PCG for OT, but only theoretically. Indeed, a priori many other obstacles seem to thwart efficient implementations.

For the construction to be of practical interest, we need to be able to efficiently compute the isomorphism $\mathcal{R} \stackrel{\text { def }}{=} \mathcal{O}_{L} /(T+1) \mathcal{O}_{L} \simeq \mathbb{F}_{2}^{N / f}$. Since elements of $\mathcal{R}$ are actually seen as elements of
$\widetilde{\mathcal{R}} \xlongequal{\text { def }} \mathbb{F}_{2}[X] /\left(1+P_{\ell+1}\right)$, we want to compute the evaluation at every root of $1+P_{\ell+1}$. We also need to be able to efficiently compute multiplications in the group algebra $\mathbb{F}_{2}[G]$ (or $\mathbb{F}_{2}[H]$ ), that is we need to be able efficiently encode quasi- $G$ codes (or quasi- $H$ ) codes. In reality, those two problems are related. Note that a priori there is a difficulty here, since the group algebra is not semisimple and the algorithms recalled in Section 7.2.4 do not apply here.

In order to try and circumvent this state of affairs, we will here again, get inspired by the cyclotomic situation. The following presentation will seem pedantic and overly complicated in this case, but will actually be very insightful when turning to the characteristic 2 situation.

### 7.4.4.1 Standard NTT

Let $\zeta_{2^{\ell+1}}$ be a primitive $2^{\ell+1}$-th root of unity (in $\overline{\mathbb{Q}}$ ), and consider the cyclotomic number field

$$
K \stackrel{\text { def }}{=} \mathbb{Q}\left(\zeta_{2} \ell+1\right)=\mathbb{Q}[X] /\left(X^{2^{\ell}}+1\right)^{.}
$$

As recalled in Section 7.4.2, if $p$ is a prime such that $p \equiv 1 \bmod 2^{\ell+1}$, then $p \mathcal{O}_{K}$ splits completely in $\mathcal{O}_{K}$ and

$$
\mathcal{O}_{K} / p \mathcal{O}_{K}=\mathbb{Z}[X] /\left(p, X^{2^{\ell}}+1\right)=\mathbb{F}_{p}[X] /\left(X^{2^{\ell}}+1\right)
$$

For $k \in\{0, \ldots, \ell+1\}$, consider the group $\mathbb{U}_{k} \subset \mathcal{O}_{K}^{\times}$of $2^{k}$-th roots of unity, and denote by $\varphi_{2}$ the squaring operator. Note that $\varphi_{2}$ is a group homomorphism which maps $\mathbb{U}_{k+1}$ onto $\mathbb{U}_{k}$, with kernel of size 2. In particular, this defines a Jordan-Hölder composition series of $\mathbb{U}_{\ell+1}$, with all the factors equal to $\mathbb{Z} / 2 \mathbb{Z}$, which we write in decreasing order:

$$
\mathcal{O}_{K}^{\times} \supset \mathbb{U}_{\ell+1} \xrightarrow{\varphi_{2}} \mathbb{U}_{\ell} \xrightarrow{\varphi_{2}} \cdots \xrightarrow{\varphi_{2}} \mathbb{U}_{1} \xrightarrow{\varphi_{2}} \mathbb{U}_{0}=\{1\} .
$$

Denote by

$$
\pi: \mathcal{O}_{K} \rightarrow \mathcal{O}_{K} / p \mathcal{O}_{K}
$$

the projection modulo $p \mathcal{O}_{K}$. Obviously, $\pi\left(\mathbb{U}_{k}\right)$ is a subgroup of $\mathbb{F}_{p} \times$ formed by the $2^{k}$-th roots of unity, and the above composition series is well defined on the quotient:

$$
\mathbb{F}_{p}^{\times} \supset \pi\left(\mathbb{U}_{\ell+1}\right) \xrightarrow{\varphi_{2}} \pi\left(\mathbb{U}_{\ell}\right) \xrightarrow{\varphi_{2}} \cdots \xrightarrow{\varphi_{2}} \pi\left(\mathbb{U}_{1}\right) \xrightarrow{\varphi_{2}} \pi\left(\mathbb{U}_{0}\right)=\{1\} .
$$

Let $R_{\ell} \stackrel{\text { def }}{=}\left\{\omega_{1}, \ldots, \omega_{2} \ell\right\}$ denote the roots (in $\mathbb{F}_{p}$ ) of the polynomial $X^{2^{\ell}}+1$. Since $R_{\ell} \subset \mathbb{U}_{\ell+1}$, the multi-evaluation of a polynomial on $R_{\ell}$ is a subset of the multi-evaluation of said polynomial on the group $\mathbb{U}_{\ell+1}$. In other words, computing the Chinese isomorphism

$$
\Phi_{\ell+1}:\left\{\begin{array}{ccc}
\mathbb{F}_{p}[X] /\left(X^{2^{\ell}}+1\right) & \longrightarrow & \mathbb{F}_{p}^{2^{\ell}} \\
P & \longmapsto & \left(P\left(\omega_{1}\right), \ldots, P\left(\omega_{2} \ell\right)\right)
\end{array},\right.
$$

can be done by seeing $P$ as a polynomial of degree $<2^{\ell+1}$ and evaluating at all $\mathbb{U}_{\ell+1}$, before discarding half of the evaluations. This can be done via an FFT of size $2^{\ell+1}$ : the polynomial $P$ is first split into its even and odd parts
$P(X)=\sum_{0 \leqslant j<2^{\ell+1}} a_{j} X_{j}=\left(\sum_{0 \leqslant j<2^{\ell}} a_{2 j} X^{2 j}\right)+X \cdot\left(\sum_{0 \leqslant j<2^{\ell}} a_{2 j+1} X^{2 j}\right)=P_{\text {even }}\left(\varphi_{2}(X)\right)+X \cdot P_{\text {odd }}\left(\varphi_{2}(X)\right)$,
which can then be recursively evaluated onto all of $\mathbb{U}_{\ell}$.
Remark 7.52. This is obviously an inefficient way of doing said task. In particular, a simple optimisation consists in remarking that $R_{\ell+1}$ is simply a coset of $\mathbb{U}_{\ell}$. Therefore, computing $\Phi_{\ell+1}$ is equivalent to evaluating a translated polynomial at all the $2^{\ell}$-th roots of unity.

Due to its ubiquity in modern cryptography, this particular multi-evaluation has been highly optimised, but we left out those optimisations. The goal of this section is simply to hint at what is possible.

### 7.4.4.2 A Carlitz Module Analogy

Let us now turn to our ring $\widetilde{\mathcal{R}} \stackrel{\text { def }}{=} \mathbb{F}_{2}[X] /\left(1+P_{\ell+1}(X)\right)$. By construction,

$$
\widetilde{\mathcal{R}}=\mathcal{O}_{K} /(T+1) \mathcal{O}_{K},
$$

where $K \stackrel{\text { def }}{=} \mathbb{F}_{2}(T)\left(\Lambda_{T^{\ell+1}}\right)$ is the Carlitz extension with respect to the $T^{\ell+1}$ torsion. For simplicity, we shall drop the $T$ and just write $\Lambda_{\ell+1}$ for the $T^{\ell+1}$-torsion.

Recall that $\Lambda_{\ell+1}$ is a cyclic $\mathbb{F}_{2}[T]$-module, with respect to the Carlitz action. Under the Cyclotomic-Carlitz analogy, this will play the role of the roots of unity $\mathbb{U}_{\ell+1}$ (in $\mathcal{O}_{K}$ ). Note that the 2-to-1 map $\varphi_{2}$ defined earlier to be the squaring operator is nothing but the cyclotomic action of 2 on $\mathcal{O}_{K}^{\times}$. Similarly, let

$$
\varphi_{T}:\left\{\begin{array}{ccc}
\mathcal{O}_{K} & \longrightarrow & \mathcal{O}_{K} \\
a & \longmapsto & {[T](a)=a^{2}+T \cdot a}
\end{array}\right.
$$

denote the Carlitz action of $T$ on $\mathcal{O}_{K}$. It turns out that $\varphi_{T}$ is an $\mathbb{F}_{2}[T]$-module homomorphism that maps $\Lambda_{k+1}$ onto $\Lambda_{k}$ for all $k \in\{0, \ldots, \ell\}$, with a kernel of size 2 . In other words, we have a composition series of $\mathbb{F}_{2}[T]$-modules,

$$
\mathcal{O}_{K} \supset \Lambda_{\ell+1} \xrightarrow{\varphi_{T}} \Lambda_{\ell} \xrightarrow{\varphi_{T}} \ldots \xrightarrow{\varphi_{T}} \Lambda_{1} \xrightarrow{\varphi_{T}} \Lambda_{0}=\{0\},
$$

where the factors $\Lambda_{k+1} / \Lambda_{k}$ are all $\mathbb{F}_{2}$-vector spaces of dimension 1 . After reduction modulo $(T+1) \mathcal{O}_{K}$, this yields the following composition series

$$
\widetilde{\mathcal{R}} \supset \pi\left(\Lambda_{\ell+1}\right) \xrightarrow{\overline{\varphi_{T}}} \pi\left(\Lambda_{\ell}\right) \xrightarrow{\overline{\varphi_{T}}} \cdots \xrightarrow{\overline{\varphi_{T}}} \Lambda_{1} \xrightarrow{\overline{\varphi_{T}}} \pi\left(\Lambda_{0}\right)=\{0\},
$$

where $\pi: \mathcal{O}_{K} \rightarrow \widetilde{\mathcal{R}}$ is the canonical projection, and

$$
\overline{\varphi_{T}}:\left\{\begin{array} { l } 
{ \widetilde { \mathcal { R } } \rightarrow \widetilde { \mathcal { R } } } \\
{ a }
\end{array} \quad \mapsto \left\{\begin{array}{l}
{[T](a) \bmod (T+1)} \\
=a^{2}+T a \quad \bmod (T+1) \\
=a^{2}+a
\end{array} \quad .\right.\right.
$$

is the reduction modulo $(T+1) \mathcal{O}_{K}$ of the Carlitz action of $T$. Using this composition series allows to design a divide-and-conquer algorithm to evaluate an element of $\widetilde{\mathcal{R}}$ at all the elements of $\pi\left(\Lambda_{\ell+1}\right)$.

Remark 7.53. Note that as $\mathbb{F}_{2}[T]$-modules, the $\Lambda_{k}$ 's are in particular vector spaces, whereas the roots of $1+P_{\ell+1}$ form an affine space. In fact, those roots are simply a coset of $\pi\left(\Lambda_{\ell}\right)$, just like
the roots of $X^{2^{\ell}}+1$ form a coset of $\pi\left(\mathbb{U}_{\ell}\right)$. After applying a translation (which does not change the degree), this allows to compute efficiently the Chinese isomorphism

$$
\widetilde{\mathcal{R}}=\mathbb{F}_{2}[X] /\left(1+P_{\ell+1}(X)\right) \rightarrow\left(\mathbb{F}_{2} f\right)^{2^{\ell} / f}
$$

where $f=2^{\lceil\log (\ell+1)\rceil}$.
Since we are working in characteristic 2, the operation $a \mapsto a^{2}+a$ is linear, and in fact this Carlitz point of view recovers some algorithms already known in the literature as the Additive Fast Fourier Transform, introduced by Cantor in 1989 [Can89], and later refined in subsequent works [GG96; GM10; Cox21]. The latter reference is dedicated to optimised implementations. In those works, a basis $\left(\beta_{1}, \ldots, \beta_{\ell}\right)$ of a vector space $V$, such that $\beta_{i+1}=\beta_{i}^{2}+\beta_{i}$ is referred to as a Cantor basis of $V$. The Carlitz point of view, which to the best of my knowledge seems new, gives more insight about where such vector spaces come from.

When we restrict ourselves to the fixed ring $\mathcal{R} \stackrel{\text { def }}{=} \mathcal{O}_{L} /(T+1) \mathcal{O}_{L}$, since we know that the evaluation will yield elements of $\mathbb{F}_{2}$ (and not in general $\mathbb{F}_{2 f}$ ), we can win back the factor $f a$ priori lost in the above Chinese isomorphism by using the same Frobenius trick as in the Frobenius Fast Fourier Transform of van der Hoeven and Larrieu [HL17]. This has been considered in $[\mathrm{LCKC}+18]$.

Remark 7.54. This Carlitz approach can be generalised over larger finite fields, but seems particularly suited in small characteristics.

### 7.4.4.3 Computing in $\mathbb{F}_{2}[G]$

Representations of a group $G$ in $\mathbb{F}_{q}$ when $\operatorname{gcd} q,|G|>1$ are known as modular representations. The literature is very wide, and the theory is more complicated than in the usual, coprime situation. In particular, the group algebra $\mathbb{F}_{q}[G]$ is not semisimple anymore, and some reducible representations (i.e. having non trivial subrepresentations) are actually indecomposable (i.e. they cannot be written as a direct sum of subrepresentations). As a consequence, the theory of characters, as well as the Fourier Transform, are not well defined, and effective computations in such group algebras have not been much explored.

However, in our case, $G$ is a group of order $2^{\ell}$, whose complete structure is given by Proposition 7.42 , and we might be able to say something.

Example 7.55. If we continue with Example 7.46, setting $\ell=25$, and considering the Carlitz extension $K$ of degree $2^{25}$ given by the $T^{26}$-torsion, Proposition 7.42 entails that

$$
G \stackrel{\text { def }}{=} \operatorname{Gal}\left(K / \mathbb{F}_{2}(T)\right) \simeq\left(\mathbb{F}_{2}[T] / T^{26}\right)^{\times} \simeq(\mathbb{Z} / 2 \mathbb{Z})^{7} \times(\mathbb{Z} / 4 \mathbb{Z})^{3} \times \mathbb{Z} / 8 \mathbb{Z} \times \mathbb{Z} / 16 \mathbb{Z} \times \mathbb{Z} / 32 \mathbb{Z},
$$

and since $D_{T+1}$, the decomposition group relative to $(T+1)$, is cyclic isomorphic to $\mathrm{Gal}\left(\mathbb{F}_{232} / \mathbb{F}_{2}\right)$, we have

$$
H \stackrel{\text { def }}{=} \operatorname{Gal}\left(L / \mathbb{F}_{2}(T)\right)=G / D_{T+1} \simeq(\mathbb{Z} / 2 \mathbb{Z})^{7} \times(\mathbb{Z} / 4 \mathbb{Z})^{3} \times \mathbb{Z} / 8 \mathbb{Z} \times \mathbb{Z} / 16 \mathbb{Z}
$$

By remarking that

$$
\mathbb{F}_{2}\left[\mathbb{Z} / 2^{k} \mathbb{Z}\right] \simeq \mathbb{F}_{2}[X] /\left(X^{2^{k}}\right)
$$

and using the tensor product representation, we note that $\mathbb{F}_{2}[G]$ is isomorphic to a multivariate polynomial ring of the form

$$
\mathbb{F}_{2}\left[X_{1}, \ldots, X_{r}\right] /\left(X_{1}^{2^{n_{1}}}, \ldots, X_{r}^{2^{n_{r}}}\right)
$$

with $\ell=\sum_{i=1}^{r} n_{i}$. As a consequence, multiplication in $\mathbb{F}_{2}[G]$ identifies to a multiplication in $\mathbb{F}_{2}\left[X_{1}, \ldots, X_{r}\right]$, where we discard the monomials of too high degrees, and it may be possible to use an additive multivariate Fast Fourier Transform algorithm to compute it more or less efficiently.

Nevertheless, this description is very naive, and further studies may actually design efficient algorithms for computing in modular group algebras over $\mathbb{F}_{2}$. In particular, a recent work of Hong, Viterbo and Belfiore [HVB16] introduced a modular FFT for specific group algebras of the form $\mathbb{F}_{2}\left[(\mathbb{Z} / 2 \mathbb{Z})^{s}\right]$. Their algorithm is particularly efficient because it only involves additions, and could therefore benefit from hardware optimisations. Faithful to our interpretation of additive FFT in terms of Carlitz modules, a good starting point towards more general algorithms could be to think in terms of series of submodules of $\mathbb{F}_{2}[G]$, and not only in terms of subgroups of $G$.

## Conclusion and Future Work

Structured error correcting codes have been used for quite a long time now to build cryptography, for they offer a very good trade-off between hardness of the Decoding Problems, and efficiency of the operations, as well as compactness of the representation. They yield interesting encryption schemes with very short key sizes, two of them (BIKE [AABB+22a] and HQC [AABB+22b]) having made their way to the fourth round of NIST competition.

Nevertheless, before the work developed in this thesis, no reduction was known between the decisional and search versions of the decoding problem, and the hardness was mainly assessed through cryptanalysis, or more precisely the lack thereof, and the test of time. However, without such theoretical guarantees, cryptosystems are not immune to be actually weaker than previously thought. In particular, the cryptosystems LIGA ([RPW21]) and RAMESSES ([LLP20]) introduced in Part I, did not benefit from any reduction to well established problems,and in Chapter 3 we managed to give a full message recovery attack against both cryptosystems.

This state of affairs suggests the necessity of having stronger guarantees of hardness on the underlying computational problems. In the realm of cryptanalysis, the linear test framework (Section 1.3.4.3) gives a first answer to this issue, by providing a simple condition to avoid a large class of attacks: for the decisional version of the Decoding Problem to be hard (with respect to the currently known best attacks) for a specific class of codes (e.g. general linear codes, quasicyclic codes), it is enough that those codes have a large dual distance. However, this does not prevent new ideas to be at the origin of new attacks which do not fit in this framework.

Another way of increasing the confidence in a cryptosystem is providing theoretical reductions, and more precisely search-to-decision reductions when we are interested in the decisional variant of a problem. This has been one of the strengths of lattice-based cryptography for the past decade. Indeed, many reductions have been derived using the power of algebraic number theory. Given the resemblances between the two domains, it was natural to ask if we could adapt their techniques in code-based cryptography. This was the whole idea of Part II where we introduced a new function field interpretation of the decoding problem of structured codes with the Function Field Decoding Problem (FF-DP) in Chapter 4. This can be thought as an analogue of structured variants of LWE in positive characteristics, using Carlitz modules instead of cyclotomic number fields. However, there are arithmetic limitations inherent to our approach, and we tried to lift them in Chapter 5 by adapting the most recent technique used in latticebased cryptography to give reductions, namely the OHCP framework, and more precisely its very essence the Oracle Comparison Problem (OCP). With this technique inspired from learning theory, we were able to give a new (worst-case to average-case, search-to-decision) reduction for
the unstructured decoding problem. Unfortunately, the structured variants still remain out of reach for the moment.

Finally, besides encryption schemes, quasi-cyclic error correcting codes, and their Decoding Problems, have been considered in the context of Secure Multiparty Computation (MPC), and especially for providing more efficient ways of building (and distributing) correlated randomness to all the parties involved in the protocol. More precisely, they were used in [BCGI+20b] to build Pseudorandom Correlation Generators (see Section 6.4). However, their interpretation using univariate polynomials induced an inherent limitation in the size of the field which could be used: it should be larger than the number of correlated random elements one wants to generate. In order to compute useful functions, this means working over fields having billions of elements, or even cryptographic size (in [BCGI+20b] they proposed to instantiate the construction by working over prime fields $\mathbb{F}_{p}$ with a 128 -bit prime $p$ ).

This suggests to try and use multivariate polynomials in order to lift the limitation. However, as we have seen with boolean functions in Section 7.4.1, assessing the security is not straight forward. This is where structured error correcting codes come into play. Indeed, by limiting the construction to ring of multivariate polynomials which are isomorphic to the group algebra of an abelian group, and interpreting the underlying problem as the decision version of the Quasi-Abelian Decoding Problem (QADP, Problem 7.22), we were able to give strong security guarantees, with a search-to-decision reduction (in the spirit of that of Chapter 4), as well as the resistance against concrete known attacks.

We believe that the context of quasi-abelian codes (and potentially more generally quasigroup codes) is the right way of understanding structured error correcting codes (endowed with the Hamming metric) in cryptography, for it offers a general framework which encompasses all the previously used versions of the Decoding Problem, namely the generic plain Decoding (Problem 1.10) and the Quasi-Cyclic Decoding Problem (QC-DP, Problem 4.1). In particular, it offers a nice intermediate between the structured and unstructured variants, in a unified way.

## Future Work

We have tried in the corresponding chapters to give a detailed presentation of research directions which we would like to pursue. Instead, here we will give a more conceptual overview of future directions.

## Towards more general reductions

Rényi Divergence. In Chapter 5 we tried to overcome the arithmetic limitations of the search-to-decision reduction from Chapter 4 by considering the modern approach now used in latticebased cryptography based on the Oracle Comparison Problem (OCP), declined into OHCP in lattice-based cryptography. This allowed us to give the first direct worst-case to average-case search-to-decision reduction for the plain decoding problem, however we were unable to succeed in the case of quasi-cyclic codes. Nevertheless, even though the problem which we build does not seem to be enough for the reduction, this is mostly due to the weird shape of the noise, which does not seem to be statistically close to the ideal noise model we would like. In order to mitigate this state-of-affairs, it would be interesting to investigate other tools to measure the distance between probability distributions. For example, the so-called Rényi Divergence has been successfully exploited in lattice-based cryptography to improve on bounds in reductions (e.g. [Pre17]). Furthermore, it has even been used in a context where the Statistical Distance was not negligible (e.g. [LSS14]), which precisely seems to be our setting.

Reductions for other metrics. Our work also demonstrates that the OCP framework which had only been used in the context of lattice-based cryptography, and with the euclidean norm, could be exploited to derive reductions for the Hamming metric. This naturally raises the question of other metrics.

As we have seen in Part I, the rank metric has been used to design code-based cryptosystems, however the theoretical foundations still remain quite unclear, for the only known reduction is the randomised reduction to the Decoding Problem in the Hamming metric from [GZ16]. It would be very interesting to investigate whether the OCP framework could also be used in this context. This does not seem to be straightforward, and many tools should be introduced, such as smoothing bounds in the rank metric, which should involve some Fourier analysis, however this seems to be worth exploring.

As mentioned in this chapter, another metric of interest has recently been used in a cryptographic context, namely the Lee metric, which appears to be an intermediate between the Hamming metric in traditional code-based cryptography, and the Euclidean distance in latticebased cryptography. However, this metric seems to be even further away than the rank metric, since the notion of support is not properly defined. As such, this metric looks closer to latticebased cryptography and it might be necessary to adapt a random walk technique such as the one used inside OHCP. Nevertheless, the natural distributions capturing the Lee metric seems to behave poorly with respect to Fourier analysis. More precisely, one can show that if $f$ is a function which only depends on the weight of its input, whether it be for the rank metric, the Hamming metric or the euclidean norm, ${ }^{\text {iii] }}$, then the Fourier transform $\hat{f}$ also only depends on the weight. It turns out that this Innocent looking fact is a crucial tool of known ways to derive smoothing bounds for a given metric. Surprisingly, for the Lee metric this is not true anymore, and new ideas might be needed.

New tools for reductions ; using representation theory ? In this work, we were focused in adapting the techniques used in lattice-based cryptography to derive reductions. As mentioned in the end of Chapter 5, a new technique for deriving a random self-reducibility of structured problems in lattice-based cryptography has recently been investigated, namely random walks on some algebraic structures such as the Arakelov class group. This research direction might be worth exploring in the context of structured error correcting codes, especially in light of the quasi-abelian decoding framework.

However, it may also be interesting to try to go beyond adapting techniques used in latticebased cryptography, and to develop new techniques especially targeting error correcting codes. In particular, there is a notion which does not seem to have really been explored so far in codebased cryptography, namely representation theory. Quasi-group codes are precisely modules over a group algebra $\mathbb{F}_{q}[G]$, and as such are strongly connected to the representations of $G$ with coefficients in $\mathbb{F}_{q}$. Moreover, Fourier analysis is typically a tool from representation theory. It could be interesting to see if techniques arising from the theory of representations of finite groups could be used to design more useful reductions for structured codes.

## Number theory in function fields and applications.

Pseudorandom Correlation Generators. As already mentioned in the end of Chapter 7, the function field framework which we have developed in Chapter 4, and especially the introduction of Carlitz modules in a cryptographic context, seems to offer an interesting starting point in order to overcome the limitations of the construction of our programmable Pseudorandom Correlation

[^43]Generator (PCG). If this could be pushed further, this would potentially have important applications in secure multiparty computation. The story would be similar to the development of tools from algebraic number theory which are used to build efficient Fully Homomorphic Encryption.

Towards efficient computations in modular group algebras? Even if we manage to overcome all the theoretical limitations, there is still much work to do in order to make it practical. More precisely, we would need to develop fast algorithms for multiplying two elements of $\mathbb{F}_{2}[G]$ when $|G|$ is a power-of-two. This is a particular case of a modular group algebra, and since it is not semisimple, and the usual approaches based on the Discrete Fourier Transform do not really make sense anymore. However, the story is not necessarily dead in its tracks. In particular, some algorithms have been considered for developing fast arithmetic in the context of Additive Fourier Transform. They have even already been used in a cryptographic context in [BBHR18a; BBHR18b] to build efficient Interactive Oracle Proofs in characteristics 2, to be used inside Zero-Knowledge protocols.

The very essence of our idea presented in Section 7.4.4.3 is simple: yes, we cannot rely on classical Fourier theory, and especially characters. However, we might still be able to do something by replacing subgroups by submodules, in a similar fashion that building Carlitz extensions corresponds to adjoining an $\mathbb{F}_{2}[T]$-module of torsion elements, instead of the abelian group of the roots of unity.
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Résumé : Dans cette thèse, nous nous intéressons à la cryptographie fondée sur les codes correcteurs d'erreurs, et plus particulièrement sur ceux possédant une forte structure algébrique. La cryptographie à base de codes est ancienne, puisque McEliece proposait déjà en 1978 un schéma de chiffrement reposant, entre autres, sur la difficulté du problème de décodage. Il est important de noter que le cryptosystème de McEliece est encore aujourd'hui résistant aux attaques, y compris à l'aide d'un ordinateur quantique (même si ses paramètres ont dû être mis à jour pour s'adapter aux nouvelles normes de sécurité). En particulier, cela fait de McEliece le plus ancien cryptosystème avec cette propriété. En effet, il est connu depuis les années 1990 que l'algorithme de Shor présente une menace importante pour la cryptographie actuellement utilisée en pratique. Néanmoins, le système de McEliece souffre d'un gros inconvénient : ses clés publiques sont énormes. Afin de résoudre ce problème de taille, il a été proposé d'utiliser des codes correcteurs d'erreurs avec une structure algébrique additionnelle comme les codes quasi-cycliques, offrant une représentation plus compacte et de meilleures performances. Cependant, il est fondamental de s'assurer que cette efficacité ne se fasse pas au détriment de la sécurité. Ceci est d'autant plus important que le NIST (National Institute for Standards and Technology) a annoncé que le prochain standard de chiffrement post-quantique serait choisi parmi trois candidats, dont deux (BIKE et HQC) utilisent des codes structurés. Néanmoins, HQC est fondé sur un paradigme différent de celui de McEliece : sa sécurité repose sur la difficulté d'une variante dite décisionnelle du problème de décodage. Si dans le cas des codes génériques il est connu que les variantes de recherche et de décision sont en réalité équivalentes, la situation est beaucoup moins claire dans le cas des codes structurés pour lesquels aucune réduction de recherche-à-décision
n'est connue. Cependant, l'existence de réductions théoriques vers des problèmes dont la difficulté est bien établie est une caractéristique importante pour accroître la confiance en un cryptosystème. En particulier, l'une des contributions de cette thèse est une attaque sur des chiffrements à base de codes en métrique rang (une autre forme de codes structurés) qui ne possédaient pas ce type de réduction. C'est dans ce contexte que se place la deuxième partie de cette thèse : inspirés par des techniques utilisées en cryptographie à base de réseaux euclidiens, nous donnons la première réduction de recherche-à-décision pour certaines familles de codes quasicycliques. Elle repose sur une nouvelle interprétation de ces codes à l'aide d'outils issus de la théorie des corps de fonctions en caractéristique positive : les modules de Carlitz. Cependant, cette réduction présente certaines limitations que nous tentons ensuite de lever. Finalement, dans une dernière partie nous explorons une autre application de ces codes structurés dans le domaine du calcul multiparti sécurisé (MPC). L'objectif d'un protocole de MPC est de permettre à plusieurs joueurs d'effectuer un calcul ensemble de telle sorte qu'ils n'aient chacun qu'une connaissance partielle de l'entrée, et que personne ne puisse apprendre autre chose que la sortie. Il s'avère qu'un outil appelé PCG a été récemment introduit afin de distribuer efficacement aux joueurs de longues listes d'éléments aléatoires corrélés qui permettent ensuite d'accélérer les calculs. Notre analyse des codes quasi-cycliques permet alors de donner des fondations théoriques plus solides aux meilleurs constructions de PCG. Enfin, en utilisant pour la première fois la variante décisionnelle du problème de décodage des codes dits quasi-abéliens, dont nous analysons la difficulté à la lumière des techniques développées dans cette thèse, nous sommes capables de lever certaines limitations des constructions de l'état de l'art.

Title : Structured Codes for Cryptography: from Source of Hardness to Applications
Keywords : Post-quantum cryptography, Structured codes, Cryptanalysis and reductions, Pseudorandom correlation generators, Carlitz modules

Abstract : In this PhD thesis, we focus on cryptography based on error-correcting codes, and more specifically on those offering a strong algebraic structure. Code-based cryptography is not new, as McEliece already proposed in 1978 an encryption scheme which relies, among other things, on the hardness of the decoding problem. It is important to note that McEliece cryptosystem still appears to be resistant to known attacks (even though its parameters needed to be updated to meet new security standards), including those involving quantum computers. In particular, this makes of McEliece the oldest cryptosystem with this property. Indeed, it is known since the 1990s that Shor algorithm poses a significant threat to the cryptography currently used in practice. However, McEliece system suffers from a major drawback : its public keys are huge. In order to address this issue, it was proposed to use error-correcting codes with an additional algebraic structure, such as quasi-cyclic codes, which allow for a more compact representation and better performances. However, it is fundamental to ensure that this efficiency does not come at the expense of security. This is especially important as the National Institute for Standards and Technology (NIST) has announced that the next post-quantum encryption standard will be chosen out of three candidates, two of them (BIKE and HQC) based on structured codes. Nevertheless, HQC relies on a different paradigm than that of McEliece : its security is based on the difficulty of the so-called decisional variant of the decoding problem. In the case of generic codes, it is known that the decisional and search versions, which is the most studied one, are in fact equivalent. However, the situation is much more uncertain in the case of structured codes for which no reduction from search to decision
is known. Yet, the existence of theoretical reductions to well-established hard problems is an important characteristic to increase confidence in a cryptosystem. In particular, one of the contributions of this thesis is an attack on code-based encryption schemes based on rank metric codes (another form of structured codes) that did not have this kind of reduction. This is the context of the second part of this thesis. Inspired by some techniques from lattice-based cryptography, we provide the first search-to-decision reduction for certain families of quasi-cyclic codes. It is based on a new interpretation of these codes using tools arising from the theory of function fields in positive characteristic, namely the Carlitz Modules. However, this reduction has certain limitations which we try to overcome. Finally, in the last part, we explore another application of these structured codes in the field of secure multiparty computation (MPC). The goal of an MPC protocol is to allow several players to perform a computation together so that they each only has partial knowledge of the input, and no one learns anything else than the output. It turns out that they can often benefit from long lists of correlated random elements to achieve fast computation, and a new tool called Pseudorandom Correlation Generators (PCG) was recently introduced to efficiently generate those long list. Thanks to our analysis of quasi-cyclic codes, we provide a more solid theoretical foundation for the best PCG constructions. Last but not least, we introduce for the first-time the decisional variant of the decoding problem of so-called quasi-abelian codes, and analyse its hardness in light of the techniques developed in this thesis. This allows us to overcome certain limitations of the state-of-the-art PCGs.


[^0]:    ${ }^{[i]}$ Savez vous comment s'appellent les habitants de Métabief ? i ș̣ŋ-sұrчด səт
    ${ }^{[i i]}$ that I didn't already mention before

[^1]:    $\left.{ }^{[i i i}\right]_{\text {Source }}$ : https://letsencrypt.org/stats/\#percent-pageloads

[^2]:    [iv] Par exemple, le protocole réseau IPv6, proposé dans les années 1990 comme remplacement d'IPv4, n'est toujours pas déployé partout, alors même que les addresses $\operatorname{IPv} 4$ sont déjà épuisées.
    ${ }^{[v]}$ Ou plutôt un mécanisme d'encapsulation de clé

[^3]:    ${ }^{[v i]}$ Ce qui fait du cryptosystème de McEliece le plus ancien encore résistant aux attaques, même quantiques.
    ${ }^{[v i i]}$ Description simplifiée

[^4]:    ${ }^{\text {[viii] }}$ Un anneau commutatif intègre est dit de Dedekind lorsque tous ses idéaux peuvent se factoriser de façon unique (à l'ordre près des facteurs) en un produit d'idéaux premiers (c'est-à-dire d'idéaux par lesquels le quotient reste un anneau intègre). Ça généralise la propriété que tout nombre entier relatif peut s'écrire de façon unique comme un produit (signé) de nombres premiers croissants.

[^5]:    ${ }^{[i x]}$ Note that it is related to the discrete logarithm problem where given a cyclic group $\langle g\rangle$ and a random element $g^{s}$ the goal is to recover $s$.

[^6]:    ${ }^{[\mathrm{x}]}$ With the help of Merkle [Mer78].
    ${ }^{[x i]}$ For signature schemes, this is the signing key which should remain secret while the verification key is public.
    [xii] We can take the example of the deployment of ipv6 protocol for internet communications, which has been proposed in the 1990s as a replacement of ipv4 and is still currently not deployed everywhere, even though ipv4 addresses have already been exhausted.
    ${ }^{[x i i i]}$ For signatures, we may also put forth the so-called hash-based paradigm used in Sphincs $+[B D E F+22]$.
    ${ }^{[x i v]}$ the first standard drafts came out in August 2023 for Kyber and Dilithium.

[^7]:    $\overline{[\mathrm{xv}]} \mathrm{A}$ cryptosystem is said to achieve $\lambda$ bits of security if the best attacks need $\Omega\left(2^{\lambda}\right)$ operations to succeed.
    ${ }^{[x v i]}$ For example, NIST submission CLASSIC MCELIECE has a recommended parameter set inducing a public key of roughly 1.3 MB . See Table 1.1.

[^8]:    ${ }_{[\text {xvii] }}$ with $n$ samples.

[^9]:    ${ }^{[i]}$ This is a dedication to my father who is an amateur radio operator, and this is his station call-sign. Without knowing it, he introduced me to error-correcting codes long ago

[^10]:    [ii] even with the help of a quantum computer
    [iii] Or more generally, algebraic-geometry codes [Gop81]
    $[$ iv] wanting to design a McEliece-like encryption scheme

[^11]:    ${ }^{[\mathrm{v}]}$ The statistical distance is also known as the total variation distance

[^12]:    ${ }^{[\mathrm{vi}]}$ The support of a random variable $X$ with values in a space $\mathcal{E}$ is simply $\{a \in \mathcal{E} \mid \mathbb{P}(X=a)>0\}$

[^13]:    ${ }^{[v i i]}$ Although we do not do that, it might be more accurate to also take into account the cost of storing and manipulating those huge matrices.

[^14]:    [viii] of the same length,

[^15]:    $[\mathrm{ix}]$ More generally alternant codes

[^16]:    ${ }^{[\mathrm{x}]}$ Decisional Diffie-Hellman is known to be strictly easier than the computational (or search) version [JN03].

[^17]:    ${ }^{[x i]}$ Some changes need to be made when giving a concrete set of parameters for cryptosystems, but the exponent describing the security parameter will be the same.

[^18]:    [xii] Recall that a vector $\mathbf{e} \in \mathbb{F}_{q}^{\ell n}$ is said to be $t$-regular when it can be split into $\ell$ vectors of length $n$ and Hamming weight $t$.
    ${ }^{[x i i i]}$ With only one sample.

[^19]:    ${ }^{[x i v]}$ In reality, in DAGS they propose to use quasi-dyadic codes and not quasi-cyclic codes.

[^20]:    $\overline{[x v]}$ Although we keep our notations and not that of this article.

[^21]:    ${ }^{[\mathrm{i}]}$ It is $\mathbb{F}_{q}$-linear, though.

[^22]:    [ii] It can also be defined for more general matrix codes.

[^23]:    $[$ iii] actually introduced by Delsarte, but popularised by Gabidulin.

[^24]:    ${ }^{[i v]}$ Such a code is known as Maximum Rank Distance (MRD). Note that an MRD code is also MDS for the Hamming metric.

[^25]:    ${ }^{[\mathrm{v}]}$ Actually, there is a mistake in the proof of [Loi06a, Proposition 2], but it can be fixed.

[^26]:    ${ }^{[\mathrm{vi}]}$ Actually, ROLLO is a merge between different close schemes.

[^27]:    ${ }^{[i]}$ This secret element is not present in our "simple" presentation of Augot-Finiasz.

[^28]:    [ii] Let $k$ be any field, and let $V$ be a finite dimensional $k$ vector-space endowed with a symmetric, non-degenerate bilinear form $B: V \times V \rightarrow k$. For an endomorphism $\varphi \in \operatorname{End}_{k}(V)$ its adjoint relative to $B$ is defined as the endomorphism $\varphi^{\vee}$ characterised by $B(u, \varphi v)=B\left(\varphi^{\vee} u, v\right)$ for any $u, v \in V$.

[^29]:    [iii] A short version of this paper already appeared in [WPR18]
    $[\mathrm{iv}]$ because it is based on the hardness of List and Interleaved decoding of Gabidulin codes

[^30]:    ${ }^{[\mathrm{v}]}$ Both attacks are not incompatible. For instance, setting $\zeta=3$ in the three proposed parameter sets exposes to both attacks

[^31]:    $\left.{ }^{[v i}\right]$ Intel ${ }^{\circledR}$ Core $^{\mathrm{TM}}$ i5-10310U CPU

[^32]:    ${ }^{[i]}$ A local field $K$ is the completion of a number field or an algebraic function field at some non-archimedean place. It is either an algebraic extension of a $p$-adic field $\mathbb{Q}_{p}$, or is isomorphic to $\mathbb{F}_{q}((u))$ the field of Laurent series in the variable $u$ with coefficients in a finite field $\mathbb{F}_{q}$.

[^33]:    ${ }^{[i i]}$ More precisely, in the lattice-based setting, the secret is defined in a larger ring than $\mathcal{O}_{K}$, namely its dual $\mathcal{O}_{K}^{\vee}$, and the torus is defined modulo this dual ring.

[^34]:    ${ }^{[i i i]}$ An element $P \in \mathbb{F}_{q}[X] /\left(X^{n}-1\right)$ is distributed according to a Bernoulli distribution with parameter $p$ if its coefficients are independently distributed according to a $q$-ary Bernoulli distribution with parameter $p$.

[^35]:    ${ }^{[i]}$ That being said, a random code will be balanced will overwhelming probability.

[^36]:    ${ }^{[i i]}$ The following proof slightly differs from that of [BCD23] in order to handle non binary fields. See the discussion from Section 5.2.4

[^37]:    ${ }^{a}$ We also drop the max here, since it is reached for $x=0$ : the higher is the noise, the closer our distribution is from genuine LPN

[^38]:    ${ }^{[i i i]}$ This is not the only choice, and changing it might help in getting the reduction

[^39]:    ${ }^{[i v]}$ A famous conjecture of Artin asserts, among other things, that there are infinitely many such $n$; and this is the choice made for example in BIKE and HQC.

[^40]:    ${ }^{[i]}$ pronounced "Speeds"

[^41]:    ${ }^{[i i]}$ In $[\mathrm{BCGI}+20 \mathrm{~b}], p$ is chosen to be a 128 bit prime

[^42]:    ${ }^{[i]}$ Note that $\mathbb{F}_{q}[G]$ is not necessarily a Principal Ideal Domain.

[^43]:    ${ }^{[i i]}$ Such a function is called radial

