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Résumé

Les paradigmes de modélisation pour la biologie des systémes jouent un réle important dans
I’étude de la fonction orchestrée de divers systemes biologiques. En outre, ils permettent
d’étudier un systéme in-silico afin d’obtenir des informations mécanistiques a partir des tra-
jectoires résultant du modele. Un enjeu majeur pour dériver une représentation idéale pour un
processus de systeme est de fixer le compromis descriptif entre entre la simplicité et la préci-
sion. D’une part, les modeles trop simples ont tendance a ne reproduire que les connaissances
a priori. D’autre part, les modeles trop descriptifs donnent lieu & des comportements trop dif-
ficiles a analyser, voire & calculer. Dans les deux cas, I'acquisition de nouvelles connaissances
est entravée. C’est pourquoi il est sans doute important, lors de la outils de mesurer 'impact
de la sélection des modeles sur la capture des phénomenes biologiques, en particulier ceux qui
peuvent étre vérifiés.

Dans ce manuscrit, nous présentons un cadre formel pour dériver automatiquement des
modeles discrets de systemes biologiques a partir de réseaux de réactions stochastiques. Pour
ce faire, nous utilisons des techniques offertes par Abstract d’interprétation pour évaluer les
comportements résultant des modeles logiques, un outil de modélisation populaire en biologie des
systemes. Malgré le succes des modeles logiques pour résumer les observations expérimentales et
prédire les propriétés locales du systeme, leurs hypotheses de modélisation sous-jacentes restent
souvent implicites. Au lieu de cela, les modeéles a gros grains que nous obtenons traitent de
tous les comportements de la sémantique stochastique des réseaux de réaction initiaux, qui
est explicitement définie. Plus précisément, ’espace d’état du réactionnel est divisé en régions
abstraites et les transitions non déterministes entre les régions abstraites sont dérivées de maniere
conservatrice. En outre, nous récupérons les probabilités de transitions du réseau réactionnel
de référence, de sorte que les limites du réseau réactionnel non déterministe sont calculées
de maniere conservatrice. Il est important de souligner que nous pouvons utiliser ce cadre
pour évaluer, par le biais du modele formellement dérivé, les comportements du modele logique
qui 'accompagne. En d’autres termes, le travail établi dans cette thése ouvre une voie pour
évaluer les modeles qui sont naturellement discrets, tout en ouvrant la voie a 1’établissement de

techniques de réduction de modeles plus efficaces pour les systémes de réaction.

Mots clés : Interprétation abstraite, modélisation logique, méthodes formelles, réseaux de

réaction stochastiques



Abstract

Modeling paradigms for Systems Biology plays an important role in investigating the orches-
trated function of various biological systems. Additionally, they permit one to study a system
in-silico in order to gain mechanistic insights from the trajectories resulting from the model. A
common battle to derive an ideal representation for a system process is the descriptive trade-off
between the simplicity and accuracy. On one hand, too simple models are prone to reproduce
only a priori knowledge. On the other hand, too descriptive models result in behaviors too diffi-
cult to parse, or even yet compute. In both cases, gaining new insights is hampered. Thus, it is
arguably important in generating tools to measure the impact model selection has in capturing
biological phenomena, especially those which can be verified.

In this manuscript, we report a formal framework to automatically derive discrete models
of biological systems from stochastic reaction networks. To do so, we utilize techniques of-
fered by Abstract Interpretation (AI) to assess the behaviors resulting from logical models, a
popular Systems Biology modeling tool. Albeit the success of logical models in recapitulating
experimental observations and predicting local system properties, their underlying modeling as-
sumptions are often kept implicit. Instead, the coarse-grain models that we obtain deal with
all the behaviors of the stochastic semantics of the initial reaction networks, which is explicitly
defined. More precisely, the state space of the reaction network is split into abstract regions
and non-deterministic transitions between abstract regions are derived conservatively. Also, we
recover the probabilities of transitions from the reference reaction network, so that bounds to
the probability of unlikely behaviors can be computed. Importantly, we emphasize how one can
use this framework to assess, via the formally derived model, the behaviors of the accompanying
logical model of each reaction system. Namely, the work established in this thesis bares an
avenue to assess those models which are naturally discrete, while also paving a path towards

establishing more efficient model reduction techniques for stochastic, combinatorial systems.

Keywords : Abstract interpretation, logical modelling, formal methods, stochastic reaction

networks
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Chapter 1. Introduction

The field of Systems Biology is driven by the development of tools to investigate emergent
behaviors in populations of biological molecules from single entity interactions. Among these
tools, mathematical models of systems of interactions have been critical in identifying hidden
mechanisms. Additionally, these tools have been repurposed to conduct perturbation stud-
ies, identify potentially novel drivers of disease phenotypes, and in generating new hypotheses.
Consequently, a major interest underlies the ability for modeling tools to recapitulate biological
phenomena and its repurposing for predictive studies.

In retrospect, developing modeling tools is a continuous field of investigation as it provides
means to gain understanding of biological systems through in silico studies. A common battle
to derive an ideal representation for a system process is the descriptive trade-off between the
simplicity and accuracy. On one hand, too simple models are prone to reproduce only a priori
knowledge. On the other hand, too descriptive models result in behaviors too difficult to parse,
or even yet compute. In both cases, gaining new insights is hampered. Thus, it is arguably
important in generating tools to measure the impact model selection has in capturing biological
phenomena, especially those which can be verified. For example, an overview of various formal

modeling frameworks for Systems Biology have been reviewed in [4].

1.1 The concentration- and time-scale conundrum in Biology

It has become a well-established practice that the selection of a modeling framework must be
well-suited to capture a biological phenonmenon of interest. This model must thus contain
the necessary ingredients to investigate a dynamical property of a biological system within a
given, contextualized environment. Albeit the process may appear straightfoward, the inevitable
diversity across biological organisms is vast and the information that can be formalized into a
mathematical model and analyzed is computationally limited.

One fundamental aspect that is addressed in this thesis is how the notion of concentration-
and time-scale separation that exists between single cells and across organisms (see Fig. 1.1)
is treated in logical models, a popular discrete modeling framework used in Systems Biology.
Indeed, biological systems exhibit processes at varying size and kinetic scales; those of which
involve interacting systems of metabolites, proteins, genes, organelles, cells, and so on. As a
result, an overarching goal in Systems Biology is to encapsulate information at each scale and
observe communication strategies between scales in order to see how a biological phenotype, such
as the onset of an aggressive tumor from healthy cells, could have occured by following some
sequential behavioral trajectory. In theory, we would like to capture this process in a model and
be able to develop the predictive capacity to generate new insights on the interplay between the
components in the model. In practice, these insights could have to further develop experimental
hypotheses or, in many cases, therapeutic strategies to prevent the onset of a disease.

Thus, the goal of modelers is to construct models that faithfully (or to the best of their ability)
recapitulate a candidate biological behavior. However, constructing such models is hampered not
only by the amount of experimental knowledge available about particular biochemical processes,

but also by the sensitivity (or, limitation) offered by the underlying structure of a modeling



1.1. The concentration- and time-scale conundrum in Biology

property E. coli budding yeast mammalian (HeLa line)
cell volume 0.3-3 pm? 30-100 pm? 1000-10,000 pum?
proteins per pm? cell volume 2-4x10°
mRNA per cell 103-10* 10%-10° 10°-10°
proteins per cell ~10° ~108 ~10'0
mean diameter of protein 4-5nm
genome size 4.6 Mbp 12 Mbp 3.2 Gbp
number protein coding genes 4300 6600 21,000
regulator binding site length 10-20 bp 5-10 bp
promoter length ~100 bp ~1000 bp ~10*-10° bp
~10%-10° bp
gene length ~1000 bp ~1000 bp (R
concentration of one protein per cell ~1nM ~10 pM ~0.1-1 pM
?Li)ff:ﬁig:rt:‘rzm}gof protein across cell ~001s ~02s ~1-10s
diffusion time of small molecule - - 01—
across cell (D= 100 um?/s) 0.001s 0.03s 0.1-1s
o q <1 min 5 =] ~30 min
time to transcribe a gene (80 nts/s) 1 min (e Ve T
. . <1 min 1 mi ~30 min
time to translate a protein (20 2a/s) 1 min (incl. mRNA export)
typical mRNA lifetime 3 min 30 min 10h
typical protein lifetime 1h 0.3-3h 10-100 h
minimal doubling time 20 min 1h 20h
ribosomes/cell ~10* ~10° ~106
transitions between protein states
(active/inactive) 1=100 s
time scale for equilibrium binding of small .
molecule to protein (diffusion limited) 1-1000 ms (1 pM-1 nM affinity)
time scale of transcription factor s
binding to DNA site
mutation rate 108-10""%bp/replication

Figure 1.1: Adapted from [2, 25]. A table of composed of a collection of biological properties
at varying physical scales and across three organisms that a modeler must consider when con-
textualizing a mathematical model. A subset of parameters are conserved across each biological
organism (e.g., transition time between an active or inactive protein configuration), while other
parameters may be unique to each organism (e.g., the amount of time it takes to translate a
protein).
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paradigm. Consequently, one must deal with the delicate trade-off between knowledge scarcity
and the structural capability of a predictive tool.

Cumulatively, we will delve into the treatment of concentration- and time-scale principles in
a common class of modeling styles: discrete models. For us, the goal is to highlight structural
limitations underlying a particular type of discrete model in regards to the aforementioned
principle, and to offer some avenues in formally assessing the behaviors that may be generated.
Namely, we would like to emphasize the generation of a class of discrete models that rely on
information obtained from stochastic reaction networks, those of which are built on solid chemical
kinetic principles (see [23, Chps. 26 & 27]).

Beforehand, we will overview a few selected candidate modeling frameworks that are often
used in Systems Biology. The goal is to discuss these techniques and in which biological context
they appear to be most suitable, and then highlight some limitations they experience in practice.
This is done to offer the reader of the various flavors of models that exist, and the challenges a

modeler must face in order to recapitulate a biological system of interest.

1.2 Quantitive and qualitative models in biology

There are two main classes of modeling paradigms used to investigate biological systems: quan-
titative and qualitative models. In each class, we will focus on a selected subset of models that

one may develop, their application, and limitation.

1.2.1 Quantitative models

In the quantitative setting, models often comprise the use of either differential systems, such
as ordinary differential equations (ODEs), or stochastic (probabilistic) transition systems, such
as continuous-time Markov chains (CTMCs). These two modeling styles offer two flavors for
modeling the dynamics of biological systems.

Although in this thesis work we do not dedicate much work to ODEs, it does merit discus-
sion. In the ODE framework, differential systems are composed of variables expressing chemical
concentrations and kinetic parameters detailing reaction rates, those of which constrain the time-
evolution dynamics arising from their numeric simulations. In retrospect, these expressions are
generally derived from a reaction network diagram depicting how each chemical species in a sys-
tem may be transformed or produced via their involvement in a reaction. For example, in [29],
the authors developed an ODE model describing the hepcidin-regulated distribution of iron, a
critical nutrient in several physiological processes, by several biochemical entities in the liver.
Thus, this model describes each of the candidates that are involved in regulating the process
such as transporting iron into a cell, allocating iron to an appropriate storage unit, or changing
the atomic configuration of the iron element itself. A second study [24] focuses on describing
populations of antibiotic-resistant bacteria. Here, the authors developed a generic ODE model
detailing the resistance pathway that can be instantiated to different forms antibiotic treatments
[3]. Thus, the model can be used to characterize bacterial cells obtained in a clinical setting, and

predict whether the effectiveness of an antibiotic treatment is realizable. In each case, the ODEs
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offer a way to simulate the dynamics of the underlying biological process which can then be ob-
served to study mechanistic interactions between the populations biochemical entities. Yet, in
both works as well, the ODE models are heavily dependent on experimental data in order to cal-
ibrate the model dynamics to experimental observations; thus making it difficult to scale in the
number of variables which can be included in the model. Thus, one must be careful to consider
only chemical variables that they deem important to the biological process. Additionally, these
systems are often difficult to solve analytically due to non-linear effects arising from interactions
between chemical variables, thus modelers must rely on numerical integration strategies to re-
construct the chemical dynamics captured in the ODE expressions. With respect to time-scale
separation across the chemical processes, analysis of biochemical processes at different rates can
become pesky since numerical integration strategies can lead to unreliable solutions due to step-
wise barriers across such processes. This is known as the stiffness problem. Nevertheless, the
ODE framework plays a pivotal role in detailing mechanistic interactions between populations
of interaction species. The framework that we discuss next focuses on a mechanistic modeling
approach that is sensitive to variations that naturally occur between each individual, discrete
molecule in a population; thus making it more suitable to investigate biological interactions with
low molecule count.

In retrospect, stochastic transition systems are another class of quantitative models which
capture physical interactions between each chemical species. In this conxtext, the expressions of
a system of interacting agents can be derived from reaction networks using the classical stochastic
mass-action kinetics principle (see [23, Ch. 26]). In observing the stochastic dynamics, one
models a system state as a vector that composes in each of its indices a discrete value of a chemical
species from a reaction network, and transitions between states are driven by the reaction rules.
Each reaction inherits a natural kinetic value which is often experimentally deduced and reflects,
for each reaction, a statistical quantity regarding the likelihood for reactants to successfully
collide to induce a reaction. One famous example of a stochastic model is the one of a genetic
circuit observed in the Lambda Switch system observed in viruses [27, 28]. Here, a distinction
between two opportunistic pathways of viral integration strategies in bacterial cells are observed
in a stochastic model, as opposed to using ODEs. This is mainly because there is competition
observed between specific proteins that drive their respective pathways, and which is captured
given their abundances and variation in the genetic circuit environment. This phenomenon is
observed by fitting experimental, kinetic data to a CTMC model, and then computing probability
distributions between state configurations to determine which reaction in the network is likely to
occur as compared to another. Interestingly, the Lambda Switch model was reproduced [5] using
the KappaLanguage platform [12], thus making it amenable to static analysis techniques such as
Abstract Intepretation (AI) [10]. In this line, we would also like to mention a stochastic model
of fragments of protein complexes involved in signalling pathways [15]. In this work, the authors
developed an Al-based technique to assess the involvement of subsets of clusters of proteins
involved in a CTMC model Epidermal growth factor pathway [6], an important pathway in cell
homeostasis. By doing so, it was possible to perform model reduction techniques that is capable

of recapitulating the equal biological behavior making it more computationally feasible.
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Actually, the behavior of a stochastic system can be summarized by its chemical master
equation (CME) [18], an instantiation of a CTMC. Indeed, the solution of the CME is an
abstraction of the underlying stochastic transition system. That is, in the CME one cannot
express the correlation between the probability of being in a pair of states at a pair of moments,
while this is possible in the stochastic transition system. However, a limitation to the CME is
the fact the one must enumerate the potential states of a system, resulting in a combinatorial
explosion in the number of species which can be generated. Additionally, stochastic modeling
requires to fit kinetic parameters and to compute distributions over the collection of reactions
in order to recapitulate experimental observations, which can also be tricky if one does not
have this kinetic information or insights regarding the initial configuration of the system. Thus,
one must maneuver carefully an instantiation of a stochastic model for a biological system of
interest. In this thesis, we report a sound-over approximation of the stochastic semantics using
Al, and use this information to recover probabilities into the type of abstract transition systems
we will derive, those of which lose information during the abstraction process. By relying on
the stochastic semantics, this information can be integrated into our framework in light of new,

quantitative information.

1.2.2 Qualitative models

This leads us to another modeling paradigm we would like to discuss: qualitative models.

Qualitative models differ from quantitative models in that one can may not necessarily
require kinetic information about each specific processes in a reaction network. Rather, one
can focus on local system properties that may emerge from the changes in chemical quantities
arising from systems of interactions. The two qualitative frameworks we will discuss are Petri
nets (PNs) and logical models.

PNs are a common modeling tool used to investigate concurrent processes [31, 30], and their
applications have found their way into biochemical networks [32] given the structural similarity
between PNs and reaction networks. In this framework, one realizes that the syntax of reaction
networks are similar to that of Petri nets. As such, applications of PNs have found their way
into metabolic modeling [7]. For example, the authors in [37] were able to take advantage of this
topological feature to identify structural cycles for a metabolic network model involved in nu-
cleotide (the fundamental structural back bone keeping intact DNA) metabolism. Yet, PNs are
also amenable to dynamic analyses. A dynamic analysis of a PN model is inherently similar to a
CTMC one, with the exception that the probability values associated to each transition between
states have been abstracted. Thus, PNs retain no information regarding time. Thus, formalizing
the reaction rules from a reaction network into a PN model and analyzing its dynamics permits
one to capture production and consumption events of discrete chemical quantities involved in
the selected reaction network. Importantly, the infusion of chemical components through the
PN transition system is independent of kinetic parameters. Thus, sequences of transitions carry
information about the flux of chemical quantities over some implicit time period (e.g., the order
of indices of each transition in a sequence). As a result, iterating over all the possible sequences

that can be obtained (which can be infinite in an unlimited resource pool) allows one to keep
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track of the token copy numbers dispersed along each sequence. For example, in [21] the authors
used PNs to gain insights and validation on a metabolic sub-network of enzymatic components
involved in converting sucrose, a sugar, into starch in potatoes. Namely, invariant analysis of
this transition system of this PN allowed the authors to determine which pertinent compounds
are associated to a subset of reactions of the corresponding metabolic network.

PNs have become a popular starting point for modeling biological systems, given that it
can be amenable to extensions in order increase its sensitivities to other biological properties.
Additionally, given its formal specification one can also use model checking tools to answer
questions of interest, such as reachability regarding certain state properties.

The second qualiative model we will discuss about in-depth are logical models. Logical
models are another popular class of discretized models. Recent development have made it an
ideal modeling tool to perform perturbation studies for a myriad of biochemical interactions.
For example, one interesting model is an iron metabolism system in breast cancer cells [9]. This
model captures the regulation of activity levels for different proteins involved in a signaling
pathway controlled by pools of iron, and how changes in the regulation of these components
could alter the behaviors of a healthy breast cell may lead to a cancerous breast cell.

The process of constructing logical models follows three general guidelines [8]:
1. building a regulatory graph;

2. deriving the logical expression for each component in the graph;

3. selecting an update scheme to generate the transition system.

The guidelines can be broken down accordingly. In Step 1, the set chemical species involved
in a selected biological process is gathered either from a literature survey or from experimental
observations, afterwhich their activity levels are encoded into nodes. Afterwhich, edges connect-
ing nodes correspond evidence-based regulatory interactions: these are the interactions between
chemical species and how their respective abundances can affect the activity of other chemical
species for whom to they may be connected. In Step 2, the regulatory graph is used to derive
logical functions that express how each chemical species are updated (regulated) by their inputs
(regulators). Note that the connectivity of the graph does not necessarily lead to the library
of functions derived. To continue, these hand-written logical functions are composed of logical
operators and a threshold is given in order to capture the activity level across each species vari-
ables in the logical expressions. Finally, in Step 3 the logical functions are implemented in a
scheduling algorithm to generate the state transition system under a syncrhonous (all states are
updated at the same time) or asynchronous (one state is updated at each iteration) updating
policy. This state transition system is structurally similar to Petri nets; indeed, logical models fit
into a specific class of PNs called safe Petri-nets. Yet, in logical models the chemical quantities
are not discrete quantities but rather an implicit interval of values denoting a certain level of
activity.

A key feature of logical models is in obtaining knowledge about a process while only partial

information is available about some particular interactions and their kinetics. Albeit their
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success in recapitulating experimental observations and predicting local system properties, their
underlying modeling assumptions are often kept implicit. There is indeed a gap between hand-
written logical models and the models that can be formally derived from a more concrete level
of representation (such as a stochastic reaction network, as done for the previous modeling
paradigms).

One popular approach to design logical models has been proposed by René Thomas [19, 36].
With this method, each dimension is associated with a unique attractor state (or focal point),
which may depend on the current state of the system. Then the transitions of the system are
obtained by assuming that on each dimension, the system may get closer to its focal point. In
reality, in a more comprehensive description of these systems permits, reverse transitions may
also occur (but at low probabilities), but in practice they are neglected. Such simplifications
of the model is usually justified by some time-scale separation principles [13] (that are mainly
asymptotic reasonings providing convergence results when scales are infinitely separated). In
this work, the authors develop a model of a cell division process in mammalian cells and, in order
to facilitate the analysis of an asyncronous update scheme on the logical expressions derived,
proposes to distinguish between fast or slow process classes of reactions based on literature
evidence by ranking the reactions in the order in which they may occur. Two critical observations
emerge about this modeling process. Firstly, it is unclear to which extent these simplifications
actually impact the behaviors of the systems they try to represent. Secondly, considering all
reverse transitions, without any information about their potential likelihood, would lead to

inaccurate models with many fictitious non-deterministic behaviors.

1.3 Discrete models by means of Abstract Interpretation

In order to increase confidence in the modeling process, we would like to derive formally discrete
models from more precise representations (such as reaction networks). For this purpose we use
the abstract interpretation framework to coarse-grain reaction networks into discrete models of
abstract regions of states while preserving formal relationships between the respective behaviors
of both models. Yet we have to face several issues. Firstly, several behaviors that are usually
neglected in the logical models may occur with a low probability in the initial reaction network.
Thus a non-deterministic abstraction would be unhelpful, because non-deterministic models
provide no means to distinguish rare behaviors from more the common ones. Instead we propose
to propagate the probabilities of transitions from the reference reaction network to the coarse-
grained model, so that bounds to the probability of unlikely behaviors can be indeed computed.
For this purpose, we equip each transition in the abstract model with an interval for their
probabilities which is formally derived from the underlying reaction network. Secondly, even with
probabilities, naive abstractions lead to very imprecise models. This means that we have to adapt
our abstraction in order to highlight the main behaviors of interest. Consequently, we obtain a
Discrete-time Markov chain (DTMC) whereby the exclusion of probabilities would structurally
mimic logical models, yet providing an accessible tool to quantify differences between logical

models and the discrete models obtained from our formalizations. One may be tempted to use
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Continuous-time Markov chains (CTMC) rather than DTMCs. Yet, the additional information
provided by the continuous setting is not relevant in our context. On one hand, we want to obtain
models comparable to logical models where the notion of time has already been abstracted away.
On the other hand, the exact moment when each event occurs does not affect the computation
of the probabilities of transitions between abstract regions in our coarse-grained models. What
matters is only the relative order between these transitions, not the exact moment when they
have happened. Yet, abstracting away the notion of time of a CTMC while only keeping the
relative order between events induces a DTMC, which justifies our choice thoroughly. Lastly,
using DTMCs instead of CTMCs deeply simplifies the underlying mathematics. For instance, in
the continuous setting, probability density functions are required to define when events are likely
to occur and a topology is necessary to define the probability of which set of model executions can
be computed [15]. In contrast, in the discrete setting, only discrete probabilities are necessary
and the probability of each execution with a finite amount of steps can be computed.

Ideally, the interval of probabilities computed for transitions between abstract states that
correspond to less likely behaviors should be very low. To achieve this goal, it is important
to refine the abstraction process and to distinguish the abstract regions of states according to
which concrete transitions have been taken to enter them. Furthermore, it is also important
that every transition between abstract regions corresponds to sequences composed of at least a
few concrete transitions. Thus, we relate carefully the abstract behaviors to the concrete ones.
That is, for a concrete behavior to enter a new abstract region, a quantity in each behavior must
surpass a threshold given by boundary values. These boundary values correspond to the lower
and upper bound of each abstract interval. Consequently, in the formal discretization process
an interval is composed of a pair of boundary values that enclose a concrete value. Thus, for
each concrete value, an abstract interval computation is sensitive to whether a concrete value
has exited a visited interval. Additionally, since concrete values are driven by their stochastic
dynamics then we want to ensure exited intervals are not easily re-entered. This motivates the
use of overlapping intervals to coarse-grain models such that bordering intervals share a sub-
region corresponding to common concrete values. In this style of abstraction, we consider that a
value changes to another interval only when it actually leaves its current interval (hence leaving
the overlapping region between its previous and current intervals). This way, when entering
a new region of states, going in the reverse direction requires crossing through the overlap
between two intervals, which is likely to have low probability when it is against the main trend
of the dynamics of the system. The so-obtained abstraction ignores small fluctuations while

strengthening the sequences of transitions that follow the main trend of the system dynamics.

1.4 Thesis outline

In this Chapter, we introduce the concentration- and time-scale problem in Biology. Afterwhich,
we discuss various modeling paradigms used in Systems Biology and provide some study case
examples of how each modeling framework may be used. Then we shift our focus to logical

models, the main modeling paradigm we challenge in the thesis. We show how these models are
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derived, instantiated and how some of the incorporated modeling assumptions can be misleading.
Thus, our goal is to build a formal framework not only to derive a sound-approximation of the
stochastic semantics but to offer an Al-based tool to assess the undelying mathematical structure
of logical models.

In Chapter 2, we formally introduce the stochastic semantics for reaction networks. We
often refer to the stochastic semantics as the concrete semantics, since it characterizes each
of the mathematical objects we require to interpret the collection of behaviors that can be
instantiated from a reaction network. Additionally, we compare our stochastic semantics to a
Boolean network semantics in order to provide an intuitive example on how our formal framework
can be used to assess the behaviors from a logical-type model. We make an example on a well-
studied system, the birth and death-model, and show how one can incorporate probabilities into
a formally derived discrete transition system.

In Chapter 3, we introduce our mathematical toolbox, and define the object types, properties,
and functions that we will use throughout the text. Mainly, this toolbox will permit us to derive
to characterize the abstraction process, generate an abstract semantics for reaction networks,
which we refer to as the macro-transition system, and re-introducing probabilities to a macro-
transition system.

The goal of Chapter 4 is to derive a concrete and an abstract transition system using the
classical interval lattice domain in order to highlight the importance of dependency abstraction.
Namely, we derive each concrete and abstract objects required for its respective transition sys-
tem, establish for each a Galois connection, and show how the abstraction process can greatly
incur loss of precision in our analyses.

In Chapter 5, we generalize the classical interval domain to include intervals which overlap.
Using both non-overlapping and overlapping intervals, we derive a macro-transition system
composed of the abstract elements which over-approximate the chemical transition system in
Chapter2. Similarly to Chapter 4, we establish a Galois connection between each abstract and
chemical element, thus permitting us to traverse between these two domains. Additionally,
our macro-transition system is a type of discrete transition system since the abstraction process
loses information regarding the stochastic behaviors from a reaction network. Thus, the formally
derived models lead to a transition system that is structurally similar to logical models. Thus,
at this point our goal becomes to re-introduce probabilities to our macro-transition system in
order to carefully capture the underlying behaviors of an instantiated reaction network.

In Chapter 6 we re-introduce probabilities between the macro-transitions derived in Chap-
ter 5. Since the abstraction process loses information about probabilities, we recast abstract
notions in the concrete domain and take advantage of monotonicity properties of the probability
functions derived in Chapter 2 in order to compute probability values for chemical quantities to
reach a goal (e.g., an region of chemical quantities) of interest. We show that for some invertible
matrices, this probability can be computed exactly. Indeed, we would like to use this informa-
tion to compare the likelihood between pairs of macro-transitions in order to know which one of
the two is more likely. At this point the macro-transition system is no longer non-deterministic.

Quantitative measures on these macro-transitions can provide information regarding the gen-

10



1.4. Thesis outline

eral trend for the dynamics for a particular reaction network. We instantiate our probabilistic
framework on a second case study for a system of competing reactions.

Finally, in Chapter 7 we provide final remarks on our coarse-graining framework for stochastic
reaction networks. We highlight some limitations and future directions regarding scaling the

framework on practical examples.
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Formal Reaction Networks

12



Objectives

In this Chapter, we introduce our formal framework to automatically generate the
stochastic behaviors emerging from reaction networks. That is, we define the collec-
tion of the mathematical objects we require to capture these behaviors, and which
will be fundamental for the design of our coarse-graining framework. Finally, we
conclude with two case studies in order to motivate our formal discretization frame-
work.
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Chapter 2. Formal Reaction Networks

A general structure to capture diverse behaviors emerging from interacting (bio-)molecules
are reaction networks. A reaction network models the behavior of a system of interactions. For

example:
. ka k4
r o @ = A ro A = @

depicts a reaction network composed of two reactions. The tail of a reaction arrow is preceeded
by reactants, while products follow after the head of the reaction arrow. In this reaction network,
the first pseudo-reaction is a synthesis reaction of molecule A with kinetic constant k4. A second
pseudo-reaction is a consumption reaction of molecule A with kinetic constant k 4/. This reaction
system is commonly known as the birth and death (BD) model because there are two reactions
that generate counter behaviors when the dynamics are observed. Additionally, each kinetic
constant is constrained experimentally and provides information about the speed at which each
reaction can occur. Thus, it is possible that the values of these kinetic parameters and the
quantities of chemical species can vary for diverse, larger reaction systems, which leads to the
notion of time-scale separation discussed in Ch. 1.

A curious observation of interest usually entails how systems of reactions driven by their
interconnected species give rise to biological phenomenon in the form of phenotypes, which is
a physical characteristic seen in an individual or collection of cell(s). In a mathematical sense,
interactions between species are seen as reactions which lead to behaviors upon the application
of at least a reaction, while phenotypes may correspond to long-term behaviors (e.g., intrinsic,
stable behavior(s) of a system) reachable after several reactions.

Reactions are commonly seen as the semantics for the behaviors generated from a reaction
network. Namely, they allow us to instantiate and update the state of the system and observe
their evolution.

The reason we use reaction networks is because they are well-founded on physical chemical
principles. Thus, one can select a semantics (e.g., such as, for example, ODEs) to observe how
the system evolves with respect to the key chemical drivers involved in a physiological pro-
cess. However, choosing the appropriate modeling framework is non-trivial, as each paradigm
offers their own flavor of representation and mechanistic insights. Thus, choosing the appro-
priate framework to model a given biological system is important to understand a property of
interest, such as the quantity of a drug that may inhibit a target or a qualitative phenotype
that may indicate a cell is undergoing cellular division. Nevertheless, one (possibly) has as a
reference a reaction network and must modestly select an appropriate semantics to investigate
the underlying biological behaviors. Our goal is not to exhaust limitations between different
modeling frameworks, but one can suggest to the reader [4] in order to highlight comparison
and differences between candidate paradigms.

Given the nature of the model construction process, a common concern is the reliability given
to one modeling framework over another. That is, whether the framework captures faithfully
the underlying biological process. In the case of this work, one goal is to provide formal tools
to assess a popular discrete modeling paradigm: logical models. More specifically, an objective

is to build more precise discrete models from abstracting behaviors from stochastic reaction
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2.1. Formal stochastic reaction networks

networks. By building discrete models from a formal basis, we hope to offer structural insights

on the logical modeling paradigm and provide a tool to build models with more confidence.

2.1 Formal stochastic reaction networks

In Chapter 1, we discussed how the selection of a modeling language can impact the biological
properties one may attempt to recapitulate. Indeed, the model selection process plays a critical
role in capturing phenomena of interest, and given the large diversity of biological behaviors
that can be observed, the modeler must choose a suitable paradigm. That is, a modeler gener-
ally faces two major challenges: i) to identify an appropriate mathematical representation for a
selected biological system of interest; and, ii) the design of a strategy to generate the selected
system’s behaviors, which carry information about a property of interest. The two aforemen-
tioned challenges are often driven by direct modeling approaches, which are often hampered by
the amount of information that can be modeled or even available. For example, in a stochastic
setting, a focus on low-copy number interactions between diverse biomolecules may rapidly lead
to an intractable system analysis upon enumeration of all the possible interactions. Yet, it could
be the case that a subset of these enumerations are not biologically relevant. In such a scenario
it is arguable that these challenges could benefit from formal methods which offers a precise
mathematical description of the problem at hand which permits the automatic extraction of
properties of interest while maneuvering between irrelevant behaviors. Additionally, one may
also gain mathematical guarantees.

In this Section, we will derive a formal representation of stochastic chemical reaction net-
works. More specifically, we define for reaction networks a sufficient collection of mathematical
objects that will permit a user to automatically generate their stochastic behaviors. In order to
compute the probabilities of these stochastic behaviors, we instantiate a Discrete-time Markov
Chain (DTMC) which are driven by kinetics associated to each reaction in a network and the
quantity of each chemical species at a given discrete-time instance.

Formally, a reaction is defined as follows (and adapted from [1]).

Definition 2.1 (Chemical Reaction). Let Vg be a set of chemical species. A reaction over the
set of species Vg is defined as a triple r = (M, V, k) such that:

1. M: Vg — N,
2.V:Vr = Z,
3. and k : NVR — Rzo.

In a chemical reaction, the first component M is a function that maps a chemical species
to its multiplicity which is generally regarded to the amount of reactants required. The sec-
ond component, V, is a function that associates to each reactant chemical species respective
consumption (negatively) and production (positively) values. Finally, the third component k is
a function assigning a kinetic term to a reaction and details its frequency. Now, we define a

reaction network composed of many reactions.
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Definition 2.2 (Chemical Reaction Network). A reaction network R is defined as a pair
(Vr, (Tj)lgjgn) such that:

1. Vg is the set of chemical species;

2. (rj)i<j<n is a set of n reactions over the set Vg indexed with an integer j between 1 and

n.
For each integer j between 1 and n, the reaction r; is also denoted as (Mrj, Vrj,krj).

In Def. 2.2, a reaction network is defined as a pair such that the first component is the set
of chemical species and in the second component are sequences of reactions that involves each

chemical species.

Example 2.1. For example, we apply our definition of a chemical reaction network:

r: A LN ro: 2A ke, C.

Here, the set of chemical species is Vg = {A, B,C}. This reaction network is made of two

reactions, with respective multiplicity vectors:

M, = [A—1,B—0,C—0];
M,, [A—2,B~—0,C 0],

and with the respective reaction vectors:

Vi = [A—=-1,B—1,C—0];
Vi, = [A——-2,B—0,C+—1].

Furthermore, each respective reaction has, respectively, kinetic constants kg and k¢, which

induces the kinetic terms

kri(q) = la—kp-q(A)];

k(@) = a5 -ko-a(A)-(a(A) = 1)].

Here, ¢ is a vector containing the value of each chemical component; later we refer to this
mathematical object as a chemical state. Additionally, each kinetic term is derived from the

law of stochastic mass-action kinetics.

Definition 2.3 (Chemical State). A chemical state is defined as a function q : Vg — N. The

set of all the chemical states for a reaction network is denoted as Qp.

In Def. 2.3, a chemical state is a function ¢ with domain and co-domain as, respectively, the
set of chemical variables and the set of values. This function contains in each of its component
the copy number associated to each chemical species. In retrospect, the values of a subset of
chemical variables in a chemical state can be updated if it happens to be involved in a reaction,

which triggers a chemical transition.
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Definition 2.4 (Chemical Transition). A chemical transition is a triple (q,7,q') € Tr relating

two chemical states q,q' € Qr by a reaction r such that for all chemical variables v € Vg :
1. My(v) < q(v);
2. q'(v) = q(v) + Vi (v).
The set of the all the chemical transitions for a reaction network is denoted as Tg.

A chemical transition captures an application of a reaction such that Cond. 1 ensures that
for a given reaction there are for the associated chemical species sufficient amounts available for
this reaction to occur, while Cond. 2 applies a reaction to update the respective values of each
chemical species in a source chemical state to obtain the new values in the corresponding target
chemical state.

In the following definition, we compute probabilities for each chemical transition.

Definition 2.5 (Transition probability). Let (q,7,q') € Tr be a chemical transition. The

probability for a chemical state ¢ € Qg involved in a chemical transition is defined as:

kr(q)

Ar(q) = W

7"/6{17...,71}

In Def. 2.5 the probability for a chemical transition is equal to the ratio of the kinetic term
of a reaction to the sum of the kinetic term of each reaction in a reaction network. Note that
each transition may contain diverse quantities of chemical species in its source chemical state,
which is reflected in the probability functions. Namely, we concern ourselves with transitions

with non-constant probability rates.

Example 2.2. For example, an instantiation of Def. 2.5 used on the reaction network from

Ex. 2.1 results in the following transition probability functions:

2-kp-q(A ko-q(A)-(qg(A)—1
M (9) = sy Bty 204 Mra(0) = Gy Gy e (aCA T

whenever g(A) > 0. Note that when ¢(A) = 0, no reaction is enabled and the system is
deadlocked.

Starting from an initial chemical state, it is possible to chain chemical transitions. This leads

to the notion of a chemical trace.

Definition 2.6 (Chemical Trace). A trace of length k € N is a couple
(ab, (@i, 7, @), i) 1<i<k) € Qr x (Tr x [0,1])* that satisfies both conditions:

1. for every integer i between 0 and k — 1, we have ¢} = git1;

2. for every integer i between 1 and k, we have p; = A\, (q;).

17
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Such a trace is usually written as q1 ;—1> ;—k> q,- The set of all the chemical traces for a
1 k

reaction network is denoted as Tr.

The set of all the chemical traces of a reaction network defines all the potential long-term
behaviors of its underlying system. Each chemical transition in each chemical trace is associated

to a probability, which is driven by the respective source states.

Example 2.3. Given the initial chemical state ¢j, = [A — 6, B + 0,C + 0] and the kinetic
constants kg = 20 and kc = 1, an example of a chemical trace for the reaction network in
Ex. 2.1 is given as follows:

(6,0,0) 018 (5,1 0) (4,2,0) > (2,2 1) > (1,3,1) =5 5 (0,4,1),

where a chemical state g is denoted as the triple (g(A),q(B), ¢(C)). Each transition along
this chemical trace has associated to it a probability for a reaction type. At the end of this

trace, resources (the quantity of molecule A) are depleted.

It is possible to compute for each chemical trace a probability. That is, a stochastic transition

step in a chemical behavior induces a Discrete-time Markov Chain (DTMC).

Definition 2.7 (Discrete-time Markov Chain). Let ¢ € Qr be a chemical state. A Discrete-time
Markov Chain is defined as a stochastic process {S;} with i € N and Sy = q(, an initial chemical
state such that the following property holds for each q; € Qr:

PSr=q,15%=qy,-Sk-1=q) = P(Sk=0q,]|Sk-1=aqx).

In Def. 2.7, a DTMC models the probability for a chemical transition between two states to
occur. Namely, the probability to reach a target state via a chemical transition is dependent
only on its source state. Thus, along a chemical trace each transition step is independent of
each other, and a reaction type occurs with a probability that is governed by the quantities of
chemical species contained in each transition’s source chemical state and the reaction’s kinetic

constant. Thus, the following definition associates a probability to each chemical trace.

Definition 2.8. Let (qp, ((¢i,74,4), 1ti)1<i<k) be a chemical trace that we denote as 7. The
probability P(7 | qf) of the chemical trace T, knowing that the system starts in the initial chemical

state qp, is defined as ] p;.
1<i<k

Example 2.4. For example, the probability for the trace of Ex. 2.3 is: P(7 | (6,0,0)) = 0.08
(since 0.80-0.83-0.13-0.95-1 = 0.08).

Consequently, we have defined each of the mathematical objects we require to faithfully

represent all the stochastic behaviors of a reaction network. Indeed, our goal is to generate these
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6

5 1

4 ( 2
‘

Figure 2.1: The iterative scheme of the Gillespie next reaction method [17] for generting the
stochastic behavior of a reaction network. In the tail of step (1), the kinetic term of each reaction
in a system is computed at the chemical state ¢;. Accordingly, in (2), the activity of the system
is computed: Act(g;) = > eq1,... ny ki(qi). After which, (3) a loop condition verifies whether the
activity is null or not and proceeds accordingly. (4) If the activity is non-zero, the probabilities
for each reaction at state ¢; is computed. In (5), a reaction is chosen according to the underlying

distribution. Finally, in (6) the chemical state g; is replaced with ¢, (see Def. 2.6), and the loop
is repeated.

behaviors from a more formal description of reaction networks. For example, in Fig. 2.1 is an
iterative scheme, known as Gillespie next reaction method [17], that displays how the stochastic
behaviors of a reaction network may be generated. An overall goal is to be able to approximate
these chemical behaviors with the interval domain borrowed from the Abstract Interpretation
framework. More specifically, we would like to adapt our abstractions to faithfully approximate
an underlying stochastic transition system and further pinpoint the system’s dynamics, yet at a
lower level of representation. To do so, we use the stochastic transition system to re-introduce
probabilities to the resulting abstract transition system. Also, we will show that the replenished
abstract transition system can be used to assess the transition system of a corresponding logical

model.

2.2 Case Study I: The Birth and Death Model

In this Section and Sect. 2.3, we provide intuition for the type of abstractions we would like
to accomplish on stochastic reaction networks. Accordingly, our case studies include the birth
and death (BD) model (this Section) and a resource competition system (Sect. 2.3). In each
example, we will introduce the system’s reaction network representation, logical model, and a
formal model obtained from an instantiation of our framework. Further, we show how one can
propagate probabilities from a stochastic (concrete) transition system into the formal model;

and, how to use the latter model to assess the behaviors of a corresponding logical model.
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Directed graph Logical function Transition system
{0,1,2} — {0,1,2} zat) — xalt+1)
fo— z,—1 ifx,>1 0 — 1
S T, [ z,+1 ifz, <1 1 — 1
1 otherwise. 2 _ 1

Figure 2.2: A logical BD model. A directed graph (left) displays A as a self-regulator, while the
logical function (center) is derived to reflect the expected BD system behaviors. The transition
system (right) is the result of applying the logical function to a state x4 € {0, 1,2}, each
representing an interval of values of molecule A: low (0), medium (1) and high (2). Note that
the notion of time is discrete.

2.2.1 Reaction network

The BD system is characterized by two reactions having opposite behaviors. Both reactions are
given as follows:

ka

o) 2 A ry t A AL,

The reactions represent production and consumption events of molecules of A. The first reaction,
r1, is a birth event with kinetic constant k4, while the second, ro, is a death event with kinetic
constant k4. We denote as ¢ the chemical state of the system. The chemical state of the system
maps the components of the system to their copy numbers. In this model, A is the unique
component.

By assuming stochastic mass-action kinetics law, we can obtain the propensity k4 for the
production event and the propensity k4 - ¢(A) for the death event. Then, the transition proba-
bilities (see Def. 2.5) u1(q) and p2(q) that the next event is an instance of the reaction r; or an

instance of the reaction ro are defined as follows:

_ k _ _karq(A)
pi(q) = kAJrk;.q(A) and p2(q) = kAfkj,.q(A)-

Indeed, a probability for an event type is the ratio between its propensity and the sum of all
possible propensities for this system. We can observe that these probabilities are non-constant,

as the quantity of A, ¢(A), may vary.

2.2.2 Logical model

A logical model can be provided regardless of the exact structure of the reactions and the effective
values of the kinetic parameters. Following René Thomas’s principles [36], what matters is the
general trend for the evolution of the copy numbers of each kind of components. In our BD case
study, we can indeed distinguish three kinds of states: when the amount of A is such that the
state of the system is likely to be stable; when (below this amount) the quantity of A is likely
to increase; and when (above this amount) the quantity of A is likely to decrease.

These observations lead to the logical model that is described in Fig. 2.2. Firstly, a directed

graph summarizes the potential regulations (or dependencies) between the components. Here
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2.2. Case Study I: The Birth and Death Model

a self arrow on the component A stipulates that the component A auto-regulates itself. We
assume that the potential quantities of A are partitioned into three intervals, denoted as 0, 1,
and 2. They stand respectively for below the steady state (low / (0)), for around the steady state
(medium / (1)), and for above the steady state (high / (2)). Consequently, we derive a logical
function that reflects how the system is expected to evolve: below the steady state, the amount of
A increases; around the steady state, it remains constant; above the steady state, it decreases.
Then, the logical function induces a transition system that captures the integrated process.
Note, however, that at this level of abstraction stochastic fluctuations cannot be observed since
reversible interval transitions are not permitted. Thus, the BD logical model is capable of

capturing only the most expected behaviors.

2.2.3 Formal derivation of a coarse-grained model

Now that a logical model for the BD system has been proposed, we would like to compare its
behaviors to those obtained by a formal discretization. We use the same BD reaction network
and formally discretize its state space. Then we show that it is possible to restore information
on probabilities in this new model.

A common discretization method uses a non-overlapping interval schema. This means that
the state space of chemical values are partitioned into intervals that do not share any common
values. For example, in the logical BD model interval partitioning are qualitative states with
implicit meaning. We can obtain a similar representation in the formally derived model by
explicitly choosing a sequence of contiguous intervals (with no intersecting values, see Fig. 2.3).
It is worth noting that we expect this new model to cope with many more behaviors than the
logical model. Consequently, we obtain a non-deterministic abstraction of the BD transition
system. A question then rises as to whether these behaviors are consequence of the imprecision
of the formal abstraction, or whether they reveal important behaviors that are missing in the
logical models.

To answer this question, we use information about the stochastic behaviors of the reaction
network to recover the probabilities to navigate between intervals (see Fig. 2.4). More precisely,
when entering an interval, we compute the probability that the process will cross this interval or
go back to the previous one. It is worth noting that whether an interval is entered from below
or from above matters. So we duplicate each interval accordingly. We expect to observe the
convergence of the process towards the interval containing the steady state, which is a stable
behavior observed by a system. This is the main qualitative behavior of the reaction network and
it should be reflected in the discretized model independently of the choices of the discretization

intervals.

Given an interval with lower bound [ € N and upper bound u € N, we consider for every
chemical state ¢ such that | < g(A) < u, the probability P(q) such that the quantity of A will
reach the upper bound u before reaching the lower bound [, knowing that the system starts
in the state q. By reasoning on the potential BD events stemming from the state ¢ and their
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Figure 2.3: A non-deterministic macro-transition system of the BD system with non-overlapping
intervals. Each rectangle is a range of values for the molecule A and an edge is a transition from
a source to a target interval. Intervals are duplicated to distinguish whether they are entered
from below or above.
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Figure 2.4: The same BD macro-transition system of Fig. 2.3 refined with probabilities. Each
rectangle is a range of values for the molecule A and a labeled edge is a transition from a source
to a target interval. Intervals are duplicated to distinguish whether they are entered from below
or above.
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probabilities, we obtain the following relation:

0 whenever g(A) =1,
P(q) = 1 whenever q(A) = u,
u1(q)-P([A— q(A) +1]) + (1 — u1(q))-P([A — q(A) — 1]) otherwise.

As boundary conditions, the probabilities P([A + []) and P([A + u]) are set respectively to 0
and 1. The last case combines the contribution of two processes: the potential increase in the
amount of A with probability 1;(g) and the potential decrease with probability 1 — u1(q).

Finite unfolding of the previous recurrence relation converges to a lower bound on the proba-
bility P(q). In Chapter 6 we discuss how one can exploit recurrence relations to bound an exact
probability with an interval of probabilities. Yet, in the BD model, a closed form equation can
be derived (the proof can be found in Sect. 6.2.2). The probability P(q) is indeed defined by

the following equality:
_ Auax(q(A))

Pla) Aua(u)

(2.1)
where Auz(j) = <y, (HKSSSI (k‘,;‘—;'s», for each j € {u,q(A)}. We can use Eq. 2.1 to
compute the probability to reach first an upper (resp. lower) bound prior to a lower (resp.
upper) bound.

We show in Fig. 2.4 the macro-transition system that we derive this way. Underlying each
rectangular region are the dynamics stemming from the BD process with kinetic constants
ka = 20 and k4 = 1. Thus, the collection of intervals displayed are chosen in order to capture
the system’s steady state, which is the qualitative behavior of interest. Here, the system steady
state is when the quantity of the molecule A is equal to 20, or g(A) = 20; and, in this example
it is contained in the interval [20, +00[. Each macro-transition is composed of a source interval,
an edge labeled with a probability and a target interval. Note that each probability value is
exact thanks to Eq. 2.1. To trigger a macro-transition type, a BD event (birth or death) must
push the value ¢(A) through an interval upper or lower bound value. Thus, it is possible to enter
a target interval from below (via an upper bound) or above (via a lower bound). Intervals are
duplicated accordingly. The one on the left side of the transition system denotes those entered
from below and the one on the right side, those entered from above. Also the exact position
of the source (resp. target) of each macro-transition indicates from which border of the interval
the macro-transition starts (resp. ends).

We then want to observe whether the trend of the system will proceed upwards or downwards.
Since abstraction loses all information about the probabilities of individual reactions, we recover
them using Eq. 2.1. As a result, the probability to exit from the upper bound 19 when starting
from the value ¢(A) = 15 is equal to 0.27, and its complement 0.73 is the probability to exit from
the lower bound 15. Putting these pieces of information together results in the macro-transition
[15, 19[[% [10,14] in Fig. 2.4. Namely, after going up to the interval [15, 19][, the system has
a higher tendency to return to a lower interval. Note that this behavior is opposite in direction
to the stable interval [20, +oc[. Actually, the general trend of a majority of macro-transitions

opposes the direction of the interval containing the steady state point. Mainly this is because it
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Figure 2.5: An overlapping macro-transition for the BD system. The interpretation is similar
to the non-overlapping case in 2.4 with the exception that intervals overlap (denoted by a gray
region)

requires only one transition in the initial reaction network to go back to the previous interval,
whereas several ones are required to cross an interval entirely. Hence border effects give too
much importance to backwards macro-transitions.

To cope with this artifact of the abstraction, we introduce a minimal effort for the system
to perform fluctuations between consecutive intervals by using overlapping intervals instead. In
Fig. 2.5, we compute a macro-transition system for the same BD system as in Fig. 2.4 but with
overlapping intervals (overlaps are indicated in gray). The meaning of macro-transitions has to
be defined carefully: we consider a macro-transition between a first interval and a second one,
only when the system leaves the first interval (hence crossing the overlapping region). We adjust
the position of the source and target of the macro-transitions accordingly in the drawing.

Now, the stable interval is [14,23[. Starting from the value ¢(A) = 10, the probability to
exit from the upper bound 16 of the interval [7,16] is equal to 0.95 while the probability to
exit from its lower bound 7 is equal to 0.05. Consequently, we obtained the macro-transition
[7, 16[[%) [14,23[ which shows the tendency to move towards the stable interval. Similar
observations can be made about the other macro-transitions leading to the interval [14, 23].

We notice two major features from our overlapping interval design. Firstly, quantities of
molecule A contained in overlapping regions must surpass a buffer region to be able to go back
into the previous interval, thus limiting border effects. And, secondly, the general trend of
the system reflects a greater likelihood towards the stable interval which was not the case for
non-overlapping intervals.

Altogether, we show how our framework is capable of coarse-graining the behaviors emerging
from the BD reaction network using a more formal approach. Whereas discretization with non-
overlapping intervals was not enough to keep only the likely behaviors as done in the logical
models, the use of overlapping intervals introduces a minimal effort for the system to go back
after entering an interval. The result is an abstract transition system when unnatural behaviors
are assigned low probabilities, hence allowing to quantify the probability of the behaviors that

are neglected in the hand-written logical model.
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2.3 Case Study II: Model of Resource Competition

Now we shift gears to the second case study: the resource competition system.

2.3.1 Reaction network

The second case study is composed of two reactions:
7“1:A—>B T222Ak—c>c

where two chemical species, B and C are produced and each consume a common resource, A. In
reaction 71, a quantity of B is produced with a kinetic constant kp. In reaction r9, a quantity
of C' is produced with kinetic constant kc. The production of molecule B consumes a quantity
of A, while C requires two.

As in the first case study, we assume stochastic mass-action kinetics law to obtain the

kc-q(A)-Q(q(A)*l)

propensities kg -q(A) and for, respectively, the reactions r1 and . Consequently,

we derive a probability function for each reaction:

2-kg-q(A ko-q(A)-(qg(A)—1
1(0) = oy Hie Gy 20 2(0) = g s e o

Contrary to the first case study, this reaction system does not have reversible reactions and
the quantities of B and C are strictly increasing up to the point at which all resources become
depleted.

2.3.2 A logical model of competition for resources

As in the first case study, we can write by hand a logical model for this second example.
The property of interest is the competition between the production of the molecules B and
C. Namely, depending on the quantity of the resource A, either B or C is produced more
abundantly. When the quantity of A is under a certain value, the quantity of B increases more;
and when it is above this value, the quantity of C increases more.

Using this knowledge we obtain the logical model that is described in Fig. 2.6. The directed
graph shows different kinds of regulations. Firstly, A regulates B and C because it may be
consumed to produce them. Secondly, each component auto-regulates itself since whatever it
increases or decreases, its quantity at the next time step depends on the one at the current
state. Lastly, A auto-regulates itself negatively (since it is consumed to produce B and C'). We
can abstract quantities by Boolean values. Namely, the state is a triple of Boolean variables
(x4, 75,20) € {0,1}3, here 0 stands for low quantity and 1 for high quantity. The logical
(Boolean) functions are derived to capture the main feature of the reaction network. A gets
consumed, while either B or C is produced according to the qualitative abundance of A.

Several update policies exist to define the operational semantics. Our transition system is
derived by assuming the synchronous one, where the value of each chemical species is updated
at each time step. It induces the eight transitions that are described in Fig. 2.6. It is worth

mentioning that similar results can be achieved in the asynchronous mode by taking into account
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Directed graph Logical function Transition system
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Figure 2.6: A logical model for a system of resource competition. A directed graph (left) displays
how molecule B and C have a common regulator, molecule A. Moreover, each kind of molecules
auto-regulates it-self. Each logical function (center) is a Boolean rule which reflects the update
scheme for a given chemical species. They can take values in the domain 0, 1. The value 0
stands for low, 1 for high. The transition system (right) reflects the system dynamics from the
logical functions.
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mass preservation of invariants and using priorities [1]. The model indicates that starting with
a low amount of the molecule A, the system produces some B, but no C; whereas with a
high amount, the system produces firstly some C, then some B. One may wonder whether
more behaviors may occur in the underlying reaction system that have been discarded by the

simplification into a logical model.

2.4 A formally derived model of competition for resources

This motivates the formal discretization of the reaction network with overlapping intervals to
compare the behaviors of the so-obtained model to the ones of the logical model. Specifically,
we wonder whether our framework is capable of highlighting both main behaviors (production
of B, or production of C' followed by production of B), and provides low upper bounds for the
probability of behaving differently.

Firstly, in order to simplify the computation, we would like to eliminate the variable g(A)
which stands for the quantity of A in the system. We denote as ¢ € Qgr the chemical state,
which contains copy numbers of molecules A, B, and C. The system is constrained by the
following mass invariant ¢(A) = ¢,(A) — (¢(B) — ¢((B)) — 2:(q(C) — q5(C)), where ¢ stands for
the initial chemical state and is fixed once for all. We can safely replace each occurrence of the
variable ¢q(A) with the right hand side of this equality in any expression.

As in the first case study, the domain of values can be sampled into overlapping intervals.
This way, chemical states are gathered into rectangular regions (we are left with only two
dimensions since we have eliminated the quantity of A), that are called macro-states. Our goal
is then to derive some quantitative information about the macro-transitions in the so-obtained
discretized model. More specifically, when a chemical state enters a new macro-state, the goal is
to compute the probability that the system will cross the corresponding rectangular region and
exit along the same axis, or via the alternate axis. Note that when entering a new macro-state,
we do not know precisely the chemical state of the system. Thus, any potential position on the

entering side must be considered (e.g., the system may be arbitrary close to the corner of the
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rectangular region so that exiting the rectangle via the alternate axis may require only one step in
the concrete, see Fig. 2.7). In such a scenario, one may have to deal with several more fictitious
abstract behaviors that may impact the analysis of the underlying system. Consequently, in
order to retain a minimal effort strategy, we do not consider the next consecutive interval in
the alternate axis, but the subsequent one (see Fig. 2.8). For instance, when an event drives
molecule B into a new abstract interval, we consider as target goals the next consecutive interval
for molecule B and the next two consecutive abstract values for molecule C, since we do not
know precisely the concrete amount of C'. The initial macro-state receives particular treatment:
we can safely compute by which rectangular face a chemical state will exit, since the initial state
is known perfectly.

The general framework described in Chapter 6 provides for any pair of thresholds for the
quantities of molecules B and C' and for any chemical state ¢ € Qg, the probability that the
quantity of the molecule B reaches its threshold before the molecule C, and conversely. We
denote by [mp, Mp[ (resp. [mc, Mc[) an interval for the quantity of the molecule B (resp. C).
We introduce ngl(q) (resp. Pg%(q)) as the probability for a chemical state where the quantity
of B (resp. C) reaches the threshold Mp (resp. M¢) before that the quantity of C' (resp. B)
reaches the threshold M¢ (resp. Mp) when starting from a state with ¢(B) and ¢(C') instances
of the molecule B and C. Therefore, the probability Pfl (q) satisfies the following relation:

1 whenever ¢(B) = Mp,
ngl (@) = {0 whenever q(B) < Mp and ¢(C) = Mc, (2.2)
pi(q) - ngl (q') + p2(q) - ngl (¢") otherwise.

for every ¢(B),q(C) € N, such that mp < ¢(B) < Mp and m¢ < ¢(C) < M¢c. A similar
expression can be obtained for ng2 (¢) by switching the base cases for the alternate axis. First
two cases stand for the boundary conditions (where thresholds are reached) whereas the third
cases captures an increase in molecule B with probability p1(g) or C with probability ua(q).
In general, Eq. 2.2 can be computed exactly by means of inverting a matrix (or equivalently
solving a linear system of equations) or approximated, from below, by using a finite expansion
of the sequence of the powers of a sparse matrix. We derive and discuss this computation into
detail in Chapter 6. Here, since the quantities of the molecules B and C never decrease, the
recurrence relation can be solved exactly (up to rounding errors) in a finite amount of iterations.
In the logical version of the reaction network, the unlikely behaviors when C' is produced at
low abundance of A and when B is produced at high abundance of A have been discarded. We
thus test our framework in capturing a low upper bound on the probability of the corresponding
macro-transitions in the formal discretization of the underlying reaction network. As a result, in
Fig. 2.8, we computed a macro-transition system for two scenarios: when the copy number of A
is low (Fig. 2.8, left) or high (Fig. 2.8, right). As kinetic constant, we took kg = 20 and k¢ =1
and parameterize intervals to reflect the system steady state, which is again when ¢(A) = 20.
We tune the initial values go(A) respectively to 15 and 100. In Fig. 2.8, a rectangular region

represents a macro-state and is composed each of a respective range of values for molecules B
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Figure 2.7: A non-deterministic macro-transition system of the resource competition system
without a minimal effort system. In the first case (left), the initial amount of A is equal to 15
whereas it is equal to 100 in the second case (right). The states of both systems are related by
edges with one source and at least one target.
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Figure 2.8: The derived coarse-grained transition systems for different initial quantities of the
molecule A. In the first case (left), the initial amount of A is equal to 15 whereas it is equal to
100 in the second case (right). The states of both systems are related by edges with one source
and two targets, with the following meaning: upon entering a new state (the source), the range
of probabilities reflects the probability to reach a target before the other one.
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and C. A labeled edge connects a source macro-state to a target macro-state. Each time, a
dashed edge, that describes an increase in the quantity of the molecule B, competes with a solid
edge, that describes an increase in the quantity of the molecule C.

Let us take an example by considering, in the first scenario, when go(A) = 15, the sequence
of chemical reactions that starting from the initial state (where ¢(B) = 0 and ¢(C) = 0)
drives the system out of the region ([0, 5[, [0,5]) into the region ([3,11],[0,5]). To recover
the probability for this macro-transition, by Eq. 2.2 we can compute the probabilities to reach
each next target macro-state. As such, the probability to exceed, from the initial state, the
upper bound ¢(B) = 5 (resp. upper bound ¢(C) = 5) first is equal to 0.94 (resp. 0.05). The
remaining 0.01 probability corresponds to the case where the system reaches the state where
q(B) =5 and ¢(C) = 5 (that is to say that the molecule A is completely depleted before having
left the initial macro-state). This describes precisely the directional tendency of the behavior
of the underlying reaction network. Combining these elements results in the macro-transition
([0, 5[, [0,5]) 094, ([3,11],]0,5]) (indicated by a dashed edge on the left in Fig. 2.8). Given
a low resource environment, this macro-transition highlights the tendency towards a regime
where the molecule B is created abundantly. Additionally, macro-transitions towards creation
of the molecule C either occur with low probability or are not possible due to limited resources
(indicated by red crosses).

In the second scenario (Fig. 2.8, right) we tune the initial resource pool to ¢o(A4) = 100
and retain the same kinetic conditions. We immediately observe that there are many more
macro-transitions than in the first scenario, a consequence to the abundance in the common
resource. As an example, we detail the computation for the bounds on the probability of the
macro-transition ([0, 5[, [3,10]) — ([0, 5[, [8C, 15C), when the region ([0, 5[, [3,10]) has been
entered from below (i.e. by increasing the abundance of C'). Before starting any computation, it
is worth noting that when entering the region ([0, 5[, [3, 10]) from below, ¢(B) ranges arbitrarily
between 0 and 5, while ¢(C') is equal to 6. Thus in the computation of the probabilities of macro-
transitions we have to consider any potential value for ¢(B) between 0 and 5. Then we compute
the minimal probability that the quantity of the molecule C' exceeds 10 before the quantity
of the molecule B exceeds the quantity 11. By applying Eq. 2.2, we obtain 0.99 it is indeed
obtained when entering the region for ([0, 5[, [3, 10[) with the state [B + 5, C' — 6], the maximal
probability that we obtain is 1.00 (when entering this region with the state [B +— 0,C + 6]).
Indeed the value is not exactly 1 but it is conservatively rounded to 1 because of floating point
arithmetics. This highlights that the molecule C'is abundantly created with very high probability
at the begin of the system execution, and then eventually some B is synthesized.

Reflecting on the two scenarios, it becomes clear that one can bound accurately the proba-
bilities on the likelihood for macro-transitions. Our coarse-graining approach has the following
benefits. Firstly, our framework provides a means to compute lower and upper bounds on the
probabilities of the transitions between macro-states by formally relating the semantics of re-
action networks to its abstract counterpart. Hence providing formal confidence in the formally
derived discretized models. Secondly, by enforcing a minimal effort for the system to perform

any transition between macro-states, we were able to observe the expected dynamics, the same
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Or x (Tr x [0,1])* (chemical traces)
Or x{ri|1<i<n}x Qg (chemical transitions)
Or (chemical states)
Vr,N,R (chemical variables, values, reaction networks)

Figure 2.9: The hierarchy of the mathematical objects, each containing chemical information,
that we require to characterize the stochastic behaviors of a reaction network.

as in the logical model but without relying on arguments on concentration- and time-scale sep-
aration. This has been obtained by twisting the abstraction function instead. This way, the
interpretation of the behaviors of the abstract model is less intuitive, but it is still rigorously
formally specified. Finally, it is possible to assess the validity of logical models by providing
upper bounds to the probabilities of the transitions that has been discarded during the modeling

process without any formal justification.

2.5 Conclusion

Accordingly, in this section we derived all the (concrete) mathematical objects we require to
describe the behaviors of a stochastic reaction network (Fig. 2.9). Within each object is infor-
mation regarding the quantity of chemical species and their relations among each other which are
drive by the reactions involving one another. Additionally, we compute the likelihood of these
reactions to occur, which give rise to the stochastic transition systems we focus on throughout
the manuscript.

In Chapter 3 we shift gears and define our mathematical toolbox that will be used to coarse-
grain the behaviors of a reaction network. That is, we introduce the set properties, functions,
and relations between concrete and abstract domains that will permit us to traverse between

varying levels of information of a reaction network and further highlight properties of interest.
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Objectives
In this Chapter, introduce our mathematical toolbox that will allow us to relate
concrete and abstract sets of information; and, the minimal structures we require to
traverse between these set types.

Contents
3.1 Sets and set properties . . . . ... Lo e 33
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3.1. Sets and set properties

3.1 Sets and set properties

We begin by introducing several notions regarding sets and the operations to combine them. A
set is an unordered collection of non-repeated elements. They are usually denoted as a list of
elements, separated by commas, and enclosed by curly brackets. For example, D = {2, —4,—1,5}
is an example of a set denoted D that contains four elements. To count the amount of elements
in a set, one can compute its cardinality |D| = 4. A set that contains zero elements is denoted ().
If an element belongs to a set then we use the symbol € to denote set membership, otherwise we
use ¢. For example, —1 € D and 4 ¢ D are true statements. Additionally, one can filter in a set
elements that possess an intrinsic property (or hypothesis). For example, the set {s € S| H(s)}
is composed of the set of elements s from a set S that hold the property H(s). A specific example
is D' = {d € D | d > 0} which contains the set of elements from D that are positive: D" = {2, 5}.
It is possible to compound properties with a variety of logical mathematical operators: A (AND),
V (OR), = (equal), to name a few. Further, D’ is said to be a subset of D which can be written
as D' C D. The powerset is a set containing all the possible subsets of a set D, and is denoted
(D). We will also use well known number sets such as the set of real numbers, integers, and
natural numbers which are denoted, respectively, R,Z, and N.

We can perform operations over sets of elements. For example, the intersection of two
natural number sets O; and O] is the set that contain only those elements present in both sets:
O1N0O; ={0oeN|oeO; NoeO)}. the set union O UO; ={oe N|oe€ O;VoeO;}is
composed of all elements that are present in at least one of the two sets. The complement of a
set O for some universe U is Of = {o e N|oe U No & O1} or Of =U\ Oy by the set difference
operator \. A cartesian product of the sets O; and O] is a set composed of ordered pairwise
components from each set: O; x O] = {(0,0') e NxN|oe€ O; Ao € O1}. A more specific

example follows.

Example 3.1. Let us take the cartesian product between two integer sets G = {—2,—3,4}
and S = {0,5}:

GxS = {(-2,0),(-2,5),(-3,0),(—3,5),(4,0),(4,5)}.

More generally,

OXOX...XO:{(Ol,OQ,...,Og)ENE|01€O/\02€O/\.../\0560}

{—times

can be expressed as O and is a set composed of sequences of length ¢ € N. Indeed, an element
of O' is usually written as (0¢)een where oy is the /—th element of the sequence.

We will also use pervasively functions to transform objects. A function f : X — Y maps
each element x in the domain X to the element f(x) in the co-domain Y. When the domain

and co-domain of a function are the same, then the function is referred to as an operator. The

33



Chapter 3. Mathematical basis for building a coarse-graining framework

symbol o denotes a composition between two functions. For example, a composition between
the two functions g : W — Z and h : X — W is denoted as g o h. Note that the co-domain of
h has to be equal to the domain of g. Certain functions also retain specific properties, and we

will derive these on demand.

3.2 Distances and projections between sets of elements

In the following collection of definitions, we define a variety of functions that can either manip-
ulate, assign, or provide a metric among and between sets of elements. For example, the first
of a collection of functions we will define pertains to a decomposition of a component value in

a sequence onto its coordinate.

Definition 3.1 (Orthogonal projection). Let V be a finite set of variables. The orthogonal

projection on a component v € V is defined as:

N = N
Ty =
(pv)vEV = o

In Def. 3.1, the domain and co-domain of 7, is, respectively, the set of ordered sequences,
each of length |V|, and the set of natural numbers. Thus, an element of NV can be decomposed
on each of its components by using the respective projections. projection is a decomposition of

a |V|—dimensional sequence of values onto the value in the v—th dimension.

Example 3.2. Let {w, z} be the finite set of variables and z,,, z, € N be two natural num-
bers such that (z,,x.) € N{w:2} is a two-dimensional coordinate. The orthogonal projection

of the natural number pair onto the w—th dimension is 7y, (Zy, T2) = Typ-

We can immediately extend the notion of orthogonal projection over sets of sequences.

Definition 3.2 (Set extension of the i-th coordinate). Let V be a finite set of variables. The
orthogonal projection of a set of sequences onto a set of values in component v € V is defined
as:
p(NV) — p(N)
X = {ml(p) [ pe X}.

Ty =

In Def. 3.2, the domain and co-domain of the function 7,, respectively, is a powerset of a
set of sequences and a set of elements. Thus, 7, inputs a set of sequences and outputs a set of
values whose value in the sequence has been orthogonally projected in the dimension v € V.

The next function we would like to define is a distance metric between elements belonging

to a set.
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Definition 3.3 (Gaussian distance). The Gaussian distance between point pairs is:

N xNY — R

diStNVXNV = (.CC, .CL‘/) s Z(m,(ﬁ) - Wv(x/))2‘
veV

In Def. 3.3, the domain and co-domain of the function distyv v is, respectively, a set com-
posed of paired natural number sequences and the set of real numbers. A distance computation
between paired sequences is done by taking the squared sum of the difference between each
respective component values obtained from their respective orthogonal projections. In Sect. 5
we will use the distance function pervasively to compare the position of overlapping intervals.
Indeed this will allow us to determine which interval is nearest when, and if, a sequence of
values exit from one into another. Actually, the next definition will help us to make these type
of computations, as the objects we consider distances between are products of sets containing

each a range of values. These result in sets with are convex.

Definition 3.4 (Convex sets). Let X is a set of natural numbers. The set X is convex if and

only if one of the following assertions is satisfied:
1. X =0;
2. 3z, 2’ € N such that X = {n e N |z <n < z2'};
3. or, 3z such that X = {n e N |z <n};

We introduce few notations for non-empty convex sets of natural numbers. The bounded non-
empty convex set {n € N |z <n <2’} is usually written as [z, 2] or, equivalently, [z, 2" + 1],
whereas the unbounded convex set {n € N |z < n} is written as [z, +oo[.

In the following definition, we define the projection of an element onto a set.

Definition 3.5 (Projection onto a set). Let X C N be a non-empty convex set of elements and

z,y € N be two natural numbers. An element y is a projection of x onto X if and only if:
1. ye X;
2. and, Vy' € X, distyy v (y — x) < distyv v (y — ).

In Def. 3.5, the one-dimensional projection of an element onto a set is an element in the set
nearest to the one projected. By nearest, we refer to the distance between two elements that
retains the smallest value. In the following lemma we show that the one-dimensional projection

of an element is unique.

Lemma 3.1. Let Y be a non-empty convex set. Let x € N. Then x has a unique projection on

Y.

Proof. Let Y be a non-empty interval. Let x € N.
We make the proof of Lemma 3.1 by disjunction of cases, depending on whether = is smaller

than the elements of Y, en element of Y, or greater than the elements of Y.
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1. In the case where Y is of the form [m, M] or [m,+oo[, with = < m.

Let us prove that m is the projection of x onto the set Y.

(a) By definition we have m € Y.
(b) Let 2’ be an element of Y\ {m}.
We have: m < 2/

Thus, z < m < 2.

That is to say that |z —m| < |z — 2|

We can conclude that x has a unique projection on the set Y and that this projection is
equal to m.

2. In the case where Y is of the form [m, M], with =z > M.

(a) By definition we have M €Y.
(b) Let 2’ be an element of Y \ {M}.
We have: 2’ < M.
Thus, ' < M < x.
That is to say that |z — M| < |z — 2/|.

We can conclude that x has a unique projection on the set Y and that this projection is
equal to M.

3. The third case where x € Y.
We have z € Y and |z — z| = 0.
Moreover, for any other element 2’ in Y, we have |z — 2’| > 0.

Thus, = has a unique projection on the set Y and that this projection is equal to x.

O]

We denote as projy(x,Y’) the projection of = onto the non-empty convex set Y.

Accordingly, we define a special kind of convex sets that we refer to as boxes.

Definition 3.6 (Box). Let V be a set of variables. A box B in [1,n]Y can be defined either as

the empty set or as the Cartesian product of some non-empty bounded conver sets. That is to
say that:

B = ] [mu M]

veY

where (My)pey and (My)yey are two n-tuples of elements in NV such that for every v in V, the
property m, < M, is satisfied.
The set of all the boxes in [1,n]Y is denoted Box([1,n]")

Projections can also be performed over non-empty boxes.
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Definition 3.7 (Sequence Projection). Let B be a non-empty box. Let u,b € NY. We say that

b is a projection of the element u on the set B if and only if:
1. be B;
2. and, Vb’ € B, distyy v (u — b) < distyy v (u —1b).

Here, Def. 3.7 is similar to 3.5 with the exception that the operations are done over many
components. In the following lemma, we show that a box set membership is preserved under

orthogonal projection.

Lemma 3.2. Let V be a set of variables. Let Y be a box in Box([1,n]Y). Let u € NY. Then:
ueY <= YweV m(u) em(Y)
ueY < YweV,beY, mu)=m(b).

Proof. Let Y be a box in Boz([1,n]Y).
Let u € NY.

1. If Y is equal to the empty set.

(a) The property u € Y is false.
(b) Let us prove that the property Yv € V, m,(u) € 7,(Y) is also false.

Let v be an element in V (which is non-empty).
The set 7,(Y) is empty (since Y is empty).
Were x an element of 7,(Y),
there would be an element y € Y such that: x = m,(y),

which is absurd, since Y is empty.
Thus 7, (u) ¢ 7,(Y).
(c) Let us prove that the property Vv € V,Jy € Y, m,(u) = m,(y) is also false.

This is the case because V is non-empty while Y is.

2. If Y is non-empty.

By definition 3.6, we can introduce two n-tuples (my)yey and (M, )yey of elements in Z*
such that m, < M, for every v € V and:

Y = []Imw. M,].

veY

Thus we have: [m,, M,]| = 7,(Y") for every v € V.
Moreover u can be written as (uy)yey with u, € 7% for every v € V.

Indeed, u, = m,(u) for every v € V.

(a) ueY =VveV, mu) en,(Y).
We assume that u € Y.
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It follows that: (uy)yey € H [my, My].
veY
Thus, for every v € V, u, € [my, M,].

Thus, for every v € V, m,(u) € 7,(Y).
(b) ueY «vVveV,m(u) € my(Y).
We assume that Vv € V, m,(u) € m,(Y).
Let v e V.
By assumption, we have: m,(u) € (V).
It must follow that: w, € [my, M,].

Thus, (UU)UGV € H [[mva Mv]]
veY

That is to say, u € Y.
(c)ueY=YweV,FyeY mu) =my)
We assume that u € Y.
Let ¢ be an element in V.
We know that v € Y and by extension, m,(u) = m,(u).
Thus, there exists an element y € Y such that m,(y) = m,(u).
(d)vueY<YweV,JyeY, m(u) =my)
We assume that Yo € V, 3y € Y, m,(u) = my(y).
Let v e V.
Let, Jy € Y, 7, (u) = myp(y).
Let y € Y such that 7, (u) = m,(y)

Since Y = H [y, M,], we have: m,(y) € [my, My].
veV
So my(u) € [my, My].

That is to say u, € [my, M,].
Thus for every v € V, u, € [my, M,].

Since u = (uy)yey, we can conclude that u € H [my, My].

veY
That is to say that u € Y.

O

Further, we show that when an element in NV is closer to an element than another one, then

it is necessary also true for at least one coordinate.

Lemma 3.3. Let u, v, u” € NV. Then:
Yu, u',u" € NV,
distyy v (u, v') < distyy oy (u, v”) = Jv € V, |y (u) — 7y (W)] < |7y (u) — 7y (u”)].

Proof. Let u,u’,u" € NY such that distyy (v (u,u') < distyy sy (u, u”).
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3.2. Distances and projections between sets of elements

By definition, we have:

> (mo(a) = mo(dfn)? <[> (molaf) — mu(ghr))?

veY veY

Since both hand sides are non negative, we can conclude that:

Z(m}(qﬁ) —m(g*1)? < Z (mo(q®) — mo(giim))?.

veY veY

Then by compatibility of the sum, it follows that there exists an element v € V such that:
(o (1) = mo())? < (mo(u) — mo(u)).

Let ¢ be an element in V such that:
(o (1) = o ())? < (mo(u) — mo(u))?.

Then, since /. is monotonic, we have:

Vo) = mo())? < /() — o (u))2.

That is to say:
|7 (u) = o (W)] < 7o (u) — m(u”)].

We conclude that there exists v € V such that:
|7y (u) — 7"1}(“/)‘ < |my(u) — Wv(u”)’-
O

By reasoning on Lemmas 3.2 and 3.3 leads to the following proposition showing that the

projection of a sequence onto a box is unique.

Proposition 3.1. Let Y be a non-empty box in Box([1,n]Y). Let u € NV. Then,

1. u has a projection on Y ;

2. and, proj(u,Y) = (proj(my(u), Ty (Y)))vey-

Proof. Let Y be a non-empty box in Box([1,n]).
Let u € NY.

1. Let us prove that (proj(my(u), 7 (Y)))vey € Y.
Let v e V.
By Def. 3.5, we know that proj(m,(u), 7,(Y)) € 7, (Y).
Let us recall that 7,(Y) = [my, M,].

39



Chapter 3. Mathematical basis for building a coarse-graining framework

So proj(my(u), 7y (Y)) € [my, My].

Additionally, we know that YV = H [my, M,].
veVY

Thus, (proj(my,(u), 7y (Y)))wey € Y.

2. Let us prove that for any element y € Y, we have
distyw v (U, (proj(my(u), Ty (Y)))vey) < distyy oy (u, y).

Let y be an element of Y.

By contradiction, let us assume that:
distyy v (U, y) < distyy v (u, (proj(my(w), 7y (Y)))vey).

Recall by Lemma 3.3, Jv € V, |7, (u) — m(y)| <

|70 () — mo ((proj(my (u), 7o (Y)))vev)|
Thus, there must be an v € V such that:

‘ﬂ'v(u) - Wv(y)’ < |7rv(u) - ﬂ'U((pTOj(ﬂ'U(U), 7T'v (Y)))UEV)|
Yet, y € Y. It follows, by Def. 3.2 that m,(y) €m, (V).
This is absurd by Def. 3.5.

It follows, by Def. 3.5 that v has a projection on Y and that this projection is indeed the
element (proj(m,(u), 7, (Y)))vey. O

At this point we have carefully defined the necessary computations we require over sets to
design our coarse-graining framework. In Sect. 3.3, we will define a particular set that will
permit us to perform coarse-graining and highlighting certain features belonging to an ordered

set of interest.

3.3 Posets and poset properties

We would like to begin by introducing a minimal structure to compare elements in a set: partially

ordered sets.

Definition 3.8 (Partially ordered sets). A partially ordered set (or, poset) over a set P is a

binary relation £€ P x P between elements in the set P that is:
1. reflexive: Vp € P,p C p;
2. anti-symmetric: Vp,p' e PLpCp Ap Cp = p=1p/;
3. and, transitive: Vp,p',p" e PbpCp ANp Cp” = pCp”
In such a case, a poset is denoted (P,C).
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3.3. Posets and poset properties

{2,3,7}

/N
{2,3} {2,7} {3,7}
X X
NI

Figure 3.1: The Hasse diagram for the powerset of A = {2,3,7}.

{2} {7}

A poset is a set with a binary relation. This relation may have certain properties. We would
like a notion of compare pairs of elements in a set, thus the three poset axioms describes one such
particular order. In our context, a poset carries information with varying degrees of precision.
Namely, in the context of a powerset ordered by inclusion, the cardinality of a poset reflects
this degree of precision such that the poset with a smaller number of elements (or, solutions) is

deemed more precise.

Example 3.3. In Fig. 3.1 is a Hasse diagram for the powerset of A = {2,3,7}, which is
an example of a partial order by set inclusion. Each node of a Hasse diagram is an element
belonging to p(A), and each edge (read from bottom to top) connects two sets that are
ordered by C. Two elements that are partially ordered in a poset can provide information
regarding precision. For example, in the following sequence {2} C {2,3} C {2,3,7} of the
Hasse diagram the subset {2,3} is more precise than {2,3,7} and less precise than {2}.
Indeed, a set denotes the potential values for an element. Hence, knowing that an element
x € {2,3} is more precise than knowing that x € {2,3,7}.

In a poset, it is possible to extract elements which possess a particular property such as

upper and lower bounds of a subset and, respectively, the least and greatest one.

Definition 3.9 (Upper bound). Let X C P. u € P is an upper bound if Vo' € X, 2’ C u. The
set of upper bounds of X is denoted XY.

Definition 3.10 (Lower bound). Let X T P. | € P is a lower bound if Vo' € X,l C 2’. The
set of lower bounds of X is denoted X*.

Definition 3.11 (Least upper bound). Let XY T P. An upper bound w € X" is a least upper
bound if Vu' € XY u Cu'.

In the following proposition, we want to show that if a poset has a least upper bound, then

this element is unique.

Proposition 3.2. Let X C P. If w and z are least upper bounds of the set X, then w = z.
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Proof. Let w and z be two least upper bounds of the set X.
By Def. 3.9, w, z € XY,
By assumption, w is a least upper bound, thus w C z.
Also, z is a least upper bound, thus z C w.

By the anti-symmetry axiom of posets, w = z. O

If it exists, the least upper bound for a set X’ is denoted LX and is also called the join.
We would like to accomplish the same task and characterize the greatest lower bound of a

poset.

Definition 3.12 (Greatest lower bound). Let X* T P. A lower bound | € X* is a greatest
lower bound if VI' € X*,I' C 1.

Proposition 3.3. Let X C P. If w and z are greatest lower bounds of the set X, then w = z.

Proof. Let w and z be two greatest lower bounds of the set X.
By Def. 3.10, w, z € X~.
By assumption, w is a greatest lower bound, thus z C w.
Also, z is a greatest lower bound, thus w C z.

By the anti-symmetry axiom of posets, w = z. O

If it exists, the greatest lower bound for a set X is denoted MAX and is also called the meet.
Given an arbitrary poset, Defs. 3.9 and 3.10 describe for any subset of this poset, respectively,
a set of lower and a set of upper bounds; however, these elements may not necessarily bare set
membership to the subset. Among the upper bounds, there may exist a least one (Def. 3.11).
Similarly, among the lower bounds, there may be a greatest one (Def. 3.12). The proofs of
Prop. 3.2 - 3.3 characterize that the least upper bound and greatest lower bound of a set are,

when they exist, unique elements.

Example 3.4. We compute an example of the join and meet for the poset in Fig. 3.1.
In this Hasse diagram, the set of upper bounds for the elements {2} and {7} is AY =
{{2,7},{2,3,7}}. By Def. 3.11, the join for these two given elements is UXY = {2, 7}.
Respectively, for the two elements {2,3} and {3,7} the set of lower bounds is X* =
{0,{3}}. Note that () is a member of any set. By Def. 3.12, the meet is MX* = {3}.

Example 3.5. Let A ={2,3,7}. We will look at a second example of a poset where a join
may not exist.
The set p<2(A) = {Y C A||Y] <2} has no join operator. Infeed, a subset of it has a

join only if it contains at most one element. In such a case, it is its own lub.
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3.3. Posets and poset properties

Example 3.6. We consider a third example of a pair of elements with upper bounds, but
no join. We consider the set A = Z U {—001, 002}, with the relation R that is defined as

xRy if and only if one of the following three properties is satisfied:
1.z =y;
2. z,y € Z and x < y;
3. y€Zand x € {—001, —002};

Intuitively, integers are ordered usually. Moreover, the elements —oo; and —oog are two
incompatible copies of the minus infinity element. Hence the two elements —oo; and —oo9

are bounded by any number, but they do not have a least upper bound.

Interestingly, the powerset of any arbitrary set (including the one in our example), benefit
from the existence of a join and a meet for any subset belonging to the powerset. This type of

structural feature forms a special type of poset called a complete lattice.

Definition 3.13 (Complete lattice). A complete lattice is a poset (P,C,U,M,0, P) such that

each P' C P has a least upper bound and a greatest lower bound.

Our efforts are geared towards using complete lattices. For example, in Chapters 4 and 5 we
will use complete lattices during the abstraction process to highlight the type of imprecisions
that can occur when one abstracts a concrete element into an abstract one also to coarse-grain
the stochastic transition system for reaction networks. Actually, a useful complete lattice that
we will use pervasively is the powerset domain.

As discussed previously, the powerset domain is a poset made of subsets ordered by the
inclusion operator and expresses a useful mathematical structure to interrogate for information.
For example, the example in Fig. 3.1 forms a complete lattice: (p(A),C,U,N,0, A). The ex-
istence of a join and meet for each part of the powerset provides the ability to coarse-grain
information at varying scales of (more or less precise) information. For example, in the case of
reaction networks, we can check which values of chemical species belong to a region of interest,
which can reflect a region where chemical behavior for the system is thermodynamically favor-
able. Thus, this ability to coarse-grain will be very useful during the process of abstraction in
order to pinpoint general dynamical trends in a coarse-grained context rather than in the actual
transition system, which can prove to be more cost effective. Thus, one can design a syntax to
symbolically represent precise features present in certain sets and further build a semantics to
automatically extract this information from a complete lattice.

In Sect. 4, we will introduce a generic concrete and an abstract semantics to demonstrate
how it is possible to utilize complete lattices to highlight interesting features for an arbitrary
transition system. This is accomplished by building the necessary mathematical objects to
describe a concrete and abstract generic transition system and then build relations between

sets of respective concrete and abstract elements and for each mathematical object. The goal,
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thus, is to parse from the collection of sets of element information which can reveal interesting
information about each transition system.

In the following collection of definitions, we will show how one can constructively build
relations between concrete and abstract elements. We consider until the rest of the chapter two

sets of elements C and D.

Definition 3.14 (Galois connection). A Galois connection between the powerdomains (p(C'), Q)
and (p(D), <) is a pair of functions o : p(C) — (D) and v : p(D) — o(C) such that:

VX € p(0),Y € p(D),X CH(Y) <= a(X)CY.

A Galois connection is typically represented as (p(C), C) % (p(D), Q).

«

In Def. 3.14, a Galois connection provides two representations between sets of elements
belonging to two different domains: a concrete and an abstract one. Thus, a Galois connection
provides a method to tunnel between sets of concrete and abstract elements. More specifically,
the left-hand side of the equivalence in Def. 3.14 compares sets of concrete elements. Here, a
concrete set of elements X is compared to a concretized set of abstract elements (YY) with a
set inclusion operator. Two interpretations arise from this comparision: (i) the concrete set
X is more precise than the concrete set y(Y), and (ii) Y is an abstraction of the set X. The
second interpretation is often referred to as soundness, namely that each concrete element in a
concrete set is accounted for in the concrete representation of a corresponding abstract set (e.g.,
Ve € X = x € y(Y)). The right-hand side of the equivalence in Def. 3.14 compares sets
of abstract elements. The interpretation is similar to the concrete case. That is, an abstract
representation of a concrete set X, a(X), is more precise than a comparable, sound abstract
set Y. Thus in a Galois connection, a(X) is an abstraction of the set X and among all the
abstraction of X it is the most precise.

It is often useful to build for each element described in a semantics a Galois connection.
This way, one ensures any computations done in one domain can be preserved in the other.
For practical purposes, it may be useful to perform some computations in the abstract domain,
which can be further refined on demand by reasoning in the concrete domain.

As an example of how to establish a Galois connection, we will derive a relation between
sets of concrete and abstract elements. The first step is to derive an abstraction function that

will traverse from a concrete domain to an abstract domain.

Definition 3.15 (Generic set abstract function). The abstraction function maps a concrete

element to an abstract element as:

C — D

cC = a

In Def. 3.15, the domain and co-domain of 3 is, respectively, a set of concrete elements C
and a set of abstract elements D. Thus, the abstraction function is responsible for mapping a

concrete element ¢ € C to a sound abstract element (c) € D.
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3.3. Posets and poset properties

Now, we lift this notion to sets of concrete elements to obtain sets of abstract elements.

Definition 3.16 (Set abstraction). The abstraction of a set of concrete elements to a set of

abstract elements is:

D I p(D) (3.1)

X = {B(c)eD|ce X}

In Def. 3.16, the domain and co-domain of « is, respectively, powersets of a set concrete and
abstract elements. The function « will therefore take as an input a set of concrete elements and
lift 5 onto each concrete element in the input set. The consequence is a set of abstract elements
each over-approximating of its concrete counterpart. This is accomplished for all concrete sets,
which leads soundness of all possible concrete elements.

Respectively, we can proceed in the other direction in order to traverse from sets of abstract

elements to sets of concrete ones.

Definition 3.17 (Set concretization). The concretization of a set of abstract elements to a set

of concrete elements is:

e~ o(C) .

Y +— {ceC|pc)eY}

In Def. 3.17, the domain and co-domain of v are reverse to Def. 3.16 and is, respectively,
powersets of a set of abstract and concrete elements. Accordingly, this concretization function
will input an abstract set and return a concrete set whose elements have the property that
its abstraction belongs to the input set. Note that since each abstract element is an over-
approximation of a concrete element, then the concrete set may contain several more solutions

than a native concrete set.

Example 3.7. We consider the abstract domain D is the set of intervals
{10,4[, [5,9[, [9, +o<[} and the abstraction function § : N — D that maps each natural
number x € N to the unique interval I in D such that x € I.

For example, abstracting the value 5 gives 5(5) = [5,9]. We say the interval [5,9[ is a
sound abstraction of the value 5.

We now consider the abstraction function o and the concretization function ~ that are
induced by the function 3, as in Defs. 3.16 - 3.17. The abstraction of the set of natural
numbers {3,8,9} is a({3,8,9}) = {[0,4[, [5,9[}. Concretizing this abstract set leads to
~({[0,4[, [5,9[}) = [0,9]. Indeed, [y o «]({3,8,9}) refers to the abstraction process of the
concrete set {3, 8,9} and incurs a loss of precision. That is, {3,8,9} C {x e N| 0 <z < 9}.

Loss of precision incurred by an abstract analysis is discussed extensively in Chapter 4.

In the following proposition, we will show that « in Def. 3.16 and v in Def. 3.17 form a

Galois connection with respect to the abstraction function g in Def. 3.15.
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Proposition 3.4. Let C be the set of concrete elements and D be the set of abstract elements.

Then the function pair o and v form a Galois connection.

Proof. By the definition of a Galois connection, we have:
VY € p(D), X € p(C), X CH(Y) <= a(X)CY.

(<) Assume that a(X) CY.
Take ¢ € X to be a concrete element.
By assumption, we know that «(X) C Y and 8(c) € a(X).
So, B(c) €Y.
Thus, c € {ce C| B(c) € Y}
So, c € v(Y).

(=) Assume that X C ~(Y).
Take a € a(X) to be an abstract element.
There exists a concrete element ¢ € X such that a = f(c).
There exists a concrete element ¢ € y(Y) such that a = §(c).
Let ¢ € v(Y') be a concrete element with the property a = §(c).
We have f(c) € Y.
So,a €Y.

O

Recollecting this information, we show how one can build a Galois connection between sets of
concrete elements and sets of abstract elements, although not all Galois connection can be built
this way. In Sect. 4 and Sect. 5 we build Galois connection between various sets of concrete and
abstract elements. The overall goal is to ensure that the abstractions we incur on each concrete
element is sound. Additionally, we build a hierarchy of concrete and abstract semantics by
building on each abstraction of a concrete element such sound-approximations from the simplest

concrete element.

3.4 Conclusion

In this Chapter we devoted attention to introducing the mathematical toolbox used throughout
the duration of the manuscript. In particular, we place an emphasis on the use of posets in order
to provide a structure that would permit us to extract pertinent information about a system of
interest. In addition, we introduced an important relation between two domains: the concrete
and the abstract domain. This can be accomplished by establishing a Galois connection between

two domains.
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3.4. Conclusion

We will see in Chapters 4 and 5 that we use extensively the structures introduced in this
Chapter in order to analyze generic transition systems and chemical transition systems. To
do so, we derive the necessary concrete and abstract objects that allows one to design an ab-
straction system on a concrete system. Further, by establishing correspondances between the
two aforementioned system it will become clear that the former system can be used to address

similar questions at a lower level of representation than in the latter one.
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Chapter 4

An Abstract Domain with Non-overlapping

Intervals
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Objectives

In this Chapter, we detail the classical interval framework of Abstract Interpreta-
tion which uses non-overlapping intervals. A major focus is given to the design
of a generic abstract transition system, which is derived from a concrete transition
system. In particular, a special emphasis is given to the analysis of the obtained non-
deterministic abstractions resulting from the abstraction process. After, we conclude
with two case studies using this classical framework.
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Chapter 4. An Abstract Domain with Non-overlapping Intervals

As we have previously mentioned, Al is a technique used in the approximation of mathemat-
ical structures by varying levels of granularity. The Al framework owns a collection of abstract
domains which aim at abstracting object types with several approximation strategies. For ex-
ample, an abstract domain that we will focus on pervasively is the interval lattice domain [10]
to over-approximate numerical values with an interval representing a range of values. For an
in-depth understanding of the tools of AI, the reader is referred to [33] and [11]. For now, a
focus is given to building abstract notions for a specific case of an arbitrary transition system
abstracted by means of non-overlapping intervals.

Generally, an abstract transition system is generated from a specified abstract semantics. An
abstract semantics is composed of a collection of mathematical, abstract objects that permit one
to automatically abstract a corresponding concrete semantics. This abstraction represents which
is the concrete counterpart to the abstract semantics. Yet, a difficult task remains in the design
of an appropriate approximation scheme to highlight certain behaviors of interest. Additionally,
the abstract transition system can introduce unwanted fictitious behaviors due to a loss of
precision. We will also take the opportunity to discuss how this imprecision arises and how it
can be dealt with. Nevertheless, accomplishing this difficult task can lead to several advantages
such as a reduction in behavior complexity and a versatile, modular abstract framework which

can be refined on command to highlight properties of interest.

4.1 The classical interval lattice domain

The first mathematical object belonging to the abstract semantics in this Chapter are abstract
intervals, and the following definition characterizes them.

Definition 4.1 (Abstract intervals). We consider a family ([[qf,, qf, [[) e of n couples of values
4q p<n

in NU{+oo} where n is a natural number in N such that all the following properties are satisfied:

1. for every natural number p between 1 and n, gg < 6%

2. for every natural number p between 2 and n, qf,fl = gfo;
3. gﬁ =0 and g;, = +o0.
We denote this set of non-overlapping intervals {ﬂgﬁ,@%[ ‘ 1<p< n} by DI,

In Def. 4.1, an abstract interval is an interval set denoted by a lower bound and an upper
bound. Each interval represents a range of values which includes the lower bound and excludes
the upper bound. In Cond. 1, we ensure intervals are properly formed. In Cond. 2, for two
consecutive intervals the upper bound of the first is equal to the lower bound of the second.
This is done to ensure that each interval representation do not share any common values, or
that intervals do not overlap. In Cond. 3, the lower bound of the first interval [[g%,qﬁ[[ is set to
7€ero (gg = 0), while the last interval [¢%, g% [ has no upper bound (g, = +o00). This is done to

ensure that the set of intervals covers each value in N.
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4.1. The classical interval lattice domain

To begin the first of many type abstractions, we would like to compute abstract intervals
from concrete values, which is the reason why we derive the non-overlapping value abstraction

function using the interval domain in Def. 4.1.

Definition 4.2 (Non-overlapping value abstraction). The value abstraction function BN € N —
D maps a natural number © € N to the unique interval [[g},,qg,[[e DY such that glﬁ) <z < @ﬁg.

In Def. 4.2, the domain and co-domain of the function SN are, respectively, the set of natural
numbers and the non-overlapping interval domain. We often refer to a natural number as a
concrete value. Thus, the value abstraction function will map a concrete value x € N to the
unique abstract interval N(z) € DF that contains this concrete value. This interval exists since
intervals covers all the values and is unique since they do not overlap. We will show how to use

the value abstraction function in the following example.

Example 4.1. Let Df = {[0, 6], [6, +0c[} be the set of intervals. We would like to use the
value abstraction function in Def. 4.2 to abstract the concrete values 2,3, 7 into intervals in
our domain. By applying Y onto each concrete value, we obtain the intervals [0, 6[, [0, 6[,
and [[6, +oo].

Consequently, abstracting a concrete value results in an interval that over-approximates
this concrete value. As discussed in Sect. 3.3, we commonly refer to the abstract image of a
concrete value as a sound approximation since by construct of Def. 4.2 an interval encloses

a concrete value.

Now, we will focus on establishing a Galois connection (see Def. 3.14) between the concrete
value and abstract interval domains. That is, we want to ensure that each interval (resp.
concrete) set has a corresponding concrete (resp. abstract) representation.

The purpose of the following definition is to derive the abstraction function of the value
Galois connection, which is responsible for generating sets of intervals from sets of concrete

values.

Definition 4.3 (Concrete set abstraction). The concrete set abstraction function maps each set

of concrete values to a set of abstract intervals:

v o) = p(D")
X = {f@) eDt| zex}.

In Def. 4.3, the domain and co-domain of the function o

are, respectively, the powerset
of the set of concrete values and the powerset of the set of intervals. Thus, the concrete set
abstraction function will input a set of concrete values X and output the set of intervals o™ (X)
by lifting S onto each concrete value in X. Consequently, the output set is composed of
intervals that are sound approximations of each concrete value from the input set. Note, also,
that by Def. 3.13, the domain and co-domain are complete lattices. This is particularly useful

because it permits us to extract sets with pertinent information such as the join or the meet of
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Chapter 4. An Abstract Domain with Non-overlapping Intervals

{10, 6[, [6, +oo}

/N

{[0,6[} {16, +-oo[}

AN

0
Figure 4.1: The Hasse diagram composed of the sets of intervals obtained by abstracting each

set of concrete values in Fig. 3.1 by oY (see Def. 4.3).

elements belonging to each powerset, which may compose a set of elements carrying a property
of interest. This structure will become important in Sect. 4.5 to generate automatically all the
abstract (resp. concrete) behaviors for an abstract (resp. a concrete) transition system.

The problem of abstracting a set of concrete values can be specified into collecting the set
of abstract intervals such that each value in a concrete set has the property that it is bounded
by an interval in the corresponding abstract set. This motivates the following explicit form of

the concrete set abstraction function.
Proposition 4.1. Let X € p(N) be a set of concrete values. Then:
NX) = {[[g%,@f,[[e Dt ’ dJreX:ze ﬂgﬁ,qﬁﬂ} .
Proof. Let X € p(N) be a set of natural numbers.
ANX) = {BN(x) € Dt ‘ x € X}

= {l¢@le D* | 3o e X : () = [, G}

= {[[gf,,ﬁg[[G Dt ‘ 3x€X:g§,§x<6§,}

= {[[gf,,ﬁf,[[e Dt ’ JreX:zc [[anqg[[} )

[

The expression in Prop. 4.1 provides a more descriptive process as to how the abstraction
of concrete values by BY in a concrete set results in an abstract set composed of those abstract

intervals each of which bound the concrete values in a prescribed set.

Example 4.2. Let D = {[0,6[, [6, +oo[} be the set of intervals. Let A = {2,3,7} be the
set of concrete values. We use the value set abstraction function oY with interval parameters
DF on each concrete set in the powerset p(A) (see Fig. 3.1) to obtain the interval sets in the
powerset p(A*) (see Fig. 4.1).

Similarly to Ex. 3.4, we can compute the join and meet for any element of the powerset
©(A*). For example, the set of upper bounds for the interval sets {[0,6[} and {[6, +oo[} is
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4.1. The classical interval lattice domain

U — ({[0,6], [6,+oo[}}. Respectively, the join for the two aforementioned interval sets is
LU = {[0,6[, [6, +oo[}.
Accordingly, the set of lower bounds for the interval sets {[0,6]} and {[6,+oo[} is
XL = {0}. Respectively, the meet is ML = ().

In a similar manner to Def. 4.3, we can derive the concretization function to map sets of
intervals and to sets of concrete values. This is the second function required for our value Galois

connection.

Definition 4.4 (Abstract set concretization function). The abstract set concretization function

maps each set of intervals to a set of concrete values:

p(D*) — p(N)
Y {xeN‘ﬁN eY}

#
7P =

In Def. 4.4, the domain and co-domain of the function 'yDﬁ are, respectively, the powerset
of the set of intervals and the powerset of the set of concrete values. Here, the domain and
co-domain is reversed when compared to the concrete set abstraction function (see Def. 4.3).
Thus, the abstract set concretization function will input a set of intervals Y and output the set of
concrete values 'yDu (Y') composed of those concrete values with the property that its abstraction
belongs to the input set. A more mechanical description of this concretization function is detailed
in the following proposition: since each interval represents a range of concrete values, then we
collect by set union each range of values represented by the abstract intervals in the candidate

set to be concretized.
Proposition 4.2. LetY € p(Dﬁ) be a set of intervals. Then:
f _
) = U 43l
lah b€y

Proof. Let Y € p(D*) be a set of intervals.

FPHY) = {xeN BN(:C)GY}
{eeN |3g.gle Y : 8%() = [¢. 3] }
= {xEN SRR E ﬁ§x<q§,}
{veN | 3¢ gl Y v € g al )

= U {zeN|zelg @}

lahabley

= U &2l

lah.abley
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Example 4.3. Let D = {[0,6],[6,+cc[} be the set of intervals. Let A* =
{[0,6[, [6, +o0[} (see Fig. 4.1). We would like to concretize the set A! by 7P (see Def. 4.4).
Thus, we obtain v2*(A!) = {z € N| 0 < 2 < +00}.

Note that the abstraction process 'yDu oal

incurs a loss of precision. For example,
consider the original set of concrete values X = {3,7} (see Fig. 3.1) that underwent the

abstraction process using the interval parameters D¥. Therefore, X C [fyDjj o aN](X).

Very often, abstracting concrete values incurs a loss in precision because the abstraction
process can introduce fictitious concrete values. This is because the first step in the abstraction
process computes a set of intervals from an initial set of concrete values. Since each interval
is an over-approximation of a concrete value, then more values are considered for the sake of
soundness. Consequently, the second step of the abstraction process is to concretize the interval
obtained from the first step. Therefore, concretizing this interval set results in the set union of
the the concrete values captured by each interval from step one. We saw this was the case in
Ex. 4.3.

Additionally, the abstraction process is further impacted as to whether or not we have at
our disposal some concrete or abstract dependencies. For each of the abstract elements derived
in Sects. 4.2 - 4.4, we will show how each respective abstract element incurs loss in precision by

comparing relational and non-relational abstractions.

4.2 Abstract states

In Sect. 4.1, we focused on deriving our first abstract function that maps values to intervals. In
this section, we derive the second abstract function that maps concrete states to abstract states,
thus building on the previous abstract element. In order to compute abstract states, we must
first derive its concrete counterpart. A concrete state is a function that associates a variable to

a quantity.

Definition 4.5 (Concrete state). Let V be a set of variables. A concrete state is a function
q:V — N that maps each variable v € V onto the concrete value q(v) € N. The set of concrete

states is denoted as Q.

The domain and co-domain of the function ¢ are, respectively, the set of variables and the
set of concrete values. Accordingly, a concrete state ¢ € Q carries information regarding the
quantity of each variable in a given set of variables. For example, for a given concrete state
q € Q, one refers to ¢(v) as the concrete value of the variable v € V. A similar mathematical
structure can be derived for abstract states, with the difference being that a variable is associated

to an interval rather than a concrete value.
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4.2. Abstract states

Definition 4.6 (Abstract state). An abstract state is a function ¢* : V — D' and that maps
each variable v € V to the abstract interval ¢*(v) € D. The set of abstract states is denoted as

Q.

The domain and co-domain of the function ¢* are, respectively, the set of variables and the
set of intervals. Here, an abstract state holds the potential interval values for a given set of
variables. Thus, for a given abstract state ¢ € QF, qﬂ(v) is the abstract interval value for the
variable v € V. In order to obtain abstract states, one would have to abstract concrete ones.

This will be tasked to the following state abstraction function.

Definition 4.7 (State abstraction). The state abstraction function maps each concrete state to

an abstract state such that:

50 Q — QF
q {v eV BN(q(v)) € Dﬁ} .

The domain and co-domain of the function 32 are, respectively, the set of concrete states
and the set of abstract states. Thus, the state abstraction function maps each concrete state to
an abstract state. This is accomplished by lifting the value abstraction function from Def. 4.2
component-wise onto each component quantity in a candidate concrete state to be abstracted.
This results in the abstract state such that each of its component is an interval value that

over-approximates the respective concrete value from the corresponding concrete state.

Example 4.4. Let D = {[0, 6[, [6, 12[, [12, +0o[} be the set of intervals. Let V = {z,y, w}
be the set of variables and g = [z +— 2,y +— 3,w — 7] € Q be the concrete state such that
the variables z,y, and w are mapped to the respective concrete values 2,3, and 7. We would
like to abstract the concrete state ¢ using the state abstraction function (see Def. 4.7).

By applying the state abstraction function onto g one obtains the abstract state ¢f =
B2(q) = [z + [0,6[,y ~ [0,6],w ~ [6,12]] such that the variables x,y, and w are mapped
respectively to the intervals [0, 6], [0, 6], and [6,12]. As a result, the concrete value of each
component in the given concrete state is abstracted into the interval that contains it.

Note, also, that each interval in the abstract state ¢? is a sound-approximation of its
concrete counterpart. Thus, our abstractions propagates the soundness property from the

abstract interval object to abstract states.

Similarly to what was done in Sect. 4.1, we can take advantage of our soundness property
in order to establish a Galois connection between the concrete and abstract domains. Thus, we

derive now the abstract function that maps sets of concrete states to sets of abstract states.

Definition 4.8 (Abstraction of sets of concrete states). The state set abstraction function maps
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Chapter 4. An Abstract Domain with Non-overlapping Intervals

a set of concrete states to the set of abstract states:

e_) e - p(Q)
Tl X o {Rwegt|qex]

In Def. 4.8, the domain and co-domain of the function a© are, respectively, the powerset
of the set of concrete states and the powerset of the set of abstract states. Here, the state set
abstraction function inputs a set of concrete states and output the set of abstract states with
the property that each concrete state when abstracted by 5< (see Def. 4.7) belongs to the input
set.

Accordingly, we would like to derive a more specific version of Def. 4.8 with the goal of
assessing how abstracting a set of concrete values can impact the accuracy of the abstraction.

Therefore, in the following proposition one can unfold the abstraction of a given set of
concrete states by considering for each concrete the component-wise abstraction of a variable

value along each coordinate.

Proposition 4.3. Let X € p(Q) be a set of concrete states. Then:
a2(X) = {Feg|3geX,wev:g¢w ead{ow)}}.
Proof. Let X € p(Q) be a set of concrete states.

0a?(X) = {#%) €| qex}

{¢e Q| JgeX: ) = ¢}

= (¢ 3ex,WweV: ) = ¢w)
{
{

Fedl|JgeX,VweV: gﬁ(v) <q(v) < qﬁ(v)}
) €

¢ € Q| Fge X, eV ea{gw)}}.
0

In the following, we denote as a! the function mapping every set of concrete states X C Q
into the set of abstract states {qﬁ € of ‘ Jge X,YoeV:¢) e aN({q(v)})}. Note that, by

Prop. 4.3, the functions a€ and a<! are the same.

Proposition 4.4. Let X € p(Q) be a set of concrete states. Then:
a2(X) € {¢Fed|weV:idw ead{aw) | qeXh}.

Proof.
a2(X) = {FeQ|IgeX VeV ¢w) <q) <)}

{qﬁ c | YweV:¢w) eaV{q)]| le})}.

N
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4.2. Abstract states

In the following, we denote as a2 the function mapping every set of concrete states X C Q
into the set of abstract states {qﬁ € Qf ‘ Vo eV:gi(v) € aN({q(v) | q € X})}

In Prop. 4.3, we derived the relational version of the abstraction function from Def. 4.8
that we can use to obtain the best abstraction of a set of concrete states. In this scenario, the
expression <! abstracts each component value in a concrete state (belonging to the input set)
provided relational information about the value of the other components in the state. On the
contrary, the non-relational version of this abstraction function a2, given by Prop. 4.4, leads

to each component in a concrete state being abstracted independently of one another.

Example 4.5. Let D* = {[0,6[, [6, 12[, [12, +co[} be the set of intervals and V = {vy,v2}
be the set of variables. Let A = {q1, g2} be the set of concrete states such that ¢; = [v —
2,u3 — 3] and g2 = [v1 +— 8, vy — 7]. We would like to compare a relational (by Prop. 4.3)
and non-relational (by Prop. 4.4) abstraction of the set A.

Using the relational abstraction expression, we obtain
A = a2 A) = {([0,6[, [0, 6]), ([6,12[, [6, 12])}

such that each component in each concrete state are abstracted together (see Fig. 4.2, solid
crosses).

Otherwise, using the non-relational abstraction expression results in
Al = a22(A) = {{[0,6[, [6, 12} x {[0,6, [6,12[}}

such that each set in Ag contains an interval value for each component. This leads to four po-
tential abstract states: {([0,6[, [0, 6]), ([0, 6[, [6,12]), ([6, 12[, [0, 6]), ([6, 12[, [6,12])} (see
Fig. 4.2, solid and dashed crosses).

Thus, the non-relational set of intervals Ag generates additional abstract states in com-
parison to the relational set of intervals A% since we lose dependency from each component
in each concrete state in A, and is the reason why we choose relational abstractions for the
state abstraction process. Indeed, the relational set of intervals is more precise than the

non-relational set, e.g., At{ - Ag.

Definition 4.9 (Concretization of sets of abstract states). The abstract state set concretization

function maps a set of abstract states to the set of concrete states:

o ) 9@ — p(Q)
)l Yy o {qeglﬁg(q)ey}

In Def. 4.9, the domain and co-domain of the function 'ygﬁ are, respectively, the powerset of
the set of abstract states and the powerset of the set of concrete states. The state concretization
function inputs a set of abstract states and outputs the collection of concrete states with the

property their abstraction belongs to the input set. Indeed, this function functions similarly to
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Chapter 4. An Abstract Domain with Non-overlapping Intervals

the one derived for values (see Def. 4.4), yet now we consider this concretization procedure over
abstract states containing several possible interval values for each variable. We can further de-
compose this concretization process similar to what we did for the state set abstraction function
(see Prop. 4.3). Similarly, in the following proposition, the concretization of a set of abstract
states is decomposed into the problem of taking the union of sets of concrete states such that

each variable value belong to the delimited region conferred by an abstract state.

Proposition 4.5. Let Y € p(Q%) be a set of abstract states. Then:

2y - U (Huqa,qau).

unY veEY

Proof. Let Y € p(Q%) be a set of abstract states.

1) = {geQ s ev}
= {4 |3Fey 829 =¢}
= {ec Q3¢ ev,wev: giw) = ¢}
= U {eee|wev: @) =¢®}

qgtey

= U ace|wev: ¢ <aw) <7}
qgtey

= U (H[[qﬂ(v),q“(v)[o :
gtey \vey

O]

In the following, we denote as ’an’l the function mapping every set of abstract states Y C QF

into the set of concrete states ¢y <H [[qﬁ(v),qﬁ(v)[[) Note that, by Prop. 4.5, the functions
veY
'yQﬁ and ’an’l are the same.

Proposition 4.6. Let Y € p(Q%) be a set of abstract states. Then:

W) ¢ UleeQ|wevigw) e ({dw devy)].
Proof. Let Y € p(Q%) be a set of abstract states.

) = U {eee|wev: i) =¢w)}

qtey

= U{eeg|weviaw e ({¢w})}

qtey

N

U{qGQ ‘VvGV:q(v)GVDN ({qﬁ(v)’ qﬁGY})}.
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4.2. Abstract states

In the following, we denote as 7@172 the function mapping every set of abstract states Y C OF
into the set of concrete states U{q €Q|YweV:q) e P ({qﬁ(v) ‘ ¢ € Y})}

Similarly, in Prop. 4.5 is the relational version of the concretization expression from Def. 4.9.
In this case, each abstract state in a set concretized by 'an’l is guided by the interval values of
each variable in an abstract state. Otherwise, the non-relational version of this concretization

function by ng from Prop. 4.6 leads to one each interval value per component of each abstract
of 2

state independently. Note that o(Q) % (QF) forms another Galois connection between
a2

the states p(Q) and p(QF). It is indeed the non-relational counterpart of the Galois connection
vt

0(Q) == 0(Q°).

Example 4.6. Let D = {[0,6[, 6, 12[, [12, +-oc[[} be the set of intervals and V = {vy,va}
be the set of variables. Let A = {q1, g2} be the set of concrete states such that ¢; = [v; —
2,v3 — 3] and g2 = [v1 — 8,v9 — T].

We would like to apply the relational concretization ’ygﬁ’l to the relational and to the

non-relational sets of states obtained in the result of Ex. 4.5:
Af = {dl. db}
such that qg = [v1 — [0, 6], vy — [0,6]] and qg = [v1 = [6,12[, va — [6,12[], and:
A = {df, b, db i}

such that additionally qg = [v1 = [0,6[,v2 — [6,12]] and qi = [v1 = [6,12[, v2 — [6, 12[].
Using the relational concretization one obtains

v251(AE) = ([0, 6]x[0, 6[) U ([6, 12[>[6, 12[).

By comparison, the non-relational concretization of the set of abstract states .Ag is:

~22(A) = [0, 6] x[6, 12].

Thus, the concretization of each abstract state leads to the regions of concrete states

delimited by each interval value.

Up to this point, we have defined the notion of abstract states, vectors which contain in
its components the interval values of variables. After which, we showed it possible to obtain
abstract states from concrete states using the state abstraction function (see Def. 4.7). Further,
one can propagate this abstract function onto those concrete states belonging to a set, which
was done for the concrete state set abstraction function of Def. 4.8. This generates the sets of

possible abstract states that can be obtained from concrete ones. In contrast, using the abstract
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q ﬁ(Vz)

12

0 6 2 o

Figure 4.2: The relational versus non-relational state abstraction of the set of concrete states
A ={q1,q2} such that a concrete state is denoted by a couple (g(v1), g(v2)) containing the value
of the variables v; and vo. Here, ¢1 = (2,3) and ¢2 = (8,7). Each box represents an abstract
state. Using the set of intervals QF = {[0, 6], [6,12[, [12, +oo[}, the boxes with solid crosses
correspond to the set of abstract states obtained from by a relational abstraction of A by o<t
Respectively, the solid and dashed crosses correspond to the set of abstract states obtained by
the non-relational abstraction of this same concrete set by a9?2. See Ex. 4.5 for more details
regarding this example.

state concretization function allows one to proceed in the reverse direction. That is, to obtain
sets of concrete states from abstract ones. Consequently, we were able to establish a Galois
connection between the concrete and abstract states domain. Finally, it has become clear how
the abstraction process can impact the accuracy of an analysis. For example, we noted that
the state abstraction process nyu o a2 outputs an imprecise set of states where larger regions of
values for each variable considered.

Now, we will shift our efforts to deriving in Sect. 4.3 the next abstract object: abstract

transitions. This will us to build relations between abstract states.

4.3 Abstract transitions

The third abstract object of this Chapter that we derive are abstract transitions. Abstract
transitions are obtained from concrete ones, and a concrete transition is a relation between two
concrete states.

We assume that transitions are labelled with a natural number in [1, o], where o € N is the

number of kinds of transitions labels.

Definition 4.10 (Concrete transitions). A concrete transition is an element (¢,1,q') € Q %
[1,0] x Q such that 1 € [1,0] is a label between two concrete states q,q € Q.

We denote the set of all concrete transitions T .

For Def. 4.10, a concrete transition can also be written as ¢ LN ¢’ and indicates how a source
(or, predecessor) state ¢ can become a target (or, successor) state ¢’ when an event with label
[ is applied to ¢q. Thus, the source and target state of a concrete transition are related by an
event, which can potentially change the value of a subset of variable values in the source state

of this concrete transition.
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4.3. Abstract transitions

Example 4.7. Let V = {v1,v2} be the set of variables. Let ¢,¢' € Q be two concrete
states. Consider the following concrete transition event relating the two concrete states ¢
and ¢’
[v1 = q(v1),v2 — q(v2)] L [v1 = q(v1) + 2,v2 — q(v2) + 3].
In this generic concrete transition the event labeled 1 is applied to the source state ¢ to
obtain the target state ¢/, which we can also write as ¢ L q.

In a specific example, consider the initialization of the source state to be ¢ = [v; —

2, vy — 3|. By applying the event 1, we obtain:
[Ul — 2,7}2 — 3] l) [’01 — 4,U2 — 6]

Here, the variable v; (resp. vy) has been increased by two (resp. three) from the source

to the target state in the concrete transition produced.

An abstract transition has a similar mathematical structure as a concrete one with the

difference being that it expresses a relation between two abstract states.

Definition 4.11 (Abstract transitions). An abstract transition is an element (¢*,1,¢") € Q¥ x
[1,0] x QF such that an event | € [1,0] is a label between two abstract states ¢*, ¢* € QF.

The set of all abstract transitions is denoted as T*.

Similarly to a concrete transition, an abstract transition in Def. 4.11 can be written as
¢ LN ¢”. Namely, an abstract transition is composed of source and target abstract states, which
are related by an event label [. In the abstract context, an application of an event [ to a source
abstract state may change the interval value of a subset of variables and is reflected in the target
abstract state. An interpretation of abstract transitions can be the capacity for a variable to
traverse between contiguous regions of values. Now the goal is to obtain abstract transitions

from concrete ones, which is tasked to the transition abstraction function.

Definition 4.12 (Transition abstraction function). The concrete transition abstraction function

BT maps each concrete transition to the abstract transition:

T — Tt

T .
Tl e o (Rs).

In Def. 4.12, the domain and co-domain of the function 7 is the set of concrete transitions
and the set of abstract transitions. The transition abstraction function inputs a concrete tran-
sition and applies to its source and target state the state abstraction function (see Def. 4.7).
Consequently, the output is the abstract transition composed of the abstract concrete states
belonging to the input concrete transition. Note that in Def. 4.12, the label of the abstracted

concrete transition is preserved. The reason for this is because the label will be important when
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it is time to recover concrete transitions via concretization of a collection of abstract transitions
(see Def. 4.14)

Example 4.8. We consider the abstraction of a pair of concrete transitions. Let D =
{0, 6], [6,12[, [12, +oo[} be the set intervals and V = {vy,v2} be the set of variables. We

would like to abstract the following concrete transitions:

[Ull—>2,1}2’—>3] [1)1'—>4,’U2'—>6];

1
=
1
=

[Ull—>4,112’—>6] [U1D—>6,U2l—>9].

Using the transition abstraction function in Def. 4.12 together with the interval param-

eters Qﬁ, one obtains:

[v1 + [0,6],v2 — [0,6] ]
[v1 = [0, 6], v2 — [6,12] ]

[v1 +— [0, 6], vy — [6,12] ];

1,
L oy e 6,12, v2 — [6,12] ].

Thus, each related source and target state belonging to the candidate concrete transitions

are abstracted, while the event label is preserved.

Accordingly, we can further construct a Galois connection between sets of concrete transitions
and sets of abstract transitions by deriving the corresponding abstraction and concretization

functions.

Definition 4.13 (Abstraction of sets of concrete transitions). The transition set abstraction

function maps a set of concrete transitions to the set of abstract transitions:

r )o@ — o(T*)
X = {FaLd)| (glq)eX}.

In Def. 4.13, the domain and co-domain of the function a”

are, respectively, the powerset
of the set of concrete transitions and the powerset of the set of abstract transitions. The
concrete transition set abstraction function inputs a set of concrete transitions and abstracts
each transition in this set with the transition abstraction function (see Def. 4.12). Consequently,
the output are the set of abstract transitions that can be obtained from the input set. In order to
obtain a more explicit version of Def. 4.13, we can use our results obtained in Sect. 4.2 regarding
the concrete state set abstraction function (see Prop. 4.3). Accordingly, we abstract sets of
concrete transitions using a relational approach that preserves the relation between source and

target states of each concrete transition.

Proposition 4.7. Let X € p(T) be a set of concrete transitions. Then:

oT(X) = {(¢1,.¢") € T*| 30,¢ € Q: (¢,1,¢) € X n ¢ € a®({a}) A d¥ € a2({¢ D)}
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Proof. Let X € p(T) be a set of concrete transitions.
of(X) = {B%a0q)]| (al.q) e X}

{(@1.¢") e T | 3a,l,q) € X : BT(a,1,d) = (¢,1,¢)

= {(@L¢") €T 30,4 € Q: (,1,4) € X A Bq) = ¢ A BUd) = ¢}
{(

¢.1.¢") €T 3q,q € Q: (a,1,d) € X A € a®({a}) Aa¥ € a®({d})} -

O]

In the following, we denote a>! the function mapping every set of concrete transitions X C T

into the set of abstract transitions:

{(@1.¢") eT*| Ja.,0 € Q: (a.1.q) € X N € a®({a}) N ¢ € a%({d'})}-
Note that, by Prop. 4.7, the functions o’ and o™*! are equal.

Proposition 4.8. Let X € p(T) be a set of concrete transitions. Then:

o"(X) C{(",1,¢") e T*| ¢ € a®({q | (0,1,4) € X}) A g¥ € a%({d'| (a.1.4) € X})}.
Proof. Let X € p(T') be a set of concrete transitions.

oT(X) = {(¢L,a") € T*| 30,4 € Q: (4,1,¢) € X A B2q) = ¢ A BA) = ¢}

{(@.1¢) e | ¢ ca(aql (a.1.d) € X} Aa" €a®({d | (a.1,4) € X})}.

N

O]

In the following, we denote a’*? the function mapping every set of concrete transitions X C T'

into the set of abstract transitions:

{(@.L¢") eT*| ¢ ca®({q] (a.1.d) € XP g €a®({d | (a,1,4) € XD)}.

In Prop. 4.7, we derive the relational version of the abstraction function from Def. 4.13 that
we can use to obtain the best abstraction of a set of concrete transitions. Here, the expression
al'l abstracts each concrete transition from an input set by preserving the relation between
each respective source and target states. In contrast, the expression a’*?, given by Prop. 4.8,
loses the relation between each source and target state of each concrete transition belonging to
the input set. Thus, one must consider several possible combinations between each source and

target states that arise when these components are abstracted independently.

Example 4.9.
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Chapter 4. An Abstract Domain with Non-overlapping Intervals

Let D! = {[[0, 6[, [6, 12[, [12, +-co[} be the set of intervals. Let V = {v,v2} be the set of
variables.

We would like to abstract the following set of concrete transitions (see Ex. 4.8):

A:{ [1}1}—)2,’[)2}—>3]

[Ul — 4,1)2 —> 6],
[1)1 — 4, Vg 6]

1
%
L [v] > 6, v 9]

which we can also denote as A = {(2, 3) EN (4,6),(4,6) EN (6, 9)} such that each concrete
state, for example ¢, is expressed as a tuple (g(v1), g(v2)).

The relational abstraction by a’! results in the following set of abstract transitions:

4~ ) (0.6L.[0.6D = ([0.6[.[6, 12]).
! ([0,6[,[6.12)) % (6,12 [6,12]) |

such that each abstract state, for example ¢f, is expressed by a tuple (¢f(v1),¢f(v2)) (see
Fig. 4.3, solid arrows). Indeed, the set Ag is composed of the same abstract transitions
obtained in Ex. 4.8.

In contrast, the non-relational abstraction using a’*? results in:
([0,6[. [0,61) - ([0.6, [6,12[).

) (061 16,12) = ([0, 6[, [6,12]),

> (o.6[. 16,12 - ([6,12[. [6,12]),

([0,6[,[6,12]) = ([6,12[,[6,12]).

In this scenario, in addition to the actual abstract transitions in the set .Aji, two fictitious
abstract transitions in addition are taken into account in the set Ag (see Fig. 4.3, solid
and dashed arrows). This is because the non-relational abstraction loses the dependency
between the source and target states of each concrete transition that is abstracted in the
initial concrete set. Note also that we use the relational abstraction over these concrete
states. An even coarser abstraction could have been obtained by also considering the non-
relational state abstraction.

Thus, the non-relational analysis takes into account additional abstract transitions and

is more imprecise the its relational counterpart, e.g., .A% - .Ag.

Accordingly, we derive the corresponding concretization function that will permit one to

compute sets of concrete transitions from sets of abstract transitions.

Definition 4.14 (Concretization of sets of abstract transitions). The abstract transition set

concretization function maps a set of abstract transitions to the set of concrete transitions such
that:
’)/Tu _ @(Tﬁ) - @(T)
Y o= {@ld)eT| BT(alq)eY}.
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4" (s
12
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N~ Y “ﬂ
6 i
0 6 12

q*(v)

Figure 4.3: The relational versus non-relational abstraction of the set concrete transitions A =
{(2,3) 5 (4,6),(4,6) > (6,9)} with the interval domain D* = {[0, 6, [6,12[, [12, +o0[}. Each
box is an abstract state. An abstract transition proceeds from a source abstract state (an arrow
tail) to a target abstract state (arrow head). The relational abstraction of the set A by a’'!
results in the set of abstract transitions composed of the solid abstract transitions. However, the
non-relational of the same concrete set by a’*? outputs the set of abstract transitions composed
of both the solid and dashed abstract transitions. For more details see Ex. 4.9.

In Def. 4.14, the domain and co-domain of the function WTu are, respectively, the powerset of
the set of abstract transitions and the powerset of the set of concrete transitions. The abstract
transition set concretization function inputs a set of abstract transitions and outputs the set of
concrete transitions with the property that the abstraction of each concrete transition belongs
to the input set. A specific version of this function is similar in structure to the explicit concrete
transition set abstraction function (see Prop. 4.7). Namely, given a set of abstract transitions,
the relational abstract transition set concretization function retains the relation between each

source and target abstract states of each abstract transition.

Proposition 4.9. Let Y € o(T*) be a set of abstract transitions. Then:

7= U {@ld) e | @ L) ey ngeq® ({¢)) nd er® ({#})}.
qt,q¥ €0t

Proof. Let Y € p(T*%) be a set of abstract transitions.

A7) {(¢,0,d) €T | 7(q,1,d) €Y}

{(¢,0,d) €T |3 1,q") €Y : 8T (q,1,d) = (¢, 1,4") }

{(¢,1.¢) €T | 3¢*.¢" € @ : (¢*.1,¢") € Y AB2q) = ¢ A B2(d) = ¢" }

= {(q,l,Q’) erT ’ 3t q" € QF: (¢ 1,q") e Y Ager? ({¢*}) A g e ({q”’})}

U {(q,l,q’) eT ‘ (", 1,¢")eY Aqe Vgu ({qu}) NG € VQu ({qu’}) }

qt gt € Qf
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Chapter 4. An Abstract Domain with Non-overlapping Intervals

In the following, we denote ’yTu’l the function mapping every set of abstract transitions

Y C T into the set of concrete transitions

0= U @i e | @) ey naer® ({¢))ad er® ({#))}
qt,qt’ €Ot

Note that, by Prop. 4.9, the functions vTu and ’yTu’l are the same.

Proposition 4.10. Let Y € o(T*) be a set of abstract transitions. Then:
el {(q,l,Q') eT ‘ gev ({¢] (@ Ld") eY)Ad e ({d ] (¢ 1.4") eY}) } :
Proof. Let Y € o(T*) be a set of abstract transitions.
V(YY) = {(q,l,tJ’) €T ‘ 3¢4, ¢ € @ (¢4 1,¢") €Y Ng e ({¢F}) A g €7 ({qﬁ’})}
< U {(q,l,q’) eT ‘ ger? ({d| (&, 1,¢") e YA e ({d] (¢81,¢") e Y}) }
0

In the following, we denote as VTM the function mapping every set of abstract transitions

Y C T into the set of concrete transitions:

U{@ld)eT |aer¥ ({¢] (@ 1d) ev})nd e ({o

(¢, La") €Y} ).

Similarly, in Prop. 4.9 is the relational version of the concretization expression from Def. 4.14.
In this case, each abstract transition in a set concretized by ’yTﬁ*l is guided by the relation
between the source and target states of each abstract transition. Otherwise, the non-relational
version of this concretization function by yTﬁ’z from Prop. 4.6 loses this relation and one must

concretize each source and target states independently to one another.
Tt 2
Note that o(T") #) o(T*) forms another Galois connection between the transitions o(7)
ol

781
and p(T*). Tt is indeed the non-relational counterpart of the Galois connection (T <’Y:>

oDl
p(T*).

We omit an example because the abstraction process 7Tﬁ’1 oa®! and 'yTan oa™? for a set of
concrete transitions as the output can rapidly become exhaustive. Yet, it is important to note
that each abstraction process builds on the relational state abstraction process. As a result,
we are able to track the degree of imprecision that may be propagated to the abstraction of a
concrete element that is slightly more complex.

In this Section, we introduced our third abstract object, abstract transitions; and, derived
the transition abstraction function (see Def. 4.12) to obtain abstract transitions from concrete
transitions. After which, we established a Galois connection between the abstract transition and
concrete transition domains. We use this correspondance between the two domains to examine
how the abstraction process for a set of concrete transitions can introduce fictitious abstract

transitions in our analysis. We will see in Chapter 5 alternative ways that an abstract analysis
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of a concrete system can introduce different types fictitious behaviors. Accordingly, we move on

to the final abstract element of this Chapter: abstract traces.

4.4 Abstract traces

The final abstract element that we consider are the abstract traces, those of which can be
obtained by concrete traces. Informally, a concrete trace is a sequence of transitions that contain
trajectorial information regarding a combinatorial number of transition events that may occur

this sequence. Formally, a concrete trace is the following.

Definition 4.15 (Concrete traces). Let k € N. A concrete trace of size k is defined as an
element (qf), (¢i,li, ¢))1<i<k) € Q X T* such that ¢, = gi+1 for any integer i such that 0 < i < k.

The set of all concrete traces is denoted as T .

In Def. 4.15, a concrete trace is defined as a couple that contains in the first compo-
nent an initial state ¢) € Q and in the second component a sequence of concrete transitions
(g5, lis @) )1<i<k € T*. The former component contains information about the initial amount
of each variable available, while the latter component correspond to those transitions which
can be obtained from the initial state and by the respective transitions. Each trace has the
property that for two consecutive transitions the target state of the first transition is equal
the source state of the second. For two consecutive transitions ¢;_1,t;, we often represent this
aforementioned property as pre(t;) = post(t;—1) denoting the equality between the source (left)
and target (right) states of each respective transition in a concrete trace. Further, for a concrete
trace 7, we denote the first state in a sequence as first(r) and it is equal to the initial state of
a trace (first(t) = q;). The final state g). of a concrete trace is denoted final(7). A trace can
also be elongated from its terminal state by a concrete transition (q41, lk+1, ) +1) € T using

the junction operator ~: 77 (qr41, lk41, @44q) Provided that final(r) = qry1.

Example 4.10. Let V = {v1,v2} be the set of variables. Let g, = (2,0) be the initial
concrete state denoting the tuple (gj(v1), ¢4(v2)). Consider the following concrete transition

events: .
[v1 = q(v1),v2 = q(v2)] = [v1 = q(v1) + 2,02 — q(v2) + 3]

[o1 = q(v1),v2 = q(v2)] 2 o1+ q(ur) + 1,09 = gvz) — 1]

We would like to examine a concrete trace that can be obtained from the initial state ¢,

via event 1 or 2. Thus, one sampled trace that can be obtained is:
7 =(2,0) 5 (4,3) 1 (6,6) 1+ (8,9).
Alternatively, a second possible trace is:

7 =(2,0) 5 (4,3) 3 (5,2) 5 (7,5) > (8,4).
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Chapter 4. An Abstract Domain with Non-overlapping Intervals

Now, we define an abstract trace which inherits a similar structure to concrete traces.

Definition 4.16 (Abstract traces). Let k € N. An abstract trace of size k is an element
(qg', (Q§7 li, QE,)lgz'gk) € QF x T* such that qf = qf’_l,

The set of all abstract traces is denoted as T*.

With the same due respect, an abstract trace in Def. 4.16 is a couple that contains in the
first component an initial abstract state qg € Q! and in the second component a sequence of
abstract transitions (qii ,li,qfl)lgigk € T% . The former contains information about the initial
interval value of each variable, while the latter component are the abstract transitions that
can be obtained from the initial abstract state. Each abstract trace has the property that for
two consecutive abstract transitions the target abstract state of the first transition is equal the
source abstract state of the second. For two consecutive transitions t§—17 tg, we often represent
this aforementioned property as pre(t?) = post(tg_l) denoting the equality between the source
(left) and target (right) abstract states of each respective transition in an abstract trace. We
can extract certain information from abstract traces and perform operations similar to concrete
traces. Namely, given an abstract trace 7!, the first abstract state is first(t?) = qg/, while the
terminal one is final (Tﬁ) = q,ﬁ;. Finally, an abstract trace can also be elongated by an abstract
transition (qL_I, lgt1, q,ﬁ;“) e Tt Tﬁ“(qiﬂ, 1, q,i/H) provided that final(t%) = q,ﬁH_l.

Abstract traces are computed from concrete ones. Indeed, an abstract trace is an over-
approximation of a concrete trace. In order to obtain such abstract traces, we abstract in each
concrete trace its initial concrete state with the abstract state function in Def. 4.7 and each of its
concrete transitions with the abstract transition function derived in Def. 4.12. This operation

is encapsulated in the following definition.

Definition 4.17 (Trace abstraction function). The trace abstraction function maps a concrete

trace to the abstract trace:

T — T

s
(90; (@i lis @) 1<i<k) (59(%)7 (BT(% Lis qg)>1§igk> :

In Def. 4.17, the domain and co-domain of the function 87 are, respectively, the set of
concrete traces and the set of abstract traces. Thus, the trace abstraction function inputs a
concrete trace and outputs the abstract trace obtained by lifting point-wise the appropriate

abstract functions to each concrete element in the input concrete trace.

Example 4.11.
Let Df = {[0, 6[, [6, 12[, [12, +-0o[} be the set of intervals. We would like to abstract the

concrete traces obtained in Ex. 4.10:

T =

—~
~
1= 1=
—~~
~

o = (2,0)
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Using the trace abstraction function in Def. 4.17 with interval parameters D, we obtain

for the first trace abstraction:
B7 (r1) = ([0,6[, [0,6]) = ([0, 6[, [0,6]) = ([6,12[, [6, 12]) = ([6, 12[, [6,12])
which we denote by Tf, and for the second:

B7 (r2) = ([0,6, [0, 6]) = ([0, 6[, [0,6[) 2 ([0,6[, [0.6]) = ([6, 12[, [0,6[) = ([6,12[, [0,6]),

which is denoted as 7%,

Note that in the abstract trace Tf each variable eventually exit their initial interval,

whereas in Tzﬁ only the variable v; experiences an interval change.

We can lift our notion of abstracting concrete traces to sets which contain them. This is the
first step in establishing a Galois connection between the concrete and abstract trace domains.

Thus, the abstraction of sets of concrete traces is defined in the following definition.

Definition 4.18 (Abstraction of sets of concrete traces). The trace set abstraction function

maps a set of concrete traces to the set of abstract traces:

o fem (T
X = {ﬁT(T)ETﬁ‘TGX}.

T are, respectively, the powerset

In Def. 4.18, the domain and co-domain of the function «
of the set of concrete traces and the powerset of the set of abstract traces. The concrete trace
set abstraction function inputs a set of concrete traces and outputs the set of abstract traces
that can be obtained by abstracting each concrete trace in the input set by the trace abstraction
function (see Def. 4.17).

A more specific version of Def. 4.18 can be achieved accordingly. Given a set of concrete
traces, the trace set abstraction function pieces together the initial abstract states that can be
obtained from abstracting each initial concrete state (e.g., the trace’s first component); and, the
abstract transitions that can be obtained from abstracting the concrete transitions reachable
from the initial concrete state (e.g., the trace’s second component). Indeed, those abstract
traces obtained must also satisfy the structural property of abstract traces (see Def. 4.16). This

line of reasoning is specificed in the following proposition.

Proposition 4.11. Let X € o(T) be a set of concrete traces. Then:

o7 (X) = { (], (tDn<isk) € T | (g6, (tihr<i<h) € X : f € a2({ap}) A¥i € [L, K], £ € " ({t:})} .
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Proof. Let X € p(T) be a set of concrete traces.

a™(X) = {87 (g0, (ti)r1<i<k) € T* | (40, (ti)r<i<k) € X }
= {(qgla (thi<ick) € TF ‘ 3gh, (ti)r1<i<k) € X 1 BT (ah, (t:)1<i<k) = (af), (tg)lgigk)}
= {@. iz € TF| (g (thiziz) € X 2 gl € a®({ap}) A Vi € [LALE € T (1))}

O]

In the following, we denote as a’ ! the function mapping every set of concrete traces X C T

into the set of abstract traces

(@ (sick) € T#| (ab, (tahr<isk) € X 2 qf € a2({ap}) A Vi € [1, k], ¢ € T ({t:})}

Note that, by Prop. 4.11, the functions o’ and a7 are the same.

Proposition 4.12. Let X € p(T) be a set of concrete traces. Then:

oT(X) < {(qé’,(t’i)lgigk) €Tt ﬂ g €a?({a | (b, (tr1<ick) € X3)
NVi € [1,k], 15 € oT ({t: | (g, (t:)1<i<k) € X}) Apre(th) = post(tg,l)} :

Proof. Let X € p(T) be a set of concrete traces.

aT(X) = {(qgl’ () 1<icr) € TH| 3(ah, (ti)1<i<) € X : BT (gh, (t:)1<i<k) = (aF, (tg)lgigk)}

{(qg’, (tg)lgigk) eTH| (g, (ti)i<i<k) € X : B2(q)) = QO AYi e [1,k] : 87 (t;) = tg}

= {@ thimieo) € TH| (6 (t)1zizn) € X 8%(ah) = af A Vi € [1,4] :
BT (1) = 18 Apre(th) = post(t_,) }
{(ah. i) € TH| @ € a2 dh | (ahs (L)r<ish) € X))
AVi € [L Kt € aT ({8 | (ghs (t)1<ie) € XD) Apre(t]) = post(tf_,)}

N

O]

In the same spirit, we denote as a’2 the function mapping every set of concrete traces
X C 7T into the set of abstract traces

[ ¢z € T | 6 € 02((dh | (g (thsiz) € X))
Vi € LKL E € aT ({0 | (g (hrzeze) € X)) Apre(t) = post(ti_,)}.

In Prop. 4.11, we derive the relational version of the abstraction function from Def. 4.18
that we can use to obtain the best abstraction of a set of concrete traces. In this scenario,

the expression a1

abstracts each component in a concrete trace (see Def. 4.15) by preserving
the relation between a concrete trace’s initial state and those states reachable by continuing

the initial state by at least some transitions. In contrast, in the non-relational version of this
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O

-

time time

Figure 4.4: Abstraction of aset composed of three concrete traces. Each scenario represents a
set of abstract traces obtained by either 7!, or a7-2. Note that time denotes the index of an
abstract transition along each abstract trace. Each arrow head denotes a target (resp. source)
abstract state belonging to two consectutive abstract transitions along each trace (see Def. 4.16).
The relational abstraction by a’ ! of the arbitrary concrete set leads to the set of abstract traces
composed of three abstract traces (left). The non-relational abstraction by a2 results in the
set of abstract traces with five abstract traces (right). For more details, see the explanation in
the text.

abstraction function o”?

, given by Prop. 4.12, leads to each component in a concrete trace
being abstracted independently.

An example of each abstraction expression on a set composed of three concrete traces is
given in Fig. 4.4. On the left, we obtain the best abstraction of the aforementioned set. That is,
a set composed of three abstract traces. On the right, a situation arises when the abstraction
must deal with intersecting concrete traces (e.g., concrete states that are shared across concrete
traces) and as a result two additional abstract traces are obtained due to a crossing between
intersecting traces (and occurs at the green arrow heads), and which arises from the fact that
we preserve structural integrity. Thus, the additional two fictitious traces are a hybrid of the
actual abstract traces.

The second part of establishing a Galois connection between abstract and concrete traces
is the respective concretization function. The concretization function for abstract traces will
output for each abstract trace the corresponding concrete traces. A generic version of the trace

set concretization function follows.

Definition 4.19 (Concretization of sets of abstract traces). The abstract trace set concretization

function maps a set of abstract traces to the set of concrete traces:

7 o(ThH — o(T)

! Y o {reT |pT(mev}.

In Def. 4.19, the domain and co-domain of the function ’}/7—ﬁ are, respectively, the powerset of
the set of abstract traces and the powerset of the set of concrete traces. The abstract trace set

concretization function takes as an input a set of abstract traces and outputs the set of concrete
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traces with the property that abstracting each concrete trace by the trace abstraction function
(see Def. 4.17) is an element of the input set. The relational version of Def. 4.19 is given in
the following proposition and follows a similar procedure to the relational trace set abstraction

function of Prop. 4.18.

Proposition 4.13. Let Y € o(T*%) be a set of abstract traces. Then:

VYY) = U {(q(’), (ti)i<i<k) €T ’ g €% ({qg/})
(@ (thi<i<k)eY
AYi € [1, k], t; € ~T* ({tf}) Apre(t;) = post(ti_l)} .

Proof. Let Y € p(T*) be a set of abstract traces.
TTY) = (g (thzisk) € T | 67 (ab, (t)1<izi) €Y}
= {(Q(I)a (ti)i<ick) €T | Aah, () r<i<k) €Y 2 BT (gh, (ti)1<i<k) = (qf . (ﬁhgigk)}
= { thsiso) €T | 36 trcic) €V B2ab) = db
AVi € [1,k], BT (t;) = t* A pre(t;) = post(ti,l)}
= {@h @iz €T |36 thicen) e Vi g e ({a})
AYi € [1,k],t; € AT ({tf}) A pre(t;) = post(ti,l)}

- U {(Q& (tihi<i<k) € T ‘ ¢ €7 ({qng

(qg'y(tf)lgigk)EY

AYi € [1,k],t; € an ({tg}) Apre(t;) = post(ti,l)}.
O

In the following, we denote 'yTﬁ’l the function mapping every set of abstract traces Y C T*

into the set of concrete traces:

U {0, tneiz) € T [ 4 €72 ({db'})

(qg/:(tg)lgigk)EY
Vi € [1,k],t; € 77 ({tf}) Apre(ti) = post(ti_l)}.

Note that, by Prop. 4.13, the functions vﬂ and ’yTM are the same.

Proposition 4.14. Let Y € o(T*) be a set of abstract traces. Then:

) {h thzz) €T | gy er® ({d | (@ Bz € Y}) AVi € LA,
t; € ’YTtt ( t§ (qé’, (tg)lgigk) € Y}) Apre(t;) = post(ti_l)}.
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Proof. Let Y € p(T*) be a set of abstract traces.
) = { e €T | 36 @hsicn) €V iah €12 ({af'})
AYi € [1,k],t; € 'yTu ({tf}) Apre(t;) = post(ti_l)}

{(qé (ti)i<i<k) €T ‘ ¢ €< {qg’ <qg’ (t)1<i<k) € Y}) AVi € [1,K],
tevﬂ<tw mKKweYDAmdm:mmWFQ}

N

O]

Accordingly, we denote fyTu’Q the function mapping every set of abstract traces Y C 7% into
the set of concrete traces

i<k) €Y }) Avi € [1,K],
t)i<i<k) € }) A pre(t;) :post(ti_l)} .

{: iz e T [ e ({af' | (@',

tiG’)’Tﬁ { ( Z

In Prop. 4.13 is the relational version of the concretization expression from Def. 4.19. In this
case, each abstract trace in a set concretized by ’yTM is guided by preserving the relation between
each component of an abstract trace and preserving structural integrity. More specifically, the
relational concretization of a set of abstract traces results in the union of sets of concrete traces
such that each trace in the collective set is pieced together by an initial concrete state from a
region described by an initial abstract state (e.g., the first component of an abstract trace); and,
by the sequences of concrete transitions delimited by abstract transitions between regions (e.g.,
the second component of a trace). Otherwise, the non-relational version of this concretization
function by 77-11,2 from Prop. 4.14 loses this relation and one must concretize each abstract

component independently.
TH2
Note that p(7) %—> ©(T*) forms another Galois connection between the traces p(7) and

T“ 1
©(T*). Tt is indeed the non-relational counterpart of the Galois connection p(7) % o(TH.
ol

Consequently, one may consider two potential abstraction processes for a given set of concrete
traces. In each function, note that we use the relational abstraction process for transitions as
derived in Sect. 4.3.

This concludes the construction of the final abstract object considered in this Chapter. In
this Section, we introduced concrete and abstract traces, and showed how one can obtain the
latter from the former. Further, we established a Galois connection between the set of concrete
and abstract traces, and detailed how either a relational or non-relational analysis can impact
the accuracy of the abstraction process. In the upcoming section, we derive a collection of
operators that we will use to automatically generate the complete set of concrete behaviors,

along with its respective abstract counterpart.
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4.5 Collecting the behaviors of a transition system

In Sects. 4.1 - 4.4, we formally derived all the necessary abstract elements we require to abstract
a concrete transition system using the classical interval lattice domain. These results are steered
by a collection of abstraction functions that are used to obtain abstract elements from concrete
ones by ensuring that each abstract element is an over-approximation to its concrete counterpart.
Further, we have encountered different cases when the abstraction process can trigger varying
levels of accuracy which is generally associated to the amount of concrete information available.

In this Section we shift gears and focus our efforts to deriving a collection of operators
to collect the behaviors of a concrete and an abstract transition system. As we will see soon,
operators have several useful mathematical properties that can permit the user to infer properties
of interest, such as least fixed point computations (see Def. 3.11). In total, two operators will be
derived. One operator for defining the set of concrete behaviors, and the second one for defining

the set of abstract behaviors.

4.5.1 Concrete collecting semantics

Firstly we introduce Qyp C Q a set of potential initial states and 77 C T a set of potential
transitions. We are interested in computing, the collecting semantics Tg, 77, which is the set of
traces starting from a state in Qg and using transitions in 7" only. We denote as Tg, the set of
traces {(q,()) | ¢ € Qo}, that is the set of the traces made of a single state and no transition.

Then we introduce the first, concrete elongation operator.

Definition 4.20 (Concrete trace elongation). The concrete trace elongation operator is defined
as:
o(T) — o(T)

X = XU{t (¢, eT|7€X A (¢,1,¢) €T N q= final(T)}.

In Def. 4.20, the domain and co-domain of the operator FF is the powerset of the set of concrete
traces. The concrete trace elongation operator inputs a set of concrete traces and outputs the
set of elongated concrete traces such that each trace in the input set has been extended on its
terminal end by a concrete transition in 7”. This can be interpreted as an iterative process,
and could potentially proceed without termination. Additionally, each trace could be extended
by several transitions, or not. Consequently, after each iteration, we take the set union with
the input set to filter repeated traces and collect the new reachable traces. When it is not
possible to elongate any concrete trace in a set any longer, then we can say that the set of all
reachable traces has been reached. Indeed, it is usually expensive to compute the set of all
reachable concrete traces, and one may prefer to observe only a subset of such traces. For now,
we will focus on characterizing two expressions that will result in the set of all concrete traces.
In Chapter 5 we will discuss how one can highlight useful information regarding the collection
of chemical behaviors of a reaction network.

We would like to detail two mathematical results for generating the set of all concrete traces
from Def. 4.20. The first of these is known as Tarski’s fixpoint theorem [35] and the second is

Kleene’s fixpoint iteration [20].
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The first strategy by Tarski is relatively appealing because it is a mathematical character-
ization on the computation of the set of concrete traces and relies on two main ingredients on
the concrete trace elongation operator: an operator which is monotonic and which operates over
a complete lattice. A careful examination of Def. 4.20 reveals that the function is monotonic,
since the bigger the set in argument is, the bigger the set in result is. Secondly, [ is an operator
with a powerset domain and co-domain, therefore making it a complete lattice by Def. 3.13. As
a result, we can use Tarski’s result to compute the meet (see Def. 3.12) of the set of the traces
that are invariant by F and that contains the initial traces, that of which is equal to the set of

concrete traces (see Def. 4.15):
Tor = (WX € p(T)| F(X) C X ATg, € X} (4.1)

Often, the result in Eq. 4.1 is referred to as the concrete collecting semantics. The concrete
collecting semantics of a concrete transition system describes all the behaviors that can be
obtained. Since each behavior in Tg, 7+ is a concrete trace, then it is possible to design formal
procedure to extract properties shared among a subset of behaviors that may highlight a feature
of interest.

The second, alternative, strategy by Kleene to compute the concrete collecting semantics is
of an algorithmic nature and corresponds to iterating the operator F until the reachable set of
concrete traces is achieved. In practice, it consists in passing to the limit of the iterates. In this

context, the set of traces can be expressed as:

Taor = |J {F"(Tay)}- (4.2)
neN

In Eq. 4.2, one computes at each iteration n the set of reachable traces and filters after each
round to collect subsequent iterations. Whether one uses Eq. 4.1 or 4.2 to compute the reachable
set of concrete traces by Def. 4.20, these results naturally describe the same set of objects: the
set of all concrete traces for a concrete transition system. However, the procedure in Eq. 4.2 is
more costly since it requires the user to build an iterative algorithm to generate the set Tg, 7/

and to pass to the limit, whereas Eq. 4.1 is a mathematical characterization.
In Sect. 4.5.2, we will follow a similar procedure to derive the abstract collecting semantics

responsible in generating the collection of abstract behaviors from a abstract transition system.

4.5.2 Non-overlapping abstract collecting semantics

The second operator of this Section corresponds to the abstract elongation operator.

Definition 4.21 (Abstract trace elongation). The abstract trace elongation operator is defined

| [T o T
Y aTEGT (V)

In Def. 4.21, the domain and co-domain of the operator F? is the powerset of the set of

abstract traces. The abstract trace elongation operator inputs a set of abstract traces and
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outputs the set of elongated abstract traces obtained by (potentially) extending each abstract
trace of the input set along its terminal by a reachable abstract transition. It does so accordingly.
First, a set of abstract traces is concretized by the abstract trace set concretization function (see
Def. 4.19), and second each concrete trace is elongated by the concrete trace elongation operator
(see Def. 4.20). After which, the set containing the elongated traces is fed into the concrete trace
set abstraction function (see Def. 4.18). Consequently, the abstract trace elongation operator
is naturally an over-approximation of the set of elongated traces that one can achieve from

Def. 4.20. A more abstract version of Def. 4.21 is enclosed in the following proposition.

Proposition 4.15. Let Y € o(T*) be a set of abstract traces. Then:

F(Y) C VU {7 (.1, ¢%)

e Y A (¢ 1,¢") € oT({T'}) A final(r) :qﬁ}.
Proof. Let Y € p(T%).
F(Y) = o (FG7 (Y)))

YU {T“(qJ,q/) €T

e (V) A (g,q) €T A final(r) = q})

— 'yTn(Y))UaT ({T“(q,z,q/)eT TE’yTu(Y)/\(q,l,q/)ET'/\final(T):q}>
JU{s™ @) e T | ea™ (1) A (ala) € T/ A final(r) = q }

= o (\TO)U{F" (8 @ La) € TF | 7€y (V) A (g.Ld) €T A final(r) = q |
Ju

BT(T):Tﬁ/\/BT(%l:q/):(qﬁ,l,qu)/\fznal _qﬁ}

. (Vﬂ (Y)) Ui (L") e TF | 3r ey (V) 3(q,l,q) € T :

{r”“(qﬁ,z,qﬁ’) eTH 3Ir ey (Y), A l,q) T
T {mH A 1,67 € o ({(g,1,¢)}) A final(TF) = q”}

= (VTH (Y)) Uy (@ hd) e T ca” (Wﬂ (Y)) A& 1,¢") € T ({T'}) A final(r?) = qu}

N

YU{r" (¢ 1.¢") eT! ’ ™ eY A (¢h1,q") € o ({T'}) A final(v%) = ¢* } .

O]

In the following, we denote F®! the function mapping every set of abstract traces Y C T*

into the set of abstract traces
YU{r (¢4 L") € TH| 7 € Y A (¢4, 1,g") € aT({T"}) A final(7) = ¢ }

Note that, by Prop. 4.15, the function F®! is an over-approximation of the function F¥.

In a similar manner to the concrete trace elongation operator, we can derive fixpoint results
for the abstract trace elongation operator since it inherits the appropriate functional properties
such as monotonity, operating over powersets and continuity. Accordingly, Tarski’s results leads
to:

T =N{Y € o(T) | F'(Y) Y A" (To,) C Y} (4.3)
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In turn, Kleene’s iterative scheme for sets of abstract traces is:

780 = U {[F']" @7 (Ta,)}- (4.4)
neN
Thus, Egs. 4.3 - 4.4 equips one with two constructs that can be used to compute the set of
abstract behaviors ’TQﬁO’T/ for an abstract transition system. We refer to such expressions as the
abstract collecting semantics. The abstract collecting semantics is an over-approximation of the
concrete collecting semantics, that is to say that: T C Wzyu 7;%)

Thus, one can, for example, tune the degree of granularity offered by the intervals character-
ized in Def. 4.1. This is because the intervals, corresponding to a region of concrete values, are
propagated throughout our framework since each of the abstract objects we derived in Sects. 4.2 -
4.4 are built on top of the interval domain. Thus, albeit affecting the accuracy of an analysis by
abstraction, one can use interval coarse-graining to pinpoint general trends that may be observed
in the concrete collecting semantics, while achieving this at a lower level of representation.

Up to now, we have derived the concrete and abstract collecting semantics that are used to
generate, respectively, the collection of all concrete and abstract behaviors. Importantly, we use
two celebrated results to do so, namely Tarski’s and Kleene’s fixpoint characterization schemes.
Naturally the abstract collecting semantics is an over-approximation of the concrete collecting
semantics, and the former incorporates the trace Galois connection we derived in Sect. 4.4 in
order to achieve this.

In the following Section, we will highlight a non-deterministic abstraction of two concrete
transition systems from the case studies given in Chapter 2. The goal is to show how the
abstraction process can be implemented on two stochastic system using the classical interval

domain.

4.6 Non-deterministic, effortless abstract transition systems

In this Section, we examine the non-deterministic abstraction of the BD and resource competition
reaction systems investigated in Chapter 2 with the absence of a minimal effort system. A
non-deterministic abstraction corresponds to an induced abstract transition system that forgets
about the underlying trend of its respective concrete transition system. Our goal is to observe
how such non-deterministic abstractions can induce fictitious behaviors arising from our classical

abstraction procedures derived in this Chapter.

4.6.1 Revisiting the BD model I

In Fig. 4.5 we display the non-deterministic version of Fig. 2.4. That is, we lift the classical
framework derived in this Chapter in order to generate an abstract transition system using the
classical interval domain: those which compose intervals that do not overlap. Accordingly, in
our diagram each rectangular box represents an interval corresponding to the respective ranges
of values for the molecule A. Underlying each rectangle are the concrete behaviors that can

emerge from the BD model, and under the same set of assumptions made in Sect. 2.2. We
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[15A,20A[

[ ]

[104, 15A]

[04,5A]

Figure 4.5: The non-deterministic version of Fig. 2.4 of a BD macro-transition system using
non-overlapping interval parameters.

note that the abstract transition system in Fig. 4.5 is induced by sampling various concrete
behaviors from this reaction network, and performing a relational abstraction of this set of
chemical behaviors with the concrete trace set abstraction function (see Def. 4.18) with interval
parameters Df = {[0, 5[, [5, 10[, [10, 15[, [15, 20[, [20, +00[}. We notice that at this level of
abstraction, since intervals do not overlap, the coarse-graining may consider oscillations near
the interval borders. This, in retrospect, may add fictitious behaviors into our analysis of this
abstract transition system. Additionally, we no longer retain probabilities from the concrete
transition system, thus have no information regarding the general trend of the underlying BD

dynamics.

4.6.2 Revisiting the Resource Competition System I

In Fig. 4.6 is the non-deterministic version of Fig. 2.8. FEach box depicts an abstract state
and arises from the product of the respective interval set along each coordinate. Underly-
ing each abstract state are the concrete behaviors that can emerge from the resource compe-
tition model, and under the same set of assumptions made in Sect. 2.3. Respectively, this
abstract transition system is induced by sampling the concrete behaviors of the underlying
reaction network, and abstracting by relational means the set containing these behaviors by
the concrete trace set abstraction function (see Def. 4.18) using the interval parameters Df =
{0, 6[, [6, 12[, [12, 18], [18, +oo[[}. At this level of abstraction, we observe additional abstract
transitions between abstract states in the non-deterministic abstraction transition system in
Fig. 4.6. This leads to more potential fictitious behaviors. Additionally, since we have no in-
formation regarding probabilities then one further cannot deduce the distinction between the
competing reaction within their stable, respective regions as observed in Fig. 2.8.

Consequently, using our classical framework derived in this Chapter leads us to consider that
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dh(A) = 15 dh(A) = 100

[18, +oo[

[12,18]

[18, +o0[

x| x|x

X X
XX
X

| A
[.6f  [6.12[ 12,18 [6,12] 12,18
12 q(B) 12 ¢(B)

Figure 4.6: The non-deterministic version of Fig. 2.8 of a resource competition macro-transition
system using non-overlapping interval parameters.

one must take into account fictitious behaviors that may arise from a stochastic system, such as

reaction networks.

4.7 Conclusion

In this Chapter, significant efforts were placed on highlighting the abstraction process for various
object types from a concrete system. This was done in order to emphasize how the abstraction
process may impact the analysis of a system of interest. Importantly, it should become clear
at this point how one builds an abstract transition system, which consists of a hierarchy of
abstractions from the simplest abstract object in our classical framework: intervals. More
specifically, at each layer of abstraction we derive the respective abstract function that allows
one to traverse from a concrete object to an abstract object (see Fig. 4.7).

Additionally, these abstract functions underlie each of the Galois connections that we have
established. Consequently, we have direct correspondances between each concrete and abstract
domains, which permits us to coarse-grain a concrete transition system with varying degrees of
granularity, while remaining sound. As such, this leads to the classical framework detailed in
this Chapter and its goals, which is the ability to select, design, and build an abstract framework

which can be tailored to highlight some particular features of interest.
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BT (trace abstraction function)
BT (transition abstraction function)
B2 (state abstraction function)
B (value abstraction function)

[4, qg[[e Dt (non-overlapping intervals)

Figure 4.7: A hierarchy composed of the classical abstract interval domain (bottom) and each
concrete element abstraction function derived in Chapter 4.
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Objectives

In this Chapter, we extend the interval framework derived in Chapter 4 to include
overlapping intervals. Additionally, we design a coarse-graining framework to ab-
stract the quantities of chemical species using reference intervals. After which, we
construct a hierarchy of abstraction processes to automatically coarse-grain a con-
crete transition system for reaction networks. Finally, we instantiate the derived
framework on two case studies.
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In Chapter 4, we derived the abstract semantics for an abstract transition system using
the classical interval lattice domain. The goal was to highlight the abstraction process and
show how this process can lead to varying degrees of fictitious behaviors, such as in the case
of relational and non-relational abstractions. We instantiated the classical framework on two
case studies, the BD model and the competition system, which revealed that our abstractions
were not sufficient in pinpointing the correct dynamics of the underlying reaction networks.
This is because the behaviors we consider are stochastic, and those behaviors abstracted near
interval borders may lead us to consider additional fictitious behaviors. Namely, the structural
abstractions we consider in the classical framework permit an ease-of-access between regions
of states to behavioral oscillations near regional boundaries. Thus, these subsets of behaviors
may not necessarily reflect the general, dynamical trend of a system. Consequently, we consider
additional abstract behaviors at the sake of remaining sound. To overcome this obstacle, in
this Chapter we derive a more general abstract semantics which extends the classical framework
to include overlapping intervals. Additionally, this new abstract semantics is parameterized by
the stochastic reaction networks of Chapter 2. It is also important to note that our abstract
semantics for reaction networks abstracts away information about probabilities. This is because
the probability measure of a fictitious behavior is too high. Thus, in Chapter 6 we refine the
abstract semantics of this Chapter with the probabilistic information computed from an original
reaction network.

We chose to extend the abstraction process to include overlapping intervals to introduce a
minimal effort system to chemical behaviors in order to restrict their ability to traverse between
regions of concrete states (see Fig. 5.1). Traversing from one region to another requires a chemi-
cal behavior’s ability to pass through and exit via a bound of a region shared by two overlapping
intervals: there is a buffer region represented by the area contained between the upper bound
(exclusive) of the first interval and the lower bound (inclusive) of the second interval. Thus,
coarse-graining a chemical transition system generates an abstract transition system denoting
transitions between overlapping (hyper-)regions of quantities of chemical species. From hereon,
a coarse-grained chemical transition system is referred to as a macro-transition system. Here,
the macro-transition system for a given chemical reaction network over-approximates the col-
lection of all the chemical behaviors; and, in this scenario we also consider overlapping intervals
for each quantity of a chemical component. Thus, our abstractions seek to limit oscillations
near interval borders and thus reduce the number of fictitious macro-behaviors that can be
generated during the abstraction process. In retrospect, we expect that our minimal effort
system can assist in pinpointing the correct dynamics of the underlying reaction system of in-
terest. In addition to generating more precise abstractions, a second goal seeks to compare
the models derived from an instantiation of our framework to its corresponding logical model.
In Chapter 1 and 2 we discussed about logical models, their derivation and their applications,
in addition to the type of biological conclusions that can be made from them. In Chapter 2,
we observed that even on simple case studies, we were not able to highlight intrinsic proper-
ties of the given stochastic reaction networks. Consequently, in order to better understand the

underlying structure of logical models, we use the macro-transition system derived from our
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Figure 5.1: A minimal effort system for reaction network dynamics. On the top diagram, three
consecutive non-overlapping intervals are implemented to coarse-grain the values in a chemical
behavior. Given the reference interval [m,,, M, [, the initial sampling of the stochastic sequence
can trigger an interval change, since the value is near the interval borders and m,,. At this
level of abstraction, the system dynamic appears to proceed leftwards (top green arrow). In the
bottom diagram, three bordering overlapping intervals are used to coarse-grain the stochastic
dynamics. Continuing on the previous chemical behavior reveals a rightward shift (bottom blue
arrow) in this system’s dynamics. However, in this scenario since intervals overlap, the value
does not change intervals along its sequence because although it enters in the green interval, it
does not exit the red one.
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abstraction framework since they are structurally similar to the state transition system of a
hand-written logical model. That is, we use interval representations for each chemical variable,
observe macro-transitions between regions of states made from interval products, and focus on
phenotypic, time-independent observations representing biological properties. Two additional
features arise from our formally derived models: (i) In general, transitions between macro-states
are reversible, whereas in logical models macro-state transitions are uni-directional and towards
of the systems stable fixpoint [36]; and (ii) probabilities between macro-transitions can be recov-
ered by injecting the stochastic behaviors from a reaction network into its abstraction, which is
not a feature in the logical modeling scenario. This approach differs to that done, for example,
in [34] where the authors impose a CTMC on the Boolean state space, whereas in our work
probabilities are derived from the physical basis governing chemical kinetics. Thus, we provide
a formal tool which can aid in the assessment of the behaviors that emerge from logical-type
models.

In the following sections, we derive the abstract semantics to automatically derive a macro-
transition system from a reaction network. Our method of accomplishing this is similar to
the steps taken in Chapter 4. Namely, we derive each of the abstract objects we require in
face of the chemical content of Chapter 2. Importantly, we characterize overlapping intervals
and use intervals to guide the abstraction of chemical quantities. This is possible thanks to
the abstraction functions we derive which are parameterized by (or, sensitive to) information
regarding the potential interval value observed by each quantity of a chemical species in a
chemical behavior. Also, for each abstract object we establish a Galois connection between a
chemical object and its abstract counterpart. We focus on the relational aspect of the abstraction
process, since we established in Chapter 4 that a non-relational abstraction results in fictitious
behaviors that can potentially lead to dubious conclusions. Finally, we conclude with the two

case studies considered in Chapter 2 in light of the overlapping intervals we characterized.

5.1 Characterizing overlapping intervals

We begin by generalizing the intervals definition in Def. 4.1, and of Sect. 4.1, so that we can

consider intervals that may overlap, or not.

Definition 5.1 (Intervals). We consider a family (gﬁ,@%)lgpgn of n pairs of values in NU{+oo}

where n is a natural number in N such that the following properties are all satisfied:
1. for every natural number p between 1 and n, gg < q};;
2. for every natural number p between 2 and n, QE, < qf,_l;
3. and gg =0 and g;, = +oo.
We denote the set of intervals {(glﬁ,,qg) |1<p< n} by I*.

An interval (gg,qg) denotes the set of values {r € N | gg <z < Gg}. Alternatively, we

can express an interval as ﬂgﬁ,@%ﬂ. There are finitely many of them. By Cond. 1, intervals are
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well-formed. Additionally, there may be a region where intervals may overlap. That is, given
two bordering intervals, by Cond. 2 the upper bound of the first interval is greater than or equal
to the lower bound of the second interval. Moreover, by Cond. 3, the lower bound of the first
interval is 0 (gg = 0) and the upper bound of the last interval is unbounded (g, = +00). A valid
abstraction for a natural number value is an interval in the domain Z* that contains this value.
There may be several such intervals. To select the appropriate interval, we rely on a reference
interval to compute the nearest one. The reference interval intends to abstract the previous
value for the quantity of this chemical component. We will detail more on this computation
in Sect. 5.2. Beforehand, and in order to motivate this idea, since the abstraction of a value
can belong to several intervals, we would like to distinguish the selected interval from several
potential candidates.

The purpose of the following proposition is to characterize a region of values (e.g., an interval)
for a scenario exhibited by two ordered intervals that border after a chemical behavior exited

the lower interval into a higher one.

Proposition 5.1. Let i;_1 and iy be two natural numbers between 1 and n such that 141 < iz.
Then:

(7 +[N[d. 2D\ U Jdad]) =7 7] (5.1)

i1 <k<iy
Fach hand side of Eq. 5.1 describe a region of values. Please note carefully that we distinguish
between an interval’s index at a previous discrete time step i;—1 and position in space i; — 1.
On the left hand side, the interval H@?til, —I—OOH denotes the region above the upper bound of

the abstract interval [l:ggt717qﬁ [{ that was exited. The interval [{ggt,aft

1t—1

[[ is the region denoted
by the abstract interval that has been entered. The new abstract interval is supposed to be
the least one, hence, the value shall not be in an interval denoted by an abstract interval in

between as formalised by the expression U;, | cr<;, [[gﬁk,qi [[ The right hand side describes the

interval between the upper bound (included) of the previous interval position, th_l, and the

upper bound (excluded) of the level that we have just entered, th.

Proof. Let us prove the equality of Proposition 5.1.

1. Let us prove the inclusion from left to right.
Let g be a value in ([[Qgtil, +OO[[n [[g?t,ﬁgt H) \ (Uit—1<k<it [[Qﬁk@;ﬁg [D

We want to prove that ¢ € [[qgt_l,qgt H

—f

(a) Let us prove that ¢ > 1
By assumption, the inequality ¢;—; < #; holds.
We consider two cases.
i. We assume that 4y = 7,1 + 1.
We know that:

ge [, +o].
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It follows that:

q = qgt—l'

Since, by assumption:
ig—1 =1 — 1.
We conclude that ¢ > ggtfl'
ii. We assume that 4 > 4,1 + 1.

We have ;1 <1y — 1 < iy.
It follows from ¢ & U;, | <<, Hgﬁ,ai[{ that the following statement:

q g [[ggtfl’qgtfl |:[ (52)
holds.
We know that q € Hﬂgqut [[
It follows that:
q 2 ggt

It follows from both previous inequalities that:
9>, (5.3)

By 5.2 and 5.3, we conclude that g > G?t_l.
In both cases, ¢ > qﬁ

—1"

(b) Let us prove that ¢ < g’

[
By assumption, we have:

ae |d. 4|

We conclude that ¢ < *gt.
Th @ .7
US, q € q’bt—l’qlt .
2. Let us prove the inclusion from right to left.

Let g be a state in [[qgt_l,aﬁt [{
Let us prove that g € (H@?t_l, +OO[[ﬂ [[g?ﬁ?t [D \ (Uz‘t,1<k<it [{gi@i [D
(a) Let us prove that ¢ € [{Egt_l, +oo H

We have assumed that i;_1 < i;.
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Since the previous inequality ranges over integers, it follows that:
-1 <1 — 1.

The following inequality follows by assumption on increasing upper bounds:
_f

' <q

1t—1

i

it—l'
Since, q > th_l, we conclude the following inequality:

¢>7T,

it—1"

which means that ¢ € [{*ﬁ ~+00 [[

(b) Let us prove that g € [{Qgt,ﬁﬁ [[

it

i. Let us prove that ¢ > gﬁ

5
By assumption on inter\t/als, the inequality qgt—l > ggt holds.
By assumption, the inequality ¢ > th_l is satified.
We conclude that: g > ggt.
a4

1t

ii. Let us prove that g <
We already know it, since, by assumtion ¢ € [[q?hl,qgt [[

Thus, q € [[ggt,qgt [[

(c) Let us prove that g ¢ Ui,y <k<iy [[gnk,qi [[
Let k& be a natural number such that i;_1 < k < i;.
We want to prove that ¢ ¢ [[gﬁk,q,i [[

Since k£ and i; are both integers, it follows that the following inequality:
k<i—1

holds.

By assumption that upper bounds are increasing, the following inequality:
qi < qgtfl

holds.

Since q € [[qgt_l,qgt [[, we deduce that:

q=z qafl‘

The following inequality follows from both previous inequalities:

q>7.
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We conclude that ¢ & [{gi,qi [{

We conclude that ¢ & Uit71<k’<’it [[gi,qlﬁg [[

We conclude that: ¢ € ([[*gt_l, +oo[[ﬂ [{gﬁt,q’ﬁt [D \ (Uit,1<k<z‘t [{Q;{@i [D 0

In the next proposition, we also express the scenario when a chemical behavior enters new

interval that is in a lower position (e.g., the reverse case of Prop. 5.1).

Proposition 5.2. Let i;_1 and i; be two natural numbers between 1 and n such that i;_1 > .

([[O,qil[[ﬂ[[qi,q;i[[)\( U [[q}i,qi[D:[[q?t’q?tH[[ (5.4)

1 <k<it_1

Respectively, each hand side of Eq. 5.4 also describes a region of values. On the left hand

side, the interval [{O,g?ti1 [[ denotes the region below the lower bound of the abstract interval

[{ggt—l’iﬁ [{ that was exited. The interval [{ggt,qﬁ [[ is the region denoted by the abstract

it—1 it
interval that just entered. The new abstract interval is supposed to be the greatest one, hence,
the value shall not be in an interval denoted by an abstract interval in between as formalised by

the expression U [{glﬁc,qi [{ The right hand side describes the interval between the lower
i <k<it—1
bound (included) of the current interval position, ggt, and the lower bound (excluded) of the

previous upper interval, ggt 11

Proof. Let us prove the equality of Proposition 5.2.

1. Let us prove the inclusion from left to right.
Let ¢ be a value in ([[O,gﬁt_l Hﬂ [[ngqgt [D \ U [{gﬁk,qﬁi[[ i
1 <k<it_1

We want to prove that q € [[ggt,ggtﬂ H

(a) Let us prove that ¢ < Qgﬂrl‘
By assumption, the inequality i;—; > ¢; holds.
We consider two cases.

i. We assume that 7 = 7,1 — 1.
We know that:

It follows that:

qg< ggt_l.

Since, by assumption:

-1 =14 + 1.

We conclude that ¢ < ggt 11
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ii. We assume that i; < 4,1 — 1.
We have: i;_1 > i + 1 > 4.
It follows from ¢ ¢ U [[g,ﬁe, qﬁk[[ that the following statement:

e <k<ii_1
q ¢ |:|:g§t+1’ q’%t“rl |:|: (55)
holds.
We know that ¢ € Hggt,*gt [{
It follows that:
q<q,.

By assumption on intervals, we get that:

i —f
%1 = G,

It follows from both previous inequalities that:

q< g§t+1' (5.6)

By 5.5 and 5.6, we conclude that ¢ < Qgﬁrl’
In both cases, ¢ < ngrl'
(b) Let us prove that ggt <q.

By assumption, we have:
g€ ﬂq?ﬁ?t[[-

We conclude that qgt <gq.

Thus, q € [{ggt,ggtﬂ [[
2. Let us prove the inclusion from right to left.

Let ¢ be a state in [[ggt,ggtﬂ H

Let us prove that g € (HO,QLL1 [[ﬂ [[Q?ui?t [D \ ( U [{Qi@i H) :

e <k<ii_q

(a) Let us prove that ¢ € [{O,ggt_l [[
We have assumed that: i;_1 > ;.

Since the previous inequality ranges over integers, it follows that:
11 > 1+ 1.

The following inequality follows by assumption on decreasing lower bounds:

i i
git_l > g’it-‘rl'
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Since, ¢ < qgt +1, we conclude the following inequality:

g<d

which means that ¢ € HO, ng_l [[

(b) Let us prove that ¢ € [{ggt,ﬁﬁ [{

it

P

it

i. Let us prove that g <
By assumption on intervals, the inequality ggt 1 < qﬁt holds.
By assumption, the inequality ¢ < ggt 41 1s satified.

We conclude that: g < qﬁ

[
i

ii. Let us prove that q > ¢;

1t ”

We already know it, since, by assumtion ¢ € [{ng ggt 41 [[
Thus, g € |d,., .
(c) Let us prove that g ¢ U [{gi,qﬁ [{

it <k<ig—1
Let k£ be a natural number such that 7,1 > k > ;.

We want to prove that q & [[guk,qﬁ [[

Since k and ¢; are both integers, it follows that the following inequality:
k>au+1

holds.

By assumption that lower bounds are increasing, the following inequality:
i i
G > Diy+1

Since q € [{ggt,ggtﬂ [[, we deduce that:

i
q < i,+1-
The following inequality follows from both previous inequalities:

q<dj.

We conclude that ¢ ¢ [{guk,qﬁ [{
We conclude that ¢ & U [{gﬁ,qi H

it <k<ig—1

We conclude that: ¢ € ([[O,ggt_l [[ﬂ Mﬁ?t [D \ ( U [[Q?w@% [[) )

1 <k<ig—1
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Chapter 5. An Abstract Domain with Overlapping Intervals

Now that we have extended and characterized our interval domain to include overlapping
intervals, we will take advantage of this abstract object as the basis for a collection of abstract
functions we will derive to obtain abstract elements from objects containing chemical infor-
mation. These flavors of abstractions follow a similar to routine to those derivations made in
Chapter 4. In Sect. 5.2, we derive the first of these abstract functions that permit us to map

the values of chemical quantities into an interval.

5.2 Abstractions of quantities of chemical components using ref-

erence intervals

The goal of this section is to derive the value abstraction function that we will use to map the
value of a chemical component to an abstract interval. In order to do so, we use the interval
domain defined in Sect. 5.1 and further parameterize the derived value abstraction function with
a reference interval. Thus, this abstract function will keep track of the quantity of a chemical
species with respect to a given reference interval when computing interval assignments.

In the explanation of Def. 5.1, we mentioned that the abstraction of the quantity of a chemical
species may result in several interval options if one uses overlapping intervals. Additionally, in
Props. 5.1 - 5.2 we characterized the region of values that correspond to an interval change in the
situation where bordering intervals may overlap. Thus, we would like to design our abstractions
to take into account the interval options, use a reference interval to guide the abstraction of a
value, and ensure that the selected interval is correct.

Often, we remark the nearest interval as the one for which the distance between the indices
of two intervals that is minimal. For example, a common computation we will conduct is, given
a reference interval and a set of potential intervals where an abstracted value may habituate, we
identify the interval in the candidate set that has its index nearest to the index of the reference
interval. Using the results of the proof of Lemma 3.1 allows us to compute for any reference
interval its projection onto a non-empty interval set. It does so by supplying the value projection
function of Def. 3.5 with a reference interval and a set of intervals of interest. Accordingly, we
integrate this feature into the following interval choice function in order to automatically choose

the nearest interval.

Definition 5.2 (Interval choice function). Let [[gg,qf,[[e T* be a reference interval. The interval
choice function maps the reference interval to the index of the nearest interval in a non-empty

convezx set of interval indexes:

W Conv(N)\ {0} — N
2% Y — projy(p,Y):

In Def. 5.2, the domain and co-domain of the function ’HNﬁ are, respectively, the set of

dp @g[[

non-empty convex intervals of natural numbers and the set of natural numbers. The interval

choice function is parameterized by a reference abstract interval and inputs a non-empty set of
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5.2. Abstractions of quantities of chemical components using reference intervals

abstract intervals. Given these two pieces of information, the output is the index of the interval
that belongs to the input set and which is nearest to the reference.

The reason we derived the interval choice function is to guide the abstraction of the values
of chemical components. Here, we use reference intervals in order to ensure that the interval
assignment of a value, among several possible candidates, is nearest to the given reference. We
use this strategy to track whether the quantity of a species has been displaced from a reference
interval, thus potentially entering a new one, or not. For this reason, we derive the value

abstraction function and parameterize it with a reference interval.

Definition 5.3 (Value abstraction function). Let [[g%,qg [€ T* be a reference interval. The value

abstraction function maps each value x € N to the unique abstract interval given by:

N —» T
—=N
Bt b1 =
lap-a1 r ﬂgf,,,ﬁg,l[[ wherep’z?—[l\;naﬁ ({keﬂl,n]] ‘gi§x<qﬁ}>.
iprdip

In Def. 5.3, the domain and co-domain of the function BE;% [ e respectively, the set of
values and the set of intervals. Also, it is well-formed thanks to the hypotheses in Def. 5.1. More
precisely, the existence of an interval in Z# containing the quantity of a chemical component fol-
lows from the fact that the elements of Z* forms a covering of N, then thanks to the monotonicity
of lower and upper bounds of the intervals, the set of intervals that contain a given value are
contiguous elements in the domain. The interval choice function (see Def. 5.2) picks the nearest
to the reference interval. Additionally, the value abstraction function in Def. 5.3 differs from
Def. 4.2 since the former is both contextualized by information about reaction networks and

reference intervals.

Example 5.1. Let ZF = {[0,6[, [3, 9], [5, +oo[} be the set of intervals and [0, 6] be the
reference interval.

We would like to abstract the values 3,6, and 10 an interval in Z¥. Thus, applying the
value abstraction function (see Def. 5.3) onto each value gives 3%6[[(3) = [0, 6], BI[[\B,G[[(G) =

[3,9[, and B3 of(10) = [5, +oo[.

We would like to highlight at this point the structural similarity and difference between of our
interval abstractions to those of logical models. The main similarity at this level of abstraction
is the interval representation for each chemical species, yet the interval type is different. In our
value abstraction, an interval denotes a range of values for a given chemical species. A benefit is
that intervals can be fine-tuned to encapsulate each quantity of a chemical species with more or
less accuracy, and may be done to highlight a certain property of interest such as the mechanism
of formation and quantity of some protein complexes under steady state dynamics. Indeed, the
goal of the upcoming value concretization function in Def. 5.5 is to recover a concrete information
from its abstract representation. In contrast, an interval in a logical model is of a qualitative

nature and represents an activity level of a chemical species. Although in some scenarios this
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Chapter 5. An Abstract Domain with Overlapping Intervals

simplification can capture emergent phenotypic properties of interest, such as important stages
of a cell division process [13], one generally loses a lot of information regarding variations in the
copy numbers diverse bio-molecules. In the aforementioned case, drastic assumptions are made
to rank and marginalize such variations by considering the activity among classes of reactions
that may be more likely than others. Yet, it is difficult to verify how these assumptions may
impact the dynamics of this logical model.

At this point, we are able to obtain intervals from values by the corresponding abstraction
function. Now, we would like to follow a similar procedure to that done in Chapter 4 in order
to derive a Galois connection between intervals and values in the context of reaction networks.
The first function we will derive is the value set abstraction function which will generate for us

sets of intervals from sets of values.

Definition 5.4 (Value set abstraction). Let [[gg,qg[[e 7% be a reference interval. The value set

abstraction function maps a set of values to the set of abstract intervals:

- o(N) = o(T%)
gt = A
lap-al X = {Bﬂgﬁﬁgﬂ(x) ‘ re X}

In Def. 5.4, the domain and co-domain of the function al\; LA are, respectively, the powerset
of the set of values and the powerset of the set of intervals. This set abstraction function
is parameterized by a reference interval and inputs a set of values. Afterwhich, the interval
reference is propagated to Big @l (see Def. 5.3) which is used to abstract each value in the input
set. However, at this level of representation is remains unclear how the value set abstraction
function carefully assigns each value to its appropriate interval. Thus, a more specific version
of the value set abstraction function is given in the following proposition. Namely, it uses the
characterization in given in Prop. 5.1 to reveal that in order to abstract a value, its value must
be compared to the boundaries of the given reference interval, and then one corrects its interval

assignment by considering its neighboring intervals.

Proposition 5.3. Let X € o(N) be a set of values. Let [Lgt_l,qgt_l[[ be a reference interval.
Let X1, X2, X3 C X such that:

X, = {:UGX ’G?tilgx};

Xy = {xeX‘x<g§til};

X3 = {HTGX ‘ggt71§x<q§t71}.
Then:

aNﬁ 4 (X)) = TUYaUuYs

lq

2ip—1 [

7qit71
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5.2. Abstractions of quantities of chemical components using reference intervals

where:
i {Hq”’q’tﬂezﬁ | i¢ € [1,n], 3z € X1 1 it <'Lt/\qz 1 Zz< q }
Yo = {Hﬂitaqitﬂg Tt | it € [1,n],3x € Xo :ip—1 > it /\Qif, <z <ﬂit+1}
# —f .
Y3 — {[[git,17qit71 H:} ZfXS 7é Q),
0 if X5 = 0.

Proof. Let X € p(N) be a set of values. Let ﬂqp, 7 HE 7! be a reference interval. Let X1, X9, X3 C
X such that:
X = {xEN ’ng Sx};

Xo = {xeN‘x<gg };

1t—1

X3 = {xeN‘ggt71§w<qﬁ }

i1
We have:
X =X1UXyU Xj3.

It follows that:

—N _ =N
¢ @ (X) = ¢ @1
e R T | T |

(Xl)Ua (Xg)Ua (X3).

A |

’tlztl

ldf, @ I

'Ltl'btl

1. Let us prove that:

al (X)) = {[[ggt,qgtﬂe 7" ( i € [1,n], 3z € X1 :4i1 < iy Aqgt_l <z<q }

4, i
By definition:

o L 0={Fg 4 @

Ztlztl 7‘t17't1

xGXl}.

Let be x an element of X7.
We denote as i; the integer between 1 and n such that B i 7 (&)= [[qﬂ 7 I.

Lig_1’ H 1 l“q“
We have:
(2) @, , <=

(b) xz € [[g?t,agt[[ (by Definition ofﬁ[[q 7 [[>;

ltl’tl

(c) forevery k € [1,n] such that i;—1 < k, we have x ¢ ﬂggt,qgt[[ <by Definition of B[[q 7 [[);

Lip—1’ Zt 1
It follows by Prop. 5.1 that:
T € [[qgt_l ? q’t}t II

We can conclude that there exists i; € [1,n] such that ;1 < i; and th_l <z< th.
Since, [[q?tquft[[g X1, we get that:

N ; g N =
aﬂﬂgt—17a§t—1[( ) {18[[(1% 1’ % 1[[(37) Ellt < [[17”]] Hher s " qz'til S TS Qit} ‘
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Chapter 5. An Abstract Domain with Overlapping Intervals

That is to say:

ay, o (X)) = {[[qwq”[[ezjj ‘zte[[l nl,3x € X1 : i 1<zt/\q§t 1<a:<qﬁ}

[[git 1%, 1[[ v

2. Let us prove that:

651 (Xg):{[[ggt,qgt[[eﬂ ’ite[[l,n]],ﬂxeXQ Tp_ 1>zt/\q§ <m<g§t+1}.
it

By definition:

[[u - [[( 2) = {ﬁ[[q # (@ .Z‘EXQ}.

Ztlztl 1tlltl

Let be x an element of X5.
We denote as i; the integer between 1 and n such that B [[qlt ) 73t ) ( ) = [[qgt,qgt[[
We have:

(a) z < ggt_l;

(b) x € [[qgt,qgt[[ (by Definition of,B[[q 7 [[>;

- 21 Zt 1
(c) forevery k € [1,n] such that i;—1 > k, we have x ¢ [[qgwqu[[ (by Definition of ﬁ[[q 7 [[>;
- Zig—1’ lt 1
It follows by Prop. 5.2 that:
S Hg§t7g§t+1 [[

We can conclude that there exists i; € [1,n] such that i, < i; and qgt <z< ggt 41

Since, [[g?t,gftﬂ [C X5, we get that:

—N : # 1
T ot 109 = {Bli_ar_ @) | B Mol s <iend <z <}

That is to say:

_N _ .
aﬂgft 1@5t 1[[(X2) = {[[ggt,qgt[[e 7t ‘zt € [l,n], 3z € Xo : 941 > zt/\qg <z <g§t+1}.

3. Finally, we compute @, _, (X3) by case analysis.

R R |

[

(a) if X3 =0, then @ (X3) = 0.

ldf @ I

ztthl

(b) Otherwise,

e Let x € X3.
We have:

—-N
IBII(I’j ,g’j [[(x) = [[ggt71 ? qig 1 [[

T ., |

96



5.2. Abstractions of quantities of chemical components using reference intervals

-1+ 1

-1y — 1

ot f
reN [[gpaqu[[ez

Figure 5.2: Abstraction of sets of values. On the left hand side are three sets of values depicted
by three colored regions (green, red, and blue). Each line under each region depicts a value, and
bordering regions share common values. On the right, we display the index of an interval along
a vertical line, and the collection of these indices instantiated on the generic construct [[gf),qg[[
make up the set of intervals obtained from abstracting each region from the left. Each dashed
arrow is a mapping of a region to an interval. The mapping from sets of values to sets of intervals
is accomplished by the value set abstraction function of Prop. 5.3, which is parameterized by
the reference interval [[g’,jt,q?t [. This is done by comparing each value of each region on the left
to the boundary values of the reference interval, and assigning this value to its corresponding
interval.

Thus,

—N g
aﬂggtﬂ@?t,l[[(X?’) < {ﬂgit,quit,l[[}

e Since X3 is not empty, we can pick x an element in it.
We have:

7N N
5[[qﬁ a [[(I) = Hggt—l’qgt—l[['

T |

Thus:
ﬂﬂﬁgu —_ quﬁqu _ [[ﬂeaNu 7 [(X?)).

ip—1%ig_q Diy_1ip_y [[git—f it—1

It follows that: &, [[(X3) = {[[g?t,lfﬁ [[}

: b lg—1
[[gltﬂ iy_y
O

In Fig. 5.2, we illustrate how the three sets of values (depicted by the green, red, and blue
regions) may be abstracted. The value set abstraction function of Prop. 5.3 is parameterized
by the (red) reference interval [[ggt,qgt [. In this scenario, we consider the abstraction of two sets
of values, one above and below the reference interval, and one set equal to the reference. Note

that each bordering region share some common values. Further, each independent dashed arrow
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Chapter 5. An Abstract Domain with Overlapping Intervals

is an mapping by al[?ﬂgz Z1

it
of each interval (instantiated on [[gf,, qf, [) forms the set of intervals obtained after the mapping.

of each region on the left to an interval on the right. The collection

Thus, each interval assignment is achieved by comparing the value within each region to the
reference interval, and correcting the respective interval assignment by either Prop. 5.1 or 5.2

(which not shown in this diagram for the sake of simplicity).

Example 5.2.
Let Z% = {[0, 6, [3, 9[, [5, +oo[} be the set of intervals and [0, 6] be the reference interval.
We would like to abstract the concrete set X = {2,6,10}. Accordingly, inputing this con-
crete set into the value set abstraction function outputs 6%6[(2() = {[0,6[,[3,9[. [5, +oo[}-

The second function we consider is the interval set concretization function to obtain sets of

values from sets of intervals.

Definition 5.5 (Abstract interval set concretization). Let [gf,,qﬁ[e 7% be a reference interval.
The abstract interval set concretization function maps a set of abstract intervals to the set of

values:

o o(Th) — p(N)
g=tr — el
lap.apl Y {x eN ‘ Blu\lqgﬁm(x) € Y} .

In Def. 5.5, the domain and co-domain for the function iﬂzqﬁﬁ 2
4p>9p
of the set of intervals and the powerset of the set of values. Similarly to Def. 5.4, the interval set

are, respectively, the powerset

concretization function is also parameterized with a reference interval. This function outputs,
from an input set of intervals, the set of values with the property that abstracting each value by
the value abstraction function (see Def. 5.3) belongs to the input set. Since each value has more
than one interval representation, then there can be several sets of values from each interval.
Thus, we invoke Prop. 5.1 and take the set union to filter each concrete set, to ensure that our
interval assignments are correct in the context of overlapping intervals. This mechanistic process

becomes more apparent in the following proposition.

Proposition 5.4. Let Y € o(Z%) be a set of abstract intervals. Let [[ggt_l,qgt_lﬂ be a reference
interval. Let Y1,Ys,Y3 CY such that:

Y, = {[[g?t,q’ﬁt[[e Y ’ i1 < it};
Yo ={Id, @[ Y | i1 >t}
Y3 = {[[ggt,qgt[[e Y ‘ 1 = ’it} .

Then:

¥ (YY) = XiUXaUXs

Hgit71 ’qitflll
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5.2. Abstractions of quantities of chemical components using reference intervals

where:
= U [@..dl
IIggt @gt IIEY].
Xy = U [[gft ’ ggt-f—l II;

I}, @, [€Y2
x, = JE T iYe 0.
0 ifYs =

Proof. Let Y € @(D*) be a set of intervals. Let [[ggt_l,qgt_l[[ be a reference interval. Let
Y1,Y5, Y5 C Y the three following sets:

= {14, Tl T i <}
= {[[g?t,aﬁt[[e T ’ i1 > it} ;
= {[[g?t,aﬁt[[e T ’ i1 = it} .
We hayve:
Y=YiUuY,UYs.
It follows that:

_1t Tt
Mt 7 [[(Y) Nt 7 H(Yl)U’Y[[u 7 [[(Yz)UW[[q

1t11t1

ﬁ [[(Y3)

ltlltl ltlltl %1%1

1. Let us prove that:

s 4
’Yf@ )= U [[qgtthgt[[-

1t —
[[ggt 7Q§t [[GYI

e Let us prove that:

_t _ _
7§n (Y1) C U [[qgﬁpqgt[[-

it .
[[Qgt 7q§t [[EYI

By definition:

Wﬁ . [[(Yl) = {90 eN ‘ Buq 7 (@) € Y1}-

Ztlltl ’tlltl

Let be x be an element of VI;u 7 [[(Yl).
R R |
We denote as i; the integer between 1 and n such that B i g (&)= [[qgt,@ﬁt[[
2117 % 1
We know that: [[quit[[e Yi.
Additionally, we have:
(2) @, , <=
(b) xz € [[qgt,ﬁgt[[ <by Definition ofﬁ[[q 7 [[>;
- 21’ 'Lt 1
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Chapter 5. An Abstract Domain with Overlapping Intervals

(c) for every k € [1,n] such that i;—1 < k, we have x ¢ [[qgt,qgt[[
(by Definition of Bmtmq K );

T |
It follows by Prop. 5.1 that: x € [[qgt_l,ﬁgt[[.
We get that:

_Tt _ _
T o (e U Eodl
t—1""1—1 [@gt @gt [evi

e Let us prove that:
—f 4 C Tt Y;
U [[qit—hqit[[ =T (Y1)
i it
[Q§t7Q§t[EY1
For T € [[th 1,q“[[ we have ﬁ[[q% . gt 1[[(;15) = [[ggt,qgt[[.
Thus, [¢,_,,[C 7 (V7).
t
It follow that:
_ _ 7t
U [@_.7l¢c Tt (Y1)-
it

”:ggt 7E§t [[EYI

Thus:
Tt - |
”an (Y1) = U [[qgt—l’qgt[['

it _
[[ggt 7q§t [[EYI

2. Let us prove that:

_7t
’Y:qzﬁ (}/2) = U [[ggt’ggHrl [[

it —
[[Qgt 7q§t [[EYZ

e Let us prove that:

_7t
’Yfﬁ (Yé) - U [[ggt’ggt-‘rl [[

N Hggt 9§§t HEYZ
By definition:

Tig ”H(Y"’):{“N’ﬂnq ”[[(”U)GYQ}'

ltlltl ltlltl

Let be x an element of Wﬂu o
R R 1[[

We denote as i; the integer between 1 and n such that ﬁ ¢ 7 [[(:L‘) = [[ggt,qgt [

Lip_1’ H 1
We have:

(Ya).

(a) z<d_;

(b) xz € [[ggt,qgt[[ (by Definition of/B[[q 7 [[);

Lig_1’ Ztl

(c) for every k € [1,n] such that i;_; < k, we have = ¢ [[qgt,qgt[[
<by Definition ofﬁ[[q 7 [[);

Ztlltl
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ions of quantities of chemical components using reference intervals

It follows by Prop

. 5.2 that x € [[g?t,giﬂ[[.

We can conclude that:

e Let us prove that:

Let [¢},.7}[€ Ya.
For x € [[ggt

T

7 (Y2) ©

U

[[ggt @Et [[GYZ

Hg§t7g§t+l [[

t

_7t
U 4 gl ().
I}, @, [Yz '

g
g1571’ it qit

=
Tiy_y

—=N
7Q§t+1 [, we have 5[@ [.

[[(l‘) =g

7t
Thus, [¢},. ¢}, 1€ 75 (¥2)-
1t

It follow that:
Thus:

3. Finally,

(a) if Y3 =0, then Wﬁ
(b) Otherwise,

_7t
o Let xz € 7%,
We have:

iy 1%y

Thus,

U

_7t
Hggt’ﬂ?t'f‘l[[ - /qu (YQ)
I, 7. [ f

_7t
f)/fgt (Yé) = U Hg§t7ggt+l [[
ld, @, €Yz
Ys) = 0.
gt—lﬁgt—lﬂ( 3) @

2N | 0 R

ﬁ[[‘lftflﬂftfl[[(x) - [[git—l’ Qiy_y [[
It f
’Y[[ggt 1,§gt 1[[(Y3) g {[[git_I’ it_l[[}

o Since Y3 is not empty, we can pick [[ggt,qgt[[ an element in it.

By definition of Y3, we know that i; = i;_1.

We have:

Thus

It follows that: ﬁﬁ y

3N Y 0

5[[g§t_17§§t_1[[($) - [[git—17qit—l[['
g It

e A AN

i

it—1

(it
it,l,aﬁtfl[[(yi’*) ={Id, .7, 1}
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b < Tp_1 1 < g

2 A i, , 47
2 7))
N, @, I ({ﬂgit @[eT
|

t—1 = Ut

#

i1 Li

#

i — =4 P
q q Gy Y1 Ty i1

Figure 5.3: Concretization of sets of abstract intervals. entered in one time step. Thus, each

diagram depicts a scenario for concretizing an entered interval whose index is either lower (top

left), higher (top right) or equal (bottom) to the reference interval ([[ggt_l,q?t_l [). Accordingly,

for each scenario we ensure that the respective set of intervals concretized by the interval set
concretization function in Prop. 5.4 outputs the corresponding set of values pertain to the
correct region of values (as characterized in Props. 5.1 - 5.2), thus omitting, for example, each
gray regions.

In Fig. 5.3, we illustrate how the specific interval set concretization function of Prop. 5.4
handles the extraction of sets of values from overlapping intervals in an input set of intervals.
Here, we display three possible scenarios and note that each interval is split into subsets of
intervals depending on the value of the interval index with respect to the reference interval
[[Qgtﬂ’qgtq[[‘ The first (top left, Fig. 5.3) corresponds to the concretization of the subset of
intervals whose indices are smaller than the reference (iy < i;—1). In the second (top right,
Fig. 5.3), we concretize the subset of intervals who indices are larger than the reference interval
(it > iz—1). The third (bottom center, Fig. 5.3), and final, concretizes the subset of intervals
which indices equal to the reference (i; = i;—1). In each scenario, we ensure to remain consistent
with the overlapping interval properties of Props. 5.1 - 5.2. That is, the gray regions of each

interval scenario are removed as we require an interval to be exited completely.

Example 5.3.
Let Z#% = {[[0, 6], [3, 9[, [5, +oo[} be the set of intervals and [0, 6] be the reference interval.
We would like to concretize the set of intervals V¥ = {[0, 6], [3,9[, [5, +oo[} (note that
Vé = afl, 5({2,6,10}), see Ex. 5.2). Then 77 o (¥¥) = N.

Consequently, and as expected, the abstraction process ﬁfg o[ oaﬁ% 6] 01 the set {2,6,10}

102



5.3. Chemical state abstraction using reference macro-states

has resulted in a concrete set less precise than the original, e.g., {2,6,10} C Wﬁ o[ ©
o) ({26, 10).

In this Section, we introduced the interval domain with overlapping intervals with the goal
of reducing fictitious abstractions that may emerge by the intrinsic stochastic properties of a
reaction network. Additionally, we show how to derive intervals from the values of chemical
components and how these abstractions can be guided by a reference interval. Indeed, the
motivation of the reference interval abstractions is to track the directionality of a value involved
in a reaction and to determine whether a value has exited a reference interval or not. Finally, we
have derived a Galois connection between the values and interval domain. In comparision to the
Galois connections we derived in Chapter 4, we focus our efforts on relational abstractions. Thus,
we have at our disposal correspondances between the value (concrete) and interval (abstract)
domains which ensures that our abstractions are sound by construct, meaning that we do not

miss any component values.

5.3 Chemical state abstraction using reference macro-states

In Sect. 5.2, we introduced the process of abstracing values into intervals, especially those which
overlap. In this Section, we would like to lift these type of operations onto chemical states, those
which contain information regarding the quantity of a number of chemical species. To begin, we

define the abstract counterpart to chemical states: macro-states.

Definition 5.6 (Macro-states). Let V be a set of variables. A macro-state is a function q¢* :
Y — TF.

The set of all macro-states is denoted ot

In Def. 5.6, a macro-state is a function ¢* with a domain and co-domain, respectively, as
the set of variables and the set of intervals. A macro-state can be interpreted as a vector, such
that each respective element of the vector contains information regarding the interval value for
a chemical species. Note that we use one abstract domain for each variable in order to ease the
notation; yet, in practice one may consider several domains for each component. One can also
regard a macro-state as a box (see Def. 3.6) delimited by the interval boundary values of each
variable along its coordinate.

Note that a box corresponds to a convex set of macro-states, and is a prelude to the type of
abstractions we would like to perform in this Chapter. That is, our goal is to abstract chemical
states into macro-states while ensuring that each macro-state is nearest to a reference macro-
state. Indeed, this would require a similar choice function to Def. 5.2. This motivates the

following definition.

Definition 5.7 (Macro-state choice function). Let ¢f = [v [[gfv,qgvﬂ] be a reference macro-
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state in QF. The macro-state choice function is defined as:

ox([1,n]Y n]v
IR TDINOIE I o
Y = (projy (i, Ty (Y)))UEV
or, equivalently:
P D IR .
Y = projav ([v = iy],Y).

In Def. 5.7, the domain and co-domain of the function 7—[51 are, respectively, the non-empty
set of boxes and the set of functions from variables to interval indexes. The state choice function
is parameterized by a reference macro-state (qﬁ) and inputs a box set. The reference macro-state
and box set are used as, respectively, source and target inputs to the state projection function
of Def. 3.7. Thus, the state choice function can be interpreted in two manners. Fither we can
compute the projection of a state onto a box by reasoning coordinate wise (Eq. 5.7). Or, one
can compute directly the projection (Eq. 5.8). In either way, the expressions are equivalent and
the state choice function will output a macro-state that is both in the given box set and that
is at minimal distance to the reference. We will use this function to guide the abstraction of
chemical states.

In Fig. 5.4 we provide intuition as to how the macro-state choice function works. A projection
of a given reference state (red) onto a box set is determined by minimizing the distance between
the reference macro-state and each macro-state in the box set. Indeed, this computation is
equivalent to an orthogonal projection of the reference macro-state and each macro-state in the
box set onto its respective variable coordinate. Afterwhich, the distance between the index of
each interval along their respective coordinates are computed, and the macro-state in the box
with the smallest index distance per variable (depicted by the green lines in Fig. 5.4) to the
reference is chosen.

Now, one can use the macro-state choice function to parameterize the following chemical

state abstraction function, which permits one to compute macro-states from chemical states.

Definition 5.8 (Chemical state abstraction). Let qjj c O be a reference macro-state. The

chemical state abstraction function maps each chemical state to the macro-state:
Q — o
qg +— lifto [Hun (H{pe[[l,n]] ‘qgﬁwv(q)<]ﬁ,}>].

veY

-9
59 =
where lift maps each function from the set V to the interval [1,n] into the function [v

[[ng(v)vqﬁf(u)[[] from the set V to abstract domain I*.

In Def. 5.8, the domain and co-domain of the function Bﬁ are, respectively, the set of chemical

states and the set of macro-states. The chemical state abstraction function is parameterized by
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€ Boz([1,n]Y)

IR T SE——— e

Figure 5.4: A projection of a reference macro-state to a box. The macro-state choice function
’Hun is parameterized by the reference macro-state ¢* and inputs a box set, Y. The projection of
this reference macro-state onto the box Y is equal to the nearest macro-state in the box. This
distance is computed by calculating the component-wise distance between the interval index of
the reference interval and each interval in the box, and then choosing the index with the smallest
distance (depicted by the green lines). Note that in the diagram no difference is made between
an interval and the index of this interval in the abstract domain.

reference a macro-state and inputs a chemical state. This information is propagated to the
macro-state choice function (see Def. 5.7) which identifies from a set of macro-states (arising
from the fact that there may be several macro-states for a chemical state) the one nearest to
the reference. That is, each macro-state in the candidate set is composed of interval values for
each variable and these intervals, along each respective coordinate, contains the corresponding
component value of the abstracted chemical state. The auxilliary function lift is used to translate

interval indexes into intervals.

Example 5.4. Let Z8 = {[0,6[,[3,9],[5,+oc[} be the set of intervals and V =
{A,B,C,AB, AC, ABC} be the set of variables. Let ¢* = [A — [0,6[,B — [0,6[,C
[0,6], AB — [0,6], BC ~ [0,6], ABC + [0,6]] be the reference macro-state.

We would like to abstract the chemical state go = [A +— 5,B — 10,C — 7,AB
0,BC + 2, ABC + 1] with the chemical state abstraction function (see Def. 5.8) and the
interval set ZF.

Thus, we obtain:

B2 (ge) = [A = [0,6[, B = [5,+0c], C ~ [3,9[, AB + [0,6[, BC ~ [0,6[, ABC ~ [0,6[].

We notice that in order to obtain the corresponding macro-state, each component value
in the chemical state undergoes an interval inclusion check with each respective interval in
the reference macro-state, and an interval assignment is computed according to how this

value compares to the interval boundary values.

For us, a macro-state depicts a (hyper-)box given by the interval representation of each
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chemical variable in a system. More specifically, a macro-state contains information of the
interval value for a collection of variables and along its coordinate, which differs from the macro-
states observed in logical models. Whereas in our formalizations each face of a macro-state
considers a potential range of values, in the corresponding logical model each dimension is an
activity level. This distinction will become important in Sect. 5.4 where we observe the ability
for a macro-state to traverse from one macro-state to another. In the logical model, this ability
to traverse is goverened by the hand-written expression regulating the variables in the logical
system. In our framework, a traversal is governed by the stochastic dynamics of a reaction
network which permits one to pinpoint the direction a macro-state tends to habituate. A flaw,
however, is that we consider additional macro-states that may not carry much information about
the underlying reaction network behaviors. We plan in Chapter 6 to include information on
the likelihood of habituating in one macro-state versus another, which should aid in alleviating
the number of fictitious behaviors.

At this point we will begin to derive a Galois connection between the chemical state and
macro-state domains. Thus, we begin by deriving the chemical state set abstraction function to

map sets of chemical states to sets of macro-states.

Definition 5.9 (Chemical state set abstraction). Let qti c O bea reference macro-state. The

chemical state set abstraction function a{% maps a set of chemical states to the set of macro-
states:
o | (@ — 0(9%)

g = 29
X = {Bilg) | aex}.

In Def. 5.9, the domain and co-domain of @ﬁ are, respectively, the powerset of the set of
chemical states and the powerset of the set of macro-states. The chemical state set abstraction
function is parameterized by a reference macro-state, ¢, and inputs a set of chemical states.
Accordingly, this function outputs a set of macro-states by lifting the chemical state abstraction
function (see Def. 5.8) over each chemical state in the input set.

In the following proposition, we derive a specific expression for Def. 5.9 to abstract a given set
of chemical states, which is accomplished by ensuring that for each macro-state obtained, their
resulting interval values are elements of the set containing the respective chemical component

value that that has been abstracted by the value set abstraction function (see Def. 5.3).

Proposition 5.5. Let X € p(Q) be a set of chemical states. Let ¢* € QF be a reference macro-
state. Then:

ad(x) = {qw €O |Ige X, VweV:¢' ) e aﬁz(v)({q(v)})}-
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Proof. Let X € p(Q) be a set of chemical states. Let qti € OF be a reference macro-state.

ag(x) = {B5@|qex}
{¢ €@ 30ex: B30 =}
= {¢" € Q|3 e X, Y0 eV Fypaw) =" (v)}
{¢" €@ |3ge X, WweV:¢) eal, (g}
]

One immediate observation one should make of Prop. 5.5 is that the expression has built on
the value set abstraction function of Prop. 5.3. Thus, the process of abstracting a set of chemical

states narrows down to performing interval abstraction of each value in each chemical state.

Example 5.5. Let Z8 = {[0,6[,[3,9[, [5,+oc[} be the set of intervals and V =
{A,B,C,AB, AC,ABC} be the set of variables. Let ¢ = [A — [0,6[, B — [0,6[,C
[0,6], AB — [0,6], BC ~ [0,6], ABC + [0,6]] be the reference macro-state.

We would like to abstract with the chemical state set abstraction function (see Prop. 5.5)

the set containing the following chemical states:

ge = [A—5B~—10,C— 7,AB~ 0,BC +— 2, ABC 1],
4% = [A~1,B—6,C+— 2,AB+~ 0,BC +— 7,ABC ~ 0].

Thus, one obtains aﬁ({q., Go}) = {qﬁ, qg} where:

¢t =[A—[0,6],B— [5,+0c,C s [3,9], AB — [0,6], BC — [0,6], ABC ~ [0, 6],
¢t =[A—[0,6], B+ [3,9[,C — [0,6], AB — [0,6], BC — [3,9[, ABC s [0, 6.

Accordingly, the following macro-state set concretization function will be used to obtain sets

of chemical states from sets of macro-states.

Definition 5.10 (Macro-state set concretization). Let ¢* € QF be a reference macro-state. The

macro-state set concretization function maps a set of macro-states to the set of chemical states:

ot | 0(@H) = ©(Q)
Vb - -9
Y = {qGQ'ﬁqu(q)EY}.
In Def. 5.10, the domain and co-domain of the function ﬁﬁu are, respectively, the powerset
of the set of macro-states and the powerstate of the set of chemical states. The macro-state set

concretization function is parameterized by a reference macro-state and inputs a set of macro-

states. This function will output a set of chemical states with the property that abstracting each
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chemical state by the chemical state abstraction function (see Def. 5.8) will retain its abstract
counterpart in the input set.

Respectively, a more specific version of how a set of macro-states is concretized into a set of
chemical states is given in the following proposition. In this case, a collection of concrete states
are retrieved from each macro-state in a given abstract set by checking that for a given variable,
each value in its chemical state belongs to a corresponding interval value of each macro-state in

the given set.

Proposition 5.6. Let Y € p(Q%) be a set of macro-states. Let ¢* € QF be a reference macro-

state.

Wﬁﬁ(Y) = U {q €cQ|YweV:q)e ﬁ(v) ({qw(”)})}'

q’eYy
Proof. Let Y € p(@ﬁ) be a set of macro-states. Let qti € OF be a reference macro-state.
_of =9
7§) = {ecQ|Big ey}
—=Q
g€ Q|3 €Y : Ble) = ¢"}

{
- {geQ|af eviwev: 5quv)<<>> ¢ (v)}
{

= g€ Q|3 eY,VweV:qv qﬁ(v ({ “(v) })}
= U {qeg\wev:q()evqn ({ ()}>}
q’ey

Example 5.6. Let Z8 = {[0,6[,[3,9[,[5,+oc[} be the set of intervals and V =
{A,B,C,AB, AC, ABC} be the set of variables. Let ¢* = [A — [0,6[,B — [0,6[,C
[0,6[, AB — [0,6], BC — [0,6], ABC + [0,6]] be the reference macro-state.

We would like to concretize with the macro-state set concretization function (see
Prop. 5.6) the abstract set obtained in the result of Ex. 5.5. Namely, the abstract set

of macro-states {qﬁ, qo} such that:

gi = [A—]0,6[, B+ [5,+oo],C +— [3,9], AB — [0,6[, BC — [0,6],
ABC + [0,6[],

¢ = [A—]0,6[, B+ [3,9],C s [0,6], AB — [0,6[, BC ~ [3,9],
ABC + [0, 6[].

Thus, we obtain that ﬁﬁﬂ({qﬂ, qﬁ}) is equal to:

[A— [0,6], B+ [9,+00[,C +— [6,9], AB — [0,6], BC — [0,6], ABC s [0, 6]]
[A — [0,6], B+~ [6,9],C — [0,6[, AB ~ [0,6[, BC > [6,9], ABC — [0, 6[]

The output set is a super-set of the original set of chemical states (see Ex. 5.5). For example,
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5.4. Macro-transitions between regions of chemical states

note that the abstraction process Wg o aq%]({q., ¢o}) such that:

ge = [A—5B~—10,C— 7,AB~ 0,BC +— 2, ABC 1],
4% = [A—~1,B—6,C+— 2,AB+~ 0,BC — 7,ABC ~ 0].

has resulted in an unbounded solution space for the species B.

Similar to the chemical state set abstraction function of Prop. 5.5, the expression in Prop. 5.6
builds on the interval set concretization function derived in Prop. 5.4. This means that, for
example, we can reason on the concretization of a macro-state in an abstract set component-
wise and reconstruct the corresponding chemical state in a concrete set from the product of
interval sets considered for each variable. Each interval set comes from the interval values of
each variable in the macro-state.

The abstraction process Wﬁu o 6{% for an initial set of chemical states may consider a larger
region of values as it traverses to the macro-state domain and then back to the chemical state
domain. The consequence is an analysis that can be largely imprecise since we consider a bigger
set of solutions for each chemical species in a reaction system. However, one possible way to
retain a degree of precision is to impose intrinsic chemical constraints on the variables of an
underlying system. For example, a common linear constraint is mass invariance, meaning that
the molecular composition of certain chemical species are bounded by the number of diverse
markers that form a species. This property was formalized in [1] to increase the precision of the
proposed abstractions of a deterministic reaction system. In our work, we also considered the
resource constraint which bounded the competition system of Chapter 2.

We have discussed in this Section the process of abstracing chemical states to macro-states,
and how one can parameterize the chemical state abstract function with a reference macro-
state. Further, this parameterization is guided by the state choice function which ensures that
the macro-state that approximates a chemical state is nearest to a given reference. In our
context, macro-states depict regions of values that arise from each interval representation of
each chemical species considered in a reaction network. We also show that the chemical and
macro-state domains form a Galois connection, and how each Galois function for states build
on its predecessor functions derived for the value domains in Sect. 5.2. In the next section,
Sect. 5.4, we will derive relations between macro-states, which give rise to macro-transitions.
These macro-transitions will provide further insights as to how, for example, one variable can

traverse from one region to another.

5.4 Macro-transitions between regions of chemical states

So far, we have derived two abstract elements: intervals, which are obtained from abstracting the
values of variables; and, macro-states, which are generated from abstracted chemical states. In
this Section, we will derive the third abstract object: macro-transitions, and further derive the

necessary functions to obtain this object from chemical transitions (see Def. 2.4). Finally, we will
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conclude by deriving a Galois connection between the chemical transition and macro-transition
domains.
First, we define a macro-transition which shares a common structure to the abstract transi-

tions in Def. 4.11 but further equipped with information from reaction networks.

Definition 5.11 (Macro-transitions). An element (¢*,1,¢") € QF x [1,0] x QF is called an
abstract transition.

The set of all abstract transitions is denoted T*.

In Def. 5.11, a macro-transition is a relation between two macro-states. Each transition
between macro-states is labeled by the index of an event [ which denotes which reaction in the
network has been triggered. An application of an event may change the interval value of a
subset of variables and is reflected in the target macro-state. Underlying this interval change is
a chemical transition that occurred, and its abstraction captures the ability for chemical state

to traverse from one region to another. Thus, one obtains macro-transitions from chemical ones.

Definition 5.12 (Chemical transition abstraction). Let ¢f € QF be a reference macro-state.
The chemical transition abstraction function maps each chemical transition (q,l,q’) such that

Bﬁ(q) = qti to a macro-transition:

Bat = {@,d) €T B0 =} — {(@"L¢") T |¢" = ¢’}
g (¢,1,¢) — (qu’ Z,Bﬁ(q’)) .

In Def. 5.12, the chemical transition abstraction function is parameterized by a reference
macro-statet ¢f. The domain and co-domain of the function BZ; are, respectively, the set of the
chemical transitions that starts in a state ¢ such that Bg(q) = ¢* and the set of the macro-
transitions that starts in the macro-state ¢f. This way, the reference macro-state must be equal
to the abstracted source chemical state of the input chemical transition. This will ensure that
the abstracted target state of the same chemical transition is nearest to the reference, and will
aid in pinpointing the direction of the dynamics of the underlying chemical transition system.
Furthermore, the abstraction of the aformentioned target chemical state is accomplished using

the chemical state abstraction function (see Def. 5.8).

Example 5.7. Let Z¥ = {[0, 6], [3, 9[, [5, +oc[} be the set of interval parameters and V =
{A,B,C,AB, AC, ABC} be the set of variables. Let ¢* = [A +— [0,6], B — [5, 4+oc[,C +
[3,9[, AB — [0,6], BC — [0,6], ABC ~ [0,6]] be the reference macro-state.

We would like to abstract using the chemical transition abstraction function (see
Def. 5.12) the following two chemical transitions obtained from a starting chemical state
¢1 = (5,10,7,0,0,0) using the reaction rules in Ex. 5.1 and using the kinetic constants

from [1] (all reaction rates have been set to 1):

(5,10,7,0,0,0) ﬁ (4,9,7,1,0,0),
(4,9,7,1,0,0) == (4,8,6,1,1,0)
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Note that the probabilities have been computed using Def. 2.5.

. =T . - . .
As such, applying [, on these chemical transitions results in the following macro-
transitions:

([0, 61 [5. +-oo, 3, 9[. [0, 6L [0, 6[. [0, 61) =* ([0, 6, [5, +ocl, [3, 9L [0, 6L [0. 6 [0, 6 ).
([0, 6, [5, +ool, [3, 91, [0, 6[ [0, 6[, [0, 6]) =* ([0, 6, [5, +ocl, [3, 91, [0, 6 [0, 6[, [0, 6])-

We notice two things from our abstraction example. First, the macro-states do not
change along each macro-transition. We notice two things from our abstraction example.
First, the macro-states do not change along each macro-transition. This is specific to the two
transitions that we have abstracted. In particular, we notice that in the second transition,
the value of the variable B enter a new interval. Yet, since it does not exit the previous one,
it does not induce a change of abstract value. This illustrate the minimal effort strategy that
is introduced by the overlapping between intervals. Second, our abstraction of a chemical
transition loses information regarding probabilities, thus macro-transitions have become

non-deterministic.

In Sect. 5.3, we briefly discussed the ability of a macro-state traversing to another, and in
Sects. 2.2 - 2.3 its comparison to the same feature in logical models. We will expand on these
details now. Namely, a logical state in a logical model is driven by the hand-written expression
that regulates each of the chemical variable in each state. Further, following Réné Thomas’
principle [36], a logical state transition is uni-directional and towards a state configuration
that is stable and reveals some phenotypic observation(s) that is deemed biologically plausible.
Reverse directions in logical macro-transitions are possible, but this implodes the number of
macro-states that one must consider and thus hampers the analysis of the transition state
space. In our formal framework, we do not restrict the directionality of a macro-transition.
Thus, bi-directional macro-transitions are plausible and are driven by the dynamics from a
reaction network. However, as mentioned previously, we must also consider additional behaviors
for the macro-states as a consequence. Additionally, our abstractions of chemical transitions
loses information regarding probabilities. Thus, the resulting macro-transition system is non-
deterministic. In order to circumvent the introduction of artifacts in our abstractions, we will
examine the likelihood for a given pair of macro-transitions to occur in Chapter 6, and attempt
to refine the macro-transition system with information pertaining to the actual dynamics of the
underlying reaction network. This allows, for example, to evaluate as to whether some macro-
transitions are more plausible than others, and thus omissions of certain macro-transitions can
be guided by their association to low probabilities.

Similarly to the previous abstract domains, we will establish a Galois connection between
the chemical transition and macro-transition domains. Thus, we derive the chemical transition

set abstraction function to map sets of chemical transitions to sets of macro-transitions.

Definition 5.13 (Chemical transition set abstraction). Let ¢ € QF be a reference macro-state.

The chemical transition set abstraction function maps a set of chemical transitions all starting
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in a state q such that Bﬁ (q) = ¢* to a set of macro-transitions:

7 { o({(@:1,d) €T | Ba(a) =a')) —  o({(¢" 1,¢") e T* | ¢ = ¢})
f — _ _
K X — {Bplal.d) €T | (¢.1.¢) € X}

In Def. 5.13, the chemical transition set abstraction function is parameterized by a reference
macro-state ¢f. The domain and co-domain of the function @Zﬁ are, respectively, the powerset
of the set of chemical transitions (q,l,q") such that Bﬁ(q) = ¢! and the powerset of the set
of macro-transitions that start from the macro-state ¢f. Thus, each chemical transition in the
input set is abstracted by the chemical transition abstraction function of Def. 5.12.

In the following proposition, a more specific version of Def. 5.13 reveals that abstracting
a given set of chemical transitions equals a set composed of macro-transitions such that each
macro-transition’s source and target macro-states are elements belonging to abstract sets ob-
tained from lifting the chemical state set abstraction function (see Def. 5.5) onto the distinct,
respective, sets containing the source and target chemical states of each chemical transition in

the given set.

Proposition 5.7. Let ¢* € QF be a reference macro-state. Let X € o(T) be a set of chemical
transitions (q,1,q"), such that Bﬁ(q) =¢*. Then:

an(X) = {(¢,1,¢") €T* | 3g,4' € Q: (g,1,.q) € X A €a5({a}) } .

Proof. Let ¢* € QF be a reference macro-state. Let X € p(T) be a set of chemical transitions
(¢,1,q"), such that quu (q) = ¢".

af(x) =

qﬁ Q7l7q GTﬁ‘(q,l,q)EX}

{Bu
{@"1,¢") € T# | 3(a,1,q) € X : Bpla,1.q) = (@, 1,¢") }
= {(¢".1.¢") €T*| 30,¢ € Q: (0,1,¢) € X ABgi(a) = ¢ A Bg(d) = ¢*'}
{@ 1.6 €T 30.¢ € Q: (a,1.d) € X ABR(d) = ¢*'}

{

¢ La") €T 3q,q' € Q: (g,1,¢) € X Ng¥ €aZ({g D)}

O]

Accordingly, we derive the macro-transition set concretization function responsible for map-

ping sets of macro-transitions to sets of chemical transitions.

Definition 5.14 (Macro-transition set concretization). Let qti € Q' bea reference macro-state.
The macro-transition set concretization function maps a set of macro-transitions to the set of

chemical transitions:
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[ ol@ L €T =) > o) eT | Be(a) = ¢'})
g = _
! Y = {@Ld)eT |Bula,ld) eV},

In Def. 5.14, the macro-transition set concretization function is parameterized by a reference
macro-state ¢¢. The domain and co-domain of the function Vunﬁ are, respectively, the powerset
of the set of the macro-transitions that starts in the state ¢f and the powerset of the set of
chemical transitions that start in a state ¢ such that Bﬁ () = ¢*. The function takes as an input
a set of macro-transitions. The resulting output concrete set is composed with those chemical
transitions with the property that their abstraction is an element of the input set.

In the following proposition, this becomes more evident as concretizing a given set of macro-
transitions output the union of the sets of chemical transitions which are composed of chemical
transitions whose source and target chemical states are elements of the sets composed of, respec-
tively, the source and target macro-states of each macro-transition in the input set after having

been concretized by the macro-state set concretization function (see Prop. 5.6).

Proposition 5.8. Let ¢* € QF be a reference macro-state.
Let Y € po({(¢"",1,¢") € T* | ¢"" = ¢*}) be a set of macro-transitions. Then:

L) = U {(q,l,q’) eT| (¢ 1,¢") eY Agerd ({q”}) ng €7d ({qﬁ’})}-

q¥ €0t

Proof. Let Y € p({(¢",1,¢") € T* | ¢" = ¢*}) be a set of macro-transitions. Let ¢* € O be a

reference macro-state and ¢ € Q be a chemical state such that Bﬁ (q) = ¢*.

) = {ald) GT‘ﬁqu q,l,Q)GY}

L) €T | 3¢, ¢" € O : (¢,1,4") € Y A B (g,1,q) = (q””,l,q”’)}

{(a
=T
{q,hq )eT |3q" € Q*: (q’ith”’)GYAﬁqu(q,Lq’):(qﬁ,hq“’)}
Ot (gb.1. o BN AT
(¢,0,4') €T |3¢" € Q°: (¢*,1,¢") €Y NBp(q) =¢* NBp(d) =q

(a.1,¢) €T|3¢" € Q@ : (%, 1,¢") €Y hae 7S ({¢}) Ad €78 ({¢"})}

U {(qJ,q') eT| (¢ ") eV hgevs ({¢}) ng 7T ({qu/})}_

qt’ et

O]

For the two Galois connection functions belonging to the chemical transition and macro-

transition domains, we did not provide clear examples. The reason is because the abstraction
_rt . . . e .

process 7:*1'; oozgu can result in an intractable number of chemical transitions arising from travers-

ing to the macro-transition domain and then back to the chemical transition domain. More
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specifically, this abstraction process first generates, from an initial set of chemical transitions,
a set of macro-transitions using the expression in Prop. 5.7. Consequently, the resulting set
of contains macro-transitions each denoting a potential transition from one region of chemical
states to another. Afterwhich, we plug this abstract set into Prop. 5.8, which generates the
corresponding collection of sets of chemical transitions such that each chemical transition is a
result of piecing together the source (resp. target) chemical states related by a reaction type and
whose species values are delimited by the source (resp. target) regions of each macro-transitions
in the abstract set. That is, if there exists a reaction type that relates a value in the source
region to the target region, then this chemical transition is recovered. Thus, one must consider
such a relation for each chemical species involved in a reaction network.

In this Section, we introduced the notion of macro-transitions, and showed how this abstract
object can be derived from chemical transitions using the chemical transition abstraction func-
tion. Afterwhich, we derived a Galois connection between the macro-transition and chemical
transition domains. In Sect. 5.5 we will characterize the final abstract element we will consider
for reaction networks: macro-traces. Macro-traces are the result of piecing together each ab-
stract objects derived up to this point, and describe the abstract behaviors of a macro-transition

system.

5.5 Characterizing behaviors for a macro-transition system

The final abstract object we will derive are macro-traces. Macro-traces correspond to the ab-
stract behaviors that can be generated from reaction networks, thus this abstract element shares
a structure similar its concrete counterpart: chemical traces (see Def. 2.6); and, are defined as

follows.

Definition 5.15 (Macro-traces). Let k be an element in N. A macro-trace of size k is an element
(qg/, (qg, li, qf/)lgz‘gk;) € Of x T such that qf = q?Ll for every integer i such that 1 <1i < k.

The set of all macro-traces is denoted T*.

In Def. 5.15, a macro-trace carries two components. The first component describes an initial
macro-state. An initial macro-state contains all the initial interval values for each chemical
species in a reaction network. The second component describes sequences of macro-transitions

§ i

that follow from an initial macro-state. Note that the property ¢; = ¢;_

1 can also be written as
pre(tg) = post(tgfl) for each macro-transition tg belong to a macro-trace. Here, a single macro-
trace describes an abstract behavior for a macro-transition system. All the abstract behaviors
that can be obtained from an initial macro-state is contained in 7¢. A main distinction to
chemical traces arises from the fact that macro-traces carry no information about probabilities.

To obtain macro-traces, we can abstract chemical ones.

Definition 5.16 (Chemical trace abstraction function). Let ¢ € QF be a reference macro-state.
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The chemical trace abstraction function is defined as:

¢ =
(90, ((ai, iy 47), pi)1<i<k) (q (qzvllv q@ )1§z‘§k)

maps each chemical trace (qf, ((¢i,1i, ), pi)1<i<k) to the macro-trace that is defined inductively

as follows:

1. Blp(ah. () = (B (ad). 0):

2. By induction,

T

Bgt

—3T
(ab (@6, 1is @) midr<isi) = (s (@0 q isien) Bypr ((ansles ah), un)-

=T
where (gf, (g}, 1y 6 Vi<ick) = B (dhy (63, 1is a))1<i<r)-

In Def. 5.16, ¢* € O be a reference macro-state. The domain and co-domain of the function
BZ; are, respectively, the set of chemical traces and the set of macro-traces. The chemical trace
abstraction function inputs a chemical trace and, from its initial chemical state, abstracts each
chemical state along the sequence inductively. It does so accordingly. If the trace is composed
of only an initial chemical state (Cond. 1), then this state will be set to its initial abstract
state while taking into account the initial reference macro-state ¢f. Otherwise, if there is at
least one transition in the second component of a chemical trace (Cond. 2), then the chemical
transition abstraction function (see Def. 5.12) will zip through each transition in the input
chemical trace and abstract inductively each chemical transition. Note that at each chemical
transition abstraction, the reference macro-state is updated with the abstracted target macro-
state of the previously abstracted chemical transition. This is the reason that the chemical
trace abstraction function is not parameterized with a single macro-state. Additionally, this
function construct allows one to better abstract chemical behaviors such as to hone in on to the
directionality of the chemical behaviors to be abstracted as they can give us dynamic insights

as to which particular regions of each chemical states habituate.

Example 5.8. Let Dji = {[0, 5[, [5,10], [10, 4oco[} be a set of non-overlapping intervals
and Dg = {[0,6[, [2, 8], [4, +oo[} be a set of overlapping intervals. We will show how the
chemical trace abstraction function (see Def. 5.16) abstracts a chemical trace. Given the

following chemical trace for the BD model discussed in Sect. 2.2:

T T T T T T T
1 4 1 N 5 2 4 1 5 2 4 1 5 1
0.87 0.83 0.20 0.83 0.20 0.83 0.80

With the choice of non-overlapping intervals, D%, we obtain the following abstract trace:

[0, 5] [0, 5[5 [5, 10][-2* [0, 5[5 [5, 10[-2* [0, 5[—%* [5, 10[—* [5, 10]
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4

whereas with the choice of overlapping intervals, D5 we obtain the following one (we set the
initial reference macro-state as [0, 6]):

[0, 6] 5" [0, 6] [0, 6[<2* [0, 6] [0, 6[=25% [0, 6] =% [0, 6] [2, 8.

We notice that with the second choice of intervals, the system remains in initial macro-
state almost all the trace, except for the last transition. By emphasizing the effort to
go back and forth between neighboring intervals, the abstraction has abstracted away the
oscillations near the interval borders. This is not the case with the first choice of intervals.
Please observe that no chemical behavior has been lost in the process. Indeed, each choice of
sampling intervals comes with a different interpretation of macro-traces, which may highlight

or hide some information accordingly.

In our framework, a macro-trace corresponds to sequences of macro-transitions that begin
from an initial macro-state. Namely, underlying each macro-trace are several possible chemical
traces that one can use to pinpoint some general, behavioral trend for a given reaction network.
Also, thanks to the structure of the chemical trace abstraction function (see Def. 5.16), we
abstract chemical traces inductively and ensure that each chemical state abstraction has been
carefully parameterized by a respective reference macro-state at each step along the sequence.
Thus, our macro-traces carry information regarding the range of quantities each chemical species
will exhibit as a consequence to the reaction dynamics of a system. In the logical counterpart, a
sequence from the transition state space carries information regarding the activity evolution of
some number of chemical variables. Indeed, our macro-traces and logical traces share similarly
in that they capture sequences of events and where time has been discretized. Yet, our macro-
traces carry additional information since in a sequence a transition may proceed in two directions,
rather than in one direction observed in logical traces. Additionally, the long-term dynamics
that are observed in our macro-traces are governed by the steady state dynamics computed from
a reaction network. For example, if a macro-trace stabilizes onto an interval that contains a
steady state value, then we can be more confident that the macro-trace dynamics converged. In
the logical case, a logical trace converging to an attractor point would have to be confirmed by
expert knowledge and should relay a phenotypic observation resulting from the combination of
different chemical species activity levels.

At this point, we will begin to derive a Galois connection between the macro-traces and
chemical traces domain. In the following definition we derive the chemical trace set abstraction

function which is responsible for generating sets of macro-traces from sets of chemical traces.

Definition 5.17 (Chemical trace set abstraction). Let ¢* € Of be a reference macro-state.
The chemical trace set abstraction function maps a set of chemical traces to the set of macro-
transitions:

o(T) — o(T")
X = {BZ;(T)E'T”TGX}.

o)
<5
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In Def. 5.17, ¢* € Q! is a reference macro-state. The domain and co-domain of the function
62; are, respectively, the powerset of the set of chemical traces and the powerset of the set
of macro-traces. The chemical trace set abstraction function inputs a set of chemical traces
and outputs those macro-traces obtained by lifting the chemical trace abstraction function of
Def. 5.16 onto each chemical trace in the input set.

Accordingly, the following proposition explicitly abstracts a given set of chemical traces
to a set of macro-traces composed of macro-traces that are obtained by ensuring that each
component of each macro-trace (see Def. 5.15) belong to the abstracted concrete sets containing
each corresponding chemical trace component counterpart, those of which have been abstracted

by their respective abstraction functions.

Proposition 5.9. Let ¢* be a reference macro-state. Let X € p(T) be a set of chemical traces.
We introduce Xo as the set of the chemical traces in X of size 0 and X>1 as the set of the

chemical traces in X of size greater or equal to 1.
Then:
al(X)=YyUYsy.

where:
e Yo={(ah,0) | ab €3S (a6 € Q1 (ah 0) € Xo}) }5
o Yoy = {(qg/, (@, 1@ N1<i<k) € TF ‘ 3 (g0, (is pi)1<i<k) € X>0':
(ab' (aF. 10 i) €T (L (4)1icr)}) A (gl af) € agﬁ/g{tk})} .
Proof. Let ¢ be a reference macro-state. Let X € p(7) be a set of chemical traces.
We introduce Xy as the set of the chemical traces in X of size 0 and X>; as the set of the
chemical traces in X of size greater or equal to 1.

We have: X = XoU X>o.
Then: aZ;(X) = aZ;(XO) U aZ;(XZI).

L. Let us prove that @ (Xo) = { (a6, () | 4 € a5 ({¢h € Q| (a6, 0)) € Xo}) .

We have:
a5 (X0) = {By @b (tepdisiss) €T | (ahs (b pmihr<isn) € Xo}
= {Br@.0) €T (6. 0) € X0
= {BR).0) € TH| (6, 0) € X0 }
{

(a6, 0) | ab € a ({ab € Q1 (a6, 0) € Xo}) |

2. Let us prove that:

az;(XZO) = {(QO)(qzal’Lv )1<z<k) €T ’ 3 (q0, (tis pi)1<i<k) € X>o:

(qéﬁ (Q§>liaQ§/)1§z‘<k> € Oé s ({(q0, (ti)1<i<n)}) A (qlﬁalk,qlﬁc/) € aﬁfl({tk})}‘
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We have:
al,(Xso) = {BT( ! (s 1) 1< T (o (6w )es X
gt \A>0 gt (40, (ti, i) 1<i<k) € (40, (tis pi)1<i<k) € X>o0

= {(qé’, (ti<i<k) €T ‘ 3 (qo, (ti, pi)1<i<k) € X>o0':
—T
Byz (40, (tis pi)1<i<k) = (qg’, (tg)lgigk)}

= {(qg/, (F, 1, ¢ )1<i<k) € TH ’ 3 (g0, (tis i) 1<i<k) € X>o0,
T
(qg’, (QE, ls, Q§/)1§i<k) = Byt (90, (ti)1<i<k)
7
A (qlﬁcvllm qzi/) = qull(tk)} .

= {(qg',(qg,lqul)lgigk) €T ’ 3 (g0, (ti, pi)r<isk) € X0
(qg/, (¢} L, Qf/)1gi<k> eal, ({(a, (t)i<i<k)})

A (QIﬁg,lkv q]uc/) € az)ﬁcll({tk}) .

O]

The abstraction of sets of chemical traces is straightfoward. Given an input set of chemical
traces, the specific chemical trace abstraction function in Prop. 5.9 proceeds by induction. The
traces of size 0 are abstracted by the abstraction of the set of their initial states by Prop. 5.5.
Then each trace of size greater or equal to 1 is abstracted by abstracting inductively its prefix,
while its final transition is abstracted by Prop. 5.7 with the final state of the prefix as reference
macro-state. Note that we keep the relation between prefixes and final transitions.

Now we define the macro-trace set concretization function to concretize sets of macro-traces

to sets of chemical traces.

Definition 5.18 (Macro-trace set concretization). Let ¢* be a reference macro-state. The macro-

trace concretization function maps a set of macro-traces to the set of chemical traces:

T o(TH — o(T)
¢ Y o {reT|Bipmev}.

In Def. 5.18, ¢* is a reference macro-state. The domain and co-domain of the function 72?
are, respectively, the powerset of the set of macro-traces and the powerset of the set of chemical
traces. The macro-trace set concretization function inputs a set of macro-traces and outputs
the set of chemical traces such that each chemical trace in the output set has the property that
its abstraction by the chemical trace abstraction function (see Def. 5.16) belongs to the input
set.

In the following proposition, concretization of a given set of macro-traces breaks down to
piecing together chemical traces from their constituents, those of which that can be constructed
by pieces obtained from the concretization of the abstract sets, and using the appropriate func-

tions, composed each of the abstract components of each macro-trace in the given set.
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Proposition 5.10. Let ¢* € QF be a reference macro-state. Let Y € p(T*) be a set of macro-
traces. Let qg, qti € O! be two reference macro-states.

_7t
W) = {@0eT |30 eyngerd ({d})}
(q(/)7 1<7,<k tk € T | 3(q() ) ((qfvl'mqf ))1§z<k) S 7-ﬁ7ti S Tﬁ :
(@, (1, & ) r<ick) Tt €Y Nty € ﬂf » ({t’,i})

e i) €77 ({(a8 (G b i)} )}

“{is

Proof. Let ¢* € OF be a reference macro-state. Let Y € o(7*) be a set of macro-traces.

TEO) = {(ah s € T | Brelab: (t)rzisi) €Y |

= {(%»( i<i<k) €T ’ 3 q§'7 (tHi<i<k) €Y :
BT(%, (ti)i<i<k) = (qo ; (tn)1<z<k)}

— {0 eT |3 e @ <qo,o>eYAqo—ﬂQ<qa>}
U{(ab, (Ehzicn)tr € T | 3l (@i g i) € T8 € TH
(af <<q§,lz,q§ Dicick) "t €Y ABg (tx) =1}
A 5qu (b, (ta)r<icn) = (af), (qgalingl)lsxk)}

- {(qa,meT\aqée@(qé,())emqsevﬁ" ({a})}
U{(ahs tihsian) tw € T | 3(al, (af b0 Disicn) € TH 6 € T4
(@, (¢ L, ) )i<icn)™ t;ﬁC EY Nty € ﬁqT,’;’,l ({tlﬁc})
A (b (thzicr) € 73 ({8 (ah i Micn) }) }

O]

The specific macro-trace set concretization function derived in Prop. 5.10 considers two cases.
The first case corresponds to when a macro-trace inside the set to be concretized is constituted of
a single macro-state (e.g., the second component of the macro-trace is empty). Thus, concretizing
this abstract set gives the concrete set containing chemical traces of length one, specifically those
traces that contain in its first component the of initial chemical states stemming from the initial
macro-state of the macro-trace. The second case of the specific concretization function unwinds
in a forward manner each macro-trace of at least length two in the prescribed abstract set
and reconstructs from the initial macro-state, and for each macro-trace, those chemical traces
that can be extracted. This is done by splitting the initial macro-transition of a macro-trace,
and concretizing the set containing this macro-transition using Prop. 5.8 in order to obtain the
potential set of chemical transitions. This process is repeated until the macro-trace terminal
is reached, and along the way the set of chemical traces are reconstructed by appending those
chemical transitions that are obtained throughout each iterative cycle.

Indeed, the abstraction process WZ? o aZ; traverses from the domain of chemical traces to
the domain of macro-traces, and back. Consequently, and as one observed in Sect. 4.4, this

process incurs a loss in accuracy since the analysis results in a final set of chemical traces that is
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larger than an original set. Nevertheless, a Galois connection between macro-traces and chemical
traces ensure that no chemical behaviors are lost, and that one can design a tailored abstract
interpretation to highlight and pinpoint diverse chemical behaviors of interest.

In this Section, we have derived our notion of macro-traces for the macro-transition system
of Sect. 5.4, which pertain to the abstract behaviors of a reaction network. Additionally, we
show how we can obtain macro-traces from chemical traces and also discussed how this process
abstracts away information about probabilities associated to each chemical trace. Finally, we
derive a Galois connection between the macro-traces and chemical traces domain, which allow us
to recover chemical traces following the abstraction process. Yet, we do not recover probabilities.
In Chapter 6, we detail how to recover these probabilities.

In Sect. 5.6, we will derive an approximation of the chemical collecting semantics in order to
generate automatically the set of all chemical and abstract behaviors from a reaction network,
similarly to what was done in Sect. 4.5. These results will rely heavily on the expressions derived

in this Section in order to generate each respective collection of traces.

5.6 Approximation of the collecting semantics

In this Section, the objective is to derive a collection of operators in order to over-approximate
the behaviors of a reaction network, in the case of overlapping intervals.

Firstly we introduce Qg o C Q a set of potential initial states and 77 C T a set of potential
transitions. We also denote as Toy , the set of traces {(q,()) | ¢ € Qro}, that is the set of
the traces made of a single state and no transition. The collecting semantics Tgy 77 has been
defined in Sect. 4.5.1.

We derive the macro-trace elongation operator that can be used to extend a macro-trace in
a set by a macro-transition. We use macro-state which maps each variable to the first interval

as reference. We denote it as 0f.

Definition 5.19 (Elongation of macro-traces). The macro-trace elongation operator is defined
as:
o [ 9T = o)

Y e al (F(E())).

In Def. 5.19, the domain and co-domain of the function T are both the powerset of the set
of macro-traces. The macro-trace elongation operator inputs a set of macro-traces and outputs
an elongated abstract set of macro-traces in the following three steps. First, an input set of
macro-traces is concretized by the macro-state set concretization function of Prop. 5.10. Thus,
from each macro-trace in the input set, a collection of filtered sets of chemical traces will be
extracted. Second, each chemical trace in the concrete set from the first step will be elongated
thanks to chemical trace elongation operator in Def. 4.20. Third, and finally, the elongated set
from the second step will be abstracted by chemical trace set abstraction function in Prop. 5.9.

Thus, the output set of the macro-trace elongation operator will be an abstract set larger than
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the input abstract set, since this process considers the abstraction of elongated chemical traces.

An approximate version of Def. 5.19 is enclosed in the following proposition.

Proposition 5.11. Let Y € o(T) be a set of macro-traces. We have:
FocyU{# (¢ 1) e T 7 €Y A6 1,¢") € TL(T) A final(h) = ¢¢ }.

Proof. Let Y € p(T?).
F(Y) = aLEFL(Y))

75”(Y)U{Tﬁ(q,l,d) €T

T eFE ) A(g,1,q) € T A final(r) = q })

(
= aj (%Tu” (Y)) Uag. ({T“(q,l,q’) eT ( e (V) A (g,1,q) € T' A final(r) = q })
= T (ﬂn (Y)) U {Bg; (7 (q,01,q) € T ‘ €T (V)N (q,1,q) € T' A final(r) = q}
= T (ﬂ:n(Y)) U {35( ) Brasial oy (@ 1:4) € T* ’ e (YY) A (,1,q) €T A final(r) = q}
= G (WZQ” (Y)) U {T”“(q”,l,q"’) €T 3r ey (V),Hql,q) €T :

Box (1) = 78 A Bz (a,1,0) = (¢%,1,4%) A final(r?) = qu}

= aOﬁ (7011 (Y)) U {Tﬁ’\(qﬁ,l7qﬁ/) € 711 dr e 73? (Y)73(Q7l7q/) € T/ :
e aLUN A (¢h,1,a") €T ({0 .d))) A final(rh) = ¢}

= o (W) U{r @ L) e T el (FE ) A L) € @ () A final() = ¢ |

N

YU{ (¢*,1, 4 )67—‘1‘ GY/\(’j,l7q’j’)GEQ(T’)/\fmal(T’j):qu}.
O

In the following, we denote ! the function mapping every set of macro-traces Y C T into

the set of macro-traces:
YU {Tﬁ”\(qﬂ,l,qﬁ’) e Tt ‘ ey (qﬁ,l,qﬁ’) € ag;(T’) A final(Tﬁ) = qﬁ} .

Note that, by Prop. 5.11, the function ' is an over-approximation of the function 7.
Similar to the chemical trace elongation operator, we can define the collection of all abstract

behaviors for a macro-transition system using Tarski and Kleene results as, respectively:

Toror = Y €0(T) IF(V) € ¥ NG (Tor,) € Y} (5.9
and:
TéR,o,T/ - U {[Fﬁ’l} (ag;(TQR,()))} . (5.10)
neN

Thus, we have two strategies for computing the set of macro-traces from a reaction network,
which we refer to as the macro-behavior collecting semantics. The set of macro-behaviors is by

construction an over-approximation of the set of chemical behaviors, that is to say T C 73? (’ﬂ).
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At this point, we derived the macro-behavior collecting semantics, those which allow us
to over-approximate the set of chemical traces for a reaction network. This is done by taking
advantage of the fact that the domains of each of our operators are powersets, and hence complete
lattices (see Def. 3.13); and, invoking the results of Tarski and Kleene in order to extract
invariants of interest from this mathematical structure. Additionally, for the macro-behavior
collecting semantics we were able to unfold the computation of macro-trace elongations by
taking advantage of the Galois connection we derived in Sect. 5.5.

In Sect. 5.7, we consider a case study of an instantiation of our formal framework of this
Chapter to coarse-grain the reaction networks of the BD model and the resource competition
system introduced in Chapter 2. In this scope, we hope assess a non-deterministic macro-

transition system using our interval domain that uses overlapping intervals.

5.7 Non-deterministic macro-transition systems with minimal
effort

In this Section we instantiate the formal framework derived in this Chapter on the BD model
from Sect. 2.2 and the resource competition system from Sect. 2.3. As we discussed exten-
sively, the abstraction process for a given set of chemical behaviors induces a non-deterministic
macro-transition system that carries no probabilities. Thus, our goal for investigating the non-
deterministic version of the aforementioned systems is two-folded: i) to highlight the structural
similarity of a macro-transition system to that of a logical model’s; and, ii) to discuss the reason

and how one introduces a minimal effort system onto each reaction system investigated.

5.7.1 Revisiting the BD model II

In Fig. 5.5 we display the non-deterministic version of Fig. 2.5. That is, we lift the formal frame-
work derived in this Chapter in order to generate the BD macro-transition system using intervals
that overlap. Accordingly, in our diagram each rectangular box represents an interval corre-

sponding to the respective ranges of values for the molecule A. Underlying each rectangle are

[274, +o0[

[204,314]

NN

[134,244]

[64,17A]

[04,10A]

Figure 5.5: The non-deterministic version of Fig. 2.5 of a BD macro-transition system using
overlapping interval parameters.
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the chemical behaviors emerge from the BD model, and under the same set of assumptions made
in Sect. 2.2. We note that the macro-transition system in Fig. 4.5 is induced by sampling various
chemical behaviors from this reaction network, and lifting the chemical trace set abstract func-
tion (see Prop. 5.9) this set of chemical behaviors with the concrete trace set abstraction function
(see Def. 4.18) with interval parameters Z# = {[0, 10[, [6, 17[, [13, 24[, [20, 31[, [27, +-oc[}.

We notice that at this level of abstraction, since intervals do overlap then the coarse-graining
may consider less oscillations near the interval borders. This, in retrospect, may reduce the num-
ber of fictitious behaviors into our analysis of this macro-transition system. Using overlapping
intervals permit us to introduce a minimal effort system into our abstractions. Given the stochas-
tic nature of the potential behaviors from a reaction network, then abstraction of these behaviors
could highlight oscillations near interval borders for the values of a subset of chemical species
involved in the reaction network. Indeed, these oscillations are a source that may contribute to
some of the fictitious behaviors observed in Sect. 4.6.1 from the abstraction of the BD dynam-
ics using intervals that do not overlap. Thus, one of the reasons we consider the overlapping
intervals in Fig. 5.5 is to reduce the emphasis in our abstractions on these oscillatory behaviors.
In this example, the effort system is depicted by the gray regions, and the size of each buffer
region is four. As a consequence, the minimal effort system for the BD model is implemented
to better pinpoint the trend underlying its dynamics. However, at this level of abstraction the
BD macro-transition system is unlabeled, thus one cannot simply deduce the general direction
of this system’s behaviors.

In Sect. 2.2, we derived the BD logical model in order to compare it to the formally derived
one. Our goal, thus, is to use the formal model to assess the behaviors of the corresponding log-
ical model. For example, in the logical BD model we observed that by following the assumption
of Réne Thomas [36], the state transition system is unidirectional in its approach to the system’s
focal point, corresponding to a stable interval. This, however, does not take into account the
BD models ability to proceed bidirectionally, since this reaction system is composed of comple-
mentary reactions. In our macro-transition system in Fig. 5.5, we allow for reversible transitions
between interval values of the molecule A. Additionally, using the intervals we characterized
in Def. 5.1, we can tune these interval values to highlight regions of interest that may better
approximate the underlying stochastic behaviors of a reaction network. Our non-deterministic
abstractions lead to a macro-transition system that is more representative to the system it is
abstracting, yet we are not able to deduce in a quantitative manner the dynamical trend of the
underlying stochastic BD system. For example, we know which is steady state interval (since we
computed the steady state value prior to the abstraction process, see Sect. 2.2), and could parse
the macro-transition system and extract this interval value (which is [13,24]) as one would do
in the logical model counterpart. However, this would not be particularly insightful and, in light

of a system with a larger number of variables, could be cumbersome.

5.7.2 Revisiting the Resource Competition System II

In Fig. 5.6 we display the non-deterministic version of Fig. 2.8. Each box depicts an abstract state

and arises from the product of the respective interval set along each coordinate. Underlying each
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ah(A) = 15 gh(A) = 100

Bl el B Dol .
12 q(B) 12 ¢(B)

Figure 5.6: The non-deterministic version of Fig. 2.8 of a resource competition macro-transition
system using overlapping interval parameters.

abstract state are the chemical behaviors that can emerge from the resource competition model,
and under the same set of assumptions made in Sect. 2.3. Respectively, this macro-transition
system is induced by sampling the chemical behaviors of the underlying reaction network, and
abstracting by relational means the set containing these behaviors by the chemical trace set
abstraction function (see Def. 5.17) using the interval parameters Z¥ = {[0, 6[, [3, 12[, [9, +oo[}
for the molecule B and Ig = {[0,6[, [3, 11[, [8, 16], [13, +oo[} for the molecule C. As a reminder,
dashed arrow correspond to macro-transitions along the horizontal axis, while solid arrows are
along the vertical axis. Additionally, the resource competition system compose reactions that
increase the amount of molecules B and C, until the molecule A is depleted. Therefore, in the
left diagram of Fig. 4.6, where resources are scarce, the red crosses correspond to unreachable
regions. In the right scenario, resources are in abundance and thus more macro-transitions are
a result. Thus, we obtain the same scenario as in Fig. 2.8 with the exception that we do not
retain the likelihood of a macro-transition to occur prior to another.

The manner in which we consider a minimal effort system in the resource competition system
differs from the BD system. In the latter system, we considered buffer regions between between
two overlapping regions of values for the given variable, while in the former this effort policy
is implemented by considering the subsequent region for an orthogonal macro-transition which
has entered along the horizontal (resp. vertical) axis. This is done to take care of, for example,
the values of each component that may be arbitrarily close to their upper bounds upon entering
a new region that is of interest to an alternative component.

The structural similarties of the resource competition macro-transition system to its logical
counterpart can be interpreted similar to what was done for the BD system in Sect. 5.7.1. That is,
since our formal framework envelops the stochastic dynamics of the resource competition system,
then we can say more about its reference reaction network representation than its logical model
(see Sect. 2.3). Thus, we can fine-tune our abstractions, for example, to highlight the distinction

between the initial availability of the resource pool, namely by the quantities of the molecule A.
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BZ; (trace abstraction function)
Bun (transition abstraction function)
Bﬁ (state abstraction function)
B?j, Dl (value abstraction function)
[[g?;, 62[[6 7t (overlapping intervals)

Figure 5.7: A hierarchy of the abstract functions derived in Chapter 5.

Additionally, we can impose constraints on this common resource to unmask the dynamics of
the two variables modeled in the system, molecules B and C' (see Sect. 2.3). Such a constraint

would not be as straightfoward to implement in the resource competition logical model.

5.8 Conclusion

To come into conclusion, in this Chapter we have managed to extend the classical interval
introduced in Sect. 4 to include overlapping intervals. Our reason for this was to be able to gain
flexibility in the ability to fine-tune interval abstractions to better approximate the behaviors of
a reaction network of interest. Additionally, in order to abstract the quantities of variables we
use reference intervals to guide the abstraction process. This construct was developed because,
in light of overlapping intervals, it became possible for a value to be abstracted into several
intervals. Thus, we wanted to ensure that the actual interval assignment of an abstracted value
is the interval nearest to a given reference. Further, we have characterized interval assignments
for chemical behaviors that contain quantities of variables that may traverse from one region of
values to another (see Props. 5.1 and 5.2).

Consequently, we have derived a collection of abstract functions built on our new interval
domain that allows us to traverse from an element containing chemical information to an ab-
stract element containing its over-approximation (see Fig. 5.7). A subset of these functions are
parameterized by either a reference interval or a macro-state. We use this information to pin-
point the evolution of the values of variables given by chemical behaviors, and ensure that such
the reactions transforming their values are carefully abstracted by our framework. Addition-
ally, our abstract functions allowed us to establish a Galois connection between each concrete
and abstract element in this Chapter. Following several examples, we showed how one can use

our formal framework to highlight certain behaviors belonging to stochastic reaction networks.

125



Chapter 5. An Abstract Domain with Overlapping Intervals

Further, it should now be clear that the abstractions from Chapter 4 and this Chapter lead to
non-deterministic abstractions, since we lose information about the probabilities of the under-
lying system. In Chapter 6, we derive a formal scheme to re-introduce probabilities into our

abstract systems.
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Chemical Goals: Propagating Probabilities to
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Objectives

In this Chapter, we formalize the notion of goals in order to re-introduce probabilities
into the non-deterministic abstractions obtained in Chapters 4 and 5. We do so by
carefully reasoning on the concrete domain, and propagating this information into
our abstractions. Additionally, we provide results for a closed-form expression to
compute such probabilities for a one-dimensional system, such as the BD model.
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6.1. Relaying probabilities to macro-transitions

We discovered in Chapter 5 that abstracting a stochastic transition system results in a non-
deterministic abstract transition system. Consequently, we obtain a structure that is similar to
those transition systems observed in logical models; however, at this level of abstraction we are
not able to deduce the trend of the underlying stochastic system. Thus, in this Chapter we will
re-introduce probabilities into the abstract transition system obtained in Chapter 5 by reasoning
on the behaviors that can emerge from a corresponding reaction network. We accomplish this
task by introducing notions of target regions, which we often refer to as chemical goals that can

be achieved by the quantities of chemical species via chemical behaviors.

6.1 Relaying probabilities to macro-transitions

In this Section, we refine the abstract semantics for reaction networks with some quantitative
information to compare the likelihood of macro-transitions. This basically means that know-
ing that the system has just entered a new macro-state, and a given pair of potential macro-
transitions, we would like to know with which probability will a macro-transition (in the pair)
occur prior to the other. In order to compute these probabilities, we relate closely the abstract
and chemical semantics of Chapter 5 by bounding the quantities of chemical species with in-
tervals and then computing the probability of reaching a boundary value and exiting this value
prior to another when starting from a position inside of the prescribed interval.

By construction of our abstract domain, macro-transitions are triggered when a given chem-
ical species reaches a particular copy number. Accordingly, we introduce the notion target

regions.

Definition 6.1 (Target region). A target region is a set of chemical states of the form

{qEQR|Q(U>Qb}7

where v is a chemical species in Vg, O a binary relation in the set {<, >}, and b a natural
number in N.

This target region is denoted as g, -

In Def. 6.1, a target region corresponds to a set of chemical states such that the quantity
of a chemical species in some chemical state(s) has reached a particular threshold. For us, this
threshold corresponds to the value of a boundary for a given interval bounding the value of a
chemical species. We can also refer to a target region as a chemical goal.

For the remainder of this Section, we consider ¢, € Qg to be a chemical state, G a set of
goals, and ¢ a specific goal in the set G. With this information, we want to define the probability
that the system, when starting from the state go, will enter the specific goal g before entering
any other goals of the set G. In order not to overcount the probabilities, we cut chemical traces
as soon as they enter the goal g and ignore the behaviors that enter another region in the set G

before.

Definition 6.2 (Minimum successful traces). We denote as X(q,,6,9) the set of the chemical

traces (qg, ((gi» 74, q.), 1ti)1<i<k) such that the following conditions are satisfied:
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(5,1,0)
(6,0,0)
™~ n (3,1,1)
(4,0,1)

(2,0,2)

Figure 6.1: A sample transition system of the resource competition system reaching a target
region. Note that for illustration purposes we do not show the complete set of reachable states.
This transition system initiates from the initial chemical state ¢, = (6,0,0), composing the
initial quantities of, respectively, the molecules A, B, and C. From this starting point several
chemical traces can be generated via reaction r; or 7y either until a goal along a trace has been
achieved or until the common resource (molecules of A) become depleted. See in text for the
complete reaction network of this system. In this example, we consider as a goal those trace who
achieve in their final state a value of the molecule C equal to two, ¢(C) = 2 (indicated in blue).
Alternatively, a second competing goal is when the trace terminates at the value of molecule B
equal to one, ¢(B) = 1 (indicated in red).

1. gy = qe;
2. q), € g; and
3. Vi eN, such that 0 <i <k, q. ¢UG.

In Def. 6.2, the set x4, g,g) contains all the chemical traces that start in the state ge (Cond. 1),
reach the target region g in their final state (Cond. 2), and have reached no other target re-
gions before (Cond. 3). Thus, one can assess the content of successful traces in order to gain

information about the which goals tend to be more habituated than others.

Example 6.1. We illustrate those minimum successful traces that can be obtained from
the initial state go = (6,0,0) containing an initial copy number of the molecules of A, B,
and C (e.g., the tuple (qe(A), ge(B), qe(C'))) from the following reaction network:
rlek—B>B 7‘2:2Ak—c>0.

As such, in the diagram depicted in Fig. 6.1, either one of two reactions can occur (along each
branch) from the initial state which respectively updates the corresponding molecule copy
number at each transition. A sequence of transitions from the initial state is a chemical trace.
Note that the diagram does not depict the complete set of traces for the given system, but
only the minimum successl traces. The minimal successful traces are those traces indicated
on their terminal either blue or red corresponding to a goal. Here, two goals can be achieved.
Either those traces which reach the goal gc > 2, that is to say the set {q | ¢(C) > 2} (see
Def. 6.1). A second goal is gp > 1 which corresponds to the set {q | ¢(B) > 1}. Thus, the set
of goals in this example is G = {gc > 2, 9B >1}. Namely, by Def. 6.2, we keep those traces T
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6.1. Relaying probabilities to macro-transitions

that have the properties that final(7) € gc > 2 (final state drawn in blue) and exclude the
traces such that final(t) € G\ {gc > 2} (final state drawn in red).

We are now ready to compute probabilities of minimal successful traces.

Definition 6.3 (Probability to reach a specific goal first). The probability that the system reaches
the target region g before any other target regions in G when starting in the state qe is defined
as:
Pi(g) = Y, P(r]a)
T€X(ge,9,9)

Namely, the probability to reach a specific goal first is computed by summing the probability
of all minimum successful traces that begin from the same initial state. Note that the probability
of each minimum successful trace is computed similarly to that done in Def. 2.8.

The following proposition provides an easier way to compute this probability.

Proposition 6.1. Let g € G be a goal. The probabilities ng(q) for every state q € Qr are
related by the following three conditions:

1. ng(q) =1 whenever q € g;

g — .
2. Py (q) = 0 whenever ¢ € JG \ g;

3. ng(q) = Z wi(q) - ng(q/) whenever ¢ € |JG.
g

Prop. 6.1 provides an iterative scheme that computes for every state g a sequence of values
that converges from below to the value of ng (g). It does so accordingly. By Cond. 1, the first case
covers the scenario when a chemical state begins from within the goal of interest. By contrast,
in Cond. 2 a chemical state begins in an alternate goal. The final case covers those chemical
states that are not contained in any defined goal, thus by Cond. 3 one can compute recursively
the probability to reach the prescribed goal by zipping through each transition, while computing
the transition probability along the way, in each minimum successful trace. Indeed, computing
the complete set of successful traces is usually not possible. Thus, one under-approximates the
probability to reach the indicated goal by effectively summing each transition probability. By
complementing, we can also obtain an upper bound to this probability. That is, 3 g ng () <1
is the probability sum of each successful trace to reach the goal ¢ € G from the chemical state
q. Thus, ng(q) <1-=2geo\g} ng,(q) is the probability to reach an alternate goal ¢’ ¢ G. The
result is an interval of probabilities that bound the exact probability to reach a new goal from
a source goal.

Fig. 6.2 provides an intuition on how intervals of probabilities can be computed for pairs of
macro-transitions. Here we portray the resource competition system of Sect. 2.3. A minimum
successful trace 7 will begin from an initial state belonging to a bounded region. By noting that
the aforementioned reaction system the quantities of the molecules B and C' can only increase, up

until the quantities of molecule A deplete, then one can bound the instances of these molecules
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92 ={q|q(C) > My}

[PY,1-PY]

M,

(90(B), 45(C))

A

My M q(B)

Figure 6.2: The process of refining the abstracted resource competition system with probabilities.
Each rectangular regions depicts a macro-state and forms a covering of chemical states. Note that
lower bounds for each interval have been removed for illustration purposes (e.g., the quantities
of B and C can only increase over time), yet the overlapping regions are retained (in gray).
Upon exiting the initial (red) region along the horizontal axis two macro-transitions may occur
(via minimum successful traces) from the (green) chemical state in the newly entered region:
either along the same axis into the next (blue) region or the subsequent (yellow) region along
the vertical axis. That is, since the (green) state is close to the border Ma, it is not interesting
to investigate about whether My will be reached before Mj. To ensure that there is a minimal
effort in both direction, one considers whether M; will be reached before M{. Thus, the set

of goals is G = {gBS,M{ , gC,g,Mé} (see Def. 6.1). Using Prop. 6.1, an interval with a lower
and upper bound probability can be computed for the macro-transition pair and contains the
respective, exact probabilities for which of these macro-transitions will trigger.
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6.1. Relaying probabilities to macro-transitions

by an upper bound. In this example, 7 enters a new region along the horizontal axis (green
point; final(7)(B) > M;). The state abstraction of final(7) would provide information about
molecule B entering a new interval, but lose information about the exact location of molecule
C. In order to introduce a minimal effort for C to reach its upper bound, , we consider the next
goal for the molecule B to be gp < M and the subsequent one for C' to be gc < My As such, in
Fig. 6.2, we consider two possible macro-transitions starting from the (green) state that exited
the initial region accordingly; and, compute an interval of probabilities using Prop. 6.1 for those
macro-transitions that reach, respectively, the goals gp < M and gc <. M-

We can go further by the means of matrix computations. We consider one dimension for
each potential state. Each function that maps states to real numbers is interpreted as a vector,
whereas each function that maps pairs of states to real numbers is interpreted as a matrix.

We define the cases vector B as follows:

B(o) 1 whenever q € g,
q _=
0 otherwise.

The cases vector corresponds to the base cases indicated in Prop. 6.1. Mathematically, it is
a column vector that holds information regarding the prescribed goals of interest. Thus, it takes
into account the instances when a chemical state belongs to a goal or not. Further, the identity

matrix can be defined accordingly:

1 h =q
H.q) = whenever ¢ = ¢/,
0 otherwise.

And, the transition matrix as:

0 when ¢ € UG,
> n mi(q) - PJ(q') otherwise.

Here, the transition matrix contains the transition probabilities for minimum successful
traces.

Afterwhich, the sequence (Xj)ren of column vectors that is defined by:
1. Xo = B;
2. Xgy1 = A - Xy + B for every k € N;

converges component-wise to the probability ng (q). Tt follows that ng = (Z A%) . B. Or even,
JjeN
ng = (I — A)~! - B, whenever the matrix (I — A) is invertible.
The computation of the probabilities Pg (q¢) can be proceeded by using any available linear
algebra library. This is indeed what the model checker PRISM [22, 16] is doing. Yet, having
unfolded the computation offers several advantages. For instance, in our setting, the probabilities

can be approximated from below by finitely approximating the formal expansion of the sums
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of the powers of the sparse matrix A. Secondly, when dealing with high dimensional models,
expressions with scalar coefficients can be symbolically simplified into expressions over interval
coefficients [26] in order to eliminate some dimensions and to tune the trade-off between accuracy

and efficiency. This would not be possible with a black box approach.

6.2 Case Study

In this Section, we target a more in-depth discussion of the probability computations that were
accomplised for the BD model of Sect. 2.2. Indeed, the exact probabilities that we computed
for both the non-overlapping and overlapping abstract transition systems were possible thanks

to probabilistic expressions we discuss in this Section.

6.2.1 Biased one-dimensional random walk with non-constant coefficients

In the following, we aim at deriving for the BD model a closed form expression that permits us
to compute the probability of, when bounded by an interval, to reach a prescribed goal prior to
another.

The BD model is a particular instance of a one-dimensional random walk with non-equal
non-constant parameters. In the rest of the Section, we consider m < M two natural numbers
such that M —m > 2, ky a number in the set {m... M}, and (ug)m<k<ny @& family of real
numbers indexed over the set {m + 1...M — 1} such that 0 < pi < 1 for every k in the set
{m+1...M —1}.

Definition 6.4. We define the 1-dimensional random walk over the state space {m ... M} with
the parameters (pug)m<k<n and the initial state ko as the DTMC that starts in the state ko with

probability 1, and at each state k proceeds as follows:
1. Whenever k € {m, M} then the state remains the same.

2. Otherwise, the system jump at state k + 1 with probability pi and at state k — 1 with
probability py, — 1.

In the following proposition, we provide an explicit expresson for the probability that the

system reaches the state M before the state m.

Proposition 6.2. In the one-dimensional random walk over the state space {m ... M} with the
parameters (pg)m<k<m and the initial state ko, the probability Uy, to reach the state M before

the state m is equal to:
1
B 1+ Zm<a<ko Hm<l§o (E - 1)

Uy, = .
1+ Zm<o<M Hm<l§o (i - 1)

Proof. For any integer k such that m < k < M, we denote as Uy, the probability that the system

reach the state M before the state m, knowing that the system starts in state k.
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We have:
Un =0,

Up = 1,
Uk = g - Ugp1 + (1 — pug) - Ug—1  whenever m < k < M.

Thus, for k£ such that m < k < M, we have:

U = e - Upr1 + (1 — px) - U1
(e + (1= i) - Uk = g - Uper + (1 — ) - U1
(1 — ) - (Up = Up—1) = pe - (U1 — Uy)
Upr = Uy = 2= H% (0, — U _y)
Kk

1
U1 —Ux = ( - 1) (U — Up-1)
i

It follows that, for k& such that m < k < M,

1
Upt1 = Up = Umt1 —Un) - ] ( - 1) :
m<I<k i

Then, for k£ such that m < k < M,

Uk:Um+ Z Uo+1_Uo

m<o<k

Ue=Un+ Unt1—Un)- >, ] (1—1>.

m<o<k m<il<o i

Since U,, = 0 and Up; = 1, for k such that m < k < M, we get that:

(Um+1 - Um) : (Em§o<k Hm<l§0 (i B 1))

U= (Un+1 —Up) - (Zm§O<M Hm<l§0 (i B 1))
>m<o<k Im<i<o (i B 1)

Uk =
Zm§o<M Hm<l§0 (i N 1)
L+ > m<ock Hm<i<o (i B 1)

U, =

1+ Zm<o<M Hm<l§o (i - 1)

O]

By differentiating this expression, we study how this probability increases when one param-
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eter pys increases:

Proposition 6.3. The probability that the system reaches the state M before the state m in-

creases when the rates (fig)m<k<nm increase.

Proof. Let us consider two integer k, k' such that m < k < M and m < k/ < M. Let us compute
the derivative of the expression Uy with respect to uu.

Let us write:

P;
Uy = b
Py
where:
o Pi=3<ociTos
o Tt =TIln<i<o (i - 1)'
We hayve:
5T, 0 whenever o < k'
31t = _2T7’1€ otherwise
(1)
That is to say:
5T, 0 whenever o < k/
O pu > Ty otherwise
B T HE!
Then:
0P Z 0T,
6/“7' m<o<i 5ﬂk’
It follows that:
5P, 0 when k' > i
= LT,
Opuy Z’;& otherwise
Hor —H!
And:
5P, 0 when &' > i
O by - % otherwise
B T HE!
Also, we have:
P
Up = .
Py
Thus: 5P, . p,. _ 9Pu . p,
oUy _ Opyy M Optys k
O k! Py '
It follows that:
—(Py—Pyr)-By h ! A
o f when k' > q(A)
O g —Py1)- Py —(Py—Pyr)-
M (Pe—Pyr) PJQ\/I (Pat —Pyr)-Py otherwise
Hor — !
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That is to say:

Pu=L) e yhen k' > g(A
Uy fgr —H a(4)
Sup (Prr—
Hik M otherwise
“k/fﬂk/
Given that:
e 0< /"LT(Q) <1,
e P, >0 for any n € N,
e P, <Py for any myn € N,
we can conclude that:
oU
> 0.
Ok

0

It follows from Prop. 6.3 that the probability of reaching the state M before the state m
increases when the parameters (pg)m<k<nr increases. Thus we can get a lower bound on the
probability to reach the state M before the state m by replacing each parameter by a lower

bound on them, and an upper bound to this probability by replacing these parameters by an
upper bound on them.

Proposition 6.4. Let u and 11 be two real numbers such that 0 < p < @ < 1 and for every
integer k such that m <k <M, p <k <.

Then, for every integer k such that m < k < M, we have:
g(m, k, M, p) < U < g(m, k, M, i)

-1
A whenever A # +
where: g(m, k, M,\) = { ( ) 2

1

N e whenever A = 5

Proof. By Prop. 6.3, we have:

1

Zm§o<k Hm<l§o (,u - 1) Zm§o<k Hm<l§o (% - 1)
<Ug <

Zm§o<M Hm<l§o ( - Z B 1)

1>_

o—m
1_ o—m
ZmSo<k (M 1) U < Zm§o<k (% — 1)

1 o—m =Yk = 1 1)ofm
Zm§O<M (M - 1) Z:mgo<M (ﬁ

==

m<o<M Hm<l§o (

Then:

Thus: o
1 o
20§o<k—m (H B 1) 20§o<k—m (% B 1)

OSU’CS

1 1 _1 ¢
2 0<o<M—m <u - 1) 20<o<M—m (ﬁ - )
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We conclude that:
g(m,k, M, p) < U < g(m, k, M, i)

1 k—m
(1* 1)M,m whenever \ # %
where: g(m, k, M,\) = { (x-1) - O
]\]j[_jvlq whenever \ = %

In Prop. 6.4, the computation of the lower and upper bounds on the probability to reach
the state M before the state m comes down to the same computation as in the case when the
stochastic rates uj are all equal. Each bound is then expressed as the quotient between two
sums of power of a same number. This quotient can be simplified further. This gives rise to two
different expressions depending on whether this number is equal to 1, or not. The former case

is obtained in the case of a fair random walk where each rate u is equal to %

6.2.2 BD model revisited

In this Section, we will instantiate the results obtained in Sect. 6.2.1 to the BD model. First,

we instantiate the closed expression for a one-dimensional system of Prop. 6.2.

Proposition 6.5. Let m, M € N. In the birth- and death-process over the state space Qr with
the parameters (pg)m<k<nm and the initial state q, the probability U, to reach the state [A — M]
before the state [A — m] is equal to:

k. o—m
m! + Zm<o<q(A) (0') ! (]5: )

= ko \o—m :
ml+ 3 cocnr(0]) - (1{: )

Proof. Let ¢ € Qgr. For any integer g(A) such that m < ¢(A) < M, we denote as U, the
probability that the system reach the state [A — M| before the state [A — m], knowing that

the system starts in state q. We have:

-k

Ik 4/
- 1+ Zm<o<q(A) Hm<l§o ( k: )
- Ik 41
1+ Zm<o<M Hm<l§o ( k: )

Then:

| k o1/ o—m
1+ Zm<o<q(A) % : (ki )

| ka\OT™
L+ m<och i (kﬁ,)

Thus,

k , o—m
m! + Em<o<q(A) (0') : (]5: )

ko \OTm
m!+ 3 <ocn(0)) - (ﬁ)

O]

Thus, the expression in Prop. 6.5 allows us to compute the probability of eventually exiting

a bounded region. Namely, this is possible due to the nature of the probability functions of the
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BD model. That is, both probability functions of the BD model are naturally monotonic (see
Fig. 6.3), which allow us to compute an interval of probabilities that encapsulates the likelihood
of belonging to a given region, or even exiting it as we previously described in the case study of
Sect. 2.2. This becomes more clear in the following proposition.

Indeed, we use in the following proposition that since the BD probability functions are
monotonic, we can get an upper bound on U, by over-estimating the probability of synthesis
events, and a lower bound by under-estimating the probability of synthesis events. To achieve

this, we bound the number of occurrences of A between m and M.

Proposition 6.6. Let m, M € N. In the birth- and death-process over the state space QRr,
let pupr = Im%ﬂf/}-k/y and [y, = k,4+k7£~kA, such that for each state q such that m < q(A) < M,
iy < WQ‘W < fim. Then, for every state q such that m < q(A) < M, we have:

M-k o/ ka
h (mea(), 20,272 ) < U, < b (meg(), 00,7
A
A)—m
% whenever A # 1
where: h(m,q(A), M,\) = -1
q(A)%nZLn whenever A =1

Proof. By Prop. 6.3, we have

M-k 4 kg0
1+ Zm<o<q(A) Hm<l§o (TAA) . 1+ Zm<o<q(A) Hm<l§o (TnlcTA)

U, <

M-k 4/ — 74 -k 4
1+ Zm<o<M Hm<l§o (Tﬁ) 1+ Zm<0<M Hm<l§o (mkAA )
Then:
] M-k 4, \O~™ 1 mek 4\ O™
+ Zm<0<q(A) (T) < U < + Zm<o<q(A) ( ka )
Mk \Omm = 79— kg \OT
1 + Zm<o<M (TAA) 1 + Zm<O<M (mk:AA )
Thus:

2m<o<q(A) (%)_m

RN o—m
Zm§o<M ka

Smsocatt) (52)

m-k 4 o—m
Zm§o<M ka

<Ug <

It follows that: MO
2_0<o<q(A)—m (TAA)

M-k 4 \°
ZO§O<M*m ka

Soocatty-m (“5)”

< o -
- m-k 4/
ZO§0<M7m ( ka )

<

=

We conclude that:

h (m, q(A), M, Mk;k;A/) <U,<h <m, q(A), M, m];:kA,>
A A
where:
)\qg\?):mm —1 whenever \ # 1
B(m,q(A), M) =q X ]
qng‘l)%n;n whenever A = 1.
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ka ka ka ka ka ka ka
ka+ka ka+2-ka  ka+3-ka__ka+4-ka__ka+5-kaka+6-ka ka+T-ka

0 T .2_/'7\, %

3 ka 4 ka 5.k 6-ka T ka 8-k
ka+ka ka+2-ka ka+3-ka  ka+4-ka ka+5-ka ka+6-ka ka+T7-ka ka+8-ka

Figure 6.3: A DTMC of the BD model with non-constant transition probabilities.

O]

In Prop. 6.6, the lower and upper bounds over the quantity of A are propagated by mono-
tonicy to get a lower and an upper bounds to the probability of reaching the state M before the
state m. Each of this bound is indeed a quotient between two sums of successive powers of a
same number, which can be simplified further. Note that the case when the number is equal to
1 is specific.

Consequently, the series of derivations given by Props. 6.5 - 6.6 permits a user to compute
probabilities to exit regions and further assign probability intervals to macro-transitions in order
to capture its tendency. This derivation is possible for the one-dimensional BD system, yet
remains difficult for the systems with higher dimensions. However, for systems composed of
higher dimensions, we can compute interval probabilities by sampling our expression given in
Prop. 6.1.

6.3 Conclusion

In this Chapter, we introduced the notion of chemical goals which allow us to carefully relate a
concrete transition system to an abstract one in order to re-introduce probabilities into a non-
deterministic process. Namely, a chemical goal corresponds to a reachable set of regions that
may be observed by some chemcial behaviors. We quantify these behaviors by observing the first
instance at which the quantity of a chemical component achieves a prescribed value of interest.
Accordingly, we derive a mathematical structure to under-approximate (resp. over-approximate)
the probability of exiting from a bounded region, thus giving us the derived interval of prob-
abilities of interest. We can use these computed quantities in order to observe the tendency
between pairs of macro-transitions in our macro-transition system. That is, the likelihood of
the direction of a particular macro-transition.

Finally, we further characterized the BD process discussed during the first case study of
Sect. 2.2. Here, we derived and characterized a series of functions that permits us to compute
exact probabilities of exiting a bounded region. This allows one to coarse-grain with confidence
the BD system dynamics at a lower level of representation, while retaining a general description
of its dynamics. More importantly, it provides an example of how one can carefully reason on the

concrete transition system in order to refine the abstraction process and increase its precision.
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Conclusion

141



Chapter 7. Conclusion

In this manuscript, we have discussed extensively the design of approximation methods
for stochastic reaction networks. The abstractions we develop in the work are strongly moti-
vated by techniques borrowed from Al, a theory of approximation of mathematical structures.
Specifically, in order to abstract a concrete transition system, one must first define each of the
mathematical objects that characterize the concrete behaviors with the simplest element being
discrete values. We refer to this aforementioned system as the concrete semantics. After which,
we design the abstract semantics, which is an over-approximation of the concrete one. In the
abstract, we derive the abstract counterpart to each concrete element, with the most simplest
being intervals. We show how an interval in the abstract is a sound approximation of a concrete
value. In the end, we end up with a hierarchy of abstract functions to traverse from the concrete
domain into the abstract one. Additionally, we use Galois connections in order go back and forth
from the two domains. We derive the notion of macro-transition systems. We have proposed
a generic framework to coarse-grain stochastic reaction networks by sampling the quantity of
each kind of molecules within a set of intervals. Instead of neglecting unlikely transitions be-
tween abstract regions of states, we compute conservative bounds on their probability. More
specifically, whereas in the transition state space of logical models often focus on unidirectional
dynamics towards a focal point, the type of macro-transitions we characterize are bidirectional
and for each transition label interval probabilities. Thus, the interval probabilities provide in-
sight on the likelihood that a macro-transition will traverse to an abstract region. Thus, in our
formally derived framework we can make quantitative arguments regarding the general trend of
the underlying stochastic reaction system. Our goal is indeed to check whether we can derive as
accurate models as hand-written ones while ensuring a formal relationship between the potential
behaviors in the initial and the derived models. We expect to gain new insights to understand
the underlying assumptions behind logical modeling. Getting formal — but accurate — coarse-
grained models requires a specific treatment of boundary effects. It is indeed important not to
amplify the importance of some unlikely behaviors. In particular we ensure that every chemical
transition between abstract regions of states corresponds to a minimal number of steps. For
transitions induced by reverse reactions, we use overlapping intervals. Namely, we generalize
the classical interval lattice interval domain for the purpose of obtaining a more accurate coarse-
graining of the dynamics of the stochastic chemical transition system. Consequently, when a
chemical state can be arbitrary close to the boundary of an interval, we examine the capacity to
cross the next interval instead of just entering it. This induces a non-standard interpretation of
the dynamics of the coarse-grained systems. Fewer trajectories are considered in the abstract,
while soundness is still ensured (by construction). As in a non-deterministic setting, every con-
crete behavior is reflected in the abstract, but additionally an upper bound on their probability
is computed. Hopefully, rare events are assigned a small upper bound on their probability to
occur.

An additional advantage of our framework is the ability to perform and combine numerical
abstractions, such as finite expansions of infinite increasing series and include their overall impact
as a unique bound on the numerical errors made on the computation of probability values.

However, scaling the framework to more complex systems would require one to formally parse
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intricate relations between numerous variables. For example, to deal with higher dimensional
models, symbolic simplification of expressions [26] is possible. Another avenue of thought is
to use exact model reduction methods based on the structure of the components of an initial
reaction network [14]. Yet, in practice, exact model reduction techniques are not very efficient,
especially in a stochastic setting [15]. Still, in our context, we can be more optimistic since, on
the one hand not all the properties of the underlying stochastic system have to be preserved
and because on the other hand, we can admit numerical approximations on probability values
as any other sources of numerical imprecision and include them in the computation of sound
over-approximations.

Our motivation was to be able to explain them thoroughly and to focus on minimal dif-
ficulties that occur pervasively in models. Ideally we would like to target bigger — but still
reasonable — models such as the one for the early events of the EGFR cascade presented in
[6]. These models already cope with around three hundred kinds of molecular species. To scale
up to this kind of model, we will restrict our study to the competition between pairs of macro-
transitions. Yet special care will have to be taken to deal with the denominator of probability
functions. These denominators involve the sum over the propensities of each potential event
which make them particularly tricky to abstract. Instead of using numerical approaches, we
plan to use marginalization to isolate independent subnetworks and reduce the number of terms
in denominators accordingly. Yet, here again perfectly independent reaction sub-networks are
very unlikely to occur, thus we plan to propose a relaxed version, at the cost of including an

additional component in the computation of bounds of probability values.
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RESUME

Les paradigmes de modélisation pour la biologie des systemes jouent un réle important dans I'étude de la fonction
orchestrée de divers systémes biologiques. En outre, ils permettent d’étudier un systéme in-silico afin d’obtenir des
informations mécanistiques a partir des trajectoires résultant du modéle. Un enjeu majeur pour dériver une représentation
idéale pour un processus de systeme est de fixer le compromis descriptif entre entre la simplicité et la précision. D’'une
part, les modeéles trop simples ont tendance a ne reproduire que les connaissances a priori. D’autre part, les modeéles trop
descriptifs donnent lieu a des comportements trop difficiles a analyser, voire a calculer. Dans les deux cas, I'acquisition
de nouvelles connaissances est entravée. C’est pourquoi il est sans doute important, lors de la outils de mesurer 'impact
de la sélection des modeles sur la capture des phénomenes biologiques, en particulier ceux qui peuvent étre vérifiés.

Dans ce manuscrit, nous présentons un cadre formel pour dériver automatiquement des modeles discrets de systemes
biologiques a partir de réseaux de réactions stochastiques. Pour ce faire, nous utilisons des techniques offertes par Ab-
stract d’interprétation pour évaluer les comportements résultant des modéles logiques, un outil de modélisation populaire
en biologie des systémes. Malgré le succés des modéles logiques pour résumer les observations expérimentales et
prédire les propriétés locales du systeme, leurs hypothéses de modélisation sous-jacentes restent souvent implicites. Au
lieu de cela, les modeles a gros grains que nous obtenons traitent de tous les comportements de la sémantique stochas-
tique des réseaux de réaction initiaux, qui est explicitement définie. Plus précisément, 'espace d’état du réactionnel est
divisé en régions abstraites et les transitions non déterministes entre les régions abstraites sont dérivées de maniére
conservatrice. En outre, nous récupérons les probabilités de transitions du réseau réactionnel de référence, de sorte que
les limites du réseau réactionnel non déterministe sont calculées de maniére conservatrice. Il est important de souligner
que nous pouvons utiliser ce cadre pour évaluer, par le biais du modéle formellement dérivé, les comportements du
modéle logique qui 'accompagne. En d’autres termes, le travail établi dans cette thése ouvre une voie pour évaluer les
modéles qui sont naturellement discrets, tout en ouvrant la voie a I'établissement de techniques de réduction de modeles

plus efficaces pour les systémes de réaction.

MOTS CLES

Interprétation abstraite, modélisation logique, méthodes formelles, réseaux de réaction stochastiques

ABSTRACT

Modeling paradigms for Systems Biology plays an important role in investigating the orchestrated function of various
biological systems. Additionally, they permit one to study a system in-silico in order to gain mechanistic insights from
the trajectories resulting from the model. A common battle to derive an ideal representation for a system process is the
descriptive trade-off between the simplicity and accuracy. On one hand, too simple models are prone to reproduce only a
priori knowledge. On the other hand, too descriptive models result in behaviors too difficult to parse, or even yet compute.
In both cases, gaining new insights is hampered. Thus, it is arguably important in generating tools to measure the impact
model selection has in capturing biological phenomena, especially those which can be verified.

In this manuscript, we report a formal framework to automatically derive discrete models of biological systems from
stochastic reaction networks. To do so, we utilize techniques offered by Abstract Interpretation (Al) to assess the be-
haviors resulting from logical models, a popular Systems Biology modeling tool. Albeit the success of logical models in
recapitulating experimental observations and predicting local system properties, their underlying modeling assumptions
are often kept implicit. Instead, the coarse-grain models that we obtain deal with all the behaviors of the stochastic se-
mantics of the initial reaction networks, which is explicitly defined. More precisely, the state space of the reaction network
is split into abstract regions and non-deterministic transitions between abstract regions are derived conservatively. Also,
we recover the probabilities of transitions from the reference reaction network, so that bounds to the probability of unlikely
behaviors can be computed. Importantly, we emphasize how one can use this framework to assess, via the formally
derived model, the behaviors of the accompanying logical model of each reaction system. Namely, the work established
in this thesis bares an avenue to assess those models which are naturally discrete, while also paving a path towards
establishing more efficient model reduction techniques for stochastic, combinatorial systems.

KEYWORDS

Abstract interpretation, logical modelling, formal methods, stochastic reaction networks
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