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Abstract

This thesis studies sparse (deep) neural networks from an optimization point of view.
Nowadays, training large neural networks on massive data sets is a must for many state-
of-the-art machine learning models. While this trend is shown to greatly boost the per-
formance for various tasks, it also comes with many prices: demanding computational
resources, high carbon emission and high training cost. These downsides are the conse-
quences of the dependence of neural networks on huge architectures and training data
sets.

Sparse (deep) neural networks are among approaches which are proposed to mitigate
the downsides of conventional neural networks. Their main difference from their classical
counterparts is the promotion of sparsity in the parameter space. Recent studies empiri-
cally agreed that sparse deep neural networks can offer a compelling practical opportunity
to reduce the cost of training, inference and storage, which are growing exponentially in
the state-of-the-art of deep learning. Nevertheless, similar to classical neural networks,
theoretical study on sparse ones is way behind their empirical advancement.

To advance the theoretical study of sparse (deep) neural networks, we adopt an opti-
mization viewpoint since many sparsity promotion methods can be done via optimization
formulations. More specifically, in this thesis, we propose an approach to study sparse
(deep) neural networks through the lens of another related problem: sparse matrix factor-
ization, i.e., the problem of approximating a (dense) matrix by the product of (multiple)
sparse factors. As shown in Chapter 2, the benefit of studying the problem of sparse
matrix factorization is twofold: on the one hand, the sparse matrix factorization is closely
related to sparse deep neural networks and a study of the former, which is simpler for
mathematical analysis, potentially helps to unveil the mystery of the latter; on the other
hand, sparse matrix factorization is an interesting problem of its own and it is also worthy
of an independent study. In particular, we identify and investigate in detail some theo-
retical and algorithmic aspects of a variant of sparse matrix factorization named “fixed
support matrix factorization” (FSMF) in which the set of non-zero entries of sparse fac-
tors are known. The results obtained from this problem will allow us to address several
fundamental questions with regards to sparse deep neural networks.

The contribution of this thesis comprises three main components:

1. Part I - Challenges of (FSMF): This component is presented in two chapters: Chap-
ter 3 and Chapter 4. Chapter 3 will discuss about the non-existence of optimal
solution of (FSMF) and its NP-hardness while Chapter 4 studies the general land-
scape of (FSMF). The main message of the first part is: the problem of sparse deep
neural networks training are difficult since many challenges already arise in a simpler
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setting - (FSMF).

2. Part II - Tractability of (FSMF): The content of this part is presented in Chapter 5.
In a nutshell, we show that several instances of (FSMF) are polynomially solvable
and their corresponding landscapes are benign if certain additional structures are
assumed.

3. Part III - Applications of (FSMF) to sparse deep neural networks: Using the re-
sults obtained from the previous parts, we study some questions in the setting of
sparse deep neural networks. In Chapter 6, we study the butterfly parametrization,
an approach that consists of replacing (large) weight matrices by the products of
extremely sparse and structured ones in sparse deep neural networks. In Chapter 7,
the existence of optimal solutions of sparse deep neural networks training problem
and topological properties of its function space are studied. Chapter 6 and Chapter 7
use the results of Chapter 5 and Chapter 3, respectively.
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Résumé

Cette thèse réalise des études sur des réseaux de neurones parcimonieux du pointe de
vue d’optimisation. De nos jours, l’entrainement des grands réseaux de neurones sur
des jeux de données massifs est un prérequis pour des états de l’art de plusieurs tâches
d’apprentissage. Bien que cette tendence est empiriquement vérifiée d’apporter une amélioration
significative de performance de modèle d’apprentissage, il nous faut des ressources compu-
tationelles massives, des coûts d’entrâınement et des taux d’émissions de carbone élevés.
Ces inconveniences sont des conséquences directes de la dépendence de la réussite des
réseaux de neurones aux larges architectures et aux jeux de données massifs.

Des réseaux de neurones parcimonieux est l’un des approches qui sont proposées pour
alléger les points faibles des réseaux de neurones classiques. Leur difference par rap-
port aux homologues classiques est la promotion de la parcimonie dans leurs espaces de
paramètres. Des études récentes ont aussi montré empiriquement que les réseaux de neu-
rones parcimonieux peut nous offrir la réduction de coût d’entrâınement, d’inférence et
de stockage, dont croissances sont exponentielles dans les états de l’art de l’apprentissage
profond (deep learning). Néanmoins, à l’instar des réseaux neurones classiques, les études
théoriques sur les réseaux de neurones paricimonieux sont beaucoup moins avancées que
leurs études experimentales.

Notre étude axée sur la théorie des réseaux de neurones est basée sur un point de vue
d’optimisation car la promotion de la parcimonie de plusieurs méthodes est réalisée par
des formulations d’optimisation. En détail, dans cette thèse, nous proposons une approche
dont point de départ est un problème liés mais plus simple: la factorisation de matrices
sous des constraints de parcimonie (ou simplement factorisation parcimonieuse de matri-
ces), c’est à dire, d’approximer une matrice (potentiellement dense) par des produits des
facteurs parcimonieux. Nous montrons dans Chapitre 2 deux avantages d’une étude sur
le problème de factorisation parcimonieuse de matrices: d’une part, la factorisation parci-
monieuse de matrices est très lié aux l’entrainement des réseaux de neurones parcimonieux
et son études, qui est plus simple pour l’analyse mathématique, potentiellement nous donne
des informations intéressantes des réseaux de neurones parcimonieux; d’autre part, la fac-
torisation parcimonieuse de matrices est déjà intéréssante ele-même, avec plusieurs possible
d’applications. En particulière, nous identifions et faisons la recherche sur quelques aspects
théoriques et algorithmiques d’une variante de la factorisation parcimonieuse de matrices,
nommé Fixed support matrix factorization - FSMF - (ou la factorisation de matrices sous
des constraints de supports fixés des facteurs en français) dans lequel les ensembles de
coefficients non-nuls des facteurs sont accessibles. Les résultats de ce problème nous per-
mets d’addresser quelques questions fondamentales par rapport aux réseaux de neurones
parcimonieux.
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La contribution de cette thèse comprend trois parties principales:

1. Partie I - Des défis de (FSMF): Cette partie est présenté en deux chapitres: Chapitres 3
et 4. Alors que Chapitre 3 porte des études sur le non-existence d’une solution op-
timale de (FSMF) et sa characterisation de NP-difficulté, Chapitre 4 présente nos
résultats sur le paysage général de la fonction de côut de (FSMF). Le message princi-
pal de la première partie est: le problème de l’entrainement des réseaux de neurones
parcimonieux est difficile car il y avait plusieurs défis dans un setting plus simple:
(FSMF).

2. Partie II - La tractabilité de (FSMF): Le contenu de cette partie est présenté dans
Chapitre 5. D’une manière générale, nous montrons que si certaines hypothèses sont
satisfaites par les constraints de supports de facteurs, (FSMF) est tractable. De
plus, le paysage de sa fonction de coût devient benign.

3. Partie III - Les applications de (FSMF) aux réseaux de neurones parcimonieux: En
utilisant les résultats de deux première parties, nous faisons des études sur quelques
questions par rapport aux réseaux de neurones paricmonieux. Dans Chapitre 6, nous
discutons le butterfly parameterization, une approche qui remplace des (grandes) ma-
trices de poids par des produits des facteurs extrêmement parcimonieux et structurés
dans des réseaux de neurones parcimonieux. Dans Chapitre 7, l’existence d’une solu-
tion optimale du problème de l’entrainement des réseaux de neurones parcimonieux
et des propriétés topologiques de son espace fonctionelle sont étudiés. Chapitre 6 et
Chapitre 7 utilisent les résultats de Chapitre 5 et Chapitre 3 respectivement.
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Notation

Common
JnK Set {1, . . . , n}.
N the set of natural numbers
Z the set of integer numbers
Q the set of rational numbers
R the set of real numbers
C the set of complex numbers

Spaces

C0(Ω)
The set of continuous function from Ω ⊆ Ri 7→ Ro (the dimension i and o are
clear from the context)

Lpµ(Ω) The Lp space w.r.t a measure µ of Ω ⊆ Rd
Lp(Ω) The Lp space w.r.t the Lebesgue measure of Ω ⊆ Rd
W k,p(Ω) The Sobolev space with the index (k, p) on Ω ⊆ Rd
Vectors
0m An all-zero vector of size m
1m An all-one vector of size m

Matrices (all notations assume that W ∈ Rm×n)

0 An all-zero matrix with appropriate size
0m×n An all-zero matrix with size m× n
1 An all-one matrix with appropriate size
1m×n An all-one matrix with size m× n
supp(W) The support of the matrix W
‖W‖F The Frobenius norm of the matrix W
W[:, i] The i column of the matrix W
W[i, :] The i row of the matrix W

W[:, Sc]
For Sc ⊆ JnK, this is a matrix of the same size as W, which agrees with W on
columns in Sc. Other coefficients are equal to zero.

W[Sr, :] Similar to W[:, Sc], but for rows instead of columns

W[•, Sc]
For Sc ⊆ JnK, this is a matrix of size m× |Sc|, which is equal to the submatrix
of W restricted to the columns indexed in Sc.

W[Sr, •] Similar to W[•, Sc], but for rows instead of columns

W[Sr, Sc]
For Sr ⊆ JmK, Sc ⊆ JnK, this is a matrix of size |Sr| × |Sc|, and equal to the
sub-matrix of W restricted to rows and columns indexed in Sr and Sc
respectively
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Chapter 1

Introduction

The 2010s witness one of the most impressive comebacks in computer science: the re-
emergence of neural networks (NNs). Ever since their introduction in 1943 [MP43], their
current dominance over the fields of Machine Learning (ML) in particular and Artificial
Intelligence (AI) in general is unprecedented. Indeed, most recent advances and important
applications in AI involve NNs and its subfield deep learning. Figure 1.1 shows several
AI breakthroughs in the last ten years. It is not hard for us to notice that the impetus
behind most (if not all) of these milestones are NNs.

Figure 1.1: Some milestones of AI in 2010s. This image is taken from a blog post of the
website https://towardsdatascience.com [Dor23].

Why does the performance of NNs become so good nowadays? Let me remind the
readers that NNs in particular and AI in general witnessed two periods of the so-called
”AI winter”: the first in the 1970s and the second in the 1990s where AI research (including
studies of NNs) stopped progressing due to the lack of funding and the pessimistic views

https://towardsdatascience.com
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from both public and research community (see the Lighthill report [Lig73]). These periods
were caused by the failure of NNs and AI on excelling in many important problems such
as machine translation, image recognition and decision making despite their initial hype.
Ironically, the same set of problems is what NNs are known for nowadays. What are
the main differences/progress between NNs now and then? Aside from the efforts of our
research community, the following reasons also played important roles:

1. Computing powers for large models: Progress on computer is vital for the
development of NNs. Computing powers nowadays become more and more powerful
in all aspects such as memory, RAM, microprocessors. That allows us to perform the
training/learning of large NNs, an indispensable component of many state-of-the-art
NN models. Moreover, the adoption of Graphical Processing Units (GPUs) into the
pipeline of NNs training is also worth mentioning. These units are well-designed to
efficiently perform heavy computational tasks such as matrix-matrix/matrix-vector
multiplication thanks to their capability of parallelization, fast memory access and
large memory bandwidth. As such, they are able to greatly accelerate the training
and inference of NNs, thus allowing the use of increasingly larger NNs.

2. Availability of large datasets: Another factor adding to the raise of NNs is the
abundance of data. In the early age of AI, data was hard to obtain. Models were
trained/learned typically with datasets of hundreds to thousands of samples. These
numbers fail today’s standards in which popular training sets might contain up to
billions of data points. It is not a coincidence that the ImageNet dataset [DDS+09]
is often accounted for the re-emergence of NNs. This dataset and its associated
competition - ImageNet Large Scale Visual Recognition Challenge (ILSVRC), is an
important event where NNs first showed its superior performance in comparison to
other Machine Learning (ML) methods.

These two factors remain essential to the building of state-of-the-art NN models. De-
spite being the main impetus behind many recent advances of NNs, the dependence on
extensive computing powers for large models and large available datasets of NNs also ex-
erts certain negative impact on our society. Here is a list of undesirable effects of current
research on NNs:

1. Carbon emission: It is reported in [SGM20] that the amount of carbon emitted by
the training of a Large Language Model (LLM) such as a T2Tbig - the Transformer
big model [VSP+17] is five times that of a car during its entire lifetime 1. This is due
to the huge energy consumption of supercomputing clusters to train large NNs. It is
worth mentioning that this estimation is only for a single training. Research and im-
plementation of deep learning typically requires careful tuning of hyper-parameters
and model selections. This implies that the amount of emitted carbon for certain
research papers on deep learning can be much higher in practice.

2. Training cost: In the same article [SGM20], the training costs of several popu-
lar LLMs are also estimated. Among the most expensive LLMs are Transformer

1To compute the amount of emitted carbon, authors in [SGM20] uses a conversion between consumed
energy and emitted carbon
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[VSP+17], ELMo [PNI+18], BERT [DCLT19], GPT-2 [RWC+19] and NAS [SLL19].
Their training costs are shown in Table 1.1. These are the price of cloud computing
services to train the models. It is surprising that the cost of one single training of
NAS (maximum is $146,848) is already three times larger than my three-year Ph.D.
net salary at ENS de Lyon. More importantly, these amounts are gigantic and often
unavailable to most academic researchers in the field. That also raises the question
of equality on the computational resources access among researchers.

Model Training Hardware Training cost (in dollar $) Original paper

Transformer P100 x 8 289 - 981 [VSP+17]
ELMo P100 x 3 433 - 1,472 [PNI+18]
BERT V100 x 64 2,074 - 6,912 [DCLT19]
GPT-2 TPUv3 x 32 12,902 - 43,008 [RWC+19]
NAS TPUv2 x 1 44,055 - 146,848 [SLL19]

Table 1.1: Training cost of the most expensive LLMs (extracted from [SGM20, Table 3]).
TPU stands for Tensor Processing Unit, a processor that is designed specifically for the
calculation and manipulation of tensors.

3. Annotations of data: As presented in the previous paragraph, massive datasets
are necessary for the success of any deep learning model. However, it is worth
emphasizing that size alone is not sufficient. Current machine learning techniques
rely heavily on annotated or labelled data. For example, to perform classification,
one needs datasets of images and their correct classes. The more complex is the
task, the more complex is the annotation procedure. More importantly, the current
annotation procedures are carried out entirely by humans. Thus, the cost and the
working hours to produce a large, high-quality training set is huge. To lower this
cost, certain unmoral practices have been used. It is reported in the Time magazine
[Per23] that Kenyan workers were paid less than $2 per hour by OpenAI to make
chatGPT less toxic. In fact, these workers have to witness horrible contents such as
“child abuse, murder, suicide, self-harm and incest” taken from dark websites and
they are asked to classify these contents correspondingly.

Up to this point, we wish readers are convinced that it is important to reduce the
dependence of deep learning on large NNs and its data-hungry nature. Many approaches
have been proposed to reduce each dependency separately. Among the most prominent
approaches to perform only model compression are value quantization [SJG+20, GMR23,
GBGR23], value compression [HMD16] or model downsizing [HVD15]. Others seek to
reduce the number of labelled training data by using semi-supervised [YSKX22] or un-
supervised learning [DZDW18]. Nevertheless, in this thesis, our focus is on sparse deep
neural networks - an attempt from the research community to reduce both dependencies
simultaneously and mitigate the negative effects of NNs on our society. As such, this
chapter is devoted to present the concept of sparse deep neural networks and the needs
for its study. Then, we discuss the main contributions of this thesis.
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1.1 Sparse deep neural networks: An overview

In this section, our goal is to describe what a sparse deep neural network (DNN) is and
which advantages it can offer. We place emphasis on deep models because they are the
most popular architectures and they are in the regime where many of the pitfalls mentioned
above can arise. As suggested by its name, the sparse DNN is a variant of the classical
DNN whose parameters are imposed to satisfy certain sparsity constraints, i.e., they have
many zero entries. A conceptual illustration of DNNs and the sparse version is given in
Figure 1.2.

OCKHAM
Sparse Deep Neural Networks

Classical Deep Neural NetworksInput (image) Output (text)

non-zero entry zero entry

Figure 1.2: Comparison between DNNs and sparse DNNs for text extraction problem. In
this figure, a square represents a parameter of DNNs. Blue and white squares indicate
parameters with non-zero and zero values respectively. Differently from classical DNNs,
sparse DNNs has many zero parameters.

In our opinion, it is very important to talk about the conventional/classical DNNs as
well as their strengths and weaknesses. This is exhibited in Section 1.1.1. Such knowledge
is essential to understand the idea behind sparse DNNs. More specifically, in Section 1.1.2,
readers will see that sparse deep NNs do not only inherit many strong points of their
classical counterparts but they also offer a potential remedy for the discussed shortcomings
theoretically. On the practical side, we also show some positive empirical results with
regards to sparse DNNs. Several challenges and questions of sparse DNNs are discussed
at the end of this section.

1.1.1 Deep neural networks: strengths and shortcomings

We start by introducing classical neural networks. For the sake of simplicity, we avoid
formal definition of NNs, which will be then provided in Chapter 2. In this introduction,
it is sufficient to understand that NNs are (huge) parametric models that encode functions.
The input/output and purpose of these functions vary, depending on the machine learning
task that we wish to study. For example, one would like to build a model that is capable of
extracting sequences of text from images. In that case, the input is an image, the output
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is a sequence of text and the function needs to produce exactly the sequence written in
the image. This example is illustrated in Figure 1.2.

The next question that we need to address is: How can we assign the parameters
of the NNs so that its encoded function can assign the inputs to their correct outputs
correctly (with high probability)? This is where data steps in. Given a training data set
whose elements are of the form (x, y) (where x is an input, such as image, and y is the
corresponding label, such as a text sequence as in the previous example), ideally, we wish
to select parameters of the NNs so that its corresponding function f satisfies f(x) = y for
every pair in the data set. In practice, it might not be possible to find a set of parameters
to ensure the equality for all f(x) and y. Therefore, it is more practical to search for
parameters that make `(f(x), y) small where ` is a function measuring the “distance”
between f(x) and y. The function ` is also known as loss function.

With this high-level description, it is easy to see that NNs possess many strengths:

1. Flexibility of model choices: There are a plethora of NN models such as Multi-
Layer Perceptron (MLP) [Whi63], Recurrent Neural Networks (RNN) [RM87], Con-
volutional Neural Networks (CNN) [LB98], Attention mechanism [VSP+17], to name
but a few. This is also how we can incorporate our expert knowledge into the mod-
els to customize the architecture to adapt to the problems as well as improve the
performance.

2. Generic framework: Once an architecture is fixed, fitting its parameters to a given
data set only requires a differentiable loss function `. The parameters will be opti-
mized automatically via many available optimization algorithms. This framework is
very general and can be used in many different settings.

3. Excellence for large datasets: NNs and DNNs outplay other ML algorithms and
models in the regime of large datasets (for example, the ImageNet dataset with more
than 14, 000, 000 images and 1000 different objects).

Nevertheless, the high performance of DNNs also comes with several downsides.

1. Model size: State-of-the-art deep learning models typically have from millions to
billions of parameters [VSP+17, PNI+18, DCLT19, RWC+19] and new models tend
to further grow these numbers. This tendency can be observed in Figure 1.3. Thus,
they can only run (i.e., compute the function f corresponding to its parameters)
efficiently on solid hardware equipped with GPUs. This limitation prevents their
applications to mobile or embedded devices where extensive computational resources
are usually not available. Moreover, even if one does not run into the computing
resources problem, the cost of using deep learning to real-world applications is huge
and only accessible to large companies and start-ups with huge funds.
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Figure 1.3: Growth of the number of parameters between 2018 - 2021. The image is taken
from a blog post in https://deci.ai/ [Use23].

2. Massive training data: DNNs are always hungry for training data to make them
generalize well on unseen instances. However, as evoked in the precedent paragraph,
a large, high-quality training dataset is costly and usually unavailable for most aca-
demic institutes and medium to small-sized enterprises. Thus, the development of
DNNs is fairly restricted to/ under the control of huge corporations.

The first and the second points are direct results of the dependence of deep learning
on large models and datasets, which we already discussed in the precedent paragraphs.
Moreover, there exist other indirect consequences, which are listed below:

3. Privacy issue: Performant NNs are typically obtained in the over-parameterization
regime [BHMM19], i.e., when the number of parameters of NNs is (much) larger than
the size of the training set. In fact, the parameters of NNs can then often be chosen
so that the corresponding function fits perfectly the training data. This claim is
shown theoretically in [AZLS19] (under certain assumptions on the dataset and the
size of NNs) and empirically in [ZBH+21]. Therefore, intuitively, a sample whose
output from a trained overparameterized NN is too good, i.e., close to its real output
is likely to belong to the training set of the used NN. This is the intuition for the
so-called Membership Inference Attack (MIA) [NSH18, SSSS, HSS+22], which is

https://deci.ai/
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capable of identifying samples from training datasets given black-box queries of a
NN. With deep learning being increasingly implemented in many services, there is a
privacy risk if one can exploit the knowledge leaked from trained NNs.

4. Lack of interpretability: While NNs perform well on many learning tasks, its
prediction behavior is hardly interpretable from a human point of view. A famous
story justifying this claim is the existence of adversarial example [SZS+13]. The
main idea in [SZS+13] is that a slight change in the input space (such as setting one
pixel of an image to zero) can lead to a drastic change of the output. In the setting
of image classification problem, many performant DNNs such as AlexNet [KSH12],
VGG [SZ15], GoogleNet [SLJ+15], ResNet-152 [HZRS16] can correctly classify a
given image but their predictions change if we slightly modify the same image (by
adversarially adding noise, or modifying several pixels). In contrast, under these
modifications, human vision hardly notices any difference [SZS+13, MDFFF17]. This
counter-intuitive behavior shows a huge difference betwenn human and machine
perception. In particular, when deploying DNNs to applications with high-stakes
predictions such as autonomous driving and health care, the lack of interpretability
might be a severe issue.

All of these issues call for a remedy. However, the alternatives should also retain the
advantages of NNs since these features are crucial to applicability. This is where sparse
DNNs come in handy.

1.1.2 Sparsity in deep neural networks

As stated earlier in this chapter, sparse DNNs is a variant of the usual DNNs whose
parameters are sparse, i.e., there are many zero parameters 2. Thus, it is sufficient to store
non-zero ones and their location since zero parameters can be ignored when computing the
output of a NN. On the one hand, sparse DNNs inherit many advantages of conventional
NNs such as the flexibility of model choices or the genericity of framework because they
are simply built on NNs. In the following, we argue that if we can indeed promote the
sparsity in the space of parameters of NNs, all the shortcomings listed in Section 1.1.1 are
expected to be addressed:

1. Model compression: Due to the sparsity in the NNs parameters, the actual size
of deep learning models can be reduced significantly (as mentioned previously, only
non-zero coefficients are needed to evaluate the corresponding parametric functions).

2. Training data diet: Since the actual model size is reduced with this sparsity
approach, it is intuitively less hungry for data. We justify this intuition by drawing
a link with the linear inverse problems [Tib96, BT09] where sparsity is also employed.
These two approaches are very similar since their ultimate goal is to find a small
subset of all parameters to have non-zero values (the remain will be set to zero). In
the setting of linear inverse problems, if the model is known to be sparse in priori,
this approach is known to boost the performance, especially when the number of

2A mathematical definition of sparse DNNs will have to wait until Chapter 2 since this chapter is de-
signed to be as simple as possible. We also believe that the current definition provides sufficient background
at this stage
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observations is smaller than the total number of parameters. We expect that a
similar phenomenon holds for NNs since there exist certain hypothesis about sparsity
in DNNs such as Lottery Ticket Hypothesis [FC19].

3. Reduction of privacy leakage: It is shown in a joint work between Ph.D. students
in our laboratory (Antoine Gonon 3, Léon Zheng 4, Clément Lalanne 5, Guillaume
Lauga 6, Can Poulinquen 7, and myself) that sparsity can reduce the vulnerability of
NNs against Membership Inference Attack (MIA) [GZL+23]. Our intuition is very
simple: Sparsity forces the model out of the over-parameterization regime where
memorization of training data can easily happen. Thus, the information about the
training set revealed from the output of trained NNs is reduced. Black-box attacks
such as MIA are thus, nullified. Our work [GZL+23] empirically verifies this intuition.

4. Improvement of interpretability? It is not clear whether sparsity can help us
better understand the behaviour of DNNs. Our only justification for this claim is
the similarity between sparse DNNs and dictionary learning and/or sparse coding
[Mai10, MBPS09, MBPS10, MBP+08]. In general, these methods search for elemen-
tary elements such that samples can be written as their sparse linear combinations.
This idea is based on the observation that natural data (such as images, documents,
speech) usually has such sparse representations. For example, sentences and para-
graphs in documents are composed of a small subset of words from a (large) dictio-
nary. That explains the name “dictionary learning”. Similar to words in a dictionary
that is fathomable for human beings, one expects that the models with sparsity will
reveal understandable components, hence, make them more interpretable.

Therefore, on a theoretical side, sparse DNNs are seemingly an upgraded version which
not only possesses many strengths but also (partially) addresses the difficulties of conven-
tional DNNs. On the practical side, we quote the conclusion from [HABN+21, page 2]:
Today’s sparsification methods can lead to a 10−100x reduction in model size, and to cor-
responding theoretical gains in computational, storage, and energy efficiency, all without
significant loss of accuracy. To demonstrate this claim, we present a set of results of algo-
rithms for sparse DNNs. These methods are applied to ResNet-50 [HZRS16] and outputs
sparse DNNs (based on ResNet-50) with approximately ten times fewer parameters (or
equivalently, with 90% sparsity)8. The performance of these models is measured by the
probability of predicting correct labels of images (accuracy) in the test sets of ImageNet
[DDS+09] (remind that ResNet-50 is designed to perform image classification tasks and
it is also trained with the ImageNet dataset). This measurement is reported in Table 1.2.
It can be seen that a sparse version of NNs is about to catch up to the performance of
the original while reducing their models size significantly. We believe that there are still
rooms for improvement with sparse DNNs and they are worthy of a study.

3https://agonon.github.io/
4https://leonzheng2.github.io/
5https://clemlal.github.io/
6https://laugaguillaume.github.io/
7https://perceptronium.github.io/
8A zero vector is 100% sparse, while a dense one is 0% sparse

https://agonon.github.io/
 https://leonzheng2.github.io/
https://clemlal.github.io/
https://laugaguillaume.github.io/
https://perceptronium.github.io/
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Methods Sparsity level (%) Accuracy Original paper

Dense baseline 0 77.1 [HZRS16]
STR 90,23 74.31 [KRS+20]
RigL 90 72.0 [EGM+20]
DNW 90 74.0 [WFR19]
GMP 90 73.91 [ZG17]

GraNet 90 74.5 [LCC+21]
ProbMask 90 74.68 [ZZXZ21]

ST-3σ 90 76.03 [VV22]

Table 1.2: Results are taken from [VV22, Table 3]. Authors reproduce the results on
ResNet-50 with sparse DNNs training algorithms.

1.1.3 Sparsity in deep neural network: some challenges

While being theoretically interesting and empirically promising, sparse DNNs and its
study face many challenges. There remain many open (and challenging) questions such as
the learning dynamics or the generalization of sparse DNNs in comparison to the dense
counterparts. Nevertheless, in this thesis, we take a step back and consider the training
problem of sparse DNNs from an optimization viewpoint. In our opinion, a study on the
optimization problem of sparse DNNs is the most fundamental because sparsity in DNNs
is promoted via the design of the objective functions of the optimization problem and/or
the optimization algorithms. Other aspects such as learning dynamics or generalization
capability are dependent on these choices. To this end, we are interested in the following
list of questions:

1. Existence of optimal solutions: Does the optimization problem corresponding
to the training of sparse DNNs always admit an optimal solution? If it is not always
the case, given a training formulation, can we decide whether an optimal solution
exists?

2. Provable training of sparse DNNs: If the training formulation has an optimal
solution, does there exist a (tractable) algorithm with provable guarantee?

3. Landscape of objective functions in sparse DNNs training: Training both
classical and sparse DNNs involves solving a non-convex optimization problem.
Therefore, critical points of the objectives function are not bound to be local min-
ima (let alone global ones). However, vanilla first-order methods such as variants
of Gradient Descent and their stochastic version seem to be work well in practice
[GBC16, Chapter 8]. Does the landscape have any special property that allows these
methods to perform?

These questions serve as the motivation for our study. It is noteworthy that these questions
were already raised and partially addressed in the setting of classical DNNs (for example,
the first question - [LMQ21], the second question - [CB18] and the third question - [Kaw16,
VBB20]). Our goal is to generalize existing results to a new setting: sparse DNNs. In the
next section, we present the organization of this thesis.
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1.2 Contributions

This thesis is based on four research articles: [LRG22, LZRG22, LRG23] and another
paper that has not been finished yet. Since the thesis is a continuation of my M2 in-
ternship, certain materials in Chapter 2 are also taken from my report [Le20] and its
conference version [LG21]. These materials serve as motivations or empirical verification
of intuitions and do not count as contributions. The technical parts of this thesis (from
Chapter 3 to Chapter 7) are composed of five chapters. Chapter 2 only introduces the
problems/questions of interest and provides a literature review for this thesis. The main
content of each chapter is given below:

Chapter 2: From sparse deep neural networks to sparse matrix factorization
In this chapter, we first provide the formalism of conventional and sparse DNNs as well as
their corresponding training problems. Since there is many different types of DNNs, it is
worth emphasizing that our focus is on the Multi-layer Perceptron [Whi63] and its sparse
variant since it is not only one of the most general models but it is also the de-facto model
for theoretical study. This is followed by an overview on the research state of sparse DNNs:
We discuss several prominent algorithmic and theoretical approaches to contextualize our
study.

Sparse DNNs are generally difficult to study since their definition involves both the
notions of non-linearity and sparsity. To avoid dealing with two difficulties at the same
time, our approach is to simplify the model by dropping the notion of non-linearity in
sparse DNNs. This results into the sparse matrix factorization problem. In words, this
problem seeks to find sparse matrices whose product approximates well a given matrix.
As will be shown in Section 2.3, its study is not only beneficial to our study of sparse
DNNs but also interesting of its own since sparse matrix factorization problem has many
applications in practice such as linear operator acceleration or dictionary learning.

Finally, we further consider a particular case of sparse matrix factorization named
“Fixed support matrix factorization” (FSMF) in Section 2.4. This is the most simplified
setting where we study in detail and the results will be then used to answer certain
questions on sparse DNNs and sparse matrix factorization in Chapter 6 and Chapter 7.

Chapter 3: Existence of optimal solutions and NP-hardness of (FSMF) Once
formulating (FSMF) as an optimization problem, we study the first natural question: Does
it always admit an optimal solution? This question is previously investigated in other
settings such as tensor decomposition problems, robust principal component analysis or
even classical NNs as well. The answer for this question is negative, i.e., there are instances
whose optimal solution does not exist.

Furthermore, in Section 3.2, we go further to answer a more involved question: Under
which conditions does an instance of (FSMF) admit at least an optimal solution? The
investigation of this question directs us to algorithms of real algebraic geometry, a math-
ematical domain that deals with polynomials and semi-algebraic sets. The usage of its
tools gives an algorithmic answer to our questions.

This last main results of this chapter is the NP-hardness of (FSMF), presented in
Section 3.3. This is a surprising result because it implies that even with the knowledge
of support factors, finding the optimal coefficients remains hard. Our work also shows
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the relation between (FSMF) and the matrix completion problem. The main result on
the NP-hardness is just an immediate corollary of this relation since matrix completion is
already shown to be NP-hard in previous work [GG10].

Chapter 4: General landscape of (FSMF) (FSMF) is a non-convex optimization
problem. However, recent studies on the landscape 9 of non-convex optimization problems
reveal several cases where the objective functions possess certain properties of convex
functions. For example, many variants or problems related to sparse matrix factorization
such as matrix completion, phase retrieval or even neural network training problem have
objective functions whose local minima are all also global ones [CLC19]. Our work shows
that the landscape of a general instance of (FSMF) can have spurious local minima and
spurious local valleys. These objects are undesirable for global optimization.

Chapter 5: (FSMF) with structure is tractable Despite three bad news about
(FSMF) that are the non-existence of optimal solution, NP-hardness and difficult op-
timization landscape shown in Chapters 3 and 4 respectively, support constraints with
structures can make (FSMF) easier to handle. In this chapter, we introduce a family of
support constraints whose instances are polynomially tractable (with at least an optimal
solution) and such that the landscape of the objective function is benign. This structure
can be found in various instances of (FSMF) in the literature such as low rank matrix
approximation [EY36] or hierarchical H-matrix approximation [BK16, Hac99, HK00].

Chapter 6: Butterfly parameterization in sparse deep neural networks An
application of our results on (FSMF): an analysis of butterfly parameterization in deep
learning [DGE+19, DSG+20, LRC+21, DCS+22b]. This line of work attempts to replace
the linear operators in deep learning by ones which can be factorized into multiple sparse
linear operators (sparse matrices/factors). This approach is empirically reported to per-
form well and reduce the size of NNs significantly [DGE+19, DSG+20, LRC+21, DCS+22b].
Our study first reveals that this approach simply replace the set of hypothesis matrices
from the usual Rm×n to the so-called low-rank complementary matrices. This set has an
explicit algebraic description which is based on the low rank of sub-matrices. Moreover,
we also prove that the optimization problem that projects a given matrix onto the set of
low-rank complementary matrices has an approximate algorithm (i.e., the distance from
solution obtained by the algorithm to the given matrix is no worse than that of the opti-
mal one, up to a constant factor). This is based on an analysis of a modified version of
the classical butterfly algorithm. This work is in collaboration with Léon Zheng10, a PhD
student in the same laboratory.

Chapter 7: Existence of optimal solutions in sparse deep neural networks
training Another application of our results on (FSMF) to the world of sparse DNNs is an
investigation of the existence of optimal solutions for the training problem of sparse ReLU
DNNs, which is one of the most popular architecture of sparse DNNs. More specifically, the

9In this context, the landscape of a function refers to its global geometry over the entire parameters
space. This line of study usually investigates the properties of local minima and/or saddle points.

10https://leonzheng2.github.io/

 https://leonzheng2.github.io/
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main question in this chapter is: for which NNs architecture does the optimal solution of
the training problem always exist? Using the analysis of the fixed support version, we show
that there exist several architecture of sparse ReLU DNNs that make its training problem
always have optimal solutions. Nevertheless, certain architectures fail this property and
we provide a criterion and examples for such architectures. Our technique can also be
extended to address questions on the closedness of the function space of sparse ReLU
DNNs. This allows us to generalize existing results [PRV21] on topological properties of
the function space of NNs.

In conclusion, the table below presents some of my publications during three-year
Ph.D. as well as their informations and usage in this thesis11. Note that there is another
on-going work whose material is used in Chapter 6.

Paper Type Name of the conferences/journal Used in

[LZRG22] Conference
International Conference on Acoustics,
Speech, and Signal Processing 2022

Chapter 6

[LRG22] Journal
SIAM Journal on Matrix Analysis and
Applications

Chapters 3
to 5

[LRG23] Preprint None
Chapters 3
and 7

Table 1.3: List of my publications related to the thesis.

11Only publications related to this Ph.D. thesis are shown.
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Chapter 2

From sparse deep neural networks
to sparse matrix factorization

In this chapter, we introduce two problems: sparse DNN training and sparse matrix
factorization. We summarize relevant works from their corresponding literatures and we
establish several links between these two problems. Their strong correlation suggests that
studying sparse matrix factorization can provide various interesting information about
sparse DNNs. Finally, we discuss a variant of sparse matrix factorization named “Fixed
support matrix factorization”. This variant will be the first main target of this thesis and
the results of this study will shed the light on certain questions on sparse DNNs in later
chapters. The content in this chapter is taken from [Le20, LG21, LRG22, LRG23].

2.1 An introduction to neural networks

This chapter begins by recalling the classical definition of NNs and their training problems.
It is very important to introduce classical NNs before presenting the concept of sparse NNs.
In fact, we will see that sparse NN is a natural variant of its classical version, combined
with the notion of sparsity. The introduction of NNs in this section will facilitate the
lecture of our presentation of sparse NNs in the following one, especially for readers that
are not familiar with classical and/or sparse NNs.

As discussed in Chapter 1, NNs are parametric models, which can be represented by
a set of parameters θ. In the following, we only provide the description of the so-called
Multi-Layer Perceptron (MLP) [Whi63] or feed-forward NN due to its generality. In fact,
most of other architectures can be seen as variants/derivatives of MLP.

2.1.1 Definition of neural networks

The building blocks of NNs are called layers (sometimes, also called fully-connected layers
if the underlying architecture is not an MLP to distinguish with other types of layers such
as convolutional layers [KSH12]). Each layer is parameterized by two sets of parameters:
a weight matrix W and a bias vector b, altogether with a (non-parametric) activation
function ν : R 7→ R. Just like the NNs, each layer encodes a function, which can be



23

computed using W ∈ Rm×n,b ∈ Rm and ν as:

flayer : Rn 7→ Rm : ν(Wx+ b)

where ν is applied to Wx+ b in a coordinate-wise manner. In practice, ν is chosen to be
a non-linear function for a reason that will be explained right after. Definitions of popular
activation functions can be found in Appendix A. In this thesis, we put emphasis on the
ReLU activation, the most used one in practice. ReLU activation is defined as:

σ : R 7→ R : σ(x) = max(x, 0).

The notation σ will be used exclusively for the ReLU activation.
A (deep) neural network is constructed by simply stacking (a lot of) these layers one

after another. For an MLP, we denote N = (NL, . . . , N0) its architecture, which contains
the dimensions of the input layer N0 = d, hidden layers (NL−1, . . . , N1) and output layer
(NL), respectively.

We represent an L-layer (or (L−1)-hidden layer) neural network by θ := {(Wi,bi)
L
i=1}

where (Wi,bi) are the parameters of the ith layer. With an abuse of notation, we simply
called θ a NN (or a NN θ). An illustration of a NN is given by Figure 2.1. The space of
parameters of an architecture θ is denoted byNN, which can be mathematically formulated
as:

NN := {θ = ((Wi,bi))i=1,...,L |Wi ∈ RNi×Ni−1 ,bi ∈ RNi , ∀i = 1, . . . , L}. (2.1)

We also define N 0
N a subset of NN where all the biases are set to zero, i.e.,

N 0
N := {θ = ((Wi,bi))i=1,...,L |Wi ∈ RNi×Ni−1 ,bi = 0Ni ,∀i = 1, . . . , L}. (2.2)

It is not hard to verify that NN is isomorphic to RK where K :=
∑L

i=1(NiNi−1 + Ni) is
the total number of parameters of the architecture θ.

For each θ ∈ NN and each sequence of activation functions Σ = (νL, . . . , ν1), RΣ
θ :

RN0 7→ RNL is the function implemented by the ReLU network with parameters θ:

RΣ
θ : x ∈ RN0 7→ RΣ

θ (x) := νL(WLνL−1(. . . ν1(W1x+ b1) . . .+ bL−1) + bL) ∈ RNL (2.3)

If we denote fi : RNi−1 7→ RNi : fi(x) = νi(Wix + bi) the function encoded by the ith
layer, then RΣ

θ can be seen as a composition of the function fi, i.e.:

RΣ
θ = fL ◦ fL−1 ◦ . . . ◦ f1

Moreover, if an activation is linear, it is not difficult to see that fi is an affine function
w.r.t. x. Since the composition of affine functions is an affine function, it is thus preferable
(in practice) that νi, i = 1, . . . , L− 1 is non-linear (excluding νL).

We denote by RΣ the functional mapping from a set of parameters θ to its function,
i.e., RΣ(θ) := RΣ

θ . The function space associated to an architecture N and a sequence of
activation functions Σ is the image of NN under RΣ, which is denoted by FΣ

N and defined
as:

FΣ
N := RΣ(NN). (2.4)
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In words, FΣ
N is the set of implementable functions by a neural network of architecture N

and a sequence of activation functions Σ.
When νL = Id the identity function and ν1 = . . . = νL−1 = ν an activation function,

we simply write Rνθ , instead of RΣ
θ . We adopt the same simplification for the functional

mapping RΣ and FΣ
N, i.e., Rν and FνN.

When ν = σ the ReLU activation, we use the shorthand:

Rθ := Rσθ ,
R := Rσ,
FN := FσN.

(2.5)

Layer I Layer II Layer III

Input OutputHidden layers

Figure 2.1: An illustration of an MLP with L = 3, N = (4, 6, 6, 4). Each arrow corresponds
to a coefficient in the weight matrix Wi, i = 1, 2, 3.

2.1.2 Training problem of neural networks

Similar to most ML models, once an architecture N is fixed, the training problem for a
neural network requires in addition a training dataset and a loss function `. As mentioned
in Chapter 1, the goal of solving the training problem of neural networks is to select
θ ∈ NN such that for all samples1 (x, y) in the training dataset D := {(xi, yi)}ni=1, we
have: RΣ

θ (x) = y in the ideal setting. Nevertheless, such θ might not exist or there might
be many θ satisfying such constraints. Therefore, the approach based on optimization is

1Remind that x is an input and y is its associated label.
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more favorable: the selection of θ is carried out by solving

Minimize
θ

L(θ;D) :=
n∑
i=1

`(RΣ
θ (xi), yi) (2.6)

where ` can be thought as a distance between RΣ
θ (x) and y. In practice, practitioners also

consider and minimize a regularized version of L, which changes Equation (2.6) into:

Minimize
θ

L(θ;D) :=
n∑
i=1

`(RΣ
θ (xi), yi)︸ ︷︷ ︸

data-fitting term

+ λg(θ)︸ ︷︷ ︸
regularization term

(2.7)

where λ > 0 is a hyper-parameter. In Equation (2.7), the first term (also known as
data-fitting term) enforces RΣ

θ (x) and y to be close to each other while the other (regu-
larization term) originates from statistical learning and employed to prevent overfitting
[HTF, Chapter 7]. Sometimes, the regularization term is reported to help further decrease
the data-fitting term [KSH12, Section 5]. The hyper-parameter λ is used to control the
balance between these two terms.

The choice of loss functions depends on the learning task. Among the most popular
loss functions are the quadratic loss, i.e.,

`(y′, y) = ‖y′ − y‖22
(for regression problems) and the cross-entropy loss, i.e.,

`(y′, y) = −
m∑
i=1

y′[i] log y[i]

where y[i] is the value of the ith coefficient of y (for classification problems). The most
well-known regularizers are `2(θ) = ‖θ‖22 (ridge regularization) or `1(θ) = ‖θ‖1 (lasso
regularization).

To select θ, it is thus sufficient to solve the optimization problems (2.6) and/or (2.7).
However, we will not go into detail about optimization algorithms for DNNs because their
presentation is out of scope of this thesis. For an excellent exhibition of these algorithms,
we refer to [GBC16, Chapter 8].

2.2 An introduction to sparse neural networks

With the definition of dense NNs presented in the previous section, we proceed to the
introduction of sparse NNs. We then, provide the mathematical formulation and several
popular approaches to study their corresponding optimization problems, algorithmically
and theoretically.

2.2.1 Sparse neural networks: definition and training problems

In a nutshell, the only difference between classical and sparse NNs is: the weight matrices
Wi are sparse, i.e., they have many zero entries in the case of sparse NNs. More for-
mally, we would like the weight matrix Wi ∈ Ei where Ei is a set of sparse matrices. An
illustration for this difference is shown in Figure 2.2.
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(a) Classical (dense) neural network (b) Sparse neural network

Figure 2.2: An illustration of dense and sparse DNNs.

We make several remarks on this definition:

1. Why don’t we enforce the sparsity for the bias vectors as well?: In fact, a
large percentage of neural networks parameters comes from the weight matrices since
for the ith layer, one has Ni×Ni−1 parameters from Wi and only Ni parameters from
bi. This observation is still valid for different types of NNs such as Convolutional
Neural Networks (CNNs) [KSH12] or Attention mechanism [VSP+17]. Thus, while
it is possible to impose the sparsity onto the bias vectors, it does not result into
significant gain in term of model compression.

2. Which kinds of Ei - the constraint set of sparse matrices - are used in
practice? There are many Ei used by practitioners. The set Ei can also be used to
add expert knowledge to the models. Below is a list of sparse matrices sets that are
used in practice:

(a) k-sparse matrices: is defined as Ei = Mtotal
k := {Wi | ‖Wi‖0 ≤ k} for a

constant k (‖·‖0 is a semi-norm, equal to the number of non-zero entries). This
is by far the most used one in the literature [HPTD15, HMD16, ZG17, FC19].
Choosing k � Ni ×Ni−1 ensures the weight matrix Wi being very sparse.

(b) Fixed and sparse supports matrices: The problem when we use k-sparse
matrices in sparse DNNs is that optimization algorithms have to find the sup-
port (i.e., the set of matrix indices whose coefficients are non-zero) and the
values of their entries simultaneously. Such algorithms usually take more it-
erations or extra procedures to perform well [HPTD15, ZG17, HMD16]. This
observation sparks the idea of choosing a fixed support (also known as sparsity
pattern) for the weight matrices. We remind readers that support of a matrix
W ∈ Rm×n, denoted as supp(W) := {(i, j) |W[i, j] 6= 0} ⊆ JmK× JnK is a sub-
set of indices whose coefficients are not zero2. Once a set of supports is chosen,
training algorithms can “simply optimize” the coefficients inside the supports.
Note“fixed support” means that the coefficients inside the “supports” are al-
lowed to be non-zero. They could be zero as well. These fixed supports can be
hand-crafted using expert knowledge [DCS+22b, DGE+19, LRC+21, DSG+20]
or found by algorithms [LAT19, TKYG20, WZG20].

2Here, W[i, j] is the value of the matrix W at index (i, j) and JmK := {1, . . . ,m}, see Notation.



27

Other potential candidates for Ei can be the set of k-sparse per row/column matrices,
i.e., Mrow

k = {Wi | ‖Wi[i, :]‖0 ≤ k, ∀i}/Mcol
k = {Wi | ‖Wi[:, i]‖0 ≤ k, ∀i}. These

sets are somewhat in-between the other two since the sparsity pattern is still learned
from data (similar to k-sparse matrices) but we access to certain knowledge about
them (similarly to fixed support case).

3. Do we enforce the sparsity on all weight matrices Wi, i = 1, . . . , L? Gen-
erally, we do not enforce sparsity on all the weight matrices. In practice, it is
better to promote sparsity for layers which account for a large number of param-
eters. These layers might be a large convolutional layer or a fully-connected layer
at the end of CNNs. This is the approach in many articles [DCS+22b, DGE+19,
LRC+21, DSG+20]. While it is trivial, we would like to point out that if we do not
want to promote sparsity for Wi, we can simply set Ei = RNi×Ni−1 (or equivalently,
(NiNi−1)-sparse matrices). Thus, our formalism remains valid.

Similarly to the case of dense DNNs, we introduce corresponding notions for sparse DNNs.
We will focus on the case where Ei is a set of (sparse) matrices with fixed support. This
choice is atomic in our opinion since all sets of sparse matrices such as Mtotal

k - the set of
k-sparse matrices is a finite union of sets of sparse matrices with fixed support. Indeed,
consider Mtotal

k , we have:

Mtotal
k =

⋃
I||I|≤k

{W | supp(W) ⊆ I}

When Ei is a set of sparse matrices with fixed support, we simply call this type of NNs
fixed support sparse NNs. It is worth noticing that for a fixed support sparse NNs, N =
(NL, . . . , N0) alone is not sufficient to fully characterize the architecture since it does not
carry any information about the support of weight matrices Wi, i = 1, . . . , L. Therefore,
we define I = (IL, . . . , I1) the collection of binary masks (or support constraints) Ii ∈
{0, 1}Ni×Ni−1 , 1 ≤ i ≤ L of weights matrices to specify the architecture, in the sense that
if Ii[`, k] = 0 then Wi[`, k] = 0. It is also convenient to think of Ii as the set {(`, k) |
Ii[`, k] = 1}, which is a subset of JNiK × JNi−1K. We will use these two interpretations
(binary mask and subset) interchangeably and the meaning should be clear from the
context. We will even abuse notations by denoting, e.g., Il ⊆ 1Nl×Nl−1

(see the definition
of 1Nl×Nl−1

in Notation).
Because the support constraint I ∈ {0, 1}m×n can be thought as a binary matrix, for

any subset of the row indices Sr ⊆ JmK (resp. subset of the column indices Sc ⊆ JnK),
I[Sr, :] (resp. I[:, Sc]) represents the support constraint of I∩Sr×JnK (resp. I∩JmK×Sc). In
addition, I[:, i] (resp I[i, :]) denotes the support constraints on the ith row (resp. column)
of I. Note that these notations do not cause any conflict with W[:, Sc], W[Sr, :],W[:, i]
and W[i, :] defined in Notation.

We denote NI ⊆ NN the space of parameters of the sparse architecture I, i.e.,

NI := {θ = ((Wi,bi))i=1,...,L : supp(Wi) ⊆ Ii,∀i = 1, . . . , L.}. (2.8)

A special subset of NI is the set of network parameters with zero biases,

N 0
I := {θ = ((Wi,0Ni))i=1,...,L : supp(Wi) ⊆ Ii, ∀i = 1, . . . , L.}. (2.9)
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The function space associated to a sparse architecture I and a sequence of activation
functions Σ is the image of NI under Rν .

FΣ
I := RΣ(NI). (2.10)

When Σ = (Id, ν, . . . , ν) for some activation functions ν, we simple use the shorthand:
FνI := FΣ

I . When ν = σ the ReLU activation, we further simplify FνI into FI.
When ν = Id is the identity map and all biases are zero bi = 0Ni , we denote:

LI := RId(N 0
I ) (2.11)

which is a subset of linear maps RN0 7→ RNL . Since every linear map corresponds to a
matrix, one can think of LI as a subset of RNL×N0 . We will use these two interpretations
interchangeably.

Table 2.1 illustrates the parallel between the sets of notations that will be used for
classical NNs and sparse NNs.

Meanings Classical NNs Sparse NNs

Architecture specification N = (NL, . . . , N0) I = (IL, . . . , I1)
Parameter space NN NI

Parameter space with zero biases N 0
N N 0

I

Function space (Σ = (νL, . . . , ν1)) FΣ
N FΣ

I

Function space with ReLU activation
functions (i.e. Σ = (Id, σ, . . . , σ))

FN FI

Linear function space None LI
Function mapping (Σ = (νL, . . . , ν1)) RΣ

Function mapping with ReLU R

Table 2.1: List of notations for classical and sparse NNs.

Training problem of sparse deep neural networks The training problem for sparse
DNNs is nearly identical to (2.6) - the one for classical DNNs - except that we impose the
constraints Wi ∈ Ei,∀i = 1, . . . , L. More specifically, given a dataset D := {(xi, yi)}ni=1,
training a sparse DNN is bound to solve the following optimization problem:

Minimize
θ

L(θ;D) :=

n∑
i=1

`(RΣ
θ (xi), yi)

subject to: Wi ∈ Ei,∀i = 1, . . . , L

(2.2.SNNT)

for some (sparse) matrices sets Ei, i = 1, . . . , L. In fact, (2.2.SNNT) is the optimization
problem that we will study in this thesis.

Before moving to the next section, we would like to mention that (2.2.SNNT) is not
the only optimization formulation for the training of sparse DNNs. In the literature, there
exists other approaches that are based on regularizations (i.e., the formulation (2.7)) such
as `1 or `0 norm of the parameter θ. They will be reviewed in the next section. Never-
theless, (2.2.SNNT) is at the center of our interest since many sparse training algorithms
of DNNs are based on this formulation. Many questions arise naturally from (2.2.SNNT)
such as:
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1. The existence of optimal solutions: Under which conditions (the choice of the
architectures N/I, the constraint sets Ei) does the (2.2.SNNT) always admit an
optimal solution (for all dataset).

2. Tractability of (2.2.SNNT): Under which conditions (N/I/Ei), (2.2.SNNT) can
be solved efficiently (in polynomial time).

Not only are the responses for these questions theoretically interesting but they can also
serve as a guideline for architectures/sparsity constraints in practice.

In the following, our review on sparse DNNs contains two components: practice and
theory. We proceed with the algorithmic aspects first, and move to the theoretical side
later.

2.2.2 Practical methods for sparse deep neural networks training

We classify several existing approaches into categories as follows:

Fixed support sparse models training

This approach aims to find a fixed binary mask/ support constraint I for every layer.
Once the binary masks are identified, it is thus sufficient to optimize only the coefficients
corresponding to values in the mask equal to one. This is exactly the setting of fixed
support sparse NNs that is introduced in the previous section. We emphasize that this
approach is equivalent to solve (2.2.SNNT) with Ei being a set of fixed support sparse
matrices.

In practice, the same set of algorithms used to optimize classical DNNs [GBC16, Chap-
ter 8] is also employed to solve the optimization problem of fixed support sparse NNs.
Thus, what truly distinguishes works based on this approach is: how to choose the binary
masks/ support constraints/sparsity patterns given a dense architecture N. We classify
methods of this approach into two main categories:

1. Support constraints hand-crafted with expert knowledge: Typical works from this
category are [DGE+19, DSG+20, LRC+21, DCS+22b]. The main idea for this line of
works is to replace a linear operator (the weight matrices/convolutional weights) by
a product of fixed support sparse matrices. This concept is illustrated in Figure 2.3.
Note that this replacement is equivalent to adding more layers whose weight matrices
are sparse followed by an identity activation function. Thus, we actually optimize a
deeper NN, but the overall number of parameters is reduced thanks to the sparsity
promoted in the layers.

A common choice of fixed supports is for instance those of the factors of well-known
linear operators such as the Fourier Transform or the Hadamard Transform. More
information on the choice of the support will be provided in Chapter 6, where we
study the so-called butterfly parameterization, a unifying concept of many works
[DGE+19, DSG+20, LRC+21, DCS+22b] in detail.
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Figure 2.3: Replacing a (dense) weight matrix by the so-called fixed support sparse factors.

2. Support constraints found by algorithms: [LAT19, WZG20, TKYG20] are among
works in this category. Differently from the previous approach, these works pro-
pose algorithms to choose a sparse subnetwork from a dense DNN architecture (i.e.,
only a subset of θ will be optimized while the others are set to zero). To this
end, these works propose desirable properties/criteria that a subnetwork should
possess/optimize to be maximally beneficial for the training/inference. Examples
of such properties/criteria are gradient flow preservation [WZG20], synaptic flow
preservation [TKYG20] or connection sensitivity minimization [LAT19]. Given such
a criterion, a typical algorithm in this category will perform three main steps:

(a) Given a dense architecture (such as Resnet-18,50 [HZRS16] or VGG [SZ15]),
initialize the parameters of the architecture (randomly from certain distribu-
tions).

(b) Compute a criterion score for each parameter of the dense architecture. This
score can be dependent on the initial values of parameters that we just initialize
in the previous step and/or the training dataset.

(c) Create a binary mask in which parameters whose scores are higher than a
certain threshold have value one. Others have their mask values set to zero.
That is the binary mask of the chosen sparsity structure.

It is worth emphasizing that this approach is somewhat similar to the pruning and
re-training approach (which will be introduced right after) since they both define
criteria to choose sparsity patterns. A fairly detailed list of these criteria can be
found in the following. We emphasize that works presented in this category perform
this selection of supports once and before the actual training (unlike pruning and
retraining doing this selection during and after the optimization phase).

Pruning (and retraining)

A general scheme for works in this line of work is depicted in Figure 2.4. In comparison to
the previous approach, pruning and retraining perform both operations simultaneously.
It typically contains four to five steps:

1. Choosing an original (dense) architecture and initialize the weights by either ran-
dom values or pre-trained ones. Among popular architectures that are chosen
to be pruned are ResNet-18 [HZRS16], ResNet-50 [HZRS16], VGG [SZ15], LeNet
[LBBH98], Transformers [VSP+17].
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2. Training the dense architecture: This step is similar to the training of dense DNNs
[GBC16, Chapter 8]. Training can be performed until convergence or for a fixed
number of iterations/epochs.

3. Pruning weights/neurons/filters: We remove/prune weights in the weight matrices
by setting them to zero. Practical implementation of pruning involves binary masks
where the value zero implies that the corresponding weight is pruned. This notion
is already introduced in the previous section. It is noteworthy that weights are
not the only objects that can be pruned in a dense neural networks. Early works
[MS89, SD88] focus on neurons pruning, i.e., by setting the values of a neuron always
equal to zero. However, one can see neuron pruning as structured weight pruning
since neuron pruning is equivalent to prune all the weights of a column/row of some
weight matrices. Likewise for filter pruning (in CNN).

4. Weight rewinding (optional): Some works [FC19] consider reset the remaining weights
after pruning to their initial values.

5. Retraining sparse NNs resulting from pruning : This step is similar to fixed support
sparse models training. Similarly to training, retraining can be performed either
until convergence or for a fixed number of iterations. The initial parameters of this
step can be either ones after pruning or ones after weight rewinding.

In fact, pruning can be seen as a way to obtain sparse support constraints for the weight
matrices while the goal of retraining is to learn the coefficients inside the support con-
straints. Works using this approach [HPTD15, HMD16, ZG17, GEH19] typically use
(2.2.SNNT) and choose Ei equal to the set of k-sparse matrices (where k is a hyper-
parameter controlling the sparsity level of each layer/the whole NN).

1. Initialize NN 2. Train NN 3. Prune 4. Retrain sparse NN

5. Weight rewind

weights at initilalization

weights in training

weights after training

Figure 2.4: A generic framework of sparse DNNs training with pruning and retraining.

In fact, there is almost no conceptual difference in the steps 1− 3− 5 among all works
in this line of research3. The main difference between works usually lies in the pruning

3Here, we mean major differences. Those such as initialization types, optimization algorithms and their
hyper-parameters for steps 3 and 5 are counted as conceptually minor (though they might be important
factors in practice).
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criterion: How important is a (group of) neuron(s)? This can be formulated as a scoring
problem where (groups of) weights with lowest scores will be then pruned. Below is a list
of existing approaches for such a scoring system:

1. Magnitude: This criterion scores weights by their absolute values. Thus, the smaller
is the magnitude, the more a connection is likely to be removed (set to zero). For
pruning a group of weights (e.g., prune an entire filter in convolutional neural net-
works or rows/columns of a weight matrix in MLP), one simply uses the sum of
individual scores in the group. Works using this approach appeared in early 1990s
[Hag93]. It was then revived, especially in the context of modern DNNs by a series of
works [HPTD15, HMD16, ZG17, GEH19]. The so-called Lottery Ticket Hypothesis
(LTH) [FC19] also used magnitude pruning.

Magnitude pruning has an interesting connection to compressed sensing [Don06]: it
is exactly equivalent to the hard thresholding operator in many algorithms of this
field such as Iterative Hard Threshold [BD08], CoSAMP [NT09], Hard Thresholding
Pursuit [Fou11].

2. Input/output sensitivity : Another idea for the importance metric is to measure how
the input/output change over a given dataset. It is the origin of a plethora of
measurements such as variance of neuron output (to prune neurons) [SD88] or filter
output (to prune filters) [JHLL17], sensitivity matrix [EC96, ZY06, TLFF18].

3. First order information: Works in this category are based on the first order Taylor
expansion of the loss function to justify their criteria for pruning. One idea is to score
a weight wi by the value |L(θ)−L(θi)| where θi is a copy of θ with the exception that
wi is set to zero. Direct evaluation of this score for all weights is prohibited. Thus,
[MMT+19] proposed to use the first order Taylor expansion at a point θ, which is:

L(θ + δθ) ≈ L(θ) +∇θL>δθ +O(δθ2)

to approximate the score for each weight. By setting δθ = θi−θ =


0
...
wi
...
0

, this score is

simply approximated by |(∇wiL)wi|. This score is subsequently used in [DDZ+19a].

Another approximation that uses the first order Taylor expansion is due to [MS89].
The authors, however, described the approach to prune neurons (equivalently, prune
a whole column/row of weight matrices). Subsequent works [LAT19, XWR19]
adapted this approach for (unstructured) weight pruning. In the following, we de-
scribe the idea in [LAT19] 4. Let M = 1 (an all-one mask, see Notation) and Mi

be the mask that has zero in the ith position and one elsewhere. Then it is obvious
that:

L(θi)− L(θ) = L(θ �Mi)− L(θ �M) ≈ (∇ML)>(Mi −M)

where the second equality is obtained by using the first order Taylor expansion for
M (and not θ). The third term is simply the ith coordinate of the gradient of L
w.r.t. M evaluated at M = 1.

4We choose not to present the original idea in [MS89] since it requires substantially different notations
for the explanation.
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4. Second order information: Similar to the previous category, the main idea of this
line of research is to approximate |L(θi)−L(θ)|. It is worth emphasizing that in this
setting, the only requirement for θi is its ith coordinate value has to be zero. Other
coefficients of θi are not bound to be equal to those of θ. The main difference is the
usage of the second order approximation instead of the first one. This is motivated
by the fact that once the model is trained to convergence, it is expected that ‖∇θL‖
is small. Thus,

L(θ + δθ) ≈ L(θ) +∇θL>δθ +
1

2
δθ>Hδθ︸ ︷︷ ︸

second order Taylor approximation

≈ L(θ) +
1

2
δθ>Hδθ

where H is the Hessian matrix of L. Thus, we can approximate |L(θ) − L(θi)| by
1
2δθ
>Hδθ. Note that one can drop the absolute value symbols for δθ>Hδθ since

we assume that NNs are trained to reach a local minimum and the corresponding
Hessian matrix H is semi-positive definite.

Assuming that one wants to find the best wi to prune that minimizes the difference
|L(θ)− L(θi)|, the problem can be formulated as the following optimization one:

min
i

 min
δi∈RK

1

2
δ>i Hδi s.t. δ>i


0
...
1
...
0

 = wi


where K is the total number of parameters of the given architecture. Using the
Lagrange multiplier method [NW06, Chapter 12, Equation 12.17], one can show
that the optimal value of the inner optimization problem for each wi is:

ρi =
w2
i

H−1[i, i]

and we will use ρi as the pruning criterion. It is presented in [LDS90] (under the
name Optimal Brain Damage - OBD with an assumption that H is diagonal) and
then [HS93] (under the name Optimal Brain Surgeon - OBS without assumption
on H). The sum of ρi in the same column/row is also used to calculate the score
for neuron pruning [CSGR96] since we can interpret neuron pruning as column/row
pruning.

In practice, since computing H and its inversion is computationally prohibited, the
Hessian is replaced by the Fischer matrix [HS93], diagonal Fischer matrix [TKTH18]
or Kronecker-Factor Approximate Curvature (K-FAC) [WGFZ19, ZU19].

In summary, there is a plethora of pruning criteria, based on many different princi-
ples/approaches. It is, however, unclear which criterion is the best since their performance
depends on the original dense architectures, the learning task and training data. However,
as pointed out by [HABN+21, Figure 18a], it is safe to assume that magnitude is the
most popular criterion, especially in the context of modern deep learning thanks to its
performance and scalability [HPTD15, HMD16, ZG17].
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Regularization-based training

As mentioned previously in Section 1.1.2, Formulation (2.2.SNNT) is not the only possible
one to train a sparse DNN. Certain works trains sparse DNNs based on the regularized
version (2.7). The choice of the regularization terms g(θ) is what distinguishes works using
this approach. Since the technical contribution of this thesis has little things to do with
regularization, we will not go into detail, and just recapitulate several regularizers g and
their corresponding papers in Table 2.2.

Regularisation Definition of g Additional note Appears in

`0 ‖θ‖0 None [CMDP19, SSB17]

`1 ‖θ‖1 None
[CK14, LWF+15, CWXC20,

AANR17]
Hoyer ‖θ‖21/‖θ‖22 None [YWL20]

Group Lasso
∑

I∈I ‖θI‖2
I is a partition of
parameters of θ

[SCHU17, WWW+16,
GEN+17]

Table 2.2: Several types of sparsity promoting regularizations and papers employing them.
The list of papers is not exhaustive.

2.2.3 Theory on sparse deep neural networks

Theoretical results on sparse DNNs are not as developed as their algorithmic counterpart
of which we just provided a brief review. One of the most prominent results that are
related to sparse DNNs is the so-called Lottery Ticket Hypothesis (LTH) [FC19] and its
follow-up works.

Lottery Ticket Hypothesis (LTH) This line of work evolves around the following
hypothesis [FC19]: “A randomly-initialized, dense neural network contains a subnetwork
that is initialized such that - when trained in isolation - it can match the test accuracy of
the original network after training for at most the same number of iterations.”

In words, LTH states that for a dense architecture, one can find a sparse version that
is as performant as its dense counterpart, within the same amount of training time. In
the original paper [FC19], the authors study LTH empirically and use magnitude pruning
a posteriori to identify the sparse architecture in their hypothesis on small CNNs, LeNet
[LBBH98], ResNet-18 [HZRS16] and VGG-19 [SZ15] with MNIST and CIFAR10 datasets.

[RWK+19] is the first work laying the foundation for a theoretical analysis of LTH
(despite the fact that their methodology is empirical!). They show that when the number
of parameters of θ grows, there exists a sparse sub-network of a dense, randomly initialized
NN that performs much better than random guess without re-training. The author pro-
posed an algorithm to find such sub-networks and validated its effectiveness on both small
(CIFAR10) and large (ImageNet) datasets with ResNet-50 and Resnet-101 [HZRS16]. The
real gem in [RWK+19] is the drop of the re-training step, which remains challenging for
theoretical analysis. It is thus possible to study only the pruning part, which greatly
simplifies the overall analysis.
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[RWK+19] is followed by a sequence of works [MYSsS20, PRN+20, OHR20], which
provide qualitative results for what has been established in [RWK+19]: How large should
a neural network be to ensure the existence of a performant subnetwork at random initial-
ization (or the LTH, but we do not even need to train the parameters)? These results are
crucial since they partly uncover the mystery of LTH. Nevertheless, the analysis is some-
what unsatisfying since it treats the pruning and (re)-training separately. In practice, it is
reported that re-training is “a crucial part of a sparsification schedule”[HABN+21, Section
8.9].

To the best of our knowledge, theoretical works that study the dynamics of the training
of pruned (and thus, sparse) DNNs remain limited. We only found one paper [EKT21]
that studies jointly pruning and retraining. However, the authors of [EKT21] consider a
linear model (i.e., no hidden-layers) to reuse tools from compressed sensing. The nature
of this setting is entirely different from those of NNs.

In this thesis, we attempt to take the (re)-training step more seriously and incorporate
it into the overall analysis of sparse DNNs training. However, confronting this question
in the full setting of a classical DNNs (with non-linear activation function) is already
challenging. In addition, another difficulty in our setting is the sparsity pattern that we
need to take into account. Thus, to have a finer analysis, we introduce the problem of
sparse matrix factorization, which is a simplified setting of sparse DNNs. Its formalism
will be introduced in the following section.

2.3 Sparse matrix factorization and its relation to sparse
deep neural networks

This section is devoted to the introduction of sparse matrix factorization and its relation
to sparse DNNs. This motivates our study of sparse matrix factorization: we believe
results in this simpler setting allows us to get closer to the mystery around sparse DNNs.
In addition, we also argue that sparse matrix factorization is also a problem of interest on
its own, with many applications in practice. We also discuss several problems related to
sparse matrix factorization. Some of them are crucial for our analysis in the later technical
chapters. Most notations and definitions in this section are re-used from [LRG23].

2.3.1 Problem formulation and the first relation to sparse deep neural
networks

Formulation In words, sparse matrix factorization seeks sparse matrices (or factors)
Wi, i = 1, . . . , L whose product approximates well a given (dense) matrix A. In fact,
there are many possible mathematical formulations of this problem. In this thesis, our
point of view is optimization, since we want to study the optimization of sparse matrix
factorization to get back to that of sparse DNNs. For such reason, we will use the formalism
borrowed from [LMG16], which is:

Minimize
W1,...,WL

‖A−W1 . . .WL‖2F

subject to: Wi ∈ Ei, ∀1 ≤ i ≤ L.
(2.3.SMF)
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Relation to sparse DNNs training To justify the relation between sparse matrix
factorization and sparse DNNs, let’s consider the following assumption:

Assumption 2.3.1. Assume the two following conditions hold:

1. The sequence of activation functions contains only the identity function: Σ = {Id, . . . , Id}.

2. All biases are equal to zero: bi = 0Ni ,∀i = 1, . . . , L.

We claim that under Assumption 2.3.1, (2.3.SMF) and (2.2.SNNT) are similar. Indeed,
in that case, RΣ

θ is simplified to:

RΣ
θ (x) = νL(WLνL−1(. . . ν1(W1x+ b1) . . .+ bL−1) + bL)

= WL(. . . (W1x+ b1) . . .+ bL−1) + bL

= WLWL−1 . . .W1x, ∀θ ∈ N 0
N.

where N 0
N is defined in Equation (2.2). Assume that the loss function ` is our familiar

quadratic loss: `(y, y′) = ‖y − y′‖2 and the dataset D is represented by two matrices X
and Y whose ith columns are xi and yi respectively, one can write the objective function
of (2.2.SNNT) in a more compact form:

L(θ;D) =

n∑
i=1

`(RΣ
θ (xi), yi)

=
n∑
i=1

‖yi −WLWL−1 . . .W1xi‖22

= ‖Y −WLWL−1 . . .W1X‖2F .
Therefore, the following formulation is trivially equivalent to (2.2.SNNT) (under As-

sumption 2.3.1) and the loss function ` being quadratic:

Minimize
W1,...,WL

‖Y −WLWL−1 . . .W1X‖2F

subject to: Wi ∈ Ei, ∀i = 1, . . . , L.
(2.12)

It is not hard to see the similarity between (2.3.SMF) and (2.12). In particular, (2.12)
becomes (2.3.SMF) when X = IN0 is equal to the identity matrix and Y = A in (2.3.SMF).
This relation is not new since it has been exploited to study the optimization landscape
of the training problem of classical DNNs (see, for example, [Kaw16]). Our novelty lies in
the notion of sparsity: how do things change when we add sparsity constraints Wi ∈ Ei
to the problem? This question will be addressed throughout this thesis. The similarity
between the optimization problem is, however, not the only relation between sparse matrix
factorization and sparse DNNs training. In the following section, we are going to see
another link between the two problems through a more algorithmic lens.

2.3.2 Algorithms for sparse matrix factorization and a relation to prun-
ing/retraining approach in sparse DNNs training

In the following, we discuss existing methods/algorithms to solve (2.3.SMF). To the best
of our knowledge, we are only aware of one relevant work [LMG16] that directly confronts
with (2.3.SMF). Thus, we will devote most of this section to describe the algorithm
introduced in [LMG16].
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Proximal Alternating Linearized Minimization (PALM) for sparse matrix fac-
torization The idea of [LMG16] is to apply Proximal Alternating Linearized Minimiza-
tion (PALM) algorithm, which is proposed in [BST14] for (2.3.SMF). To simplify the
introduction, let’s only consider (2.3.SMF) with two factors (i.e., L = 2). PALM is ini-
tially proposed to solve the following type of problem:

Minimize
x,y

Φ(x, y) := f(x) + g(y) + h(x, y) (2.13)

where f : Rn1 7→ (−∞,+∞], g : Rn2 7→ (−∞,+∞] (they can receive +∞ value) are
proper 5 and lower semi-continuous functions 6, h : Rn1 × Rn2 7→ R is a continuously
differentiable function. PALM resembles a coordinate descent method and repeatedly
performs two following steps:

xk+1 ∈ proxfαk

(
xk − 1

αk
∇xh(xk, yk)

)
yk+1 ∈ proxgβk

(
yk − 1

βk
∇yh(xk+1, yk)

)
where proxfα (reads proximal operator associated to a proper and semi-continuous function
f) is a set-valued map and it is defined as:

proxfα(x) := arg min
u

{
f(u) +

α

2
‖u− x‖2

}
.

A particular case of proximal operator is the projection operator to a non-empty closed
set. Indeed, consider E a non-empty closed subset of Rn and its indicator/characteristic
function:

δE(x) :=

{
0 if x ∈ E
+∞ otherwise

then, we can verify easily that proxδEα (x) is equal to PE(x), the projection operator onto
E . In that case, PALM becomes a combination between coordinate descent method and
projected gradient descent.

To apply PALM to (2.3.SMF), we first reformulate (2.3.SMF) (with L = 2) into the
form of Formulation (2.13) as:

Minimize
X∈Rm×r,Y∈Rn×r

δE1(X) + δE2(Y) + ‖A−XY>‖2F . (2.14)

It is trivial that (2.3.SMF) is equivalent to (2.14). Moreover, (2.14) has a similar form to
Equation (2.13) where f = δE1 , g = δE2 , h = ‖A − XY>‖2F . Thus, PALM is applicable
to sparse matrix factorization. When applying to sparse matrix factorization with L = 2,
two steps of PALM are translated as:

Xk+1 ∈ PE1
(

Xk − 1

αk

(
∇X‖A−XY>‖2F

)
|Xk,Yk

)
Yk+1 ∈ PE2

(
Yk − 1

βk

(
∇Y‖A−XY>‖2F

)
|Xk+1,Yk

)
5A function f : Rn 7→ [−∞,+∞] is proper if {x | f(x) < +∞} 6= ∅ and {x | f(x) = −∞} = ∅
6A function f : Rn 7→ [−∞,+∞] is lower semi-continuous if ∀x0, lim infx 7→x0 f(x) ≥ f(x0)



38

This can be generalized for any L > 2. For such a generalization, we refer readers to
[LMG16, Figure 4]. Under certain assumptions on f, g, h and two sequences {αk}k∈N, {βk}k∈N
7, any bounded sequence of PALM applied to (2.14) can be shown to converge to a station-
ary point (i.e. a point whose gradient is zero). While this convergent result is very strong,
the assumption of bounded iterates does not always hold (thus, nullify the convergence
result). In Chapter 3, we show an instance of (2.3.SMF) for whose iterates generated
by PALM diverge due to the non-existence of an optimal solution. Our main point is to
highlight theoretical and practical problems related to sparse matrix factorization, since
optimal solution does not even exist in the first place. This finding also implies that the
assumption on boundedness is necessary to establish convergence result.

A relation between magnitude pruning and retraining with PALM We end
this discussion on PALM and its application to sparse matrix factorization by drawing
some relations between PALM and the previous pruning and retraining algorithm that
uses magnitude as criterion. As discussed previously, a popular choice of Ei for sparse
DNN training is the set of k-sparse matricesMk. In fact, the projection onto the setMk

is equivalent to prune all coefficients except the k-largest magnitude coefficients.
Indeed, let B be a k-sparse matrix that is closest to A (in term of Euclidean distance),

then it is trivial that: B[i, j] = A[i, j] if (i, j) ∈ supp(B). Thus, for a given binary mask
M representing a matrix support of a k-sparse matrix, the closest matrix B of A such
that supp(B) ⊆ M is B = A �M (remind that � is the Hadamard product between
matrix). The smallest distance (given the binary mask M) is thus: ‖A � (1 −M)‖2F =∑

(i,j)/∈M |Ai,j |2. Thus, the best mask is one whose one entries coincide with the top-k
largest (in term of magnitude) coefficients. In words, the closest k-sparse matrix of A is
one obtained by pruning all coefficients except top-k largest coefficients.

Therefore, the generic framework illustrated in Figure 2.4 (without weight re-initialization)
really resembles PALM. However, there exist critical differences:

1. Retraining of sparse DNNs typically has multiple steps, not just one such as PALM.

2. All the layers are optimized simultaneously. It is not in the (block) coordinate-wise
manner as in PALM.

Nevertheless, this relation is quite intriguing and it further motivates us to study sparse
matrix factorization in detail. In our opinion, any advance in the study of sparse matrix
factorization is very likely to result into interesting finding for sparse DNNs. However,
it is not the only reason that motivates our study sparse matrix factorization problem.
As shown in the next section, the sparse matrix factorization problem can have many
applications in practice. Its impact can be much broader than just being a step to have a
closer look to sparse DNNs.

2.3.3 Other applications of sparse matrix factorization

Besides the motivation of studying sparse DNNs, we further argue that sparse matrix
factorization also has many applications, which are:

7We refer to [LMG16, Section III.B] for more detail
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1. Linear operator acceleration: If one can approximate a dense matrix A by a product
of sparse factors WL . . .W1, i.e., A ≈

∏L
i=1 Wi then for every vectors x, we have:

Ax ≈WL(. . . (W1x)) (2.15)

Since the product sparse matrix - vector can be efficiently calculated, the RHS is
faster to evaluate than the LHS. In fact, this is the underlying principle of many fast
algorithms for linear operator evaluation.

Let’s illustrate this claim by examining the Discrete Fourier Transform (DFT) and
the famous Fast Fourier Transform (FFT). The following paragraph is partly taken
from [DGE+19, Section 3]. Recall that given a vector x ∈ RN , the (linear) Fourier
Transform of x is calculated as:

y = FNx ∈ RN , FN = (e−
i2π
N
kn)k,n, 0 ≤ k, n ≤ N − 1.

Due to the definition of FN , if one assumes that N is even, then it can be proved
that:

FNx =

(
FN/2xeven + DN/2FN/2xodd

FN/2xeven −DN/2FN/2xodd

)

where xeven =

 x[0]
x[2]

...
x[N−2]

 , xodd =

 x[1]
x[3]

...
x[N−1]

 and DN/2 =

 1 0 ··· 0
0 e−2iπ/N ··· 0
...

...
. . .

...
0 0 ··· e−2iπ(N/2−1)/N


is a diagonal matrix. A simple algebraic manipulation will give us the following fac-
torization:

FN =

(
IN/2 DN/2

IN/2 DN/2

)(
FN/2 0

0 FN/2

)
PN

where PN is a permutation matrix that permutes x to a new vector x′ having the
first N/2 entries equal to xeven and the remaining N/2 ones equal to xodd. Denote
the leftmost factor as BN , if we assume that N = 2p, p ∈ N is a power of two, we
can unroll this recursion as:

FN = BN

(
FN/2 0

0 FN/2

)
PN

= BN

(
BN/2 0

0 BN/2

)
FN/4 0 0 0

0 FN/4 0 0

0 0 FN/4 0

0 0 0 FN/4

(PN/2 0

0 PN/2

)
PN

= . . .

=

BN . . .

B2 · · · 0
...

. . .
...

0 · · · B2




P2 · · · 0

...
. . .

...
0 · · · P2

 . . .PN


︸ ︷︷ ︸

P

.

The matrices in the left bracket are called butterfly factors/matrices. These matrices
are very structured and sparse because they have exactly two non-zero entries per
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row and per column. They are the main topics of Chapter 6. Each matrix in the right
bracket is a permutation matrix (i.e., a binary matrix having exactly one non-zero
coefficients per row and per column). Since the set of permutation matrices is stable
under product operator, the product P in the right bracket is also a permutation
matrix itself. The matrix P is also known as the bit-reversal permutation matrix
[DGE+19]. Thus, FN = Wp . . .W1P admits a sparse factorization into logN + 1
factors whose columns and rows have at most two non-zero coefficients. In fact, the
fast Fourier algorithm is equivalent to compute the RHS of Equation (2.15). One
can, thus, see sparse matrix factorization as an universal approach to enable the
acceleration of linear operators (if they do admit a sparse factorization). Current
methods can already reverse-engineer the DFT and the Hadamard Transform for cer-
tain choices of Ei (in the formulation Equation (2.3.SMF)) [LG15, LZRG22, LG21].

2. Dictionary learning : We already introduced the main concept of dictionary learning
in Chapter 1 to justify why sparse DNNs are potentially more interpretable than
their dense counterparts. Here, we provide its formalism. Assume that we have a
dataset D = {yi ∈ Rd | i = 1, . . . , n}8 and we represent D as a matrix Y of size
d× n by stacking yi as columns of Y. Dictionary learning seeks for a matrix D and
a sparse matrix X such that:

Minimize
D,X

‖Y −DX‖2F

subject to: X is a sparse matrix.
(2.16)

On the one hand, the matrix D acts as a dictionary whose columns act as its words.
On the other hand, the matrix X can be seen as a look-up table, which contains many
zero coefficients (since we wish it to be sparse). Each data point is, thus, a sparse
linear combination of columns of D. For more technical details as well as applications
of dictionary learning, we refer to [Mai10, MBPS09, MBPS10, MBP+08].

It is not hard to see that (2.16) is a particular case of the general (2.3.SMF) where
L = 2 (there are two factors) and there is only sparsity constraint on the second
factors.

To finish this section, we introduce several related problems of sparse matrix factor-
ization. Certain will play an important role in the following technical chapters.

2.3.4 Related works for sparse matrix factorization

We review several classes of problems that are related to sparse matrix factorization.

Matrix decompositions in linear algebra We discuss some types of matrix decom-
position which arise in linear algebra. It is worth mentioning that the list below is by no
means exhaustive since we focus on decompositions that will be useful for the discussion
of upcoming chapters. In particular, these problems usually seek for not necessarily sparse

8Here, a data sample is just a vector xi and not a pair of vectors (xi, yi). The former is usually seen in
the setting of unsupervised learning [HTF, Chapter 14] while the latter is a classical example of supervised
learning [HTF, Chapter 2]).
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factors Xi, i = 1, . . . , L and the product X1 . . .XL is equal to A - the target matrix, up to
machine precision. In contrast, (2.3.SMF) typically looks for sparse factors whose product
approximates well A.

1. LU decomposition [GVL96, Section 3.2]: Given a square matrix A ∈ Rn×n, the LU
decomposition seeks two square factors L ∈ Rn×n and U ∈ Rn×n such that A = LU
and L and U are lower triangular and upper triangular matrices respectively. Note
that the existence of such L and U is not guaranteed (see [GVL96, Section 3.2.12]).
However, if all principle minors of the matrix A are invertible, then one can recover
L,U by the Gaussian elimination process [GVL96, Theorem 3.2.1]. The complexity
of calculating an LU decomposition of an n × n matrix is 2

3n
3 [GVL96, Section

3.2.11].

2. Singular value decomposition (SVD) [GVL96, Section 2.5.3]: Given a matrix A ∈
Rm×n, the SVD aims to find three matrix U ∈ Rm×m,D ∈ Rm×n,V ∈ Rn×n such
that:

(a) The matrix D ∈ Rm×n is a generalized diagonal matrix, i.e., D[i, j] = 0 if i 6= j.
The entries in the diagonal of D are positive and sorted in a decreasing order.
These entries are called singular values of A.

(b) The matrices U,V are orthogonal matrices, i.e., U>U = Im,V
>V = In.

(c) The matrix A = UDV>. Since D is a diagonal matrix, this condition can be
written equivalently as:

A =

min(m,n)∑
i=1

D[i, i]U[:, i]V[:, i]> (2.17)

where U[:, i],V[:, i] are the ith column of U and V respectively. They are also
known as the ith left and right eigenvectors of A respectively.

This definition is also known as the complete SVD. If the matrix A is not full rank,
i.e., r := rank(A) < min(m,n), then the compact SVD seeks U ∈ Rm×r,D ∈
Rr×r,V ∈ Rn×r such that A = UDV> where D is a diagonal matrix, U,V are
column orthonormal matrices (or equivalently, U>U = V>V = Ir).

The complexity to calculate the compact SVD is O(mnmin(m,n)). In reality, it
is expensive to compute even the compact SVD, let alone the complete version.
Usually, we are only interested in the first k (largest) eigenvalues and eigenvectors.
In that case (also known as k-truncated SVD), the complexity can be reduced to
O(kmn). This speed-up is significant when k � min(m,n).

There are also many other types of decompositions such as Interpolative Decomposition
(ID) [LWM+07], QR factorization [GVL96, Section 5.2], Schur decomposition [GVL96,
Section 7.1]. The introduction of these decompositions, however, is out of the scope of
this thesis.
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Matrix completion In words, the problem of matrix completion is to recover a matrix
A that is assumed to have numerically small rank and of which we known just a (small)
subset of its entries. This problem is widely used in recommendation system. In the
Netflix Prize competition [KBV09], it is shown to be “superior to classical nearest neigh-
bor techniques” and allows “the incorporation of additional information such as implicit
feedback, temporal effects, and confidence levels”.

In the following, we present a mathematical formulation for matrix completion. Again,
we will introduce an optimization formulation since it will be later used in Section 3.3.
Let W ∈ {0, 1}m×n be a binary mask that represents the set of observed entries i.e., if we
observe the value of A[i, j], then W[i, j] = 1. Otherwise, W[i, j] = 0 (and in that case, we
temporarily set A[i, j] = 0). Then finding the rank-r matrix that matches the observed
entries of A can be done by solving the following problem.

Minimize
B∈Rm×n,rank(B)≤r

‖(A−B)�W‖2F =
∑

(i,j)|W[i,j]=1

(A−B)[i, j]2.

Since all rank r matrix admit a parameterization: B = XY> where X ∈ Rm×r,Y ∈ Rn×r
[BM03], the above formulation can be written equivalently as:

Minimize
X∈Rm×r,Y∈Rn×r

‖(A−XY>)�W‖2F =
∑

(i,j)|W[i,j]=1

(A−XY>)[i, j]2. (2.18)

This formulation is sometimes also called low rank matrix completion with noise. It is
shown in [GG10] that (2.18) is NP-hard, even for r = 1. This fact will be used in
Section 3.3.

Low rank matrix approximation and principal component analysis (PCA) Low
rank matrix approximation is, in fact, equivalent to matrix completion when W = 1m×n,
i.e., all coefficients of A are observed. In that case, the formulation (2.18) becomes:

Minimize
X∈Rm×r,Y∈Rn×r

‖A−XY>‖2F . (2.19)

Different from the general matrix completion problem, low rank matrix approximation is
polynomially tractable. It is shown in [EY36] that the best rank-r matrix B can be found
by computing the r-truncated SVD of A. This fact will be elaborated and generalized in
Chapter 5 where we discuss the tractability of sparse matrix factorization.

An application of low rank matrix approximation (and SVD) is principle component
analysis (PCA) [JC16]. Given a dataset D represented by a matrix A ∈ Rm×n (whose
columns are data points), the goal of PCA is to find a linear subspace U and approximate
each data point by its orthogonal projection to U . This can be seen as a data dimension
reduction technique because if the dimension of U (denoted by k) is much smaller than
m (i.e., k � m), then we reduce the dimension of data from m to k. It can be shown in
[JC16] that if one chooses U to minimize the total distance between datapoints and their
projections to U , i.e.,

Minimize
U

n∑
i=1

‖A[:, i]− PU (A[:, i])‖22
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where PU is the orthogonal projection onto the linear subspace U , then U is exactly
spanned by the first k left-eigenvectors of A. Equivalently, one can also say that PCA
seeks for a rank-k matrix B (thus, all columns of B live in a k-dimensional linear subspace)
that is closest to A. These views explain why PCA is a direct application of low rank
matrix approximation and SVD.

Robust principal component analysis (RPCA) Robust principle component anal-
ysis (RPCA) is a variant of PCA, proposed in [CLMW11]. This approach is introduced
to address the following problem: If a few entries of A ∈ Rm×n (the data representative
matrix) are grossly corrupted (or modified by a huge value), then the solution obtained
by SVD will change greatly. To fix this problem, authors in [CLMW11] model the matrix
A as the sum of a low rank matrix and a sparse matrix, i.e.

A = L + S

where L is a low rank matrix and S is a sparse one. To recover L and S, it is sufficient to
solve the following optimization problem:

Minimize
L,S∈Rm×n

‖A− L− S‖2

Subject to: rank(L) ≤ r, ‖S‖0 ≤ s
(2.3.RPCA)

where r and s are the desired rank and sparsity of the matrices L and S respectively.
Our discussion of (2.3.RPCA) (notably about the existence of its optimal solution) can
be found in Chapter 3.

Tensor decomposition problem Similar to the case of matrices, tensors (of higher
order) 9 arise naturally in many situations. For the sake of simplification, our presentation
will be restricted order three tensors, i.e., A ∈ Rm×n×p. All argument can be naturally
generalized to higher order tensors.

In practice, finding a compact representation and efficient manipulation for tensors is
an important problem since storing a tensor alone is already expensive O(mnp). One of
the most used representations is the canonical polyadic decomposition (CPD), which seeks
to write a tensor A as:

A =
r∑
i=1

xi ⊗ yi ⊗ zi (2.20)

where ⊗ is the Kronecker product and xi ∈ Rm, yi ∈ Rn, zi ∈ Rp. The smallest natural
number r such that there exists (xi, yi, zi), i = 1, . . . , r to make Equation (2.20) hold is
called the rank of A. Equation (2.20) can be seen as a generalization of Equation (2.17)
of SVD (but use the Kronecker product of three vectors instead of two).

It is thus desirable to assume that A has low rank and to recover (xi, yi, zi). This will
allow the storing cost to decrease to O((m + n + p)r) instead of a full storage O(mnp).
Nevertheless, finding the rank of a given tensor is NP-hard [Has90]. Thus, in practice,
given a tensor A, one fixes a target rank r and solve the following optimization problem:

Minimize
(xi,yi,zi)∈Rm×Rn×Rp

‖A−
r∑
i=1

xi ⊗ yi ⊗ zi‖2. (2.3.TD)

9In fact, matrix is a tensor of order two
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We will discuss about (2.3.TD) in Chapter 3 where we talk about the existence of optimal
solution.

Due to the relation with sparse DNNs and its wide coverage of many problems of
theoretical and practical interests, we hope that readers find it convincing to study sparse
matrix factorization problem. However, directly studying sparse matrix factorization using
the generic (2.3.SMF) seems too vague since many properties of (2.3.SMF) (such as loss
function landscape, complexity) are dependent on the choice of the set of sparse matrices
Ei. It is, thus, desirable to identify a particular family of Ei that is universal in the sense
that an analysis of its corresponding instances of (2.3.SMF) can somehow shed light on
the study of other choices of Ei. Such a choice is decided and justified in the following.

2.4 Fixed support matrix factorization

As stated earlier, in this section, we propose a family of Ei of (2.3.SMF) that allows us
to study in detail the problem of sparse matrix factorization. We name the problem cor-
responding to this family fixed support matrix factorization (FSMF). In fact, one of the
most notable difficulties of (2.3.SMF) is to deal with the exponential number of admissi-
ble supports for the factors. As suggested by its name, FSMF makes the assumption that
the support of the factors are known in advance (or equivalently, they are fixed). This
section introduces this new problem. First we show how many classical matrix decompo-
sition/factorization problems introduced in Section 2.3.4 find themselves in the framework
of FSMF. Therefore, we revisit them from the point of view of FSMF. Then, we demon-
strate the importance and necessity for its study, notably in the context of (2.3.SMF) and
(2.2.SNNT). Most of the contents of this section is re-used from [LRG22, Section 1].

2.4.1 Problem formulation

Given a matrix A ∈ Rm×n, fixed support matrix factorization problem (FSMF) seeks two
sparse factors (X,Y) that solve the following problem:

Minimize
X∈Rm×r,Y∈Rn×r

L(X,Y) = ‖A−XY>‖2F

Subject to: supp(X) ⊆ I and supp(Y) ⊆ J
(2.4.FSMF)

where we remind readers that ‖·‖F is the Frobenius norm, I ⊆ JmK×JrK, J ⊆ JnK×JrK are
given support constraints, i.e., supp(X) ⊆ I implies that ∀(i, j) /∈ I,X[i, j] = 0. Figure 2.5
illustrates an instance of (2.4.FSMF). It is, in fact, a restricted class of instances of
Problem (2.3.SMF), in which just two factors are considered (L = 2) and with prescribed
supports.
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Figure 2.5: An illustration of Problem (2.4.FSMF). Yellow and white squares indicate the
indices inside and outside the support constraints (I, J) respectively.

Readers might notice that (2.4.FSMF) uses Y> instead of Y as in the formulation
(2.3.SMF). In fact, this choice of formulation (with or without the transpose) does not
change the nature of the problem. Nevertheless, it will greatly simplify our presentation
of many results in the upcoming chapters.

Thanks to our access to (I, J), which are essentially the sets of variables of (X,Y) that
are allowed to from zero, it is sufficient to only minimize the function L(X,Y) w.r.t these
variables. Therefore, one can also view (2.4.FSMF) as an unconstrained optimization
problem.

In the next section, we will argue why studying (2.4.FSMF) might be useful for a
study of (2.3.SMF). After that, we will provide as an example several existing problems
that can be viewed as or reduced to (2.4.FSMF). These examples demonstrate that while
being a class of Sparse matrix factorization, (2.4.FSMF) has a wide coverage of interesting
problems and it merits a study of its own.

2.4.2 Motivations for the study of fixed support matrix factorization

In this section, we explain the impetus behind the study of (2.4.FSMF). We believe that
it is interesting for at least three following reasons:

(2.4.FSMF) is a natural subproblem of (2.3.SMF) : In fact, any heuristic algorithm
for the solution of (2.3.SMF) will eventually need to deal with a subproblem of the form
(2.4.FSMF), one way or another. Indeed, matrix factorization with sparsity constraints
somehow generalizes the linear inverse problem, in which we want to recover a sparse vec-
tor x ∈ Rn from the knowledge of its measurement vector (possibly corrupted by noise)
y = Ax ∈ Rm with known measurement matrix A ∈ Rm×n. Mimicking the decomposi-
tion of the classical linear inverse problem into a support recovery step and a coefficient
recovery step (which are employed in many algorithms such as Hard Thresholding Pursuit
(Section 2.3), CoSAMP [NT09] or Subspace Pursuit [DM09]), Problem (2.3.SMF) can also
be split into two subproblems:

1) Determine the supports of X and Y, i.e. the set of indices supp(X), supp(Y) whose
coefficients are different from zero. For instance, if EX = EY = Mtotal

k = {Z |
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‖Z‖0 := |supp(Z)| ≤ k} are the set of matrices with at most k non-zero entries, we
need to identify the position of (at most) k non-zero coefficients of X and Y.

2) Determine the value of the coefficients in the supports of X and Y.

The solution of a problem in the form of (2.4.FSMF) will be needed both for one-
step algorithms that jointly estimate the supports and coefficients, and for the two-step
algorithms that solve the two problems successively. Also, as it happens in sparse linear
regresssion, many common post-processing methods consist in ”debiasing” the solution
obtained by a two-step approach. Thus, we always have to face (2.4.FSMF) when solving
(2.3.SMF), regardless the choice of Ei, i = 1, . . . L. The study of Equation (2.4.FSMF), in
our opinion, is universal.

Characterization of the asymptotic behavior of heuristics such as PALM [BST14,
LMG16] : When applied to (2.3.SMF), the asymptotic behavior of PALM can be un-
derstood by studying an instance of (2.4.FSMF). Indeed, PALM updates the factors
alternatively by a projected gradient step onto the set of the constraints. It is experimen-
tally observed that for many instances of the problem, the support becomes constant after
a certain number of iterations.

Let us clarify this claim with an example. We consider an instance of Problem
(2.3.SMF) with N = 2,Xi ∈ R100×100, i = 1, 2 and the constraints |supp(Xi)| ≤ 1000, i =
1, 2. In this setting, running PALM is equivalent to an iterative method in which we
consecutively perform one step of gradient descent for each factor, while keeping the other
fixed, and project that factor onto {X | X ∈ R100×100, |supp(X)| ≤ 1000} by simple hard-
thresholding10. Figure 2.6 illustrates the evolution of the difference between the support of
each factor before and after each iteration of PALM through 5000 iterations (the difference
between two sets B1 and B2 is measured by |(B1 \B2) ∪ (B2 \B1)|, i.e., the number of
indices which belongs to exactly one set Bi, i = 1, 2). We observe that when the iteration
counter is large enough, the factor supports do not change (or equivalently they become
fixed): further iterations of the algorithm simply optimize an instance of (2.4.FSMF).

Figure 2.6: Support change for the first (a) and the second (b) factor in PALM. The norm
of the difference between two consecutive factors updates is depicted in (c) (logarithmic
scale).

10Code for this experiment can be found in [LGR22]
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Behavior of pruning and retraining based on magnitude As shown in Section 2.3.2,
there is a connection between PALM applied to (2.3.SMF) and the pruning and retraining
approach based on magnitude applied to (2.2.SNNT). It is natural to expect an anal-
ogous phenomenon in the case of Sparse Deep Neural Networks. Indeed, it is reported
that sparse training generally happens in two phases where the former discovers important
connections and the latter simply fine-tunes this pattern [ARS18]. This observation were
echoed in other researches, which emphasizes that sparsity pattern is formed in the early
phase of the training and rarely changed after that [MLN19, DDZ+19b]. In the context
of Sparse Deep Neural Networks, this phenomenon is called early structure adaptation
[HABN+21, Section 2.4.2]. In addition, optimizing the coefficients inside a fixed support
is exactly the retraining phase, which is widely used [ZG17, HPTD15, FC19] and shown
to be crucial for the success of the pruning approach [HABN+21, Chapter 2.4.6].

Therefore, to develop a more precise understanding of the possible convergence of
PALM in (2.4.FSMF) and pruning/training approach in (2.2.SNNT), it is important to un-
derstand properties of (2.4.FSMF). For instance, in the example illustrated in Figure 2.6,
once the supports stop to change, the factors (X1

n,X
2
n) converge inside this fixed support

(Figure 2.6c). However, there are cases in which PALM generates iterates (X1
n,X

2
n) di-

verging to infinity. Such an example will be presented in Chapter 4 (where we study the
landscape of optimization function). This is not in conflict with the convergence results for
PALM in this context [BST14, LMG16] since these are established under the assumption
of bounded iterates [LMG16, Section III.B].

2.4.3 Well known instances of fixed support matrix factorization

We present in the following several well-known problems, that are either direct instances
or closely related to (2.4.FSMF).

Low rank matrix approximation (LRMA) [EY36] (or cf. Section 2.3.4): By
taking I = JmK × JrK, J = JnK × JrK (i.e., no support constraints on (X,Y)), addressing
(2.4.FSMF) is equivalent to looking for the best rank r matrix approximating A, cf.
Figure 2.7(a). Indeed, a matrix B of rank at most r can be parameterized as XY> where
X ∈ Rm×r,Y ∈ Rn×r. This is also known as the Burer Monteiro factorization [BM03] in
the literature. In the rest of this thesis, we will also refer to this instance as the full support
case or full support matrix factorization 11. More interestingly, this problem is known to
be polynomially tractable, cf. Section 2.3.4. This is not the only instance to have this
property, in Section 5.2, we enlarges the family of supports for which (2.4.FSMF) remains
tractable.

LU decomposition [GVL96, Chapter 3.2] (or cf. Section 2.3.4): Considering
m = n = r and I = J = {(i, j) | 1 ≤ j ≤ i ≤ n}, it is easy to check that (2.4.FSMF)
is equivalent to factorizing A into a lower and an upper triangular matrix (X and Y>

respectively, cf. Figure 2.7(b)).In this case, the infimum of (2.4.FSMF) is always zero
(cf. Chapter 3). It is worth noticing that there exists a non-empty set of matrices for

11Since previous works also considered the case r ≥ m,n, low rank approximation might be misleading
sometimes. That is why we occasionally use the name full support matrix factorization to emphasize this
fact., where no support constraints are imposed.
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which this infimum is not attained (or equivalently matrices which do not admit the
LU decomposition [GVL96]). This behaviour will be further discussed in Chapter 3 and
Chapter 4. More importantly, our analysis of (2.4.FSMF) will also cover the non-zero
infimum case as well.

Figure 2.7: Illustrations for(a) LRMA and (b) LU decomposition as instances of
(2.4.FSMF).

Butterfly structure and fast transforms [DGE+19, CDL+22, DSG+20, LG15,
CDY09]: Many linear operators admit fast algorithms since their associated matrices
can be written as a product of sparse factors whose supports are known to possess the
butterfly structure (and they are known in advance). This is the case for instance of
the Discrete Fourier Transform (DFT) or the Hadamard transform (HT) that we already
introduced in Section 2.3.4. Figure 2.8 illustrates such a factorization of the Hadamard
Transform of size 2L × 2L, L = 3. Moreover, this structure can also be found in variety of
domains/problems such as fast integral [CDY09], non-uniform Fourier transform [PST01],
matrix factorization [LG15] and deep learning [DGE+19, CDL+22, DSG+20].

Figure 2.8: The factorization of the Hadamard transform of size 8× 8 (N = 3).

Although our analysis of (2.4.FSMF) only deals with L = 2, the butterfly structure
allows one to reduce to this case in a recursive manner [LZRG22, ZGR21]. We will discuss
about the butterfly structure and its generalization in detail in Chapter 6.

Hierarchical matrices [Hac99, HK00]: Hierarchical matrices are a set of data-sparse
matrices, i.e., matrices are not sparse themselves, but th can be described by much fewer
variables than the total number of their coefficients. Thus, their storage, multiplication
and even inversion operator can be performed efficiently [Hac99, BK16, HK00]. In practice,
these matrices arise naturally from integral operators or the inversions of the matrices of
boundary value problems [Hac99, HK00]. For demonstration purposes, we only report the
definition of the class of hierarchically off-diagonal low-rank (HODLR) matrices (defined
in [BK16, Section 3.1], [Hac99, Section 2.3]), a class of hierarchical matrices 12. For
convenience, we report the definition only for a square matrix whose size is a power of
two, i.e n = 2N , N ∈ N.

12There are many other classes of hierarchical matrices such as H, HSS or H2 matrices [BK16]
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Definition 2.4.1 (HODLR matrices). A matrix A ∈ R2N×2N is called an HODLR matrix
if either of the following two holds:

• N = 0, i.e., A ∈ R1×1.

• A has the form A =
[
A11 A12
A21 A22

]
for Ai,j ∈ R2N−1×2N−1

, 1 ≤ i, j ≤ 2 such that A21, A12

(so-called off-diagonal block matrices) are of rank at most one and A11, A22 ∈ R are
HODLR matrices.

off-diagonal blocks

Figure 2.9: Illustration of two levels of recursion of HOLDR Definition 2.4.1.

Using Definition 2.4.1, we prove in Lemma 5.2.4 that the class of HODLR matrices
can be expressed as the product of two factors with fixed supports, that are illustrated
on Figure 2.10. Therefore, the task of finding the closest H-matrix from this class to
approximate a given matrix is reduced to (2.4.FSMF).

Figure 2.10: Two fixed supports for factors of a HODLR matrix of size 8× 8 illustration
based on analysis of Lemma 5.2.4

Matrix completion (cf. Section 2.3.4): Readers which are not familiar with the
matrix completion problem can find more information about it in Section 2.3.4. We
show that matrix completion can be reduced to (2.4.FSMF), which is the main result of
Section 3.3.

2.5 An outlook of the thesis

Throughout this thesis, our main objective is to address some fundamental questions about
sparse matrix factorization (2.3.SMF) and sparse deep neural network (2.2.SNNT):
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1. Existence: Given sparsity constraints, does the loss functions of (2.3.SMF) and
(2.2.SNNT) admit a (global) minimizer?

2. Tractability: If they admit global minimizers, are there efficient (polynomial) al-
gorithms capable of finding one of these minimizers?

3. Tractability by cases: If the answers for these previous questions are negative,
are there sub-cases where the answers are positive?

4. Landscape: What do the landscapes of the loss functions of (2.3.SMF) and (2.2.SNNT)
look like?

Our previous discussions imply that the key to unlock the answers to these questions
might be the study of (2.4.FSMF). Therefore, the rest of this thesis is devoted to seek
for the answers to these questions in the setting of (2.4.FSMF). More specifically, in
the next three chapters, we will address the questions of Existence and Tractability
(Chapter 3), Tractability by cases (Chapter 5) and Landscape (Chapter 4 - Chapter 5)
for (2.4.FSMF). These results allow us to return to answer same questions in the settings
of (2.3.SMF) (Chapter 4) and (2.2.SNNT) (Chapter 7).
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Part I

Fixed support matrix
factorization: the challenges
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Chapter 3

Ill-posedness and NP-hardness

In this chapter, we first consider the question of existence of optimal solutions of the
instances of (2.4.FSMF). In general, the answer depends on the instance input: the target
matrix A and the support constraints (I, J). The opening of this chapter presents two
examples of (2.4.FSMF), one in which optimal solutions exist and another in which they
do not. These two examples are famous instances of (2.4.FSMF) introduced in Section 2.4:
low rank matrix approximation and LU factorization. Thus, we investigate the following
question: given a pair of constraints (I, J), does the corresponding (2.4.FSMF) problem
always admit a global minimizer regardless of the matrix A? In particular, we show that
this problem is decidable by using the quantifier elimination algorithm, a celebrated result
in Real Algebraic Geometry [BPR06]. Secondly, we prove that (2.4.FSMF) is NP-hard
to solve: given an arbitrary (I, J), finding the infimum (2.4.FSMF) up to some additive
error ε is NP-hard. This implies that even if the supports are known, finding the best
factorization remains challenging. Finally, we discuss several open questions and relate
them to the existing literature. The materials in this chapter are developed from [LRG22,
Remark A.1, Section 2] and [LRG23].

3.1 Preliminary: well-posedness or ill-posedness?

Existence of optimal solutions is an important element when it comes to design and analyze
algorithms for optimization problems. In particular, consider (2.4.FSMF):

1. Practical viewpoint: If an instance of (2.4.FSMF) does not admit at least one
global minimizer, then the iterates (satisfying the support constraints) obtained
by any iterative method that seeks to optimally approximate the matrix A will
eventually diverge. This is formulated and proved in the following:

Claim 3.1.1. If an instance of (2.4.FSMF) corresponding to the input (A, I, J) does
not admit any optimal solution, then any sequence (Xn,Yn)n∈N such that L(Xn,Yn)
converges to the infimum of (2.4.FSMF) is necessarily unbounded.

Proof. The idea of this proof can be found in many sources. For example, in [SL06],
author uses the same idea to show the inherent numerical instability for the tensor
decomposition problem. In [PRV21], this idea is applied in the context of neural
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network training. We adapt it correspondingly to (2.4.FSMF) for convenience. Note
that the argument works for any continuous function (not just L(X,Y)). The proof
is by contradiction.

Let l ≥ 0 be the infimum of (2.4.FSMF), for the sake of contradiction, we suppose
that there exists a bounded sequence (Xn,Yn)n∈N such that:

lim
n→∞

L(Xn,Yn) = l.

Since the sequence is bounded, by compactness, there exists a convergent subse-
quence (Xϕn ,Yϕn)n∈N, whose limit points are (X?,Y?). By continuity of L, we
have L(X?,Y?) = l. This implies that the infimum l is attainable, a contradic-
tion.

Thus, absence of an optimum might cause numerical instability for an optimization
algorithm (since the variables might diverge).

2. Theoretical viewpoint: the existence of optimal solutions is crucial for the analysis
of algorithms and their properties (for example, the properties of convergence, or the
characterization of the properties of the optimum).

Unfortunately, such existence of an optimum is not guaranteed for (2.4.FSMF). Before
going further, we propose and justify some terminology that will be used throughout this
chapter.

Definition 3.1.2 (Well-posedness of an instance of (2.4.FSMF)). An instance of (2.4.FSMF)
with an input (A, I, J) is well-posed if it admits a global optimizer. Otherwise, we say
that it is ill-posed.

In other words, we will use “well-posed” or “well-posedness” to indicate the situa-
tion where optimal solutions exist. Otherwise, we use “ill-posed” or “ill-posedness”. It
might be strange for certain readers since these notions literally are not related to the
absence/existence of optimum. In fact, our choice is motivated by two reasons:

1. The origin of these terms is due to J. Hadamard in [Had02] on mathematical mod-
elling of physical phenomena. According to [Had02], a mathematical model is well-
posed if it satisfies:

(a) Existence: A solution exists.

(b) Uniqueness: The solution is unique.

(c) Stability: The solution’s behavior changes continuously with the initial con-
ditions.

If we translate these conditions into the context of (2.4.FSMF), one can realize that
the condition on uniqueness is never satisfied. In fact, if a pair of factors (X,Y) yields
the optimal solution, so does any pair (XD,YD−1) for any D invertible diagonal
matrix. Since uniqueness does not hold, neither does stability. Thus, there is only
one condition of well-posedness that (2.4.FSMF) can have: existence of an optimal
solution. Thus, there is a logic behind this terminology when it come to (2.4.FSMF).
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2. We choose the terminology “well-posedness” and “ill-posedness” to conform with the
literature. These words have been adopted to indicate the non-existence of optimal
solutions for the tensor decomposition problem [SL06], robust principal component
analysis/matrix completion [JAS19] and neural network training [LMQ21]. Our
choice is in line with the literature and prevents possible divergence in terms of
terminology.

Remark 3.1.3. In the following, we shorten: “an instance of (2.4.FSMF) with input
(A, I, J) is well-posed (resp. ill-posed)” as in Definition 3.1.2 to the simple “(A, I, J) is
well-posed (resp. ill-posed)”.

In the following, we give examples for two scenarios: (A, I, J) is well-posed and ill-
posed.

Well-posedness of low rank matrix approximation: As shown in Section 2.4.1,
given a matrix A ∈ Rm×n, finding its best rank-r approximation is equivalent to solving
(2.4.FSMF) with I = JmK × JrK and J = JrK × JnK. This famous problem can be solved
optimally by using Singular Value Decomposition ([EY36] or cf. Section 2.3.4 for more
detail). This proves that an optimal solution always exists and the input (A, I, J) is
well-posed for all matrices A ∈ Rm×n.

Ill-posedness of LU factorization : In Section 2.4.1, we have shown that (2.4.FSMF)
with m = n = r and In = Jn = {(i, j) | 1 ≤ j ≤ i ≤ n} is equivalent to the LU
decomposition problem (cf. Section 2.3.4). We show that there exists a matrix A such
that (A, I2, J2) is ill-posed. Consider the following example:

Example 3.1.4. Consider the following matrix A:

A =

(
0 1
1 0

)
.

The infimum of (2.4.FSMF) with (A, I2, J2) is zero, which can be shown by considering
the following sequence:

Xk =

(
−k k
0 1

k

)
,Yk =

(
k k
0 1

k

)
In the limit, when k goes to infinity, we have:

lim
k→∞

‖A−XkY
>
k ‖2F = lim

k→∞

1

k4
= 0.

Yet, there does not exist any pair (X,Y) such that ‖A −XY>‖2 = 0. Indeed, any such
pair would need to satisfy:

X[1, 2]Y[2, 2] = A[1, 2] = 1

X[2, 2]Y[1, 2] = A[2, 1] = 1

X[2, 2]Y[2, 2] = A[2, 2] = 0

However, the third equation implies that either X[2, 2] = 0 or Y[2, 2] = 0, which makes
either X[2, 2]Y[1, 2] = 0 or X[1, 2]Y[2, 2] = 0. This leads to a contradiction.



55

These two scenarios illustrates two categories for a pair of support constraints (I, J),
which are defined as follows:

Definition 3.1.5 (Well-posed and ill-posed support constraints). A pair of support con-
straints (I, J) is well-posed if (A, I, J) is well-posed for all A. Otherwise, (I, J) is ill-posed.

In the following, we provide a necessary and sufficient condition to determine the
well-posedness (or equivalently, ill-posedness) of a support pair (I, J).

Proposition 3.1.6 (Conditions for support constraints). A pair of support constraints
(I, J) is well-posed if and only if the set:

EI,J := {XY> | supp(X) ⊆ I, supp(Y) ⊆ J} ⊆ Rm×n (3.1)

is closed (in the usual topology of Rm×n).

A formal proof for Proposition 3.1.6 can be found in Appendix B.1. From high level,
it is based on the fact that (2.4.FSMF) is equivalent to the problem of projection onto
EI,J . It is well-known that to make the projection operator to a set E well-defined, it is
necessary and sufficient that the set E is closed and non-empty. It is clear that EI,J is
non-empty for all (I, J) (since 0 ∈ EI,J , regardless of (I, J)). Therefore, there is only the
closedness of EI,J to be checked.

Remark 3.1.7. Another way to show that (I, J) of LRMA is well-posed is to use a well-
known characterization of the set Mr of matrices whose rank is at most r. In fact, a
matrix M ∈ Mr if and only if all of its square sub-matrices of size (r + 1) × (r + 1)
have zero determinant. Because the set of non-invertible (zero determinant) matrices is
closed,Mr is equal to a finite (the number of sub-matrices is finite) intersection of closed
sets, thus, closed as well. Using Proposition 3.1.6, we can also prove the well-posedness of
(I, J).

In fact, Example 3.1.4 is taken from [LRG22, Remark A.1]. While we were working on
this paper, we were unaware that this matrix A was already mentioned in [GVL96, Chapter
3.2 ], as a typical example where LU decomposition is not possible. Using existing results
on the LU decomposition, one can prove that (In, Jn) (remind that In = Jn = {(i, j) |
1 ≤ j ≤ i ≤ n}) is ill-posed with many different methods (for example, constructing a
pathological matrix A as in Example 3.1.4 for arbitrary n). However, to highlight the
importance of Proposition 3.1.6, we will prove this result by a topological argument, i.e.,
by proving EIn,Jn is not closed. To this end, we need the following result, which provides
a sufficient and necessary condition for the existence of the LU decomposition:

Theorem 3.1.8 ([OJ05] Necessary and sufficient condition for the existence of the LU
decomposition). Consider A ∈ Rn×n, the matrix A admits an LU decomposition if and
only if:

rank(A[JkK, JkK]) + k ≥ rank(A[JnK, JkK]) + rank(A[JkK, JnK]),∀k ∈ JnK (3.2)

Theorem 3.1.8 results into the following classical one:

Theorem 3.1.9 ([GVL96] A sufficient condition for the existence of LU decomposition).
A matrix A ∈ Rn×n admits an LU decomposition if det(A[JkK, JkK]) 6= 0, ∀1 ≤ k ≤ n− 1.
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Proof. Here is a simple proof using Theorem 3.1.8. If det(A[JkK, JkK]) 6= 0, then rank(A[JkK, JkK]) =
k. Since rank(A[JnK, JkK]), rank(A[JkK, JnK]) ≤ k, the assumption of Theorem 3.1.8 holds
for all k ≤ n. This proves the result.

Combining Theorem 3.1.9 and Theorem 3.1.8, we have:

Lemma 3.1.10. For n ≥ 2, n ∈ N, EIn,Jn is not closed.

Proof. It is sufficient to prove that EIn,Jn is dense in Rn×n (i.e., EIn,Jn = Rn×n) but
EIn,Jn 6= Rn×n.

1. Proof of EIn,Jn = Rn×n: for any matrix A, consider Aε = A+εIn. Since one can choose
ε arbitrarily small such that Aε satisfies the condition of Theorem 3.1.9, we conclude
that Aε ∈ EIn,Jn for arbitrary small ε. Hence, EIn,Jn = Rn×n.

2. Proof of EIn,Jn 6= Rn×n: Consider matrix A:

A =

(
0 1>n−1

1n−1 A′

)
where A′ ∈ R(n−1)×(n−1). It is easy to see that rank(A[J1K, J1K]) = 0, rank(A[J1K, JnK]) =
rank(A[JnK, J1K]) = 1. Therefore, the assumption of Theorem 3.1.8 does not hold for
k = 1 and thus, A /∈ EIn,Jn .

By invoking Proposition 3.1.6, we can conclude that (In, Jn) is ill-posed by using
Lemma 3.1.10. Proposition 3.1.6 and its proof show the origin of the ill-posedness: the
non-closedness of EI,J . Therefore, to decide whether (I, J) is well-posed, it is sufficient to
verify the closedness of EI,J . The central question that will be addressed in this chapter
is, thus, the following:

Question 3.1.11. Given (I, J), is EI,J closed or not?

In the next section, we will give an algorithmic answer for Question 3.1.11. Our
approach is based on tools taken from Real Algebraic Geometry.

3.2 An algorithm for deciding whether a pair of support
constraints is ill-posed or not

In this section, we introduce an algorithm to decide whether a pair of support constraints of
(2.4.FSMF) is ill-posed or not. Our main tools come from real algebraic geometry, a branch
of mathematics that deals with polynomials of real numbers 1. We start by introducing
notions and results of real algebraic geometry that are relevant for our problem. After
that, we apply these results to answer Question 3.1.11.

1In fact, this field considers real closed fields, which are the generalization of R. However, since giving
such an introduction of real algebraic geometry to its full scale is out of scope of this thesis, we restrain
ourself to the minimal setting, which is simply R.



57

3.2.1 Real Algebraic Geometry

This section is organized and presented as in the textbook [BPR06, Chapter 2] (with slight
modifications to better suit our needs).

Definition 3.2.1 (Basic semi-algebraic set). A subset of Rn is a basic semi-algebraic set
if it has the following form:

{x ∈ Rn | P (x) = 0 and Qi(x) > 0, ∀i = 1, . . . , `}

where P,Qi : Rn 7→ R, i = 1, . . . , `, ` ∈ N are polynomials.

In the previous definition, it is possible to have ` = 0 and a basic semi-algebraic set
is the zeros of a polynomial in that case. In addition, if one chooses P (x) = 0,∀x the
zero polynomial, then a basic semi-algebraic set is an intersection of sets of the form:
{x ∈ Rn | Q(x) > 0} (with Q polynomial).

Example 3.2.2. Consider the two following sets:

A = {x ∈ Rn |
n∑
i=1

x2
i = 1 and x2

i > 1/2}

B = {x ∈ Rn |
n∑
i=1

exp(xi) ≤ 1}

The set A is a basic semi-algebraic set while B might not be one (because
∑n

i=1 exp(xi)
is not a polynomial).

Definition 3.2.3 (Semi-algebraic sets). A subset of Rn is a semi-algebraic set if it is equal
to finite union of basic semi-algebraic sets.

Example 3.2.4. Most of the familiar subsets of Rn are semi-algebraic sets. The following
list presents some well-known semi-algebraic sets:

1. Unit ball: B(0, 1) := {x ∈ Rn |
∑n

i=1 x
2
i ≤ 1} is a basic semi-algebraic set, thus, a

semi-algebraic set.

2. Polytope (defined as finite intersection of N half-spaces: {x | a>i x+ bi ≤ 0} for some
ai ∈ Rn, bi ∈ R, i = 1, . . . , N) is generally not a basic but a semi-algebraic set since
it can be written as:

∅ ⊆
⋃

I⊆JNK

{x |
∑
i∈I

(a>i x+ bi)
2 = 0 ∧

∧
i/∈I

a>i x+ bi < 0}

where both
∑

i∈I(a
>
i x+ bi)

2 and a>i x+ bi are polynomial functions.

3. The set of matrices of size m×n of rank at most r (denoted asMr
m,n) is also a basic

semi-algebraic since it can be written as:

Mr
m,n := {X ∈ Rm×n |

∧
R,C

det(X[R,C]) = 0,∀R ⊆ JmK, C ⊆ JnK, |R| = |C| = r + 1}

and the determinant of a matrix is a polynomial w.r.t its coefficients.
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4. The set of k-sparse matrices of size m× n is generally not a basic semi-algebraic set
but a semi-algebraic set since it can be written as:⋃

I⊆JmK×JnK,|I|=k

{X |
∑

(i,j)/∈I

X[i, j]2 = 0}

As one can see, semi-algebraic sets are omnipresent. However, to identify them, one
needs to find suitable equalities (and inequalities) of polynomials to describe them. In
many cases, such equalities/inequalities are non-trivial to find. The following theorem,
also known as the projection theorem of semi-algebraic sets, provides an easier way to
recognize (or construct) them. In words, the theorem states that: The projection of a
semi-algebraic set to a lower dimension is still a semi-algebraic set (of lower dimension).

Theorem 3.2.5 (Projection theorem of semi-algebraic sets [BPR06, Theorem 2.92]). Let
A be a semi-algebraic set of Rn and define:

B = {(x1, . . . , xn−1) | ∃xn, (x1, . . . , xn−1, xn) ∈ A}

then B is a semi-algebraic set of Rn−1.

Remark 3.2.6. Theorem 3.2.5 is a powerful result. Its proof [BPR06, Section 2.4] (which
is constructive) shows a way to express B (in Theorem 3.2.5) by using only the first n− 1
variables (x1, . . . , xn−1).

A proof of Theorem 3.2.5 is out of scope of this thesis. Nevertheless, we can illustrate
its constructive approach in a minimalist example, as follows:

Example 3.2.7. Consider the set:

A := {(x2, x3) | ∃x1, x
2
1x

2
2 + x3 = 1}

In fact, A is the projection of the set B = {(x1, x2, x3) | x2
1x

2
2 + x3 = 1} onto the second

and the third coordinates. Thus, by Theorem 3.2.5, it is a semi-algebraic set.
Another way (which is constructive) to prove this is to cut A into two sets by consid-

ering two cases:

1. If x2 = 0, then x3 = 1.

2. If x2 6= 0, then to have x2
1x

2
2 + x3 = 1 for some x1, it is necessary and sufficient that

x3 ≤ 1.

Combining these two cases, we can write A as:

A = {(x2, x3) | x3 = 1} ∪ {(x2, x3) | x2
2 > 0 ∧ x3 < 1}

Thus, we show that A is a semi-algebraic set by definition.

A direct corollary of Theorem 3.2.5 is the following:

Corollary 3.2.8. Let A be a semi-algebraic set of Rn+m and define:

B = {x | ∃y ∈ Rm, (x, y) ∈ A} ⊆ Rn

then B is a semi-algebraic set of Rn.
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Corollary 3.2.8 is a powerful tool to recognize semi-algebraic sets. We first demonstrate
its usefulness by proving thatMr

m,n is a semi-algebraic set. In fact, we can use the Burer
Monteiro factorization [BM03] to write

Mr
m,n = {A | ∃X ∈ Rm×r,Y ∈ Rn×r, ‖A−XY>‖2F = 0}.

Since ‖A−XY>‖2F is a polynomial w.r.t. the coefficients of A,X,Y, using Corollary 3.2.8
is sufficient to conclude. In the next section, we show another application of Corol-
lary 3.2.8: EI,J is also a semi-algebraic set for any pair of support constraints (I, J).
This result forms the first intuition that the closedness of EI,J can be resolved by tools of
real algebraic geometry.

Next, we introduce the concept of the language of an ordered field. From the following
paragraph until Definition 3.2.9, we reuse the material of [BPR06, Chapter 2] due to its
excellent presentation. However, for simplicity, we will adapt these materials correspond-
ingly to only treat the language of R. When we refer to a subring2 of R, it is convenient
to think of it (and by abuse of notation, we also denote it) as Z (the set of integers). Note
that the introduced result does not apply to fields that are not ordered such as C (since
we cannot compare two arbitrary complex numbers). The notion of semi-algebraic set in
Definition 3.2.3 (which involves the inequality Q(x) > 0) does not make sense when the
underlying field is not ordered.

The central definition of the language of R is that of a formula, an abstraction of
semi-algebraic sets. In particular, the definition of formula is recursive: a formula is built
from atoms - equalities and inequalities of polynomials whose coefficients are in a subring
Z of R. It can be also formed by combining with logical connectives “and”, “or”, and
“negation” (∧,∨,¬) and existential/universal quantifiers (∃, ∀). A formula has variables,
which are those of atoms in the formula itself. Free variables of a formula are those which
are not preceded by a quantifier (∃, ∀). The definitions of a formula and its free variables
are given recursively as follows:

Definition 3.2.9 (Formulas and their free variables). Consider R and Z ⊆ R a subring,
a formula Φ and its set of variables Var(X) are defined recursively as:

1. An atom: If P ∈ Z[X] (where Z[X] is the set of (multivariate) polynomials with
coefficients in Z) then Φ := (P = 0) (resp. Φ := (P > 0)) is a formula and its set of
free variables is Free(Φ) :={X1, . . . , Xn} where n is the number of variables.

2. If Φ1 and Φ2 are formulas, then so are Φ1 ∨ Φ2,Φ1 ∧ Φ2 and ¬Φ1. The set of free
variables are defined as:

(a) Free(Φ1 ∨ Φ2):=Free(Φ1) ∪ Free(Φ2).

(b) Free(Φ1 ∧ Φ2):=Free(Φ1) ∪ Free(Φ2).

(c) Free(¬Φ1) = Free(Φ1).

3. If Φ is a formula and X ∈ Free(Φ), then Φ′ = (∃X)Φ and Φ′′ = (∀X)Φ are also
formulas and Free(Φ′):=Free(Φ) \ {X}, and Free(Φ′′):=Free(Φ) \ {X}.

2Formally, a subring Z of a field (R,+,×, 0, 1) is a subset of R such that (Z,+, 0) is a group and (Z,×, 1)
is a monoid. Different from group, a monoid does not require an inverse for each element.
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Example 3.2.10. Consider the following formula:

∃x1, x
2
1x

2
2 + x3 = 1

This formula has three variables: (x1, x2, x3) and two free variables (x2, x3). In fact, this
formula is the abstraction of the semi-algebraic set in Example 3.2.7. In fact, by fixing
(x2, x3), say (x2, x3) = (1, 1), the formula becomes ∃x1, x

2
1 + 1 = 1, which is equivalent to

a boolean value: either true or false. Thus, the semi-algebraic set in Example 3.2.7 can
be viewed as a set of values of free variables of a formula in which the formula is true.

Definition 3.2.11 (Sentence). A sentence is a formula of an ordered field with no free
variable.

Example 3.2.12. Consider two formulas:

Φ1 = {∃X1, X
2
1 +X2

2 = 0}
Φ2 = {∃X1,∃X2, X

2
1 +X2

2 = 0}

While both are formulas, Φ1 is not a sentence and Φ2 is a sentence. Thus, Φ2 is either
true or false. Here, Φ2 is true (since X2

1 +X2
2 = 0 has a root (0, 0)). Nevertheless, if one

consider Φ′2 = {∃X1, ∃X2, X
2
1 +X2

2 = −1}, then Φ′2 is false.

An algorithm deciding whether a sentence is true or not is very tempting since sentences
can be used to express many theorems in the language of R. The proof or disproof will
be then given by an algorithm. Such an algorithm does exist. This algorithm is the main
tool for our algorithmic answer to Question 3.1.11.

Theorem 3.2.13 (Decision problem [BPR06, Algorithm 11.36]). There exists an algo-
rithm to decide whether a given sentence is correct or not with complexity O(sd)O(1)n−1

where s is a bound on the number of polynomials in Φ, d is a bound on the degrees of the
polynomials in Φ and n is the number of variables.

A full description of [BPR06, Algorithm 11.36] (quantifier elimination algorithm) is
totally out of this thesis’s scope. Nevertheless, we will try to explain it in a concise way.
The key observation is Theorem 3.2.5, the central result of real algebraic geometry. As
discussed in Remark 3.2.6, its proof implies that one can replace a sentence by another
whose number of quantifiers is reduced by one such that both sentences agree (both are
true or false). Applying this procedure iteratively will lead to a sentence without any
quantifier (and the remaining ones are only coefficients in the subring). We check the
correctness of this final sentence by trivially verifying all the equalities/inequalities and
obtain the answer for the original one.

3.2.2 A doubly exponential algorithm to detect the ill-posedness of
Fixed Support Matrix Factorization

This section is devoted to provide an algorithm to decide on the ill-posedness of (2.4.FSMF).
To show how powerful Theorem 3.2.13 is, we will consider a generalized version of Ques-
tion 3.1.11, which is for multiple factors:
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Question 3.2.14. Given I = (IL, . . . , I1), decide whether the set LI := {XL . . .X1 |
supp(Xi) ⊆ Ii ⊆ JNiK× JNi−1K, ∀i = L, . . . , 1} is closed or not.

Note that LI is defined identically to Equation (2.11). In fact, it will be equal to
EI,J if L = 2, I = I2, J = I1. Therefore, Question 3.2.14 is a generalized version of
Question 3.1.11. We consider this generalized version since it will be re-used in Chapter 7.
We proceed to the first result, which states that LI is a semi-algebraic set.

Lemma 3.2.15. Given any constraint set I = (IL, IL−1, . . . , I1), the set LI is semi-
algebraic.

Proof. Given I = (IL, . . . , I1) and indices (i, j) we define the polynomial:

P I
i,j(XL, . . . ,X1) =

∑
(`L−1,...,`1)∈EI

i,j

XL[i, `L−1]XL−1[`L−1, `L−2] . . .X1[`1, j] (3.3)

where EI
i,j := {(`L−1, . . . , `1) | (`k, `k−1) ∈ Ik,∀1 ≤ k ≤ L} with the convention `L =

i, `0 = j. It is easy to check that a matrix A satisfies A ∈ LI if, and only if, there
exists matrices X` such that A[i, j] = P I

i,j(X1, . . . ,XL) for every i, j. In fact, we do not

need to further impose supp(X`) ⊆ I`, ∀` = 1, . . . , L because the choice of EI
i,j assures

that P I
i,j(XL, . . . ,X1) involves only with coefficients of X` inside the support constraints

(I, J). One can thus express LI as:

LI = {A | ∃(X`)
L
`=1,

∑
(i,j)

(A[i, j]− P I
i,j(XL, . . . ,X1))2 = 0}

Using the projection theorem (Theorem 3.2.5), one can conclude that LI is semi-algebraic
since it is the projection of the semi-algebraic set:

A := {A, (X`)
L
`=1 |

∑
(i,j)

(A[i, j]− P I
i,j(XL, . . . ,X1))2 = 0}.

Lemma 3.2.16. Given I = (IL, . . . , I1), the closedness of LI is decidable with an algorithm

of complexity O((sd)C
k−1

) where s = 2, d = 2L, k = NLN0 + 1 + 2
∑L

i=1 |Li| and C a
universal constant (NL, N0 defined as in Question 3.2.14).

Proof. To decide whether LI is closed or not, it is equivalent to decide if the following
sentence (see Definition 3.2.11) is true or false:

∃A,(∀XL, . . . ,X1, P (A,XL, . . . ,X1) > 0)∧
(∀ε > 0,∃X′L, . . . ,X′1, P (A,X′L, . . . ,X

′
1)− ε < 0)

where P (A,X1, . . . ,XL) :=
∑

(i,j)(A[i, j]− P I
i,j(XL, . . . ,X1))2.

This sentence basically asks whether there exists a matrix A ∈ LI\LI or not. It can be
proved that this sentence can be decided to be true or false using real algebraic geometry

tools (see Theorem 3.2.13), with a complexityO
(

(sd)C
k−1
)

where C is a universal constant

and s, d, k are the number of polynomials, the maximum degree of the polynomials and
the number of variables in the sentence, respectively. Applying this to our case, we have
s = 2, d = 2L, k = NLN0+1+2

∑L
`=1 |I`| (remind that |I`| is the total number of unmasked

coefficients of X`).
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As the result, we obtain:

Corollary 3.2.17. There is an algorithm of complexity O
(

8C
k
)

where k := mn + 1 +

2(|I| + |J |) and C is the universal constant in Lemma 3.2.16 that can decide whether a
pair of support constraints (I, J) ∈ {0, 1}m×r × {0, 1}n,r is well-posed or not.

Proof. This is exactly the setting of Lemma 3.2.16 with L = 2. In that case, m = NL, n =
N0, I = I1, J = I2. Substituting these values into Lemma 3.2.16 gives the proof.

While such a doubly exponential algorithms in Lemma 3.2.16 and Corollary 3.2.17 are
seemingly impractical in practice, small toy examples (for example, LU factorization of
size 2×2) can be verified using Z3prover 3, a software implementing exactly the algorithm
in Lemma 3.2.16. Larger factors (X`)L`=1 make Z3prover unable to terminate. We will
further discuss about this algorithm in Section 3.4.

Another way to derive an algorithm that decides whether a pair of support constraints
(I, J) is well-posed or not is the decide the existence of optimal solutions of (2.4.FSMF)
corresponding to the input (A, I, J) for every possible matrix A.

Lemma 3.2.18. There exists an algorithm that can decide:

1. The ill-posedness/well-posedness of a triple (A, I, J) with complexity O
(

8C
k
)

where

k = 2(|I|+ |J |).

2. The ill-posedness/well-posedness of a pair of support constraints (I, J) with complex-

ity O
(

8C
k
)

where k = mn + 2(|I| + |J |) (m,n is the size of the target matrix of

(2.4.FSMF)).

Proof. Similar to the proof of Lemma 3.2.16, it is sufficient to construct a sentence (cf.
Definition 3.2.11) that is equivalent to the existence of an optimal solution of the instance
of Equation (2.4.FSMF) corresponding to the input (A, I, J). Similar to the sentence used
in Lemma 3.2.16, consider:

∃X?,Y?,∀X,Y, P (A,X?,Y?)− P (A,X,Y) ≤ 0,

where P (A,X,Y) :=
∑

(i,j)(A[i, j] − P (I,J)
i,j (X,Y>))2 (which is exactly the polynomial

P in Lemma 3.2.16, but for L = 2 and (I2, I1) = (I, J)). It is clear that this sentence
is true if and only if an optimal solution exists for the (2.4.FSMF) instance with input
(A, I, J). Deciding this sentence can be done with the quantifier elimination algorithm,

with complexity O
(

8C
2(|I|+|J|)

)
. To decide the well-posedness/ill-posedness of (I, J), it is

sufficient to consider the sentence:

∀A∃X?,Y?,∀X,Y, P (A,X?,Y?)− P (A,X,Y) ≤ 0.

The above sentence basically reads as: for any matrix A ∈ Rm×n, the input (A, I, J) make
its corresponding instance of (2.4.FSMF) well-posed. Deciding the second sentence takes

an algorithm of complexity O
(

8C
mn+2(|I|+|J|)

)
, hence the results.

The sentence used in Lemma 3.2.18 allows us to remove a constant 1 in the exponential
Ck in Lemma 3.2.16. Nevertheless, the complexity remains doubly exponential.

3The package is developed by Microsoft research and can be found at https://github.com/Z3Prover/z3

https://github.com/Z3Prover/z3
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3.3 Fixed Support Matrix Factorization is NP-hard

In this section, we prove another difficult feature of (2.4.FSMF): it is NP-hard to solve
if we allow arbitrary input (A, I, J). To show that (2.4.FSMF) is NP-hard we use the
classical technique to prove NP-hardness: reduction. Our choice of reducible problem
is matrix completion with noise [GG10]. While this problem was already introduced in
Section 2.3.4, we still provide it formulation in the following for convenience:

Definition 3.3.1 (Matrix completion with noise [GG10]). Let W ∈ {0, 1}m×n be a binary
matrix. Given A ∈ Rm×n, s ∈ N, the matrix completion problem (MCP) is:

Minimize
X∈Rm×s,Y∈Rn×s

‖A−XY>‖2W = ‖(A−XY>)�W‖2. (MCP)

This problem is NP-hard even when s = 1 [GG10] by its reducibility from Maximum-
Edge Biclique Problem, which is NP-complete [Pee00] as introduced in the previous sec-
tion. The result of its NP-hardness is given in the following theorem

Theorem 3.3.2 (NP-hardness of matrix completion with noise [GG10]). Given a binary
weighting matrix W ∈ {0, 1}m×n and A ∈ [0, 1]m×n, the optimization problem

Minimize
x∈Rm,y∈Rn

‖A− xy>‖2W. (MCPO)

is called rank-one matrix completion problem (MCPO). Denote p∗ the infimum of (MCPO)
and let ε = 2−12(mn)−7. It is NP-hard to find an approximate solution with objective
function accuracy less than ε, i.e. with objective value p ≤ p∗ + ε.

The following lemma gives a reduction from (MCPO) to (2.4.FSMF).

Lemma 3.3.3. For any binary matrix W ∈ {0, 1}m×n, there exist an integer r and two
sets I and J such that for all A ∈ Rm×n, (MCPO) and (2.4.FSMF) share the same
infimum. I and J can be constructed in polynomial time. Moreover, if one of the problems
has a known solution that provides objective function accuracy ε, we can find a solution
with the same accuracy for the other one in polynomial time.

Proof sketch. Up to a transposition, we can assume WLOG that m ≥ n. We will show
that with r = n + 1 = min(m,n) + 1, we can find two supports I and J satisfying the
conclusion of Lemma 3.3.3.

To create an instance of (2.4.FSMF) (i.e., two supports I, J) that is equivalent to
(MCPO), we define I ∈ {0, 1}m×(n+1) and J ∈ {0, 1}n×(n+1) as follows:

I[i, j] =

{
1−W[i, j] if j 6= n

1 if j = n+ 1
, J [i, j] =

{
1 if j = i or j = n+ 1

0 otherwise
(3.4)

Figure 3.1 illustrates an example of support constraints built from W.
We consider the (2.4.FSMF) with the same matrix A and (I, J) defined as in Equation

(3.4). This construction (of I and J) can clearly be made in polynomial time. Consider
the coefficients (XY>)[i, j]:
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Figure 3.1: Factor supports I and J constructed from the weighted matrix W ∈ {0, 1}4×3.
Colored squares in I and J are positions in the supports.

1) If W[i, j] = 0: (XY>)[i, j] =
∑n+1

k=1 X[i, k]Y[j, k] = X[i, j]Y[j, j] + Xi,n+1Yj,n+1

(except for k = n+ 1, only Yj,j can be different from zero due to our choice of J).

2) If W[i, j] = 1: (XY>)[i, j] =
∑n+1

k=1 X[i, k]Y[j, k] = X[i, n + 1]Y[j, n + 1] (same
reason as in the previous case, in addition to the fact that I[i, j] = 1−W[i, j] = 0).

Therefore, the following equation holds:

(XY>)�W = (X[:, n+ 1]Y[:, n+ 1]>)�W (3.5)

We will prove that (2.4.FSMF) and (MCPO) share the same infimum4. We denote
µ1 = infx∈Rm,y∈Rn ‖A− xy>‖2W and µ2 = infsupp(X)⊆I,supp(Y)⊆J ‖A−XY>‖2. It is clear
that µi ≥ 0 > −∞, i = 1, 2. Our objective is to prove µ1 ≤ µ2 and µ2 ≤ µ1.

1) Proof of µ1 ≤ µ2: By definition of an infimum, for all µ > µ1, there exist x,y such
that ‖A− xy>‖2W ≤ µ. We can choose X and Y (with supp(X) ⊆ I, supp(Y) ⊆ J)
as follows: we take the last columns of X and Y equal to x and y (X[:, n+ 1] =
x,Y[n+ 1, :] = y). For the remaining columns of X and Y, we choose:

X[i, j] = A[i, j]− xiyj if I[i, j] = 1, j ≤ n
Y[i, j] = 1 if J [i, j] = 1, j ≤ n

This choice of X and Y will make ‖A −XY>‖2 = ‖A − xy>‖2W ≤ µ. Indeed, for
all (i, j) such that Wi,j = 0, we have:

(A−XY>)[i, j] = A[i, j]−X[i, j]Y[j, j]−X[i, n+ 1]Y[j, n+ 1]

= A[i, j]−A[i, j] + xiyj − xiyj = 0

Therefore, it is clear that: (A−XY>)� (1−W) = 0.

‖A−XY>‖2 = ‖(A−XY>)�W‖2 + ‖(A−XY>)� (1−W)‖2

= ‖(A−XY>)�W‖2

(3.5)
= ‖(A−X[:, n+ 1]Y[:, n+ 1]>)�W‖2

= ‖(A− xy>)�W‖2

= ‖A− xy>‖2W
4We focus on the infimum instead of minimum since there are cases where the infimum is not attained,

as shown in chapter 3
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Therefore, µ2 ≤ µ1.

2) Proof of µ1 ≤ µ2 : Inversely, for all µ > µ2, there exists X,Y satisfying supp(X) ⊆
I, supp(Y) ⊆ J such that ‖A − XY>‖2 ≤ µ. We choose x = X[:, n+ 1],y =
Y[:, n+ 1]. It is immediate that:

‖A− xy>‖2W = ‖(A− xy>)�W‖2

= ‖(A−X[:, n+ 1]Y[:, n+ 1]>)�W‖2

(3.5)
= ‖(A−XY>)�W‖2

≤ ‖(A−XY>)�W‖2 + ‖(A−XY>)� (1−W)‖2

= ‖A−XY>‖2

Thus, ‖A− xy>‖2W ≤ ‖A−XY>‖2 ≤ µ. We have µ1 ≤ µ2.

This shows that µ1 = µ2. Moreover, the proofs of µ1 ≤ µ2 and µ2 ≤ µ1 also show the
procedures to obtain an optimal solution of one problem with a given accuracy ε provided
that we know an optimal solution of the other with the same accuracy.

Using lemma 3.3.3, we obtain a result of NP-hardness for (2.4.FSMF) as follows.

Theorem 3.3.4. When A ∈ [0, 1]m×n, it is NP-hard to solve (2.4.FSMF) with arbitrary
index sets I, J and objective function accuracy less than ε = 2−12(mn)−7.

Proof. Given any instance of (MCPO) (i.e., two matrices A ∈ [0, 1]m×n and W ∈ {0, 1}m×n),
we can produce an instance of (2.4.FSMF) (the same matrix A and I ∈ {0, 1}m×r, J ∈
{0, 1}n×r) such that both have the same infimum (lemma 3.3.3). Moreover, for any given
objective function accuracy, we can use the procedure of lemma 3.3.3 to make sure the
solutions of both problems share the same accuracy.

Since all procedures are polynomial, this defines a polynomial reduction from (MCPO)
to (2.4.FSMF). Because (MCPO) is NP-hard to obtain a solution with objective function
accuracy less than ε (theorem 3.3.2), so is (2.4.FSMF).

We point out that, while the result is interesting on its own, for some applications,
such as those arising in machine learning, the accuracy bound O((mn)−7) may not be
really appealing. We thus keep as an interesting open research direction to determine if
some precision threshold exists that make the general problem easy.

3.4 Open questions

In this section, we will discuss several open questions. Many of them originate from
two related problems: Tensor decomposition and robust principle component analysis (
cf. Section 2.3.4). Reviewing the literature, we found that these problems share the same
pathology as (2.4.FSMF): the existence of an optimal solution is not guaranteed for certain
instances [SL06, JAS19]. These instances will be called pathological cases in the following.
Revisiting these problems raises many interesting questions about the well-posedness of
(2.4.FSMF) in particular and sparse matrix factorization in general.
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Are pathological cases rare? To get the nature of this question, we revisit the problem
of tensor decomposition. The ill-posedness of tensor decomposition problem of order larger
than 3 is shown in details in [SL06]. The authors showed that there exists a tensor of size
2× 2× 2 of rank three, that can be approximated arbitrarily well by the set of rank-two
tensors. This phenomenon extends to other tensor decomposition instances under two
conditions [SL06]:

1. The order of the tensor has to be at least three.

2. The approximation rank is strictly bigger than one.

Note that the case of matrices can be included in the study of tensors, because matrices
are tensors of order two. Notably, the first assumption does not apply in the case of LRMA
that is indeed well-posed, as shown in previous section.

Moreover, the authors of [SL06] proves a stronger result for the tensor decomposition
in R2×2×2. Note that the maximum rank of a R2×2×2 is three and the set of rank-three
tensors of size 2×2×2 contains an open set [SL06, Table 7.1, Theorem 7.1]. The stronger
result for the ill-posedness of the tensor decomposition states as:

Theorem 3.4.1 (Theorem 8.1, [SL06]). All tensors of rank 3 of R2×2×2 do not have an
optimal rank-2 approximation (with respect to the Frobenius norm). In particular, the
pathological cases of approximating a tensor in R2×2×2 by a rank-two tensor comprise an
open set with positive volume.

In words, Theorem 3.4.1 proves that the pathological cases are not rare since they have
positive Lebesgue measure. Therefore, if one samples a random tensor of size 2 × 2 × 2
from a standard Gaussian distribution, the probability of getting a pathological tensor is
strictly larger than zero.

Interestingly, if we consider complex tensors (i.e., the coefficients are complex values),
Theorem 3.4.1 is no longer correct. This result, shown in [QML20], states that:

Theorem 3.4.2 (Adapted from Corollary 7.5(i), [QML20]). The set of complex tensors
which do not admit a best rank r approximation is of Lebesgue measure zero.5

Therefore, whether the pathological cases are rare or not depends on the underlying
fields of the tensor. Translating these results to the setting of (2.4.FSMF), we define a
matrix A is pathological w.r.t. an ill-posed support constraints (I, J) if (A, I, J) is ill-
posed. In the case of (2.4.FSMF) (whose field is R), we have not yet identified any support
constraint (I, J) where an equivalent version for (2.4.FSMF) of Theorem 3.4.1 holds (i.e.,
the set of pathological matrices A for an ill-posed (I, J) has strictly positive Lebesgue
measure). To illustrate this point, let’s revisit the LU decomposition problem, which is
shown to be ill-posed in Section 3.1. We will show that the set of pathological matrices
are of measure Lebesgue zero. This is an immediate result of the following corollary:

Corollary 3.4.3 (Lebesgue measure of the set of matrices non admitting an LU decompo-
sition). The set of matrices that do not have an LU decomposition has Lebesgue measure
zero.

5For a more complete statement of this theorem, we invite readers to consider [QML20, Section 5].
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Proof. The proof comes straightforward from the fact that the set of singular square ma-
trices has Lebesgue measure zero. Applying this fact with Theorem 3.1.9 proves Corollary
3.4.3.

By excluding the set of matrices which do not have an (exact) LU decomposition, the
remaining ones admit an LU factorization and their corresponding instances of (2.4.FSMF)
with LU support constraints attain the infimum zero. This example motivates us to pro-
pose the following conjecture:

Conjecture 3.4.4. For any support constraints (I, J), the set of matrices A such that
(A, I, J) is ill-posed is of Lebesgue measure zero.

Again, we emphasize that if Conjecture 3.4.4 holds, then in practice, the ill-posedness
caused by (2.4.FSMF) is not too serious since the pathological cases rarely happen.

Does ill-posedness remain if one allows for more than just one fixed pair of
support constraints? Throughout this chapter, we have seen that if we fix the support
constraint (I, J), the problem can become ill-posed. However, in many situations, there
are many possible supports that (X,Y) can admit, for example, in the general sparse
matrix factorization problem (2.3.SMF). The last paragraph of this chapter discusses
briefly the possible ill-posedness of (2.3.SMF). However, instead of constructing our own
toy examples, we re-use the ill-posedness of another well-known problem of significant
interest: Robust Principal Component Analysis (RPCA) [JAS19] or Section 2.3.4. In
particular, we prove that RPCA can be seen as an instance of (2.3.SMF) with multiple
possible supports. Combining this result with the ones in [JAS19], we arrive at the ill-
posedness of the general problem (2.3.SMF).

For a detailed introduction of RPCA, we refer readers to Section 2.3.4. In this part,
we only remind its formulation, which is:

Minimize
L,S∈Rm×n

‖A− S− L‖2

Subject to: ‖S‖0 ≤ s, rank(L) ≤ r.
(RPCA)

This problem is shown to suffer from the same ill-posedness phenomenon as: the set
LS(s, r) := {S + L | ‖S‖0 ≤ s, rank(L) ≤ r} ⊆ Rm×n is not closed. This result is exhibited
in [JAS19]:

Theorem 3.4.5 (Ill-posedness of (RPCA) [JAS19, Theorem 2.1, 2.2]). There exist (m,n, r, s)
such that LS(s, r) is not closed.

In the remaining, we show that (RPCA) is a special case in the framework of sparse
matrix factorization. To be more specific, we will build a family of support constraints
for the problem of two-factor sparse matrix factorization (2.3.SMF) which is equivalent to
(RPCA).

We consider the following two-factor (2.3.SMF):

Minimize
X∈Rm×(s+r),Y ∈Rn×(s+r)

‖A−XY>‖2

Subject to: X ∈ EXand Y ∈ EY ,
(3.6)
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where EX = {X | ‖X[:, i]‖0 ≤ 1, i = 1, . . . , s} and EY = {Y | ‖Y[:, i]‖0 ≤ 1, i = 1, . . . , s}.
The equivalence of the two formulations (RPCA) and (3.6) is shown by proving the

following lemma:

Lemma 3.4.6. For every matrix pair (S,L) in the setting of (RPCA), there exists a pair
of (X,Y) ∈ I × J yielding the same approximation matrix (i.e., S + L = XY>) and vice
versa.

Proof. Consider the product XY>:

XY> =
r+s∑
i=1

X[:, i]Y[:, i]> =

(
s∑
i=1

X[:, i]Y[:, i]>

)
︸ ︷︷ ︸

:=S′

+

(
s+r∑
i=s+1

X[:, i]Y[:, i]>

)
︸ ︷︷ ︸

:=L′

= S′ + L′.

(3.7)
Due to the constraint imposed by (EX , EY ), we have ‖X[:, i]Y[:, i]>‖0 ≤ 1,∀1 ≤ i ≤
s. Therefore, ‖S′‖0 = ‖

∑s
i=1 X[:, i]Y[:, i]>‖0 ≤ s. Moreover, rank(L′) ≤ r since L′ =∑s+r

i=s+1 X[:, i]Y[:, i]>. Thus, for any pair of (X,Y), we can choose (S,L) = (S′,L′).
Vice-versa, given any (S,L) satisfying the constraints in (RPCA), we can choose (X,Y)

such that
∑s

i=1 X[:, i]Y[:, i]> = S and
∑s+r

i=s+1 X[:, i]Y[:, i]> = L. This completes the other
direction of the lemma.

By Lemma 3.4.6, it is easy to see that (RPCA) and (3.6) share the same infimum.
Moreover, knowing an optimal solution (if it exists) of one problem, one can construct an
optimal solution of the other (in polynomial time). Otherwise, both problems do not admit
an minimizer (i.e., they are both ill-posed). This showcases that even if we allow several
possible support constraints on the factors, (2.3.SMF) is not safe from ill-posedness.

Knowing that the constraint (EX , EY ) of (3.6) is quite specific, curious readers might
wonder whether ill-posedness might happen for other types of support constraints. Fol-
lowing this natural question, we raise the following question but we left it open for future
work:

Question 3.4.7. Determine if (2.3.SMF) is ill-posed or not if we impose either of the
following family of support constraints:

1. k-sparse matrices: Mtotal
k = {X | |supp(X)| ≤ k}.

2. Sparsity by row/ column: Mrow
k = {X | |supp(X[i, :])| ≤ k, ∀i} or Mcol

k := {X |
|supp(X[:, i])| ≤ k, ∀i} .

To the best our knowledge, none of these questions have been addressed in the litera-
ture. An answer for them might shed the light for many improvement for (2.4.FSMF) in
particular and (2.3.SMF) in general.

Is there a better algorithm to detect ill-posed instances? As seen in Section 3.2,
there exists an algorithm (quantifier elimination) to decide the closedness of EI,J . However,
this approach suffers from two main drawbacks:

1. Complexity: The complexity of elimination quantifier algorithm is doubly exponential
[BPR06, Chapter 14] (for example, 22n). It is impractical in practice.
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2. Lack of insight knowledge: in fact, elimination quantifier algorithm acts as a black box,
which does its job (determine the closedness), but reveals no more than that.

Therefore, a faster algorithm to decide the closedness is well desired. We conjecture that
such an algorithm must exploit better the structure of (I, J), and thus, provide more
compact description/characterization of the closedness of EI,J .

Can the NP-hardness result of (2.4.FSMF) be improved? Lemma 3.3.3 constructs
a hard instance where (I, J) ∈ {0, 1}m×r × {0, 1}n×r and r = min(m,n) + 1. It is also
interesting to investigate the hardness of (2.4.FSMF) given a fixed r. When r = 1, the
problem is polynomially tractable since this case is covered by Theorem 5.2.3 (TODO:
add cref). On the other hand, when r ≥ 2, the question becomes complicated due to
the non-closedness/ ill-posedness explained in previous sections. Therefore, it is unclear
whether (2.4.FSMF) is tractable if r is fixed (or equivalently, fixed-parameter tractable).
We leave the proof or disproof of this question open for future researches.

Is there a link between ill-posedness and NP-hardness? So far, we consider three
problems: (2.4.FSMF), tensor decomposition and robust principle component analysis.
There are similarities among these three: all of them have ill-posed instances (as discuss
previously). In addition, they are all NP-hard to solve (see the NP-hardness of tensor
decomposition [Has90], RPCA [GV18] and (2.4.FSMF) in Section 3.3). It is thus natural
to consider the relation between the two properties. One of our intuitions is that to
approximate the infimum of an ill-posed instance up to an additive error ε, then the
coefficients of the factors might diverge (exponentially) quickly to infinity when ε → ∞.
This intuition is partly supported by Claim 3.1.1. It leads to our following conjecture:

Conjecture 3.4.8. There exists n0 ∈ N, c > 0 such that for any ill-posed instance
(A, I, J),A ∈ Rm×n, |I|, |J | ≥ n0 of (2.4.FSMF) , then for any ε > 0, for any feasi-
ble (Xε,Yε) (i.e., those satisfy the support constraints (I, J)), such that:

L(Xε,Yε) ≤ inf
X,Y

L(X,Y) + ε,

we have max(‖Xε‖F , ‖Yε‖F ) ≥ c exp(1/ε).

In words, Conjecture 3.4.8 implies that to have a pair of feasible solution that approx-
imate the infimum of L(X,Y) up to an additive error ε, any algorithm needs to use at
least 1/ε bits to represent the approximate such a solution, which is not polynomial w.r.t.
log(1/ε) (the number of minimum bits to represent ε in the binary representation). If this
conjecture holds, it implies there does not exist any polynomial algorithm for (2.4.FSMF)6.

Note that if the conjecture holds, then n0 ≥ 2. Indeed, we consider Example 3.1.4
where m = n = 2, this conjecture does not hold because the instance of (2.4.FSMF) is
indeed ill-posed but with ε = 1/k4, we only needs ‖Xε‖F , ‖Yε‖F to be of order O(k),
or equivalently O( 4

√
1/ε). This example does not reject Conjecture 3.4.8 because things

might behave differently for growing size of the support constraints (in Example 3.1.4, all
factors are of size 2 × 2 and all support constraints are of size 3). That is why there is

6Note that there might still exist algorithms which are fixed-parameter tractable in the sense that if we
fix ε, then their complexity is polynomial w.r.t. other input arguments.
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the quantifier ∃n0 in the statement of Conjecture 3.4.8. This question is, however, left for
future work.

Conclusion

In this section, we witness two difficulties when it comes to (2.4.FSMF): some instances
do not even have optimal solution in Section 3.1 and solving all instances (2.4.FSMF)
approximately up to an additive error is NP-hard in Theorem 3.3.4. Still, this is not
the end of the story because certain problems such as training neural networks is proved
to be NP-hard [BR92] (or even ER-complete7 [AKM21, BHJ+22]), but they can still be
solved fairly efficiently in practice. Recent study on optimization landscape reveals that
training NNs admits such efficient algorithms because its objective function has a benign
landscape. We will find out whether it is the case for (2.4.FSMF) in the next chapter.

7ER is a larger and believed to strictly contain the complexity class NP. Therefore, a problem being
ER-complete is conceptually more difficult than ones being NP-hard
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Chapter 4

General optimization landscape

In this chapter, we study the landscape of the objective function L(X,Y) of (2.4.FSMF),
with arbitrary (I, J). We focus on two notions: spurious local minima and spurious
local valleys (shortened to spurious objects), which are main challenges of non-convex
optimization. We show that in general, the landscape of (2.4.FSMF) suffers from spurious
objects. This is in sharp contrast with established work on the landscape of low rank matrix
factorization and other related optimization problems (matrix completion, linear neural
network training). This might explain the NP-hardness in the general case of (2.4.FSMF),
which we proved in Section 3.3. This section re-tells mostly the story written in [LRG22,
Section 4].

4.1 Preliminary: notions of optimization landscape

We start by recalling the classical definitions of global and local minima of a real-valued
function.

Definition 4.1.1 (Spurious local minimum [ZSEW18, NW06]). Consider L : Rd → R. A
vector x∗ ∈ Rd is a:

• global minimum (of L) if L(x∗) ≤ L(x), ∀x.

• local minimum if there is a neighborhood N of x∗ such that L(x∗) ≤ L(x), ∀x ∈ N .

• strict local minimum if there is a neighborhood N of x∗ such that L(x∗) < L(x), ∀x ∈
N , x 6= x∗.

• (strict) spurious local minimum if x∗ is a (strict) local minimum but it is not a
global minimum.

The presence of spurious local minima is undesirable because local optimization meth-
ods can get stuck in one of them and never reach the global optimum.

Remark 4.1.2. With the loss functions L(X,Y) of (2.4.FSMF), strict local minima do
not exist since for every invertible diagonal matrix D, possibly arbitrarily close to the
identity, we have L(XD,YD−1) = L(X,Y).
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However, this is not the only undesirable landscape in an optimization problem: spu-
rious local valleys, as defined next, are also challenging.

Definition 4.1.3 (Sublevel Set [BV04]). Consider L : Rd → R. For every α ∈ R, the
α-level set of L is the set Eα = {x ∈ Rd | L(x) ≤ α}.

Definition 4.1.4 (Path-Connected Set and Path-Connected Component). A subset S ⊆
Rd is path-connected if for every x, y ∈ S, there is a continuous function r : [0, 1] → S
such that r(0) = x, r(1) = y. A path-connected component of E ⊆ Rd is a maximal
path-connected subset: S ⊆ E is path-connected, and if S′ ⊆ E is path-connected with
S ⊆ S′ then S = S′.

Definition 4.1.5 (Spurious Local Valley [VBB20, Ngu19]). Consider L : Rd → R and a
set S ⊂ Rd.

• S is a local valley of L if it is a non-empty path-connected component of some
sublevel set.

• S is a spurious local valley of L if it is a local valley of L and does not contain a
global minimum.

The notion of spurious local valley is inspired by the definition of a strict spurious local
minimum. If x∗ is a strict spurious local minimum, then {x∗} is a spurious local valley.
However, the notion of spurious local valley has a wider meaning than just a neighborhood
of a strict spurious local minimum. fig. 4.1 illustrates some other scenarios: as shown on

Figure 4.1: Examples of functions with spurious objects.

section 4.1, the segment (approximately) [10,+∞) creates a spurious local valley, and
this function has only one local (and global) minimizer, at zero; in section 4.1, there are
spurious local minima that are not strict, but form a spurious local valley anyway. It is
worth noticing that the concept of a spurious local valley does not cover that of a spurious
local minimum. Functions can have spurious (non-strict) local minima even if they do
not possess any spurious local valley (section 4.1). Therefore, in this paper, we treat the
existence of spurious local valleys and spurious local minima independently. The common
point is that if the landscape possesses either of them, local optimization methods need
to have proper initialization to have guarantees of convergence to a global minimum.

In the literature, one common technique to prove that a critical point is not a spurious
local minimum is to use the notion of strict saddle points:
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Definition 4.1.6 (Strict saddle points [ZSEW18, Definition 2]). A critical point x (of
a twice continuously differentiable function L) is a strict saddle point if the Hessian of
L evaluated at x is not positive semi-definite, or equivalently has at least one –strictly –
negative eigenvalue).

A strict saddle point cannot be a local minimum because it does not satisfy the second-
order necessary condition for a local minimum [NW06, Theorem 12.5]. Consequently, it
cannot be a spurious local minimum either. To prove a function do not have spurious local
minimum, it is sufficient to prove that it has the following strict saddle property :

Definition 4.1.7 (Strict saddle property [ZSEW18, Definition 3]). Consider a twice dif-
ferentiable function L : Rd → R. If each critical point of L is either a global minimum or
a strict saddle point then L is said to have the strict saddle property. When this property
holds, L has no spurious local minimum.

Even if L has the strict saddle property, it may have no global minimum, consider e.g.
the function L(x) = −‖x‖22.

On the other hand, to prove the non-existence of spurious local valleys, the following
lemma was employed in previous works [VBB20, Ngu19]:

Lemma 4.1.8 (Sufficient condition for the non-existence of any spurious local valley
[VBB20, Lemma 2]). Consider a continuous function L : Rd → R. Assume that, for any
initial parameter x̃ ∈ Rd, there exists a continuous path f : t ∈ [0, 1]→ Rd such that:

a) f(0) = x̃.

b) f(1) ∈ argminx∈Rd L(x).

c) The function L ◦ f : t ∈ [0, 1]→ R is non-increasing.

Then there is no spurious local valley in the landscape of function L.

The result is intuitive and a formal proof can be found in [VBB20]. The theorem
claims that given any initial point, if one can find a continuous path connecting the initial
point to a global minimizer and the loss function is non-increasing on the path, then
there does not exist any spurious local valley. We remark that although (2.4.FSMF) is a
constrained optimization problem, lemma 4.1.8 is still applicable because one can think
of the objective function as defined on a subspace: L : R|I|+|J | → R. In our case, to apply
lemma 4.1.8, the constructed function f has to be a feasible path, defined as:

Definition 4.1.9 (Feasible path). A feasible path w.r.t the support constraints (I, J) (or
simply a feasible path) is a continuous function f(t) = (Xf (t), Yf (t)) : [0, 1]→ Rm×r×Rn×r
satisfying supp(Xf (t)) ⊆ I, supp(Yf (t)) ⊆ J, ∀t ∈ [0, 1].

Conversely, we generalize and formalize an idea from [VBB20] into the following lemma,
which gives a sufficient condition for the existence of a spurious local valley:

Lemma 4.1.10 (Sufficient condition for the existence of a spurious local valley). Consider
a continuous function L : Rd → R whose global minimum is attained. Assume we know
three subsets S1, S2, S3 ⊂ Rd such that:
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1) The global minima of L are in S1.

2) Every continuous path from S3 to S1 passes through S2.

3) inf
x∈S2

L(x) > inf
x∈S3

L(x) > inf
x∈S1

L(x).

Then L has a spurious local valley. Moreover, any x ∈ S3 such that L(x) < inf
x∈S2

L(x) is a

point inside a spurious local valley.

Proof. Denote Σ = {x | L(x) = infx∈Rd L(θ)} the set of global minimizers of L. Σ is not
empty due to the assumption that the global minimum is attained, and Σ ⊆ S1 by the
first assumption.

Since infx∈S2 L(x) > infx∈S3 L(x), there exists τ ∈ S3, L(τ) < infx∈S2 L(x). Consider
Φ the path-connected component of the sublevel set {x | L(x) ≤ L(τ)} that contains τ .
Since Φ is a non-empty path-connected component of a level set, it is a local valley. It is
thus sufficient to prove that Φ ∩ Σ = ∅ to obtain that it matches the very definition of a
spurious local valley.

Indeed, by contradiction, let’s assume that there exists τ ′ ∈ Φ ∩ Σ. Since τ, τ ′ ∈ Φ
and Φ is path-connected, by definition of path-connectedness there exists a continuous
function f : [0, 1] → Φ such that f(0) = τ ∈ S3, f(1) = τ ′ ∈ Σ ⊆ S1. Due to the
assumption that every continuous path from S3 to S1 has to pass through a point in S2,
there must exist t ∈ (0, 1) such that f(t) ∈ S2 ∩ Φ. Therefore, L(f(t)) ≤ L(τ) (since
f(t) ∈ Φ) and L(f(t)) > L(τ) (since f(t) ∈ S2), which is a contradiction.

4.2 Existing works on landscape of related matrix factor-
ization problems

This section is devoted to review several works on the landscape of optimization function
of matrix factorization related problems. A comparison between these results and what
we are going to establish demonstrates another challenging aspect of (2.4.FSMF): using
iterative methods (such as gradient descent and its variants) to optimize L(X,Y) might
be also difficult to yield the optimal solution. Moreover, we introduce in detail two results
that are directly related to specific instances of Equation (2.4.FSMF). They will be re-used
later in Chapter 5 to prove the benign landscape of (2.4.FSMF) given structured support
constraints (I, J).

The global landscape of the loss functions for matrix decomposition related problems
(matrix sensing [BNS16, LZT18], phase retrieval [SQW16], matrix completion [GLM16,
GJZ17, CL19]) and neural network training (either with linear [ZSEW18, Kaw16, VBB20]
or non-linear activation functions [Ngu19, NH17]) has been a popular subject of study
recently. These works have direct link to ours since matrix factorization without any
support constraint (i.e., low rank matrix approximation) can be seen either as a matrix
decomposition problem or as a specific case of neural network (with two layers, no bias and
linear activation function). Notably it has been proved [ZSEW18] that for linear neural
networks, every local minimum is a global minimum and if the network is shallow (i.e.,
there is only one hidden layer), critical points are either global minima or strict saddle
points (i.e., their Hessian have at least one –strictly– negative eigenvalue). However, there



75

is still a tricky type of landscape that could represent a challenge for local optimization
methods and has not been covered until recently: spurious local valleys [Ngu19, VBB20].
In particular, the combination of these results shows the benign landscape for LMRA, a
particular instance of (2.4.FSMF).

Another line of research associated to matrix decomposition problems combines tools
from probability/statistics to produce results in the following spirit: under certain random
models (on the inputs), the objective function does not have spurious objects. Many
existing works can be found belong to this line [BNS16, LZT18, SQW16, GLM16, GJZ17,
CL19, CLC19].

However, to the best of our knowledge, existing analyses of landscape are only proposed
for neural network training in general and matrix factorization problem in particular with-
out support constraints, cf. [ZSEW18, VBB20, Kaw16], while the study of the landscape
of (2.4.FSMF) remains untouched in the literature and our work can be considered as a
generalization of such previous results.

Throughout this thesis, we will show results of two types corresponding to the question
of landscape:

1. Negative results: Under certain conditions of (I, J), there exists A such that L(X,Y)
has spurious objects. It is shown in Theorem 4.3.1, Chapter 4.

2. Positive result: Under certain conditions of (I, J), L(X,Y) does not have spurious
objects for any matrix A. They are shown in Chapter 5.

To finish this section, we introduce two positive results (i.r., there is no spurious ob-
jects) in the landscape of linear neural network training.

Theorem 4.2.1 (No spurious local valleys in linear networks [VBB20, Theorem 11]).
Consider linear neural networks of any depth K ≥ 1 and of any layer widths pk ≥ 1 and
any input - output dimension n,m ≥ 1 with the following form: Φ(b, θ) = WK . . .W1b
where θ = (Wi)

K
i=1, and b ∈ Rn is a training input sample. With the squared loss function,

there is no spurious local valley. More specifically, the function L(θ) = ‖A − Φ(B, θ)‖2
satisfies the condition of lemma 4.1.8 for any matrices A ∈ Rm×N and B ∈ Rn×N (A and
B are the whole sets of training output and input respectively).

Theorem 4.2.2 (No spurious local minima in shallow linear networks [ZSEW18, Theorem
3]). Let B ∈ Rd0×N , A ∈ Rd2×N be input and output training examples. Consider the
problem:

Minimize
X∈Rd0×d1 ,Y∈Rd1×d2

L(X,Y) = ‖A−XYB‖2

If B is full row rank, L has the strict saddle property (see Definition 4.1.7) hence L has
no spurious local minimum.

Both theorems are valid for a particular case of matrix factorization with fixed support:
full support matrix factorization. Indeed, given a factorized matrix A ∈ Rm×n, in Theo-
rem 4.2.1, if K = 2, B = In (n = N), then the considered function is L = ‖A−W2W1‖2.
This is (2.4.FSMF) without support constraints I and J (and without a transpose on
W1, which does not change the nature of the problem). Theorem 4.2.1 guarantees that L
satisfies the conditions of Lemma 4.1.8, thus has no spurious local valley.
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Similarly, in Theorem 4.2.2, if B = Id0 (d0 = N , therefore B is full row rank), we
return to the same situation of Theorem 4.2.1. In general, Theorem 4.2.2 claims that the
landscape of the full support matrix factorization problem has the strict saddle property
and thus, does not have spurious local minima.

In the next section, we will show a negative results: For some (I, J), such a benign
landscape is not guaranteed. This shows that the nice property in the full support case
does not generally carry to others of (2.4.FSMF).

4.3 Spurious objects in the general landscape of Fixed Sup-
port Matrix Factorization

First, we establish a sufficient condition for the existence of a spurious local valley in
(2.4.FSMF).

Theorem 4.3.1. Consider function L(X,Y) = ‖A−XY>‖2 in (2.4.FSMF). Given two
support constraints I ∈ {0, 1}m×r, J ∈ {0, 1}n×r, if there exist i1 6= i2 ∈ JmK, j1 6= j2 ∈ JnK
and k ∈ JrK such that (i2, j2) belongs to at least 2 rank-one supports, one of which is Sk,
and if (i1, j1), (i2, j1), (i1, j2) belong only to Sk, then:

1) There exists A such that: L(X,Y) has a spurious local valley.

2) There exists A such that: L(X,Y) has a spurious local minimum.

In both cases, A can be chosen so that the global minimum of L(X,Y ) under the considered
support constraints is achieved and is zero.

Proof. Let l 6= k be another rank-one contribution support Sl that contains (i1, j1). With-
out loss of generality, we can assume i1 = j1 = 1, i2 = j2 = 2 and k = 1, l = 2. In
particular, let I ′ = J ′ := {(1, 1), (2, 1), (2, 2)}, then I ′ ⊆ I, J ′ ⊆ J . When m = n = 2,
these are the support constraints for the LU decomposition.

1) We define the matrix A by block matrices as:

A =

(
A′ 0
0 0

)
, where A′ =

(
1 1
1 0

)
∈ R2×2. (4.1)

The minimum of L(X,Y) := ‖A − XY>‖2 over feasible pairs is zero and it is
attained at X =

[
X′ 0
0 0

]
,Y =

[
Y′ 0
0 0

]
where X′ =

[
1 0
1 1

]
,Y′ =

[
1 0
1 −1

]
. (X,Y) is

feasible since supp(X) = supp(X′) = I ′ ⊆ I, supp(Y) = supp(Y′) = J ′ ⊆ J .
Moreover,

XY> =

(
X′Y′> 0

0 0

)
=

(
A′ 0
0 0

)
= A. (4.2)

Using lemma 4.1.10 we now prove that this matrix A produces a spurious local
valley for L(X,Y) with the considered support constraints (I, J). In fact, since
(1, 1), (1, 2), (2, 1) are only in S1 and in no other support S`, ` 6= 1, one can easily
check that for every feasible pair (X,Y) we have:

(XY>)[i, j] = X[i, 1]Y[j, 1], ∀(i, j) ∈ {(1, 1), (1, 2), (2, 1)}. (4.3)
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Thus, every feasible pair (X?,Y?) reaching the global optimum ‖A−X?(Y?)>‖ = 0
must satisfy:

X?[1, 1]Y?[1, 1] = X?[2, 1]Y?[1, 1] = X?[1, 1]Y?[2, 1] = 1

This implies:

X?[2, 1]Y?[2, 1] =
(X?

2,1Y
?
1,1)(X?

1,1Y
?
2,1)

X?
1,1Y

?
1,1

= 1

Moreover, such an optimum feasible pair also satisfies 0 = A[2, 2] = (X?(Y?)>)[2, 2] =∑
p X?[2, p]Y?[2, p], hence

∑
p 6=1 X?[2, p]Y?[2, p] = −X?[2, 1]Y?[2, 1] = −1.

To show the existence of a spurious local valley we use Lemma 4.1.10 and consider
the set S̃σ = {(X,Y) | supp(X) ⊆ I, supp(Y) ⊆ J,

∑
p 6=1 X[2, p]Y[2, p] = σ}. We

will show that S1 := S̃−1, S2 := S̃1, S3 := S̃5 satisfy the assumptions of lemma 4.1.10.

To compute inf(X,Y)∈Si L(X,Y), we study g(σ) := inf(X,Y)∈S̃σ L(X,Y). Denoting

Z =
[
12×2 0
0 0

]
∈ {0, 1}m×n we have:

g(σ) = inf
(X,Y)∈S̃σ

‖A−XY>‖2

≥ inf
(X,Y)∈S̃σ

‖(A−XY>)� Z‖2

(4.3)
= inf

(X,Y)∈S̃σ

∥∥∥∥(A[1, 1]−X[1, 1]Y[1, 1] A[1, 2]−X[1, 1]Y[2, 1]
A[2, 1]−X[2, 1]Y[1, 1] A[2, 2]− σ −X[2, 1]Y[2, 1]

)∥∥∥∥2

= inf
X[1,1],X[2,1],Y[1,1],Y[2,1]

∥∥∥∥(1−X[1, 1]Y[1, 1] 1−X[1, 1]Y[2, 1]
1−X[2, 1]Y[1, 1] −σ −X[2, 1]Y[2, 1]

)∥∥∥∥2

Besides (4.3), the third equality exploits the fact that (XY>)[2, 2] =
∑

p X[2, p]Y[2, p] =
X[2, 1]Y[2, 1] + σ. The last quantity is the loss of the best rank-one approximation
of Ã =

[
1 1
1 −σ

]
∈ R2×2. Since this is a 2 × 2 symmetric matrix, its eigenvalues can

be computed as the solutions of a second degree polynomial, leading to an analytic

expression of this last quantity as: 2(σ+1)2

(σ2+3)+
√

(σ2+3)2−4(σ+1)2
.

Moreover, this infimum can be attained if
[
X[1, 1],X[2, 1]

]
and

[
Y[1, 1],Y[2, 1]

]
is the first eigenvectors of Ã and the other coefficients of X,Y are set to zero.
Therefore,

g(σ) =
2(σ + 1)2

(σ2 + 3) +
√

(σ2 + 3)2 − 4(σ + 1)2
. (4.4)

We can now verify that S1, S2, S3 satisfy all the conditions of lemma 4.1.10.

1) The minimum value of L is zero. As shown above, it is only attained with∑
p6=1 X?[2, p]Y?[2, p] = −1 as shown. Thus, the global minima belong to

S1 = S̃−1.

2) For any feasible path r : [0, 1] → Rm×r × Rn×r : t → (X(t), Y (t)) we have
σr(t) =

∑
p 6=1X(t)[2, p]Y (t)[2, p] is also continuous. If (X(0), Y (0)) ∈ S3 = S̃5

and (X(1), Y (1)) ∈ S1 = S̃−1 then σr(0) = 5 and σr(1) = −1), hence by the
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Mean Value Theorem, there must exist t ∈ (0, 1) such that σr(t) = 1, which
means (X(t), Y (t)) ∈ S2 = S̃1.

3) Since one can check numerically that g(1) > g(5) > g(−1), we have

inf
(X,Y)∈S2

L(X,Y) > inf
(X,Y)∈S3

L(X,Y) > inf
(X,Y)∈S1

L(X,Y).

The proof is concluded with the application of lemma 4.1.10. In addition, any point
(X,Y) satisfying σ = 5 and L(X,Y) < g(1) = 2 is inside a spurious local valley. For
example, one of such a point is X =

[
X′ 0
0 0

]
, Y =

[
Y ′ 0
0 0

]
where X′ =

[
1 0
−5 1

]
,Y′ =[−1/5 0

1 5

]
.

2) We define the matrix A by block matrices as:

A =

(
A′ 0
0 0

)
, where A′ =

(
b 0
0 a

)
∈ R2×2. (4.5)

where a > b > 0. It is again evident that the infimum of ‖A −XY>‖2 under the
considered support constraints is zero, and is achieved (taking X =

[
X′ 0
0 0

]
,Y =[

Y′ 0
0 0

]
where X′ =

[
b 0
0 a

]
,Y′ =

[
1 0
0 1

]
and with the same proof as in Equation (4.2),

we have XY> = A.)

Now, we will consider X̃ =
[
X′ 0
0 0

]
, Ỹ =

[
Y′ 0
0 0

]
where X′ =

[
0 0
a 0

]
,Y′ =

[
0 0
1 0

]
.

Since L(X̃, Ỹ) = b2 > 0 it cannot be a global minimum. We will show that (X̃, Ỹ)
is indeed a local minimum, which will thus imply that (X̃, Ỹ) is a spurious local
minimum. For each feasible pair (X,Y) we have:

‖A−XY>‖2 =
∑
i,j

(A−XY>)[i, j]2

≥ (A−XY>)[1, 1]2 + (A−XY>)[1, 2]2 + (A−XY>)[2, 1]2

(4.3)
= (b−X[1, 1]Y[1, 1])2 + (X[2, 1]Y[1, 1])2 + (X[1, 1]Y[2, 1])2

≥ (X[1, 1]Y[1, 1])2 − 2bX[1, 1]Y[1, 1] + b2 + 2(X[2, 1]Y[2, 1])|X[1, 1]Y[1, 1]|
≥ 2(X[2, 1]Y[2, 1]− b)|X[1, 1]Y[1, 1]|+ b2.

where in the third line we used that for u = |X[2, 1]|Y[1, 1], v = X[1, 1]|Y[2, 1]|,
since (u − v)2 ≥ 0 we have u2 + v2 ≥ 2uv. Since X̃[2, 1]Ỹ[2, 1] = a > b, there
exists a neighborhood of (X̃, Ỹ) such that X[2, 1]Y[2, 1] − b > 0 for all (X,Y) in
that neighbourhood. Since |X[1, 1]Y[1, 1]| ≥ 0 in this neighborhood, it follows that
‖A−XY>‖2 ≥ b2 = L(X̃, Ỹ) > 0 in that neighborhood. This concludes the proof.

Remark 4.3.2. Theorem 4.3.1 is constructed based on the LU structure. We elaborate
our intuition on the technical proof of Theorem 4.3.1 as follows: Consider the LU de-
composition problem of size 2 × 2 (i.e., I = J = {(1, 1), (2, 1), (2, 2)}). It is obvious that
such (I, J) satisfies the assumptions of Theorem 4.3.1 (for i1 = j1 = 1, i2 = j2 = 2). We
consider three matrices of size 2× 2:

A1 =

(
1 1
1 0

)
, A2 =

(
1 0
0 2

)
, A3 =

(
0 1
1 0

)
.
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A1 (resp. A2) is simply the matrix A′ in (4.1) (resp. in (4.5), with a = 2, b = 1) in the
proof of Theorem 4.3.1. A3 is a matrix which does not admit an LU decomposition. We
plot the graphs of gi(σ) = inf

X2,2Y2,2=σ
‖Ai −XY>‖ (this is exactly g(σ) introduced in the

proof of Theorem 4.3.1) in Figure 4.2.

Figure 4.2: Illustration of the functions gi(σ), i = 1, 2, 3 from left to right.

In particular, the spurious local valley constructed in the proof of Theorem 4.3.1 with
A1 is a spurious local valley extending to infinity. With A2, one can see that g2(σ)
has a plateau with value 1 = b2. The local minimum that we consider in the proof of
Theorem 4.3.1 is simply a point in this plateau (where σ = 0). Lastly, since the matrix
A3 does not admit an LU decomposition, there is no optimal solution. Nevertheless, the
infimum zero can be approximated with arbitrary precision when σ tends to infinity (two
valleys extending to ±∞).

For the cases with the matrices A1 and A3, once initialized inside the valleys of their
landscapes, any sequence (Xk,Yk) with sufficiently small steps associated to a decreasing
loss L(Xk,Yk) will have the corresponding parameter σ converging to infinity. As a
consequence, at least one parameter of either Xk or Yk has to diverge. This is thus a
setting in which PALM (and other optimization algorithms which seek to locally decrease
their objective function in a monotone way) can diverge.

The existence of spurious local valleys shown in theorem 4.3.1 highlights the importance
of initialization: if an initial point is already inside a spurious valley, first-order methods
cannot escape this suboptimal area. An optimist may wonder if there nevertheless exist a
smart initialization that avoids all spurious local valleys initially. The answer is positive,
as shown in the following theorem.

Theorem 4.3.3. Given any (I, J),A such that the infimum of (2.4.FSMF) is attained,
every initialization (X,0), supp(X) ⊆ I (or symmetrically (0,Y), supp(Y) ⊆ J) is not in
any spurious local valley. In particular, (0,0) is never in any spurious local valley.

Proof. Let (X∗,Y∗) be a minimizer of (2.4.FSMF), which exists due to our assumptions.
We only prove the result for the initialization (X,0), supp(X) ⊆ I. The case of the
initialization (0,Y), supp(Y) ⊆ J can be dealt with similarly.

To prove the theorem, it is sufficient to construct f(t) = (Xf (t), Yf (t)) : [0, 1] →
Rm×r × Rn×r as a feasible path such that:

1) f(0) = (X,0).

2) f(1) = (X∗,Y∗).
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3) L ◦ f is non-increasing w.r.t t.

Indeed, if such f exists, the sublevel set corresponding to L(X,0) has both (X,0) and
(X∗,Y∗) in the same path-connected components (since L ◦ f is non-increasing).

We will construct such a function feasible path f as a concatenation of two functions
feasible paths f1 : [0, 1/2]→ Rm×r×Rn×r, f2 : [1/2, 1]→ Rm×r×Rn×r, defined as follows:

1) f1(t) = ((1− 2t)X + 2tX∗,0).

2) f2(t) = (X∗, (2t− 1)Y∗).

It is obvious that f(0) = f1(0) = (X,0) and f(1) = f2(1) = (X∗,Y∗). Moreover f is
continuous since f1(1/2) = f2(1/2) = (X∗,0). Also, L ◦ f is non-increasing on [0, 1] since:

1) L(f1(t)) = ‖A− ((1− 2t)X + 2tX∗)0>‖2 = ‖A‖2 is constant for t ∈ [0, 1/2].

2) L(f2(t)) = ‖A− (2t−1)X∗Y∗‖2 is convex w.r.t t. Moreover, it attains a global min-
imum at t = 1 (since we assume that (X∗,Y∗) is a global minimizer of (2.4.FSMF)).
As a result, t 7→ L(f2(t)) is non-increasing on [1/2, 1].

Yet, such an initialization does not guarantee that first-order methods converge to a
global minimum. Indeed, while in the proof of this result we do show that there exists a
feasible path joining this “smart” initialization to an optimal solution without increasing
the loss function, the value of the objective function is “flat” in the first part of this feasible
path. Thus, even if such initialization is completely outside any spurious local valley, it
is not clear whether local information at the initialization allows to “guide” optimization
algorithms towards the global optimum to blindly find such a path. In fact, first-order
methods are not bound to follow our constructive continuous path.

Conclusion

This chapter concludes the first part of this thesis: the challenges of (2.4.FSMF). So
far, we can see that (2.4.FSMF) is challenging because if one allows arbitrary support
constraints (I, J), then:

1. Optimal solutions of instances of (2.4.FSMF) are not bound to exist (cf. Section 3.1).

2. Finding the optimal values of (2.4.FSMF) up to an additive value ε is NP-hard (cf.
Section 3.3).

3. The general landscape of Equation (2.4.FSMF) can have spurious local valleys and
spurious local minima. This is a real challenge for optimization methods based on
first-order information (cf. Section 4.3).

This is definitely not the end of the story (otherwise, I would not have enough material
to defend my Ph.D.). So far, many questions related to (2.4.FSMF) that we studied
are challenging because we consider them with arbitrary support constraints. One might
wonder if things become more “manageable” if the pair of support constraints (I, J) admits
certain structures. This is exactly the setting that we are going to deal with in the next
chapter.
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Part II

Fixed support matrix factorization
with structures: polynomial
solvability and applications
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Chapter 5

Polynomially solvable structures
and their benign landscape

In this chapter, our main results focus on the tractability of (2.4.FSMF). More precisely,
despite its NP-hardness proved Section 3.3 in the general setting, there exists many fami-
lies of support constraints (I, J) with practical interest in which (2.4.FSMF) can be solved
optimally with a polynomial algorithm. This chapter will start with such a polynomially
solvable instance of (I, J) - low rank matrix approximation (or full support matrix factor-
ization). This fact was quickly mentioned in Section 2.3.4, but it will be elaborated in this
chapter. It turns out that the support constraints of full support matrix factorization is
not the only one making (2.4.FSMF) polynomially solvable. In Section 5.2, we describe a
more generalized family of tractable instances of (2.4.FSMF). More surprisingly, despite
the general landscape that might possess spurious local valleys and spurious local minima
Chapter 4, under the family of structured support constraints introduced in Section 5.2,
these spurious objects are guaranteed to disappear. The main contents of this chapter is
taken from [LRG22].

5.1 Preliminary: Low Rank Matrix Approximation and Sin-
gular Value Decomposition

We first remind the readers of the problem of low rank matrix approximation/full support
matrix factorization, which is:

Minimize
X∈Rm×r,Y∈Rn×r

‖A−XY>‖2F . (5.1)

As discussed in Section 2.3.4, this is a particular case of (2.4.FSMF) where I = 1m×r, J =
1n×r. Since the set {XY> | X ∈ Rm×r,Y ∈ Rn×r} is exactly the set of matrices of rank
at most r and of size m× n, we can rewrite Equation (5.1) in the following form:

Minimize
B∈Rm×n,rank(B)≤r

‖A−B‖2F . (5.2)

As also discussed in Section 2.3.4, finding the closest rank-r matrix to a given matrix A
is polynomially tractable via Singular Value Decomposition (SVD). Indeed, assume that
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the SVD of A is:
A = UDV>

where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices, D ∈ Rm×n is a generalized
diagonal matrix with positive and decreasingly sorted diagonal elements (i.e., D[1, 1] ≥
D[2, 2] ≥ . . . ≥ D[min(m,n),min(m,n)] ≥ 0), then the best approximated rank-r matrix
of the matrix A (or equivalently, an optimal solution of (5.2))is given by:

B∗ = U[:, T ]D[T, T ]V[:, T ]>

where T = {1, . . . ,min(m,n, r)}. Translating this into (5.1), we obtain an optimal pair of
factors (X∗,Y∗):

X = U[:, T ]D[T, T ], Y = V[:, T ]

Note that this pair of optimal factors is not unique. As long as XY> = B∗, (X,Y) yields
an optimal solution of (5.1).

Since the Singular Value Decomposition can be calculated to machine precision in
O(mn2) [KKS16] (and also [TBI97, Lecture 31, Page 236]), it is convenient to think of
LRMA as polynomially solvable/tractable. Applying SVD for general support constraints
(I, J) is not possible because one generally cannot control the supports of U,V. Thus,
the solution obtained by SVD might be not feasible. Also, due to the NP-hardness proved
in Section 3.3, it is unlikely to this approach to work for arbitrary support constraints
(otherwise, this thesis provides a proof for P vs NP millennium problem). Thus, the
question that we are interested in this chapter is restricted to:

Question 5.1.1. Under which conditions of (I, J), there exists a polynomial algorithm
(possibly based on SVD) that can solve (2.4.FSMF) to optimality.

In this chapter, we provide two sufficient conditions for (I, J) in Question 5.1.1. In fact,
the instances corresponding to those “tractable” (I, J) can be dealt with by algorithms
using (multiple) block-wise SVD. These algorithms will be introduced in Section 5.2. In
addition, we also investigate the landscape associated to these instances, showing the
absence of spurious local valleys and spurious local minima, in contrast to what have been
demonstrated in Chapter 4.

5.2 Tractable instances of Fixed Support Matrix Factoriza-
tion

Motivated by the tractability of the full support case I = JmK × JrK, J = JnK × JrK, we
devote this section to enlarge the family of supports for which (2.4.FSMF) can be solved
by an effective direct algorithm based on blockwise SVDs. We start with an important
definition:

Definition 5.2.1 (Support of rank-one contribution). Given two support constraints I ∈
{0, 1}m×r and J ∈ {0, 1}n×r of (2.4.FSMF) and k ∈ JrK, we define the kth rank-one
contribution support Sk(I, J) (or in short, Sk) as: Sk(I, J) = I[:, k]J [:, k]>. This can be
seen either as: a tensor product: Sk ∈ {0, 1}m×n is a binary matrix or a Cartesian product:
Sk is a set of matrix indices defined as supp(I[:, k])× supp(J [:, k]).
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Given a pair of support constraints (I, J), if supp(X) ⊆ I, supp(Y) ⊆ J , we have:
supp(X[:, k]Y[:, k]>) ⊆ Sk, ∀k ∈ JrK. Since XY> =

∑r
k=1 X[:, k]Y[:, k]> the notion

of contribution support Sk captures the constraint on the support of the kth rank-one
contribution, X[:, k]Y[:, k]>, of the matrix product XY> (illustrated in Figure 5.1).

In the case of full supports (Sk = 1m×n for each k ∈ JrK), the optimal solution can be
obtained in a greedy manner: indeed, it is well known that Algorithm 1 computes factors
achieving the best rank-r approximation to A (notice that here the algorithm also works
for complex-valued matrices):

Algorithm 1 Generic Greedy Algorithm

Require: A ∈ Rm×n or Cm×n; {Sk}k∈JrK rank-one supports
1: for i ∈ JrK do
2: (X[:, i],Y[:, i]) = (u, v) where uv> is any best rank-one approximation to A� Si
3: A = A−X[:, i],Y[:, i]>

4: end for
5: return (X,Y)

Even beyond the full support case, the output of Algorithm 1 always satisfies the
support constraints due to line 2, however it may not always be the optimal solution of
(2.4.FSMF). Our analysis of the polynomial tractability conducted below will allow us to
show that, under appropriate assumptions on I, J , one can compute in polynomial time
an optimal solution of (2.4.FSMF) using variants of Algorithm 1. The definition of these
variants will involve a partition of JrK in terms of equivalence classes of rank-one supports:

Figure 5.1: Illustration the idea of support of rank-one contribution. Colored rectangles
indicate the support constraints (I, J) and the support constraints Sk on each component
matrix X[:, k]Y[:, k]>.

Definition 5.2.2 (Equivalence classes of rank-one supports, representative rank-one sup-
ports). Given I ∈ {0, 1}m×r, J ∈ {0, 1}n×r, define an equivalence relation on JrK as: i ∼ j
if and only if Si = Sj (or equivalently (I[:, i], J [:, i]) = (I:,j , J:,j)). This yields a partition
of JrK into equivalence classes.

Denote P the collection of equivalence classes. For each class P ∈ P denote SP a
representative rank-one support, RP ⊆ JmK and CP ⊆ JnK the supports of rows and
columns in SP , respectively. For every k ∈ P we have Sk = SP and supp(I[:, k]) = RP ,
supp(J [:, k]) = CP .

For every P ′ ⊆ P denote SP ′ = ∪P∈P ′SP ⊆ JmK× JnK and S̄P ′ = (JmK× JnK)\SP ′ .
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For instance, in the example in Figure 5.1 we have three distinct equivalence classes.
With the introduction of equivalence classes, one can modify Algorithm 1 to make it
more efficient, as in Algorithm 2: Instead of computing the SVD r times, one can simply
compute it only |P| times. For the full support case, we have P = {JrK}, thus Algorithm 2
is identical to the classical SVD.

Algorithm 2 Alternative Generic Greedy Algorithm

Require: A ∈ Rm×n or Cm×n; {SP }P∈P representative rank-one supports
1: for P ∈ P do
2: (X[:, P ],Y[:, P ]) = (U,V) where UV> is any best rank-|P | approximation to

A� SP
3: A = A−X[:, P ],Y[:, P ]>

4: end for
5: return (X,Y)

A first simple sufficient condition ensuring the tractability of an instance of (2.4.FSMF)
is stated in the following theorem.

Theorem 5.2.3. Consider I ∈ {0, 1}m×r, J ∈ {0, 1}n×r, and P the collection of equiv-
alence classes of Definition 5.2.2. If the representative rank-one supports are pairwise
disjoint, i.e., SP ∩SP ′ = ∅ for each distinct P, P ′ ∈ P, then matrix factorization with fixed
support is tractable for any A ∈ Rm×n.

Proof. In this proof, for each equivalent class P ∈ P (Definition 5.2.2) we use XP :=
X[:, P ] ∈ Rm×r,YP := Y[:, P ] ∈ Rn×r (X[:, P ] is introduced in Notation) to shorten the
notations. We also use the notations RP , CP (Definition 5.2.2). For each equivalent class
P , we have:

(XPY>P )[RP , CP ] = X[RP , P ]Y[CP , P ]> (5.3)

and the product XY> can be decomposed as: XY> =
∑

P∈P XPY>P . Due to the hypoth-
esis of this theorem, with P, P ′ ∈ P, P ′ 6= P , we further have:

XP ′Y
>
P ′ � SP = 0 (5.4)
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The objective function L(X,Y) is:

‖A−XY>‖2 =

(∑
P∈P
‖(A−XY>)� SP ‖2

)
+ ‖(A−XY>)� S̄P‖2

=

(∑
P∈P
‖(A−

∑
P ′∈P

XP ′Y
>
P ′)� SP ‖2

)
+ ‖(A−

∑
P ′∈P

XP ′Y
>
P ′)� S̄P‖2

(5.4)
=

(∑
P∈P
‖(A−XPY>P )� SP ‖2

)
+ ‖A� S̄P‖2

=

(∑
P∈P
‖A[RP , CP ]− (XPY>P )[RP , CP ]‖2

)
+ ‖A� S̄P‖2

(5.3)
=

(∑
P∈P
‖A[RP , CP ]−X[RP , P ]Y[CP , P ]>‖2

)
+ ‖A� S̄P‖2

(5.5)

Therefore, if we ignore the constant term ‖A � S̄P‖2, the function L(X,Y) is decom-
posed into a sum of functions ‖A[RP , CP ] − X[RP , P ]Y[CP , P ]>‖2, which are LRMA
instances. Since all the optimized parameters are {(X[RP , P ],Y[CP , P ])}P∈P , an optimal
solution of L is {(X?[RP , P ],Y?[CP , P ])}P∈P , where (X?[RP , P ],Y?[CP , P ]) is a mini-
mizer of ‖ARP ,CP −X[RP , P ]Y[CP , P ]>‖2 which is computed efficiently using a truncated
SVD. Since the blocks associated to distinct P are disjoint, these SVDs can be performed
blockwise, in any order, and even in parallel.

Figure 5.2 illustrates the tractable condition described in Theorem 5.2.3. For these
easy instances, we can therefore recover the factors in polynomial time with the procedure
described in Algorithm 3. Given a target matrix A ∈ Rm×n and support constraints
I ∈ {0, 1}m×r, J ∈ {0, 1}n×r satisfying the condition in Theorem 5.2.3, Algorithm 3
returns two factors (X,Y) solution of (2.4.FSMF).

Figure 5.2: An instance of support constraints (I, J) satisfying Theorem 5.2.3. We use
colored rectangles to indicate the support constraints (I, J). The indices belonging to the
same equivalence class share the same color.
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Algorithm 3 Fixed support matrix factorization (under Theorem 5.2.3 assumptions)

1: procedure SVD FSMF(A ∈ Rm×n, I ∈ {0, 1}m×r, J ∈ {0, 1}n×r)
2: Partition JrK into P (Definition 5.2.2) to get {SP }P∈P
3: return (X,Y) using Algorithm 2 with input A, {SP }P∈P
4: end procedure

As simple as this condition is, it is satisfied in some important cases, for instance for a
class of Hierarchical matrices (HODLR, cf. Definition 2.4.1), or for the so-called butterfly
supports: in the latter case, the condition is used in Chapter 6 to design an efficient
hierarchical factorization method, which is shown to outperform first-order optimization
approaches commonly used in this context, in terms both of computational time and
accuracy. For the former, we show that finding the projection of a target matrix A
onto the set of HODLR matrices (Definition 2.4.1) is equivalent to solve an instance of
(2.4.FSMF) that satisfies the conditions of Theorem 5.2.3 in the following.

Lemma 5.2.4. For each N ≥ 1 there exists I, J ∈ {0, 1}2N×(3×2N−2) support constraints

such that for any HODLR matrix H ∈ R2N×2N , we have:

1) H admits a factorization XY> and supp(X) ⊆ I, supp(Y) ⊆ J .

2) |I| = |J | = O(n log n) (n = 2N ).

3) (I, J) satisfies the assumption of Theorem 5.2.3.

Proof. The proof can be found in Section 5.5.1.

What if we allow partial intersection between two representative rank-one contribu-
tion supports? In the next result, we explore the tractability of (2.4.FSMF) beyond the
conditions in Theorem 5.2.9.

Definition 5.2.5 (Complete equivalence classes of rank-one supports - CEC). P ∈ P
is a complete equivalence class (or CEC ) if |P | ≥ min{|CP |, |RP |} with CP , RP as in
Definition 5.2.2. Denote P? ⊆ P the family of all complete equivalence classes, T =
∪P∈P?P ⊆ JrK, T̄ = JrK\T , and the shorthand ST = SP? .

The interest of complete equivalence classes is that their expressivity is powerful enough
to represent any matrix whose support is included in ST , as illustrated by the following
lemma. Its proof will be deferred to Section 5.5.2.

Lemma 5.2.6. Given I ∈ {0, 1}m×r, J ∈ {0, 1}n×r, consider T , ST as in Definition 5.2.5.
For any matrix A ∈ Rm×n such that supp(A) ⊆ ST , there exist X ∈ Rm×r,Y ∈ Rn×r
such that A = XY> and supp(X) ⊆ IT , supp(Y) ⊆ JT . Such a pair can be computed
using Algorithm 3: (X,Y) = SVD FSMF(A, IT , JT ).

The next definition introduces the key properties that the indices k ∈ JrK which are
not in any CEC need to satisfy in order to make (2.4.FSMF) overall tractable.
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Definition 5.2.7 (Rectangular support outside CECs of rank-one supports). Given I ∈
{0, 1}m×r, J ∈ {0, 1}n×r, consider T and ST as in Definition 5.2.5 and T̄ = JrK \ T . For
k ∈ T̄ define the support outside CECs of the kth rank-one support. as: S ′k = Sk \ ST . If
S ′k = Rk × Ck for some Rk ⊆ JmK, Ck ⊆ JnK, (or equivalently S ′k is of rank at most one),
we say the support outside CECs of the kth rank-one support S ′k is rectangular.

To state our tractability result, we further categorize the indices in I and J as follows:

Definition 5.2.8 (Taxonomy of indices of I and J). With the notations of Definition 5.2.7,
assume that S ′k is rectangular for all k ∈ T̄ . We decompose the indices of I (resp J) into
three sets as follows:

Classification for I Classification for J

1 IT = {(i, k) | k ∈ T, i ∈ JmK} ∩ I JT = {(j, k) | k ∈ T, j ∈ JnK} ∩ J

2 I1
T̄

= {(i, k) | k /∈ T, i ∈ Rk} ∩ I J1
T̄

= {(j, k) | k /∈ T, j ∈ Ck} ∩ J

3 I2
T̄

= {(i, k) | k /∈ T, i /∈ Rk} ∩ I J2
T̄

= {(j, k) | k /∈ T, j /∈ Ck} ∩ J

The following theorem generalizes Theorem 5.2.3.

Theorem 5.2.9. Consider I ∈ {0, 1}m×r, J ∈ {0, 1}n×r. Assume that for all k ∈ T̄ , S ′k
is rectangular and that for all k, l ∈ T̄ we have S ′k = S ′l or S ′k ∩ S ′l = ∅. Then, (I1

T̄
, J1
T̄

)
satisfy the assumptions of Theorem 5.2.3. Moreover, for any matrix A ∈ Rm×n, two
instances of (2.4.FSMF) with data (A, I, J) and (A � S̄T , I1

T̄
, J1
T̄

) respectively, share the
same infimum. Given an optimal solution of one instance, we can construct the optimal
solution of the other in polynomial time. In other word, (2.4.FSMF) with (A, I, J) is
polynomially tractable.

The proof of Theorem 5.2.9 can be found in Section 5.5.3. Theorem 5.2.9 implies that
solving the problem with support constraints (I, J) can be achieved by reducing to another
problem, with support constraints satisfying the assumptions of Theorem 5.2.3. The latter
problem can thus be efficiently solved by Algorithm 3. In particular, Theorem 5.2.3 is a
special case of Theorem 5.2.9 when all the equivalent classes (including CECs) have disjoint
representative rank-one supports.

Figure 5.3 shows an instance of (I, J) satisfying the assumptions of Theorem 5.2.9. The
extension in Theorem 5.2.9 is not directly motivated by concrete examples, but it is rather
introduced as a first step to show that the family of polynomially tractable supports (I, J)
can be enlarged, as it is not restricted to just the family introduced in Theorem 5.2.3.

An algorithm for instances satisfying the assumptions of Theorem 5.2.9 is given in
Algorithm 4. The correctness of Algorithm 4 is followed by Corollary 5.5.3 and Re-
mark 5.5.4. More specifically, in Algorithm 4, we choose (X2

T̄
,Y2

T̄
) = (0,0) implicitly

as well as XTY>T = A � ST explicitly (Line 3, using Lemma 5.2.6) as in Remark 5.5.4,
and compute (X1

T̄
,Y1

T̄
) to be equal to an optimal solution of (2.4.FSMF) with input

(A� S̄T , I1
T̄
, J1
T̄

) (Line 4).
In Algorithm 4, two calls to Algorithm 3 are made, they can be done in any order

(Line 3 and Line 4 can be switched without changing the result).
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Figure 5.3: An instance of support constraints (I, J) satisfying the assumptions of Theo-
rem 5.2.9. We have T = {2, 3}. The supports outside CEC S ′1 and S ′4 are disjoint.

Algorithm 4 Fixed support matrix factorization (under Theorem 5.2.9’s assumptions)

1: procedure SVD FSMF2(A ∈ Rm×n, I ∈ {0, 1}m×r, J ∈ {0, 1}n×r)
2: Partition the indices of I, J into IT , I

1
T̄
, I2
T̄

(and JT , J
1
T̄
, J2
T̄

) (Definition 5.2.7).
3: (XT ,YT ) = SVD FSMF(A� ST , IT , JT ) (T,ST as in Definition 5.2.5).
4: (X1

T̄
,Y1

T̄
) = SVD FSMF(A� S̄T , I1

T̄
, J1
T̄

)
5: return (XT + X1

T̄
,YT + Y1

T̄
)

6: end procedure

5.3 Benign optimization landscape of tractable Fixed Sup-
port Matrix Factorization

We start with the first result on the landscape in the simple setting of Theorem 5.2.3.

Theorem 5.3.1. Under the assumption of Theorem 5.2.3, the function L(X,Y) in (2.4.FSMF)
does not admit any spurious local valley for any matrix A. In addition, L has the strict
saddle property.

Proof. Recall that under the assumption of Theorem 5.2.3, all the variables to be opti-
mized are decoupled into “blocks” {(X[RP , P ],Y[CP , P ])}P∈P (P,P are defined in Defi-
nition 5.2.2). We denote P = {P1, P2, . . . , P`}, Pi ⊆ JrK, 1 ≤ i ≤ `. From Equation (5.5),
we have:

‖A−XY>‖2 =

(∑
P∈P
‖ARP ,CP −X[RP , P ]Y[CP , P ]>‖2

)
+ ‖A� S̄P‖2 (5.6)

Therefore, the function L(X,Y) is a sum of functions LP (X[RP , P ],Y[CP , P ]) defined as
‖A[RP , CP ]−X[RP , P ]Y[CP , P ]>‖2, which do not share parameters and are instances of
the full support matrix factorization problem restricted to the corresponding blocks in A.
The global minimizers of L are {(X?[RP , P ],Y?[CP , P ])}P∈P , where for each P ∈ P the
pair (X?[RP , P ],Y?[CP , P ]) is any global minimizer of ‖A[RP , CP ]−X[RP , P ]Y[CP , P ]>‖2.

1) Non-existence of any spurious local valley: By Theorem 4.2.1, from any initial
point (X0[RP , P ],Y0[CP , P ]), there exists a continuous function fP (t) = (X̃P (t), ỸP (t)) :
[0, 1] 7→ R|RP |×|P | × R|CP |×|P | satisfying the conditions in Lemma 4.1.8, which are:
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i) fP (0) = (X0[RP , P ],Y0[CP , P ]).

ii) fP (1) = (X?[RP , P ],Y?[CP , P ]).

iii) LP ◦ fP : [0, 1]→ R is non-increasing.

Consider a feasible path (Definition 4.1.9) f(t) = (X̃(t), Ỹ(t)) : [0, 1] 7→ Rm×r × Rr×n
defined in such a way that X̃(t)[RP , P ] = X̃P (t) for each P ∈ P and similarly for Ỹ(t).
Since L ◦ f =

∑
P∈P LP ◦ fP + ‖A� S̄P‖2, f satisfies the assumptions of Lemma 4.1.8,

which shows the non-existence of any spurious local valley.

2) Non-existence of any spurious local minimum: Due to the decomposition in
Equation (5.6), the gradient and Hessian of L(X,Y) have the following form:

∂L

∂X[RP , P ]
=

∂LP
∂X[RP , P ]

,
∂L

∂Y[CP , P ]
=

∂LP
∂Y[CP , P ]

, ∀P ∈ P

H(L)|(X,Y)

H(LP1)|(X[RP1
,P1],Y[CP1

,P1])) . . . 0
...

. . .
...

0 . . . H(LP`)|(X[RP` ,P`],Y[CP` ,P`]))


Consider a critical point (X,Y) of L(X,Y) that is not a global minimizer. Since (X,Y)
is a critical point of L(X,Y), (XRP ,P ,YCPP ) is a critical point of the function LP for
all P ∈ P. Since (X,Y) is not a global minimizer of L(X,Y), there exists P ∈ P
such that (X[RP , P ],Y[CP , P ]) is not a global minimizer of LP . By Theorem 4.2.2,
H(LP )|(X[RP ,P ],Y[CP ,P ]) is not positive semi-definite. Hence, H(L)|(X,Y) is not positive
semi-definite either (since H(L)|(X,Y) has block diagonal form). This implies that
(X,Y) it is a strict saddle point as well (hence, not a spurious local minimum).

For spurious local valleys, we have the same results for the setting in Theorem 5.2.9.
The proof is, however, less straightforward.

Theorem 5.3.2. If I, J satisfy the assumptions of Theorem 5.2.9, then for each matrix
A the landscape of L(X,Y) in (2.4.FSMF) has no spurious local valley.

The following is a concept which will be convenient for the proof of Theorem 5.3.2.

Definition 5.3.3 (CEC-full-rank). A feasible point (X,Y) is said to be CEC-full-rank if
∀P ∈ P?, either X[RP , P ] or Y[CP , P ] is full row rank.

We need three following lemmas to prove Theorem 5.3.2:

Lemma 5.3.4. Given I ∈ {0, 1}m×r, J ∈ {0, 1}n×r, consider T and ST as in Defini-
tion 5.2.2 and a feasible point (X,Y). There exists a feasible path f : [0, 1] → Rm×r ×
Rn×r : f(t) = (Xf (t),Yf (t)) such that:

1) f connects (X,Y) with a CEC-full-rank point: f(0) = (X,Y), and f(1) is CEC-
full-rank.

2) Xf (t)(Yf (t))> = XY>,∀t ∈ [0, 1].
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Lemma 5.3.5. Under the assumption of Theorem 5.2.9, for any CEC-full-rank feasible
point (X,Y), there exists feasible path f : [0, 1] → Rm×r × Rn×r : f(t) = (Xf (t),Yf (t))
such that:

1) f(0) = (X,Y).

2) L ◦ f is non-increasing.

3) (A−Xf (1)(Yf (1))>)� ST = 0.

Lemma 5.3.6. Under the assumption of Theorem 5.2.9, for any CEC-full-rank feasible
point (X,Y) satisfying: (A − XY>) � ST = 0, there exists a feasible path f : [0, 1] →
Rm×r × Rn×r : f(t) = (Xf (t),Yf (t)) such that:

1) f(0) = (X,Y).

2) L ◦ f is non-increasing.

3) f(1) is an optimal solution of L.

The proofs of Lemma 5.3.4, Lemma 5.3.5 and Lemma 5.3.6 can be found in Sec-
tion 5.6.2, Section 5.6.3 and Section 5.6.4 respectively.

Proof of Theorem 5.3.2. Given any initial point (X0,Y0), Lemma 5.3.4 shows the exis-
tence of a continuous path along which the product of XY> = X0(Y0)> does not change
(thus, L(X,Y) is constant) and ending at a CEC-full-rank point. Therefore it is sufficient
to prove the theorem under the additional assumption that (X0,Y0) is CEC-full-rank.
With this additional assumption, one can employ Lemma 5.3.5 to build a continuous path
f1(t) = (X1(t),Y1(t)), such that t 7→ L(X1(t),Y1(t)) is non-increasing, that connects
(X0,Y0) to a point (X1,Y1) satisfying:

(A−X1(Y1)>)� ST = 0.

Again, one can assume that (X1,Y1) is CEC-full-rank (one can invoke Lemma 5.3.4 one
more time). Therefore, (X1, Y 1) satisfies the conditions of Lemma 5.3.6 . Hence, there
exists a continuous path f2(t) = (X2(t),Y2(t)) that makes L(X2(t),Y2(t)) non-increasing
and that connects (X1,Y1) to (X∗,Y∗), a global minimizer.

Finally, since the concatenation of f1 and f2 satisfies the assumptions of Lemma 4.1.8,
we can conclude that there is no spurious local valley in the landscape of ‖A−XY>‖2.

The next natural question is whether spurious local minima exist in the setting of
Theorem 5.2.9. While in the setting of Theorem 5.2.3, all critical points which are not
global minima are saddle points, the setting of Theorem 5.2.9 allows second order critical
points (point whose gradient is zero and Hessian is positive semi-definite), which are not
global minima.

Example 5.3.7. Consider the following pair of support contraints I, J and factorized
matrix I =

[
1 1
0 1

]
, J =

[
1 1
1 1

]
, A =

[
10 0
0 1

]
. With the notations of Definition 5.2.5 we

have T = {1} and one can check that this choice of I and J satisfies the assumptions of
Theorem 5.2.9. The infimum of L(X,Y) = ‖A−XY>‖2 is zero, and attained, for example
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at X∗ = I2,Y
∗ = A. Consider the following feasible point (X0,Y0): X0 =

[
0 1
0 0

]
, Y0 =[

0 10
0 0

]
. Since X0Y

>
0 =

[
10 0
0 0

]
6= A, (X0,Y0) is not a global optimal solution. Calculating

the gradient of L verifes that (X0,Y0) is a critical point:

∇L(X0,Y0) = ((A−X0Y
>
0 )Y0, (A

> −Y0X
>
0 )X0) = (0,0)

Nevertheless, the Hessian of the function L at (X0,Y0) is positive semi-definite. Direct
calculation of the Hessian of L at point (X0,Y0) is given by:

H(L)|(X0,Y0) =



0 0 0 0 0 0 0
0 100 0 0 0 10 0
0 0 100 0 0 0 −1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 10 0 0 0 1 0
0 0 −1 0 0 0 1


which is indeed positive semi-definite.

This example shows that if we want to prove the non-existence of spurious local minima
in the new setting, one cannot rely on the Hessian. This is challenging since the second
order derivatives computation is already tedious. Nevertheless, with Definition 5.3.3, we
can still say something about spurious local minima in the new setting.

Theorem 5.3.8. Under the assumptions of Theorem 5.2.9, if a feasible point (X,Y) is
CEC-full-rank, then (X,Y) is not a spurious local minimum of (2.4.FSMF). Otherwise
there is a feasible path, along which L(·, ·) is constant, that joins (X,Y) to some (X̃, Ỹ)
which is not a spurious local minimum.

When (X,Y) is not CEC-full-rank, the theorem guarantees that it is not a strict local
minimum, since there is path starting from (X,Y) with constant loss. This should however
not be a surprise in light of Remark 4.1.2: indeed, the considered loss function admits no
strict local minimum at all. Yet, the path with “flat” loss constructed in the theorem is
fundamentally different from the ones naturally due to scale invariances of the problem
and captured by Remark 4.1.2. Further work would be needed to investigate whether this
can be used to get a stronger result.

Before proving Theorem 5.3.8, we provide a sketch of our proof. This allows readers
to better understand our techniques in the actual proof.

Proof sketch. To prove this theorem, we proceed through two main steps:

1) First, we show that any local minimum satisfies:

(A−XY>)� ST = 0 (5.7)

2) Second, we show that if a point (X,Y) is CEC-full-rank and satisfies Equation (5.7),
it cannot be a spurious local minimum.
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Combining the above to steps, we obtain as claimed that if a feasible pair (X,Y) is CEC-
full-rank, then it is not a spurious local minimum. Finally, if a feasible pair (X,Y) is not
CEC-full-rank, Lemma 5.3.4 yields a feasible path along which L is constant that joins
(X,Y) to some feasible (X̃, Ỹ) which is CEC-full-rank, hence (as we have just shown) not
a spurious local mimimum.

A formal proof of Theorem 5.3.8 in Section 5.6.5. Although Theorem 5.3.8 does not
exclude completely the existence of spurious local minima, together with Theorem 5.3.1,
we eliminate a large number of such points.

5.4 Numerical illustration: landscape and behaviour of gra-
dient descent

As a numerical illustration of the practical impact of our results, we compare the perfor-
mance of Algorithm 4 to other popular first-order methods on problem (2.4.FSMF).

We consider two types of instances of (2.4.FSMF): I1 = 12a×2a ⊗ I2b×2b , J1 = I2a×2a ⊗
12b×2b where ⊗ denotes the Kronecker product, a = dN/2e, b = bN/2c (hence a+ b = N)
and I2 = 12×2 ⊗ I2N−1 , J2 = I2 ⊗ 12N−1×2N−1 . These supports are interesting because
they are those taken at the first two steps of the hierarchical algorithm that we will
explain later in Chapter 6. These support constraints will be explained in detail (also
in Chapter 6). The first pair of support constraints (I1, J1) is also equivalent to the so-
called Monarch parameterization [DCS+22b]. Both pairs (I1, J1) and (I2, J2) are proved
to satisfy Theorem 5.2.3 [ZGR21, Lemma 3.15].

Figure 5.4: Evolution of log10 ‖A − XY>‖F for three variants of gradient descent and
Algorithm 4 with support constraints (I1, J1) (left) and (I2, J2) (right) for N = 10.

We consider A as the Hadamard matrix of size 2N × 2N , which is known to admit
an exact factorization with each of the considered support constraints, and we employ
Algorithm 4 to factorize A in these two settings. We compare Algorithm 4 to three variants
of gradient descent: vanilla gradient descent (GD), gradient descent with momentum
(GDMomentum) and ADAM [GBC16, Chapter 8]. We use the efficient implementation
of these iterative algorithms available in Pytorch 1.11.
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For each matrix size 2N , learning rates for iterative methods are tuned by grid search:
we run all the factorizations with all learning rates in {5 × 10−k, 10−k | k = 1, . . . , 4}.
Matrix X (resp. Y) is initialized with i.i.d. random coefficients inside its support I
(resp. J) drawn according to the law N (0, 1/RI) (resp. N (0, 1/RJ)) where RI , RJ are
respectively the number of elements in each column of I and of J . All these experiments
are run on an Intel Core i7 CPU 2,3 GHz. In the interest of reproducible research, our
implementation is available in open source [LGR22].

Since A admits an exact factorization with both the supports (I1, J1) and (I2, J2), we
set a threshold ε = 10−10 for these iterative algorithms (i.e if log10(‖A−XY>‖F ) ≤ −10,
the algorithm is terminated and considered to have found an optimal solution). This de-
termines the running time for a given iterative algorithm for a given dimension 2N and
a given learning rate. For each dimension 2N we report the best running time over all
learning rates. The reported running times do not include the time required for hyperpa-
rameters tuning. The experiments illustrated in Figure 5.4 for N = 10 confirm our results

Figure 5.5: Running time (in logarithmic scale, contrary to Figure 5.4) of three variants
of gradient descent and Algorithm 4 to reach a precision log10(‖A − XY>‖F ) ≤ −10;
N ∈ {3, . . . , 10} with support constraints (I1, J1) (left) and (I2, J2) (right).

on the landscape presented in Section 5.3: the assumptions of theorem theorem 5.2.3 are
satisfied so the landscape is benign and all variants of gradient descent are able to find a
good factorization for A from a random initialization.

Figure 5.4 also shows that Algorithm 4 is consistently better than the considered itera-
tive methods in terms of running time, regardless of the size of A, cf. Figure 5.5. A crucial
advantage of Algorithm 4 over gradient methods is also that it is free of hyperparameter
tuning, which is critical for iterative methods to perform well, and may be quite time
consuming (we recall that the time required for hyperparameters tuning of these iterative
methods is not considered in Figure 5.5). In addition, Algorithm 4 can be further accel-
erated since its main steps (cf Algorithm 2) rely on block SVDs that can be computed in
parallel (in these experiments, our implementation of Algorithm 4 is not parallelized yet).
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5.5 Proof for technical results in Section 5.2

5.5.1 Proof for Lemma 5.2.4

Proof. The proof is carried out by induction.

1) For N = 1, one can consider (I, J) ∈ {0, 1}2×4×{0, 1}2×4 defined (in the binary matrix
form) as follows:

I =

(
1 0 1 0
0 1 0 1

)
, J =

(
0 1 1 0
1 0 0 1

)
.

Any (X,Y) constrained to (I, J) will have the following form:

X =

(
x1 0 x3 0
0 x2 0 x4

)
, Y =

(
0 y2 y3 0
y1 0 0 y4

)
, XY> =

(
x3y3 x1y1

x2y2 x4y4

)
.

Given any matrix H ∈ R2×2 (and in particular, given any HODLR matrix in this
dimension) it is easy to see that H can be represented as XY> such that supp(X) ⊆
I, supp(Y) ⊆ J (take e.g. x3 = a11, x1 = a12, x2 = a21, x4 = a22 and all yi = 1). It
is also easy to verify that this choice of (I, J) makes all the supports of the rank-one
contributions pairwise disjoint, so that the assumptions of Theorem 5.2.3 are fulfilled.
Finally, we observe that |IN | = |JN | = 4.

2) Suppose that our hypothesis is correct for N − 1, we need to prove its correctness for
N . Let (IN−1, JN−1) be the pair of supports for N − 1, we construct (IN , JN ) (still in
binary matrix form) as follows:

IN =

(
1n/2×1 0n/2×1 IN−1 0n/2×(3n/2−2)

0n/2×1 1n/2×1 0n/2×(3n/2−2) IN−1

)
JN =

(
0n/2×1 1n/2×1 JN−1 0n/2×(3n/2−2)

1n/2×1 0n/2×1 0n/2×(3n/2−2) JN−1

)
where n = 2N and 1p×q (resp. 0p×q) is the matrix of size p×q full of ones (resp. of zeros).
Since IN−1 and JN−1 are both of dimension 2N−1 × (3× 2N−1 − 2) = (n/2)(3n/2− 2),
the dimensions of IN and JN are both equal to (n, 2 × (3n/2 − 2) + 2) = (n, 3n − 2).
Moreover, the cardinalities of IN and JN satisfy the following recursive formula:

|IN | = n+ 2|IN−1|, |JN | = n+ 2|JN−1|,

which justifies the fact that |IN | = |JN | = O(n log n). Finally, any pair of factors (X,Y)
respecting the support constraints (IN , JN ) need to have the following form:

X =

(
X1 0n/2×1 X3 0n/2×(3n/2−2)

0n/2×1 X2 0n/2×(3n/2−2) X4

)
Y =

(
0n/2×1 Y2 Y3 0n/2×(3n/2−2)

Y1 0n/2×1 0n/2×(3n/2−2) Y4

)
where Xi,Yi ∈ Rn/2, 1 ≤ i ≤ 2, and for 3 ≤ j ≤ 4 we have Xj ,Yj ∈ Rn/2×(3n/2−2),
supp(Xj) ⊆ IN−1, supp(Yj) ⊆ JN−1. Their product yields:

XY> =

(
X3Y

>
3 X1Y

>
1

X2Y
>
2 X4Y

>
4

)
.
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Given an HODLR matrix A ∈ Rn×n, since A12,A21 ∈ Rn/2×n/2 are of rank at most
one, one can find Xi,Yi ∈ Rn/2, 1 ≤ i ≤ 2 such that A12 = X1Y

>
1 ,A21 = X2Y

>
2 .

Since A11,A22 ∈ Rn/2×n/2 are HODLR, by the induction hypothesis, one can also find
Xi,Yi ∈ Rn/2×(3n/2−2), 3 ≤ i ≤ 4 such that supp(Xi) ⊆ IN−1, supp(Yi) ⊆ IN−1 and
A11 = X3Y

>
3 ,A22 = X4Y

>
4 . Finally, this construction also makes all the supports

of the rank-one contributions pairwise disjoint: the first two rank-one supports are
S1 = {n/2 + 1, . . . , n} × Jn/2K,S2 = Jn/2K × {n/2 + 1, . . . , n}, and the remaining ones
are inside Jn/2K× Jn/2K and {n/2 + 1, . . . , n} × {n/2 + 1, . . . , n} which are disjoint by
the induction hypothesis.

5.5.2 Proof for Lemma 5.2.6

Proof. Denote P the partition of JrK into equivalence classes defined by the rank-one
supports associated to (I, J), and P? ⊆ P the corresponding CECs. Remind that we will
use the shorthand WP := W[:, P ] ∈ Rm×n for any matrix W ∈ Rm×n (see definition of
Notation) and for any P ⊆ JnK.

Since T ⊆ JrK is precisely the set of indices of CECs, and since IT := I[:, T ] (resp.
JT := J [:, T ]) is the restriction of I (resp. of J) to columns indexed by T , the partition of
JrK into equivalence classes w.r.t (IT , JT ) is precisely P?, and for P ∈ P\P∗, we have SP =
∅. WLOG, we assume P? = {Pi | 1 ≤ i ≤ `}. Denote Pk = {P1, . . . , Pk}, SPk = ∪1≤i≤kSPi
for 1 ≤ k ≤ ` and SP0 = ∅. We prove below that (X,Y) = SVD FSMF(A, IT , JT ) satisfies:

XPkY
>
Pk

= A� (SPk \ SPk−1
),∀ 1 ≤ k ≤ `, (5.8)

which implies: XY> =
∑

P∈P? XPY>P =
∑`

k=1 A�(SPk \SPk−1
) = A�S` = A�ST = A

(since we assume supp(A) = ST ). This yields the conclusion since supp(X) ⊆ IT and
supp(Y) ⊆ JT by definition of SVD FSMF(·).

We prove Equation (5.8) by induction on `. To ease the reading, in this proof, we
denote CPk , RPk (Definition 5.2.5) by Ck, Rk respectively.

For ` = 1 it is sufficient to consider k = 1: we have SP1 \ SP0 = C1 × R1. Since
min(|R1|, |C1|) ≤ |P1| (Definition 5.2.5), taking the best rank-|P1| approximation of A �
(R1 × C1) (whose rank is at most min(|R1|, |C1|)) yields XP1Y

>
P1

= A � (R1 × C1) =
A� (SP1 \ SP0).

Assume that Equation (5.8) holds for `− 1. We prove its correctness for `. Consider:
A′ := A −

∑
k<` XPkY

>
Pk

= A − A � SP`−1
= A � S̄P`−1

. Therefore, A′ � SP` =
A � (SP` \ SP`−1

). Again, since min(|R`|, |C`|) ≤ |P`| (Definition 5.2.5), taking the best
rank-|P`| approximation of A′�SP` = A′�(R`×C`) (whose rank is at most min(|R`|, |C`|))
yields XP`Y

>
P`

= A′�(R`×C`) = A�(SP` \SP`−1
). That implies Equation (5.8) is correct

for all `.

5.5.3 Proof for Theorem 5.2.9

Before presenting the proof of Theorem 5.2.9, we introduce a definition and a technical
lemma. The following definition introduces a decomposition of the factors X and Y using
the taxonomy of indices from Definition 5.2.8.

Definition 5.5.1. Given IT , JT and Ii
T̄
, J i
T̄
, i = 1, 2 as in Definition 5.2.8, consider (X,Y )

a feasible point of (2.4.FSMF), we denote:
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1) XT = X� IT ,Xi
T̄

= X� Ii
T̄

, for i = 1, 2.

2) YT = Y � IT ,Yi
T̄

= Y � Ii
T̄

, for i = 1, 2.

with � the Hadamard product between a matrix and a binary matrix representing support
constraint.

The following is a technical result.

Lemma 5.5.2. Given I, J support constraints of (2.4.FSMF), consider T,ST ,SP as in
Definition 5.2.2, XT ,X

i
T̄
,YT ,Y

i
T̄

as in Definition 5.2.7 and assume that for all k ∈ T̄ ,
S ′k is rectangular. It holds:

C1 supp(XTY>T ) ⊆ ST .

C2 supp(X1
T̄

(Y1
T̄

)>) ⊆ SP \ ST .

C3 supp(Xi
T̄

(Yj
T̄

)>) ⊆ ST , ∀1 ≤ i, j ≤ 2, (i, j) 6= (1, 1).

Proof. We justify (C1)-(C3) as follow:

• C1: Since XTY>T =
∑

i∈T X[:, i]Y[:, i]>, supp(XTY>T ) ⊆ ∪i∈TSk = ST .

• C2: Consider the coefficient (i, j) of (X1
T̄

)(Y1
T̄

)>

((X1
T̄ )(Y1

T̄ )>)i,j =
∑
k

(X1
T̄ )i,k(Y

1
T̄ )j,k =

∑
(i,k)∈I1

T̄
,(j,k)∈J1

T̄

Xi,kYj,k

By the definition of I1
T̄
, J1
T̄

, (X1
T̄

)(Y1
T̄

)>i,j 6= 0 iff (i, j) ∈ ∪`∈T̄R` × C` = SP \ ST .

• C3: We prove for the case of (X1
T̄

)(Y2
T̄

)>. Others can be proved similarly.

((X1
T̄ )(Y2

T̄ )>)i,j =
∑
k

(X1
T̄ )i,k(Y

2
T̄ )j,k =

∑
(i,k)∈I1

T̄
,(j,k)∈J2

T̄

Xi,kYj,k (5.9)

Since ∀` ∈ T̄ ,S ′` is rectangular, SP \ST = ∪`∈T̄S ′` = ∪`∈T̄R`×C`. If (i, j) ∈ SP \ST ,
Equation (5.9) shows that ((X1

T̄
)(Y2

T̄
)>)i,j = 0 since there is no k such that (i, k) ∈

I2
T̄
, (j, k) ∈ J2

T̄
due to the definition of I1

T̄
, J2
T̄

). Moreover, supp((X1
T̄

)(Y2
T̄

)>) ⊆ SP
(since supp(X1

T̄
) ⊆ I, supp(Y2

T̄
) ⊆ J). Thus, it shows that supp((X1

T̄
)(Y2

T̄
)>) ⊆

SP \ (SP \ ST ) = ST .

Here, we present the proof of Theorem 5.2.9.

Proof of Theorem 5.2.9. Given X,Y feasible point of the input (A, I, J), consider XT ,YT

and Xi
T̄
,Yi

T̄
, i = 1, 2 defined as in Definition 5.5.1. Let µ1 and µ2 be the infimum value of

(2.4.FSMF) with (A, I, J) and with (A′, I1
T̄
, J1
T̄

) (A′ = A� S̄T ) respectively.
First, we remark that I1

T̄
and J1

T̄
satisfy the assumptions of Theorem 5.2.3. Indeed, it

holds Sk(I1
T̄
, J1
T̄

) = Sk(I, J) \ ST = S ′k by construction. For any two indices k, l ∈ T̄ , the
representative rank-one supports are either equal (S ′k = S ′l) or disjoint (S ′k ∩ S ′l = ∅) by
assumption. That shows why I1

T̄
and J1

T̄
satisfy the assumptions of Theorem 5.2.3.
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Next, we prove that µ1 = µ2. Since (ST ,SP \ ST , S̄P) form a partition of JmK × JnK,
we have C �D = 0, C 6= D,C,D ∈ {ST ,SP \ ST , S̄P} (C,D are represented in binary
matrix forms). From the definition of A′ it holds A′ � S̄P = A � S̄P and A′ � ST = 0.
Moreover, it holds (X1

T̄
)(Y1

T̄
)> � ST ∪ S̄P = 0 due to C2.

Since supp(XT ) ⊆ IT , supp(Xi
T̄

) ⊆ IT̄ , supp(YT ) ⊆ JT , supp(Yi
T̄

) ⊆ JT̄ , i = 1, 2, the

product XY> can be decomposed as:

XY> = XTY>T +
∑

1≤i,j≤2

(Xi
T̄ )(Yj

T̄
)>. (5.10)

Consider the loss function of (2.4.FSMF) with input (A′, I1
T̄
, J1
T̄

) and solution (X1
T̄
,Y1

T̄
):

‖A′ −X1
T̄ (Y1

T̄ )>‖2

= ‖(A′ −X1
T̄ (Y1

T̄ )>)� ST ‖2 + ‖(A′ −X1
T̄ (Y1

T̄ )>)� (SP \ ST )‖2

+ ‖(A′ −X1
T̄ (Y1

T̄ )>)� S̄P‖2

C2
= ‖(A′ − (X1

T̄ )(Y1
T̄ )>)� SP \ ST ‖2 + ‖A′ � S̄P‖2

C1+C3
= ‖(A−XTY>T −

∑
1≤i,j≤2

(Xi
T̄ )(Yj

T̄
)>)� (SP \ ST )‖2 + ‖A� S̄P‖2

(5.10)
= ‖(A−XY>)� (SP \ ST )‖2 + ‖A� S̄P‖2

(5.11)

Perform the same calculation with (A, I, J) and solution (X,Y):

‖(A−XY>)‖2

= ‖(A−XY>)� ST ‖2 + ‖(A−XY>)� (SP \ ST )‖2 + ‖(A−XY>)� S̄P‖2

= ‖(A−XY>)� ST ‖2 + ‖(A−XY>)� (SP \ ST )‖2 + ‖A� S̄P‖2
(5.12)

where the last equality holds since supp(XY>) ⊆ SP . Therefore, for any feasible point
(X,Y) of instance (A, I, J), we can choose X̃ = X1

T̄
, Ỹ = Y1

T̄
feasible point of (A′, I1

T̄
, J1
T̄

)

such that ‖A−XY>‖ ≥ ‖A′− X̃Ỹ>‖ (Equation (5.11) and Equation (5.12)). This shows
µ1 ≥ µ2.

On the other hand, given any feasible point (X̃, Ỹ) of instance (A′, I1
T̄
, J1
T̄

), we can

construct a feasible point (X,Y) for instance (A, I, J) such that ‖A −XY>‖2 = ‖A′ −
X′Y′>‖2. We construct (X,Y) = (XT + X1

T̄
+ X2

T̄
,YT + Y1

T̄
+ Y2

T̄
) where:

1) X1
T̄

= X̃,Y1
T̄

= Ỹ,

2) X2
T̄
,Y2

T̄
can be chosen arbitrarily such that supp(X2

T̄
) ⊆ I2

T̄
, supp(Y2

T̄
) ⊆ J2

T̄

3) XT and YT such that supp(XT ) ⊆ IT , supp(YT ) ⊆ JT and:

XTY>T = (A− (X1
T̄ + X2

T̄ )(Y1
T̄ + Y2

T̄ )>)� ST

(XT ,YT ) exists due to Lemma 5.2.6. By Lemma 5.5.2, with this choice we have:

(A−XY>)� ST
(5.10)

= (A− (X1
T̄ + X2

T̄ )(Y1
T̄ + Y2

T̄ )> −XTY>T )� ST
C1
= (A− (X1

T̄ + X2
T̄ )(Y1

T̄ + Y2
T̄ )>)� ST )−XTY>T = 0

(5.13)
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Therefore ‖A −XY>‖2 = ‖A′ − X̃Ỹ>‖2 (Equation (5.11) and Equation (5.12)). Thus,
µ2 ≥ µ1. We obtain µ1 = µ2. In addition, given (X,Y) an optimal solution of (2.4.FSMF)
with instance (A, I, J), we have shown how to construct an optimal solution (X̃, Ỹ) with
instance (A� S̄T , I1

T̄
, J1
T̄

) and vice versa. That completes our proof.

The following Corollary is a direct consequence of the proof of Theorem 5.2.9.

Corollary 5.5.3. With the same assumptions and notations as in Theorem 5.2.9, a fea-
sible point (X,Y) (i.e., such that supp(X) ⊆ I, supp(Y) ⊆ J) is an optimal solution of
(2.4.FSMF) if and only if:

1) (X� I1
T̄
,Y � J1

T̄
) is an optimal solution of (2.4.FSMF) with (A� S̄T , I1

T̄
, J1
T̄

).

2) The following equation holds: (A−XY>)� ST = 0

Remark 5.5.4. In the proof of Theorem 5.2.9, for an optimal solution, one can choose
X2
T̄
,Y2

T̄
arbitrarily. If we choose X2

T̄
= 0,Y2

T̄
= 0, thanks to Equation (5.13), XT and

YT has to satisfy:

XTY>T = (A− (X1
T̄ + X2

T̄ )(Y1
T̄ + Y2

T̄ )>)� ST = (A−X1
T̄ (Y1

T̄ )>)� ST
C2
= A� ST

5.6 Proof for technical results in Section 5.3

In this section, provide proofs for several technical lemmas in Section 5.3, namely Lem-
mas 5.3.4 to 5.3.6 and Corollary 5.6.6.

5.6.1 Proofs for a key lemma

In this section, we will introduce an important technical lemma. It is used extensively for
the proof of other technical lemmas of the tractability and the landscape of (2.4.FSMF)
under the assumptions of Theorem 5.2.9.

Lemma 5.6.1. Consider I, J support constraints of (2.4.FSMF) such that P? = P. For
any CEC-full-rank feasible point (X,Y) and continuous function g : [0, 1]→ Rm×n satisfy-
ing supp(g(t)) ⊆ ST (Definition 5.2.5) and g(0) = XY>, there exists a feasible continuous
function f : [0, 1]→ Rm×r × Rn×r : f(t) = (Xf (t),Yf (t)) such that:

A1 f(0) = (XT ,YT ).

A2 g(t) = Xf (t)Yf (t)>,∀t ∈ [0, 1].

A3 ‖f(z)− f(t)‖2 ≤ C‖g(z)− g(t)‖2, ∀t, z ∈ [0, 1].

where C = max
P∈P?

(
max

(∣∣∣∣∣∣∣∣∣X†RP ,P ∣∣∣∣∣∣∣∣∣2, ∣∣∣∣∣∣∣∣∣Y†CP ,P ∣∣∣∣∣∣∣∣∣2)) (D† and |||D||| denote the pseudo-

inverse and operator norm of a matrix D respectively ).
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Lemma 5.6.1 consider the case where P only contains CECs. Later in other proofs, we
will control the factors (X,Y) by decomposing X = XT + XT̄ (and Y = YT + YT̄ ) (T, T̄
defined in Definition 5.2.5 and XT̄ := X[:, T̄ ],YT̄ := Y[:, T̄ ]) and manipulate (XT ,YT )
and (XT̄ ,YT̄ ) separately. Since the supports of (XT ,YT ) satisfy Lemma 5.6.1, it provides
us a tool to work with (XT ,YT ).

The proof of Lemma 5.6.1 is carried out by induction. We firstly introduce and prove
two other lemmas: Lemma 5.6.2 and Lemma 5.6.3. While Lemma 5.6.2 is Lemma 5.6.1
without support constraints, Lemma 5.6.3 is Lemma 5.6.1 where |P?| = 1.

Lemma 5.6.2. Let X ∈ Rm×r,Y ∈ Rn×r,min(m,n) ≤ r and assume that X or Y has
full row rank. Given any continuous function g : [0, 1] → Rm×n in which g(0) = XY>,
there exists a continuous function f : [0, 1] → Rm×r × Rn×r : f(t) = (Xf (t),Yf (t)) such
that:

1) f(0) = (X,Y).

2) g(t) = Xf (t)Yf (t)>, ∀t ∈ [0, 1].

3) ‖f(z)− f(t)‖2 ≤ C‖g(z)− g(t)‖2,∀t, z ∈ [0, 1].

where C = max
(∣∣∣∣∣∣X†∣∣∣∣∣∣2, ∣∣∣∣∣∣Y†∣∣∣∣∣∣2).

Proof. WLOG, we can assume that X has full row rank. We define f as:

Xf (t) = X

Yf (t) = Y + (g(t)− g(0))>(XX>)−1X = Y + (X†(g(t)− g(0)))>
(5.14)

where X† = X>(XX>)−1 the pseudo-inverse of X. The function Yf is well-defined due
to the assumption of X being full row rank. It is immediate for the first two constraints.
Since ‖f(z) − f(t)‖2 = ‖Yf (z) − Yf (t)‖2 = ‖X†(g(z) − g(t))‖2, the third one is also
satisfied as:

‖f(z)− f(t)‖2 = ‖X†(g(z)− g(t))‖2 ≤
∣∣∣∣∣∣∣∣∣X†∣∣∣∣∣∣∣∣∣2‖g(z)− g(t)‖2 ≤ C‖g(z)− g(t)‖2

Lemma 5.6.3. Consider I, J support constraints of (2.4.FSMF) where P? = P = {P},
for any feasible CEC-full-rank point (X,Y) and continuous function g : [0, 1] → Rm×n
satisfying supp(g(t)) ⊆ SP (Definition 5.2.2) and g(0) = XY>, there exists a feasible
continuous function f : [0, 1]→ Rm×r × Rn×r : f(t) = (Xf (t),Yf (t)) such that:

B1 f(0) = (X,Y).

B2 g(t) = Xf (t)Yf (t)>, ∀t ∈ [0, 1].

B3 ‖f(z)− f(t)‖2 ≤ C‖g(z)− g(t)‖2.

where C = max
(∣∣∣∣∣∣X[RP , P ]†

∣∣∣∣∣∣2, ∣∣∣∣∣∣Y[CP , P ]†
∣∣∣∣∣∣2).
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Proof. WLOG, we assume that P = J|P |K, RP = J|RP |K, CP = J|CP |K. Furthermore, we
can assume |P | ≥ |RP | and X[RP , P ] is full row rank (due to the hypothesis and the fact
that P is complete).

Since P? = P = {P}, a continuous feasible function f(t) must have the form: Xf (t) =[
X̃f (t) 0

0 0

]
and Yf (t) =

[
Ỹf 0
0 0

]
where X̃f : [0, 1] → R|RP |×|P |, Ỹf : [0, 1] → R|CP |×|P | are

continuous functions. f is fully determined by (X̃f (t), Ỹf (t)).
Moreover, if g : [0, 1]→ Rm×n satisfying supp(g(t)) ⊆ ST , then g has to have the form:

g(t) =
[
g̃ 0
0 0

]
where g̃ : [0, 1]→ R|RP |×|CP | is a continuous function.

Since g(0) = XY>, g̃(0) = (X[RP , P ])(Y[CP , P ])>. Thus, to satisfy each constraint
B1-B3, it is sufficient to find X̃f and Ỹf such that:

B1: X̃f (0) = XRP ,P , Ỹf (0) = YCP ,P .

B2: g̃(t) = X̃f (t)Ỹf (t)>, ∀t ∈ [0, 1] because:

Xf (t)Yf (t)> =

(
X̃f (t)Ỹf (t)> 0

0 0

)
=

(
g̃(t) 0
0 0

)
= g(t)

B3: ‖X′(z)−X′(t)‖2+‖Y′(z)−Y′(t)‖2 ≤ C‖A′(z)−A′(t)‖2 since ‖X′f (z)−Xf (t)‖2+

‖Y′f (z)−Yf (t)‖2 = ‖f(z)− f(t)‖2 and ‖A′(z)−A′(t)‖=‖g(z)− g(t)‖2.

Such function exists thanks Lemma 5.6.2 (since we assume X[RP , P ] has full rank).

Proof of Lemma 5.6.1. In this proof, we will use the shorthand WP := W[:, P ] ∈ Rm×n
for any matrix W ∈ Rm×n (see definition of Notation) and for any P ⊆ JnK.

We prove by induction on the size P. By Lemma 5.6.3 the result is true if |P| = 1.
Assume the result is true if |P| ≤ p. We consider the case where |P| = p+ 1. Let P ∈ P
and partition P into P ′ = P \ {P} and {P}. Let T ′ = ∪P ′∈P ′P ′ = T \ P . Since |P ′| = p,
we can use induction hypothesis. Define:

h1(t) = (g(t)−XPY>P )� SP ′ , h2(t) = XPY>P � SP ′ + g(t)� SP \ SP ′

We verify that the function h1(t) satisfying the hypotheses to use induction step: h1

continuous, supp(h1(t)) ⊆ SP ′ and finally h1(0) = (g(0)−XPY>P )�SP ′ = XT ′Y
>
T ′�SP ′ =

XT ′Y
>
T ′ . Using the induction hypothesis with P ′, there exists a function f1 : [0, 1] →

Rm×r × Rn×r : f1(t) = (X1
f (t),Y1

f (t)) such that:

1) supp(X1
f (t)) ⊆ IT ′ , supp(Y1

f (t)) ⊆ JT ′ .

2) f1(0) = (XT ′ ,YT ′).

3) h1(t) = X1
f (t)Y1

f (t)>,∀t ∈ [0, 1].

4) ‖f1(z)− f1(t)‖2 ≤ C′‖h1(z)− h1(t)‖2.

where C′ = max
P ′∈P ′

(
max

(∣∣∣∣∣∣∣∣∣X†RP ′ ,P ′∣∣∣∣∣∣∣∣∣2, ∣∣∣∣∣∣∣∣∣Y†CP ,P ∣∣∣∣∣∣∣∣∣2
))

.

On the other hand, h2(t) satisfies the assumptions of Lemma 5.6.3: h2(t) is continuous
and supp(h2(t)) = supp(XPY>P �SP ′+g(t)�SP \ SP ′) ⊆ supp(XPY>P )∪(SP \SP ′) = SP .
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In addition, since g(0) � SP \ SP ′ = (XY>) � SP \ SP ′ = (XT ′Y
>
T ′ + XPY>P ) �

SP \ SP ′ = XPY>P � SP \ SP ′ , we have h2(0) = XPY>P � SP ′ + g(0) � SP \ SP ′ =
XPY>P � (SP ′ + SP \ SP ′) = XPY>P . Invoking Lemma 5.6.3 with the singleton {P},
there exists a function (X2

f (t),Y2
f (t)) such that:

1) supp(X2
f (t)) ⊆ IP , supp(Y2

f (t)) ⊆ JP .

2) f2(0) = (XP ,YP ).

3) h2(t) = X2
f (t)Y2

f (t)>,∀t ∈ [0, 1].

4) ‖f2(z)− f2(t)‖2 ≤ max

(∣∣∣∣∣∣∣∣∣X†RP ,P ∣∣∣∣∣∣∣∣∣2, ∣∣∣∣∣∣∣∣∣Y†CP ,P ∣∣∣∣∣∣∣∣∣2) ‖h2(z)− h2(t)‖2.

We construct the functions f(t) = (Xf (t),Yf (t)) as:

Xf (t) = X1
f (t) + X2

f (t), Yf (t) = Y1
f (t) + Y2

f (t)

We verify the validity of this construction. f is clearly feasible due to the supports of
Xi
f (t),Yi

f (t), i = 1, 2. The remaining conditions are:

A1:
Xf (0) = X1

f (0) + X2
f (0) = XT ′ + XP = X

Yf (0) = Y1
f (0) + Y2

f (0) = YT ′ + YP = Y

A2:

Xf (t)Yf (t)> = X1
f (t)Y1

f (t)> + X2
f (t)Y2

f (t)>

= h1(t) + h2(t)

= (g(t)−XPY>P )� SP ′ + XPY>P � SP ′ + g(t)� SP \ SP ′
= g(t)� (SP ′ + SP \ SP ′) = g(t)

A3:

‖f(z)− f(t)‖2

= ‖f1(z)− f1(t)‖2 + ‖f2(z)− f2(t)‖2

≤ C′‖h1(z)− h1(t)‖2 + max

(∣∣∣∣∣∣∣∣∣X†RP ,P ∣∣∣∣∣∣∣∣∣2, ∣∣∣∣∣∣∣∣∣Y†CP ,P ∣∣∣∣∣∣∣∣∣2) ‖h2(z)− h2(t)‖2

≤ C(‖h1(z)− h1(t)‖2 + ‖h2(z)− h2(t)‖2)

= C(‖(g(z)− g(t))� SP ′‖2 + ‖(g(z)− g(t))� SP \ SP ′‖2)

= C‖g(z)− g(t)‖2
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5.6.2 Proof of Lemma 5.3.4

The proof relies on two intermediate results that we state first: Lemma 5.6.4 and Corol-
lary 5.6.5. The idea of Lemma 5.6.4 can be found in [VBB20]. Since it is not for-
mally proved as a lemma or theorem, we reprove it here for self-containedness. In fact,
Lemma 5.6.4 and Corollary 5.6.5 are special cases of Lemma 5.3.4 with no support con-
traints and P? = P = {P} respectively.

Lemma 5.6.4. Let X ∈ RR×p,Y ∈ RC×p,min(R,C) ≤ p. There exists a continuous
function f(t) = (Xf (t),Yf (t)) on [0, 1] such that:

• f(0 = (X,Y).

• XY> = Xf (t)(Yf (t))>, ∀t ∈ [0, 1].

• Xf (1) or Yf (1) has full row rank.

Proof. WLOG, we assume that m ≤ r. If X has full row rank, then one can choose
constant function f(t) = (X,Y) to satisfy the conditions of the lemma. Therefore, we
can focus on the case where rank(X) = q < m. WLOG, we can assume that the first q
columns of X (i.e., X[:, 1], . . . ,X[:, q]) are linearly independent. The remaining columns
of X can be expressed as:

Xk =

q∑
i=1

αki X[:, i], ∀q < k ≤ r

We define a matrix Ỹ by their columns as follow:

Ỹi =

{
Y[:, i] +

∑r
k=q+1 α

k
i Y[:, k] if i ≤ q

0 otherwise

By construction, we have XY> = XỸ>. We define the function f1 : [0, 1]→ Rm×r×Rn×r
as:

f1(t) = (X, (1− t)Y + tỸ)

This function will not change the value of f since we have:

X((1− t)Y> + tỸ>) = (1− t)XY> + tXỸ> = XY>.

Let X̃ be a matrix whose first q columns are identical to that of X and rank(X̃) = m.
The second function f2 defined as:

f2(t) = ((1− t)X + tX̃, Ỹ)

also has their product unchanged (since first q columns of (1− t)X + tX̃ are constant and
last (r − q) rows of Ỹ are zero). Moreover, f2(0) = (X̃, Ỹ) where X̃ has full row rank.
Therefore, the concatenation of two functions f1 and f2 (and shrink t by a factor of 2) are
the desired function f .
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Corollary 5.6.5. Consider I, J support constraints of Equation (2.4.FSMF) with P? =
P = {P}. There is a feasible continuous function f : [0, 1] 7→ Rm×r × Rn×r : f(t) =
(Xf (t),Yf (t)) such that:

1. f(0) = (X,Y);

2. Xf (t)(Yf (t))> = XY>, ∀t ∈ [0, 1];

3. (Xf (1))[RP , P ] or (Yf (1))[CP , P ] has full row rank.

Proof of Corollary 5.6.5. WLOG, up to permuting columns, we can assume P = J|P |K, RP =
J|RP |K and CP = J|CP |K (RP and CP are defined in Definition Definition 5.2.2). A feasible
function f = (Xf (t),Yf (t)) has the form:

Xf (t) =

(
X̃f (t) 0

0 0

)
,Yf (t) =

(
Ỹf (t) 0

0 0

)
where X̃f : [0, 1] 7→ RRP×P , Ỹf : [0, 1] 7→ RCP×P .

Since P is a CEC, we have p ≥ min(RP , CP ). Hence we can use Lemma 5.6.4 to
build (X̃f (t), Ỹf (t)) satisfying all conditions of Lemma 5.6.4. Such (X̃f (t), Ỹf (t)) fully
determines f and make f our desirable function.

Proof of Lemma 5.3.4. First, we decompose X and Y as:

X = XT̄ +
∑
P∈P?

XP , Y = YT̄ +
∑
P∈P?

YP

where XP (resp. YP ) is a shorthand for X[:, P ] (resp. Y[:, P ]).
Since T̄ and P ∈ P? form a partition of JrK, the product XY> can be written as:

XY> = XT̄Y>T̄ +
∑
P∈P?

XPY>P .

For each P ∈ P?, (IP , JP ) contains one CEC. By applying Corollary 5.6.5, we can build
continuous functions (XP

f (t),YP
f (t)), supp(XP

f (t)) ⊆ IP , supp(YP
f (t)) ⊆ JP , ∀t ∈ [0, 1]

such that:

1. (XP
f (0),YP

f (0)) = (XP ,YP ).

2. XP
f (t)(YP

f (t))> = XPY>P , ∀t ∈ [0, 1].

3. (XP
f (1))[RP , P ] or (YP

f (1))[CP , P ] has full row rank.

Our desirable f(t) = (Xf (t),Yf (t)) is defined as:

Xf (t) = XT̄ +
∑
P∈P?

XP
f (t), Y(t) = YT̄ +

∑
P∈P?

YP
f (t)

To conclude, it is immediate to check that f = (Xf (t),Yf (t)) is feasible, f(0) = (X,Y),
f(1) is CEC-full-rank and Xf (t)Yf (t)> = XY>, ∀t ∈ [0, 1].



105

5.6.3 Proof of Lemma 5.3.5

Denote Z = XY>, we construct f such that Xf (t)Yf (t)> = B(t), where B(t) = Z�S̄T +
(At+ Z(1− t))� ST . Such function f makes L(Xf (t),Yf (t)) non-increasing since:

‖A−Xf (t)Yf (t)>‖2 = ‖A−B(t)‖2

= ‖(A− Z)� S̄T ‖2 + (1− t)2‖(A− Z)� ST ‖2
(5.15)

Thus, the rest of the proof is devoted to show that such a function f exists by using
Lemma 5.6.1. Consider the function g(t) = B(t) − XT̄ (YT̄ )>. We have that g(t) is
continuous, g(0) = B(0)−XT̄ (YT̄ )> = Z−XT̄ (YT̄ )> = XT (YT )> and:

g(t)� S̄T = (B(t)−XT̄ (YT̄ )>)� S̄T
= (Z−XT̄ (YT̄ )>)� S̄T
= (XTY>T )� S̄T = 0

which shows supp(g(t)) ⊆ ST . Since (XT ,YT ) is CEC-full-rank (by our assumption,
(X,Y) is CEC-full-rank), invoking Lemma 5.6.1 with (IT , JT ), there exists fT (t) =
(XT

f (t),YT
f (t)) such that:

D1 supp(XT
f (t)) ⊆ IT , supp(YC

f (t)) ⊆ JT .

D2 fT (0) = (XT ,YT ).

D3 g(t) = XT
f (t)(YT

f (t))>,∀t ∈ [0, 1].

We can define our desired function f(t) = (Xf (t),Yf (t)) as:

Xf (t) = XT̄ + XT
f (t), Y = YT̄ + YT

f (t)

f is clearly feasible due to (D1). The remaining condition to be checked is:

• First condition:

Xf (0) = XT
f (0) + XT̄ = XT + XT̄ = X, Yf (0) = YT

f (0) + YT̄ = YT + YT̄ = Y

• Second condition: holds thanks to Equation (5.15) and:

Xf (t)(Yf (t))> = XT̄Y>T̄ + XC
f (t)(YC

f (t))> = XT̄Y>T̄ + g(t) = B(t)

• Third condition:

(A−Xf (1)(Yf (1))>)� ST = (A−B(1))� ST
= (A− Z� S̄T −A� ST )� ST = 0
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5.6.4 Proof of Lemma 5.3.6

Consider XT ,X
i
T̄
,YT ,Y

i
T̄
, i = 1, 2 as in Definition 5.5.1. We redefine A′ = A � S̄T , I ′ =

I1
T̄
, J ′ = J1

T̄
as in Theorem 5.2.9.

In light of Corollary 5.5.3, an optimal solution (X̃, Ỹ) has the following form:

1) X̃1
T̄

= X̃� I1
T̄
, Ỹ1

T̄
= Ỹ � J1

T̄
is an optimal solution of (2.4.FSMF) with (A′, I ′, J ′).

2) X̃2
T̄

= X̃� I2
T̄
, Ỹ2

T̄
= Ỹ � J2

T̄
can be arbitrary.

3) X̃T = X̃� IT , ỸT = Ỹ � JT satisfy:

X̃T Ỹ>T = (A−
∑

(i,j)6=(1,1)

X̃i
T̄ Ỹj

T̄
)> � ST

Since (I ′, J ′) has its support constraints satisfying Theorem 5.2.3 assumptions as shown
in Theorem 5.2.9, by Theorem 5.3.1, there exists a function (XT̄

f (t),YT̄
f (t)) such that:

1) supp(XT̄
f (t)) ⊆ I1

T̄
, supp(YT̄

f (t)) ⊆ J1
T̄

.

2) XT̄
f (0) = X1

T̄
,YT̄

f (0) = Y1
T̄

.

3) L′(XT̄
f (t),YT̄

f (t)) = ‖A′ −XT̄
f (t)YT̄

f (t)>‖2 is non-increasing.

4) (XT̄
f (1),YT̄

f (1)) is an optimal solution of the instance of (2.4.FSMF) with (A′, I ′, J ′).

Consider the function g(t) =
(
A− (XT̄

f (t) + X2
T̄

)(YT̄
f (t) + Y2

T̄
)>
)
�ST . This construction

makes g(0) = XTY>T . Indeed,

g(0) =
(
A− (XT̄

f (0) + X2
T̄ )(YT̄

f (0) + Y2
T̄ )>

)
� ST

=
(
A− (X1

T̄ + X2
T̄ )(Y1

T̄ + Y2
T̄ )>

)
� ST

(1)
=
(
XY> − (X1

T̄ + X2
T̄ )(Y1

T̄ + Y2
T̄ )>

)
� ST

(2)
= XTY>T

where (1) holds by the hypothesis (A − XY>) � ST = 0, and (2) holds by Equation
(5.10) and supp(XTY>T ) ⊆ ST . Due to our hypothesis (X,Y) is CEC-full-rank, (XT ,YT )
is CEC-full-rank. In addition, g(t) continuous, supp(g(t)) ⊆ ST and g(0) = XTY>T .
Invoking Lemma 5.6.1 with (IT , JT ), there exist functions (XC

f (t),YC
f (t)) satisfying:

1) supp(XT
f (t)) ⊆ IT , supp(YT

f (t)) ⊆ JT .

2) fT (0) = (XT ,YT ).

3) g(t) = XT
f (t)YT

f (t)>,∀t ∈ [0, 1].
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Finally, one can define the function Xf (t),Yf (t) satisfying Lemma 5.3.6 as:

Xf (t) = XT̄
f (t) + XC

f (t) + X2
T̄ , Yf (t) = YT̄

f (t) + YC
f (t) + Y2

T̄

f is feasible due to the supports of XP
f (t), Y P

f (t), P ∈ {T̄ , C} and X2
T̄
, Y 2

T̄
. The remaining

conditions are satisfied as:

• First condition:

Xf (0) = XT̄
f (0) + XC

f (0) + X2
T̄ = X1

T̄ + XT + X2
T̄ = X

Yf (0) = YT̄
f (0) + YC

f (0) + Y2
T̄ = Y1

T̄ + YT + Y2
T̄ = Y

• Second condition:

‖A−Xf (t)Yf (t)>‖2 = ‖A−XT
f (t)(YT

f (t))> − (XT̄
f (t) + X2

T̄ )(YT̄
f (t) + Y2

T̄ )>‖2

= ‖g(t)−XT
f (t)YT

f (t)>‖2 + ‖(A−XT̄
f (t)(YT̄

f (t))>)� SP \ ST ‖2 + ‖A� S̄P‖2

= ‖(A′ −XT̄
f (t)(YT̄

f (t))>)� SP \ ST ‖2 + ‖A� S̄P‖2

(5.11)
= ‖A′ −XT̄

f (t)(YT̄
f (t))>‖2

Since ‖A′ −XT̄
f (t)(YT̄

f (t))>‖2 is non-increasing, so is ‖A−Xf (t)Yf (t)>‖2.

• Third condition: By Theorem 5.2.9, (Xf (1),Yf (1)) is a global minimizer since ‖A−
Xf (1)Yf (1)>‖2 = ‖A′ − XT̄

f (1)(YT̄
f (1))>‖2 where (XT̄

f (1),YT̄
f (1)) is an optimal

solution of the instance of (2.4.FSMF) with (A′, I ′, J ′).

5.6.5 Proof of Theorem 5.3.8

The following corollary is necessary for the proof of Theorem 5.3.8.

Corollary 5.6.6. Consider I, J support constraints of (2.4.FSMF), such that P? = P.
Given any feasible CEC-full-rank point (X,Y) and any B satisfying supp(B) ⊆ SP , there
exists (X̃, Ỹ) such that:

E1 supp(X̃) ⊆ I, supp(Ỹ) ⊆ J

E2 X̃Ỹ> = B.

E3 ‖X− X̃‖2 + ‖Y − Ỹ‖2 ≤ C‖XY> −B‖2.

where C = max
P∈P?

(
max

(∣∣∣∣∣∣∣∣∣X†RP ,P ∣∣∣∣∣∣∣∣∣2, ∣∣∣∣∣∣∣∣∣Y†CP ,P ∣∣∣∣∣∣∣∣∣2)).

Proof. Corollary 5.6.6 is an application of Lemma 5.6.1. Consider the function g(t) =
(1 − t)XY> + tB. By construction, g(t) is continuous, g(0) = XY> and supp(g(t)) ⊆
supp(XY>) ∪ supp(B) = SP . Since (X,Y) is CEC-full-rank, there exists a feasible func-
tion f(t) = (Xf (t),Yf (t)) satisfying A1 - A3 by using Lemma 5.6.1.

We choose (X̃, Ỹ) = (Xf (1),Yf (1)). The verification of constraints is as follow:

E1: f is feasible.
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E2: X̃Ỹ> = Xf (1)Yf (1)>
A2
= g(1) = B.

E3: ‖X− X̃‖2 + ‖Y− Ỹ‖2 A1
= ‖f(1)− f(0)‖2

A3
≤ C‖g(0)− g(1)‖2 ≤ C‖XY> −B‖2.

With Corollary 5.6.6, we proceed to the proof of Theorem 5.3.8.

Proof of Theorem 5.3.8. In this proof, we will use the shorthand WP := W[:, P ] ∈ Rm×n
for any matrix W ∈ Rm×n (see definition of Notation) and for any P ⊆ JnK.

As mentioned in the sketch of the proof, given any (X,Y) not CEC-full-rank, Lemma 5.3.4
shows the existence of a path f along which L is constant and f connects (X,Y) to some
CEC-full-rank (X̃, Ỹ). Therefore, this proof will be entirely devoted to show that a feasi-
ble CEC-full-rank solution (X,Y) cannot be a spurious local minimum. This fact will be
shown by the two following steps:

FIRST STEP: Consider the function L(X,Y), we have:

L(X,Y) = ‖A−XY>‖2 = ‖A−
∑
P ′∈P?

XP ′Y
>
P ′ −XT̄Y>T̄ ‖

2

If (X,Y) is truly a local minimum, then ∀P ∈ P?, (XP ,YP ) is also the local minimum of
the following function:

L′(XP ,YP ) = ‖(A−
∑
P ′ 6=P

XP ′Y
>
P ′ −XT̄Y

>
T̄ )−XPY>P ‖2

where L′ is equal to L but we optimize only w.r.t (XP ,YP ) while fixing the other coeffi-
cients. In other words, (XP ,YP ) is a local minimum of the problem:

Minimize
X′∈Rm×r,Y′∈Rn×r

L′(X′,Y′) = ‖B−X′Y′>‖2

Subject to: supp(X′) ⊆ IP and supp(Y′) ⊆ JP

where B = A−
∑

P ′ 6=P XP ′Y
>
P ′−XT̄YT̄ . Since all columns of IP (resp. of JP ) are identical,

all rank-one contribution supports are totally overlapping. Thus, all local minima are
global minima (Theorem 5.3.1). Global minima are attained when XPY>P = B� SP due
to the expressivity of a CEC (Lemma 5.2.6). Thus, for any P ∈ P?, ∀(i, j) ∈ SP , we have:

0 = (B−XPY>P )i,j = (A−
∑
P ′∈P?

XP ′Y
>
P ′ −XT̄Y>T̄ )i,j = (A−XY>)i,j

which implies Equation (5.7).

SECOND STEP: In this step, we assume that Equation (5.7) holds. Consider XT ,YT

and Xi
T̄
, ,Yi

T̄
, i = 1, 2 as in Definition 5.2.8. Let A′ = A� S̄T , I ′ = I1

T̄
, J ′ = J1

T̄
.

We consider two possibilities. First, if (X1
T̄
,Y1

T̄
) is an optimal solution of the instance

of (2.4.FSMF) with (A′, I ′, J ′), by Corollary 5.5.3, (X,Y) is an optimal solution of
(2.4.FSMF) with (A, I, J) (since Equation (5.7) holds). Hence it cannot be a spurious
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local minimum. We now focus on the second case, where (X1
T̄
,Y1

T̄
) is not the opti-

mal solution of the instance of (2.4.FSMF) with (A′, I ′, J ′). We show that in this case,
in any neighborhood of (X,Y), there exists a point (X′,Y′) such that supp(X′) ⊆ I,
supp(Y′) ⊆ J ′ and L(X,Y) > L(X′,Y′). Thus (X,Y) cannot be a local minimum.

Since (I1
T̄
, J1
T̄

) satisfies Theorem 5.2.3 assumptions, (2.4.FSMF) has no spurious local
minima (Theorem 5.3.1). As (X1

T̄
,Y1

T̄
) is not an optimal solution, it cannot be a lo-

cal minimum either, i.e., in any neighborhood of (X1
T̄
,Y1

T̄
), there exists (Ẋ, Ẏ) with

supp(X̃1
T̄

) ⊆ I ′, supp(Ỹ1
T̄

) ⊆ J ′ and

‖A′ −X1
T̄ (Y1

T̄ )>‖2 > ‖A′ − X̃1
T̄ (Ỹ1

T̄ )>‖2 (5.16)

By Equation (5.11), we have:

‖A′ − (X1
T̄ )(Y1

T̄ )>‖2 = ‖(A− (X1
T̄ )(Y1

T̄ )>)� SP \ ST ‖2 + ‖A� S̄P‖2

‖A′ − (X̃1
T̄ )(Ỹ1

T̄ )>‖2 = ‖(A− (X̃1
T̄ )(Ỹ1

T̄ )>)� SP \ ST ‖2 + ‖A� S̄P‖2
(5.17)

By Equation (5.16) and Equation (5.17) we have:

‖(A− (X1
T̄ )(Y1

T̄ )>)� SP \ ST ‖2 > ‖(A− X̃1
T̄ (Ỹ1

T̄ )>)� SP \ ST ‖2 (5.18)

Consider the matrix: B :=
(
A− (X̃1

T̄
+ X2

T̄
)(Ỹ1

T̄
+ Y2

T̄
)>
)
� ST . Since supp(B) ⊆ ST

and (XT ,YT ) is CEC-full-rank (we assume (X,Y) is CEC-full-rank), by Corollary 5.6.6,
there exists (X̃T , ỸT ) such that:

1) supp(X̃T ) ⊆ IT , supp(ỸT ) ⊆ JT .

2) X̃T Ỹ>T = B.

3) ‖XT − X̃T ‖2 + ‖YT − ỸT ‖2 ≤ C‖XTY>T −B‖2.

where C = max
P∈P?

(
max

(∣∣∣∣∣∣∣∣∣X†RP ,P ∣∣∣∣∣∣∣∣∣2, ∣∣∣∣∣∣∣∣∣Y†CP ,P ∣∣∣∣∣∣∣∣∣2)). We define the point(X̃, Ỹ) as:

X̃ = X̃T + X̃1
T̄ + X2

T̄ , Ỹ = ỸT + Ỹ1
T̄ + Y2

T̄

The point (X̃, Ỹ) still satisfies Equation (5.7). Indeed,

(A− X̃Ỹ>)� ST =
(
A− X̃T Ỹ>T − (X̃1

T̄ + X2
T̄ )(Ỹ1

T̄ + Y2
T̄ )>

)
� ST

= (B− X̃T Ỹ>T )� ST = 0.
(5.19)

It is clear that (X̃, Ỹ) satisfies supp(X̃) ⊆ I, supp(Ỹ) ⊆ J due to the support of its
components (X̃T , ỸT ), (X̃1

T̄
, Ỹ1

T̄
), (X2

T̄
,Y2

T̄
). Moreover, we have:

‖A− X̃Ỹ>‖2 = ‖(A− X̃Ỹ>)� ST ‖2 + ‖(A− X̃Ỹ>)� SP \ ST ‖2 + ‖A� S̄P‖2

(5.19)
= ‖(A− X̃1

T̄ (Ỹ1
T̄ )>)� SP \ ST ‖2 + ‖A� S̄P‖2

(5.18)
< ‖(A−X1

T̄ (Y1
T̄ )>)� SP \ ST ‖2 + ‖A� S̄P‖2

= ‖A−XY>‖2.
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Lastly, we show that (X̃, Ỹ) can be chosen arbitrarily close to (X,Y) by choosing (X̃1
T̄
, Ỹ1

T̄
)

close enough to (X1
T̄
,Y1

T̄
). For this, denoting ε := ‖X1

T̄
− X̃‖2 + ‖Y1

T̄
− Ỹ‖2, we first

compute:

‖X− X̃‖2 + ‖Y − Ỹ‖2 = ‖XT − X̃T ‖2 + ‖YT − ỸT ‖2 + ‖X1
T̄ − X̃1

T̄ ‖
2 + ‖Y1

T̄ − Ỹ1
T̄ ‖

2

≤ C‖XTY>T −B‖2 + ε

We will bound the value ‖XTY>T −B‖2. By using Equation (5.7), we have:

(A−
∑

1≤i,j≤2

(Xi
T̄ )(Yj

T̄
)>)� ST −XTY>T = (A−XTY>T −

∑
1≤i,j≤2

(Xi
T̄ )(Yj

T̄
)>)� ST

= (A−XY>)� ST
(5.7)
= 0

Therefore, XTY>T = [A− (X1
T̄

+ X2
T̄

)(Y1
T̄

+ Y2
T̄

)>]� ST . We have:

‖XTY>T −B‖2 = ‖[A− (X1
T̄ + X2

T̄ )(Y1
T̄ + Y2

T̄ )>]� ST −B‖2

= ‖[(X̃1
T̄ + X2

T̄ )(Ỹ1
T̄ + Y2

T̄ )> − (X1
T̄ + X2

T̄ )(Y1
T̄ + Y2

T̄ )>]� ST ‖2

≤ ‖(X̃1
T̄ + X2

T̄ )(Ỹ1
T̄ + Y2

T̄ )> − (X1
T̄ + X2

T̄ )(Y1
T̄ + Y2

T̄ )>‖2

When ε→ 0, we have ‖(X̃1
T̄

+X2
T̄

)(Ỹ1
T̄

+Y2
T̄

)>−(X1
T̄

+X2
T̄

)(Y1
T̄

+Y2
T̄

)>‖ → 0. Therefore,
with ε small enough, one have ‖X − X′‖2 + ‖Y − Y′‖2 can be arbitrarily small. This
concludes the proof.

Conclusion

This chapter is the last one (directly) discussing about the properties of (2.4.FSMF) and
it also concludes the second part of this thesis: the tractability and benign landscape
of (2.4.FSMF) under additional assumptions on the support constraints (I, J) (such as
those in Theorem 5.2.3 and Theorem 5.2.9). It illustrates a sharp contrast with what has
been presented in Chapters 3 and 4: with arbitrary support constraints (I, J), neither
the tractability nor the benign landscape are proved. Note that the conditions in Theo-
rems 5.2.3 and 5.2.9 are only sufficient, i.e., if they are satisfied, then the corresponding
instances can be solved efficiently. It is interesting to further expand this family of support
constraints (I, J) beyond those of Theorem 5.2.3 and Theorem 5.2.9. Such an expansion,
in our opinion, is likely to require us to:

1. Find a (more compact) mathematical description to decide whether a pair of support
constraints (I, J) is well-posed/ill-posed or not since we need the existence of the
optimal solutions guaranteed first, before having a (polynomial) algorithm to find
them. The algorithmic response for this decision problem in Section 3.2 is still far
from achieving our goal.

2. Go beyond the notion of block-wise low-rank matrix approximation, which plays a
central role in this chapter.
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Part III

Applications of Fixed support
matrix factorization to sparse

deep neural networks
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We recapitulate the main results with regards to (2.4.FSMF) in Part I and Part II as
follows:

1. Non-existence of optimal solutions: Certain inputs (A, I, J) are such that their
corresponding (2.4.FSMF) instances does not admit optimizer (Section 3.1).

2. NP-hardness: Solving (2.4.FSMF) with arbitrary inputs (A, I, J) is NP-hard (The-
orem 3.3.4).

3. Tractability with structured support constraints: If the support constraints
(I, J) possess certain properties (Theorems 5.2.3 and 5.2.9), (2.4.FSMF) becomes
tractable.

4. Landscape: In general, the landscape of L(X,Y) of (2.4.FSMF) has spurious local
minima (Definition 4.1.1) and spurious local valleys (Definition 4.1.5). However, if
the conditions in Theorems 5.2.3 and 5.2.9 are satisfied by (I, J), then the landscape
is benign (Theorems 5.3.1, 5.3.2 and 5.3.8).

In the following chapters, we attempt to analyze these same questions but in the setting of
(2.2.SNNT) with ReLU sparse DNNs. Below is an outline for Part III, the last technical
part of this thesis:

1. In Chapter 6, using the results on the Tractability with structured support con-
straints of (2.4.FSMF), we study the so-called butterfly parameterization, a promi-
nent approach when it comes to structured and sparse DNNs [DGE+19, DCS+22b,
LRC+21, DSG+20]. We show that the use of the butterfly parameterization is equiv-
alent to a change of parameter space that we can mathematically explicit. This result
is obtained via our analysis of the problem of fixed support matrix factorization with
multiple factors (more than two) having structured support constraints.

2. Developed from the results on the Non-existence of optimal solutions of (2.4.FSMF),
the same question for sparse DNNs training is studied in Chapter 7. This chapter
provides a classification of sparse DNN structures: those are such that their train-
ing problems always admit optimal solution and those are not. These results are
established via an investigation of the topological properties of the function spaces
corresponding to sparse DNN structures. This approach does not only allow us to
study the existence of optimal solutions in the setting of sparse DNNs training but
it also helps to establish several generalizations of existing results in the domain of
functional analysis of deep learning.

Developing two aspects: NP-hardness and Landscape for sparse DNNs is also interest-
ing, but this will be left for future works.
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Chapter 6

Butterfly parameterization:
theory and algorithm

Butterfly parameterization is a method representing linear operators as products of sparse
matrices with butterfly structures (cf. Section 2.3.3). It provides us with a general
method to accelerate the product matrix-vector, thus, finds various applications in sci-
entific computing in general and sparse DNNs in particular. In this chapter, we present
a study on the butterfly parameterization. More specifically, the main contributions in
this chapter with regards to butterfly parameterization are: first, we introduce a com-
pact definition for the so-called deformable butterfly factors [LRC+21], which unifies and
extends all the existing butterfly parameterizations proposed in the literature. Secondly,
under the notion of chainability (Definitions 6.3.7 and 6.3.10), our result in this chapter
is the first work proving the approximation factor/ratio for the so-called butterfly algo-
rithm [O’N07, LYM+15, LZRG22, ZRG23], a method to project a given matrix onto the
set of matrices admitting a representation as a product of butterfly factors. Finally, as a
corollary of the previous result, we show that, using butterfly structures in the context of
sparse DNNs is equivalent to perform a change of parameter space: instead of optimizing
the coefficients of a matrix (linear operator), one implicitly adds low-rank constraints on
a family of submatrices of the trained linear operator. Materials in this chapter are taken
from a working paper that is in preparation. This is a joint work with Léon Zheng1.

6.1 Introduction

Algorithms for the rapid evaluation of linear operators are important tools in many do-
mains like scientific computing, signal processing, and machine learning. In such ap-
plications where a very large number of parameters is involved, the direct computation
of the matrix-vector multiplication hardly scales due to its quadratic complexity in the
matrix size. Many existing works therefore rely on analytical or algebraic assumptions
on the considered matrix to approximate the evaluation of matrix-vector multiplication
with a subquadratic complexity. Examples of such structures include low-rank matrices,
hierarchical matrices Definition 2.4.1, fast multipole methods [EMRV92], etc.

1https://leonzheng2.github.io/

https://leonzheng2.github.io/
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Among these different structures, recent work has identified another class of matrices
that can be compressed for accelerating matrix multiplication. It is the class of so-called
butterfly matrices, and includes many matrices appearing in scientific computing problems,
like kernel matrices associated to special function transforms or Fourier integral operators
[O’N07]. Such matrices satisfy a certain low-rank property, named the complementary
low-rank property: it has been shown that if specific submatrices of a target matrix A of
size n× n are numerically low-rank, then A can be compressed by successive hierarchical
low-rank approximations of these submatrices, in the sense that it can be approximated
by a sparse factorization

Â = X1 . . .XN (6.1)

with N = O(log n) factors X(`) having at most O(n) nonzero entries for each ` = 1, . . . , N .
This sparse factorization, called in general butterfly factorization, would then yield a fast
algorithm for the approximate evaluation of the matrix-vector multiplication by A, in
O(n log n) complexity.

Butterfly parameterization in machine learning applications Inspired by these
previous work on butterfly factorization, several recent works construct a generic matrix
representation for structured matrices in machine learning applications. Indeed, their
motivation is to propose a parameterization of structured linear maps that is expressive
enough to capture commonly used structured linear maps, such as the Hadamard matrix,
the DFT matrix, circulant matrices, Toeplitz matrices, or the Fastfood transform matrix,
while being differentiable in order to use this parameterization in a machine learning
pipeline where parameters of a model are optimized by gradient-based methods during
the training phase in a learning task. The parameterization should also allow for an
efficient implementation of the corresponding matrix multiplication.

Therefore, their representations take the form of a sparse factorization A = X1 . . .XN

for a given number of factors N ≥ 2, where specific sparsity patterns are enforced on the
sparse factors X1, . . . ,XN in order to mimic the divide-and-conquer algorithm in the fast
Fourier transform. In existing butterfly representations, each factor X` for ` ∈ JNK satisfies
a so-called fixed-support constraint. The different existing butterfly representations only
vary by their number of factors N , and their choice of the prescribed supports S1, . . . ,SN .
Let us illustrate existing butterfly parameterizations.

• Square dyadic butterfly factorization [DGE+19, DSG+20, LZRG22, ZRG23].
This representation is defined for matrices of size n × n where n is a power of two.
The number of factors in this factorization is N := log2 n, and each factor is of size
n×n. In the square dyadic butterfly factorization A = X1 . . .XN , the factor X` for
` ∈ JNK satisfies the support constraint supp(X`) ⊆ supp(S`), where

∀` ∈ JNK, S` := I2`−1 ⊗ 12×2 ⊗ In/2` .

This is the support constraints for the factors of the DFT, which are introduced
in Section 2.3.3. This representation was originally used for designing structured
random orthogonal matrices [Par95], and later used for quadrature rules on the
hypersphere [MKBO18]. In recent machine learning applications, this parameteri-
zation has been used to replace hand-crafted structures in speech processing models
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or channel shuffling in certain convolutional neural networks, or to learn latent per-
mutation [DSG+20].

• Monarch factorization [DCS+22b]. A Monarch factorization parameterized by
an integer b decomposes a matrix A of size m× n into N := 2 factors X1, X2 such
that supp(X`) ⊆ supp(S`) for ` = 1, 2 where

S1 := 1p×q ⊗ Im
p
, S2 := Iq ⊗ 1m

p
×n
q
,

where p, q are two integers satisfying p|m, q|n (for two integers a and b, a|b implies
that a is a divisor of b). This parameterization is used for certain weight matrices in
the transformer architecture for vision or language tasks [DCS+22b]. In comparison
to square dyadic butterfly parameterization, monarch factorization can be used to
represent rectangular matrices. The number of factors is, however, limited to only
two.

• Deformable butterfly factorization [LRC+21]. Given an integer N ≥ 2, a de-
formable butterfly factorization A = X1 . . .XN parameterized by a list of tuples
(p`, q`, r`, s`, t`)

N
`=1, each factor X` for ` ∈ JNK is of size p` × q` and has a support

included in supp(S`) where

∀` ∈ JNK, S` := I p`
r`t`

⊗ 1r`×s` ⊗ It` . (6.2)

Here it is assumed that p`
r`t`

= q`
s`t`

is an integer, for each ` ∈ JNK. This parameteri-
zation can be used to replace kernel weights in convolutional layers in vision tasks, to
obtain similar performance as the original convolutional neural network with fewer
parameters.

In other words, parameterizing certain weight matrices in a neural network using a
certain butterfly parameterization introduces a certain bias in the model, and if the bias is
well-adapted to the given learning task for a given dataset, the obtained model could lead
to good performance with respect to the original model, while having a reduced number of
parameters, and eventually a reduced computational cost, provided that a fast algorithm
associated to the obtained sparse factorization can be implemented efficiently.

In general, we remark in the previous examples that the fixed-support constraint on
each butterfly factor X takes the form supp(X) ⊆ supp(Ia⊗1b×c⊗Id) for some parameters
(a, b, c, d). Hence, we can define the set of so-called deformable butterfly factors associated
to θ := (a, b, c, d) as

Fθ := {X | supp(X) ⊆ supp(Ia ⊗ 1b×c ⊗ Id)}. (6.3)

We re-use the name deformable butterfly factors because this parameterization is equiv-
alent to that of [LRC+21]. While we owe [LRC+21] the original idea, the express of the
support constraint using ⊗ is our novelty. Moreover, our parameterization uses 4 pa-
rameters, removing the redundancy in the description of deformable butterfly factors of
[LRC+21] that uses 5 parameters.
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Therefore, given a number of factors N ≥ 2 and some parameters Θ := (θ`)
N
`=1, we say

that a matrix A admits a deformable butterfly factorization [LRC+21] associated to Θ if
there exist butterfly factors X1, . . .XN such that

A = X1 . . .XN with (X`)
N
`=1 ∈ Fθ1 × . . .×FθN . (6.4)

In the following, the class of matrices admitting such a factorization will be denoted

BΘ :=
{

X1 . . .XN |X` ∈ Fθ` , ` ∈ JNK
}
. (6.5)

This chapter focuses on the problem of approximating a target matrix A by a product
of deformable butterfly factors associated to a given sequence of parameters Θ = (θ`)

N
`=1:

inf
X`∈Fθ` ,`=1,...,N

‖A−X1 . . .XN‖F . (6.6)

Remark 6.1.1. In general, it is necessary to take into account row and column permu-
tations in the approximation problem for a greater flexibility. For instance, as seen in
Section 2.3.3, the DFT matrix admits a square dyadic butterfly factorization up to the bit-
reversal permutation of column indices. Therefore, as proposed in [ZPR+23], the general
approximation problem that takes into account row and column permutations is:

inf
X`∈Fθ` ,P,Q

‖A−Q>X1 . . .XNP‖F ,

where P, Q are unknown permutations part of the optimization problem. Without any
further assumption on the target matrix A, solving this approximation problem is con-
jectured to be difficult, even though a heuristic based on spectral clustering has been
proposed in [ZPR+23]. Thus, for the rest of the chapter, WLOG, we assume that the
permutation matrices P and Q are identity matrices, which leads to problem (6.6).

The main motivation for studying problem (6.6) is to construct a fast algorithm for
approximate matrix multiplication by A, assuming that the choice of Θ leads to a ma-
trix factorization with sparse factors. One of the main benefit of choosing fixed-support
constraints of the form supp(X) ⊆ supp(Ia ⊗ 1b×c ⊗ Id) for the butterfly factors X is its
block structure that could enable efficient implementation on specific hardwares like In-
telligence Processing Unit (IPU) [SAF+23] or GPU [DGE+19, DCS+22b], with practical
speed-up for matrix multiplication. A detail discussion of these efficient implementations
is, however, out of the scope of this thesis.

Main questions This general formulation of the butterfly factorization problem associ-
ated to a sequence of parameters Θ := (θ`)

N
`=1 raises the following questions that we want

to address in this chapter.

1. What are the parameters Θ for which there exists also a hierarchical algorithm that
can compute an approximate solution to (6.6)?

2. For such Θ, what kind of guarantees on the control of approximation error can we
prove?
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3. For such Θ, what are the matrices A that can be reasonably well approximated by
a matrix Â ∈ BΘ? In other words, what are the matrices A for which infÂ∈BΘ ‖A−
Â‖F is small with respect to ‖A‖F ? In particular, how can we characterize the set
BΘ ?

Answering those questions leads to the main contributions of this chapter, which are:

Contributions

1. We define the notion of chainability (cf. Definition 6.3.7 and Definition 6.3.10).
This is a sufficient condition for which the problem (6.6) admits a hierarchical fac-
torization algorithm (cf. Algorithm 8). More importantly, all existing butterfly
parameterizations in this section satisfy our condition of chainability.

2. If Θ satisfies our notion of chainability, then our proposed hierarchical algorithm
(cf. Algorithm 8) is an approximate algorithm in the following sense: it will output
feasible X`, ` = 1, . . . , N such that:

‖A−X1 . . .XN‖F ≤ CNEΘ(A)

where EΘ(A) is the optimal value2 of (6.6) and CN is a constant depending on
N . We have two results related to this contribution, which are Theorem 6.5.9 and
Theorem 6.5.14. We emphasize that ours are different in nature from another error
bound in the literature [LYM+15], which is:

‖A−X1 . . .XN‖2F ≤ Cnε20‖A‖2F , with Cn = O(log n), (6.7)

which does not provide any comparison between the obtained factorization and the
best possible approximation.

3. As a corollary of the previous contribution, we provide an analytic characterization
for the set BΘ. Different from the “synthesis” definition (cf. Equation (6.5)), which
does not provide an explicit algorithm to verify if a matrix A ∈ BΘ, our character-
ization state that the verification of A ∈ BΘ is bound to compute the ranks of a
polynomial number of submatrices of A. This result is presented in Corollary 6.5.12.

The rest of this chapter is organized as follows: In Section 6.2, we recall the problem of
fixed support matrix factorization, with a slight change in term of notations. In Section 6.3,
we formally introduce the deformable butterfly factors and the notion of chainability.
Section 6.4 and Section 6.5 are devoted to describe the proposed hierarchical algorithm
for (6.6). The error bounds and their corollaries are presented in Section 6.5.2. Some
experiments on the proposed algorithm is conducted and discussed in Section 6.6. In the
last section, we detail the proofs for results in previous sections.

2EΘ(A) reads as approximation error between the matrix A and the set BΘ.
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6.2 Remind on two-factors fixed support matrix factoriza-
tion

As discussed, the tools developed in Chapter 5 will be used for the analysis of this chapter.
Therefore, we start the technical parts of this chapter by reminding our beloved fixed
support matrix factorization with two factors. It is formulated as:

Minimize
(X,Y)

‖Z−XY‖2F , with supp(X) ⊆ L, supp(Y) ⊆ R. (6.1.FSMF)

Note that (6.1.FSMF) is basically (2.4.FSMF) (but the product is XY, instead of
XY>). We chose the formulation of (2.4.FSMF) in the previous chapters since it reduced
significantly the notations to prove the results. In this chapter, we are going to deal with
multiple factors, and we only need to use the results in Chapter 5. Therefore, it will be
more convenient to use (6.1.FSMF). Several definitions in Chapter 5 has to be adapted
to be consistent with (6.1.FSMF). They are given below:

Definition 6.2.1 (Rank-one contribution supports - Definition 5.2.1). The rank-one con-
tribution supports of two binary matrices L ∈ {0, 1}m×r,R ∈ {0, 1}r×n is the tuple of r
binary matrices defined by:

ϕ(L,R) := (Ui)
r
i=1, where Ui := L[:, i]R[i, :]. (6.8)

Definition 6.2.2 (Equivalence classes of rank-one supports, representative rank-one sup-
ports - Definition 5.2.2). Given two binary matrices L ∈ {0, 1}m×r,R ∈ {0, 1}r×n, denot-
ing (Ui)

r
i=1 := ϕ(L,R), define an equivalence relation on JrK as: i ∼ j ⇐⇒ Ui = Uj .

This yields a partition of JrK into equivalence classes. The partition will be denoted
P(L,R).

For each equivalence class P ∈ P(L,R), denote UP a representative rank-one support,
RP ⊆ [m] and CP ⊆ [n] the supports of rows and columns in UP , respectively, and denote
|P | the cardinal of the equivalence class P .

Theorem 6.2.3 (Tractable support constraints of (6.1.FSMF) - extended version of The-
orem 5.2.3). If all elements of ϕ(L,R) are pairwise disjoint or identical, then Algorithm 5
yields an optimal solution of (6.1.FSMF) in polynomial time. Denoting σj(·) the j-th
largest singular value of a matrix, we have:

inf
supp(X)⊆L,supp(Y)⊆R

‖A−XY‖2F = ‖A‖2F −
∑

P∈P(L,R)

[P |∑
j=1

σ2
j (A[RP , CP ]).

In comparison to Theorem 5.2.3, Theorem 6.2.3 provides in addition an explicit formula
for the minimum value. A complete proof of Theorem 6.2.3, which is developed based on
the proof of Theorem 5.2.3, can be found in Section 6.7.1.

6.3 Deformable butterfly factorization

This section formally introduces a concise mathematical formulation of the deformable but-
terfly [LRC+21], a definition that encompasses other existing butterfly factorizations such



119

Algorithm 5 Two-factor fixed support matrix factorization (adapted from Algorithm 3)

Require: A ∈ Rm×n, L ∈ {0, 1}m×r and R ∈ {0, 1}r×m.
1: X← 0.
2: Y ← 0.
3: for P ∈ P(L,R) do
4: (X[RP , P ],Y[P,CP ])← (H,K) ∈ arg min

H∈R|RP |×|P |,K∈R|P |×|CP |
‖A[RP , CP ]−HK‖F

5: A← A−X[:, P ]Y[P, :]
6: end for
7: return (X,Y)

as square dyadic butterfly factorization [DGE+19, DSG+20, LZRG22, ZRG23], Monarch
factorization [DCS+22b] that we have seen in the introduction. Then, we propose the no-
tion of chainability (cf. Definitions 6.3.7 and 6.3.10), which will be shown to be a sufficient
condition allowing (6.6) to admit an approximate algorithm.

6.3.1 A mathematical formulation for deformable butterfly factor

According to [DGE+19, DSG+20, LZRG22, ZRG23, DCS+22b, LRC+21], a matrix A
admits a certain butterfly factorization if it can be factorized into a certain number of
factors X1, . . . ,XN for a prescribed number N ≥ 2, such that each factor X` for ` ∈
JNK satisfies a so-called fixed-support constraint, i.e., the support of X` is included in
a prescribed support S`. Existing butterfly factorizations only vary by their number of
factors N , and their choice of the prescribed supports S1, . . . ,SN . However, as it will be
explained below, we remark that the fixed-support constraint on each butterfly factor X
is supp(X) ⊆ Ia ⊗ 1b×c ⊗ Id for some parameters (a, b, c, d). We therefore introduce the
following definition.

Definition 6.3.1 (Deformable butterfly factor). For a, b, c, d ∈ N, a deformable butterfly
factor (DB factor) of parameters θ := (a, b, c, d) (or (a, b, c, d)-DB factor) is a matrix for
which:

1. The matrix size is m× n where m := abd, n := acd.

2. The matrix support is included in Sθ := Ia ⊗ 1b×c ⊗ Id.

The tuple θ will be called a deformable butterfly parameter (DB parameter). The set
of all θ-DB factors is denoted by Fθ.

Remark 6.3.2. Definition 6.3.6 formalizes the description of the supports of a deformable
butterfly factor [LRC+21]. Indeed, the original paper [LRC+21] did not formalize mathe-
matically the description of these supports as a Kronecker product, which is the purpose
of Definition 6.3.6 here. This is one of our novelties and it allows us to manipulate the op-
erations involved with DB factors much easier. Moreover, in the original paper [LRC+21],
the support constraint on the butterfly factors is parameterized with 5 parameters, with
1 redundant parameter, while Definition 6.3.6 only uses 4 parameters.
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Figure 6.1 illustrates the support of a θ-DB factor, for a given DB parameter θ =
(a, b, c, d). A θ-DB factor matrix is block diagonal with a blocks in total. By definition,
each block in the diagonal has its support included in 1b×c ⊗ Id. Thus, each block is a
block matrix of size b× c, where each sub-block is a diagonal matrix of size d× d.

bd

cd

acd

abd

1) deformable butterfly factor 2) block

d

d

3) sub-block

block diagonal matrix with a blocks

b× c sub-blocks
d× d diagonal matrix

Figure 6.1: Illustration of the support of a deformable butterfly factor of parameters
(a, b, c, d). The yellow squares indicate the indices belonging to the support. The sub-
figures 1), 2), 3) illustrate the concepts of factor, block and sub-block respectively.

Example 6.3.3. The following matrices are θ-DB factor for certain choices of θ.

1. Dense matrix: Any matrix of size m× n is a DB factor of parameter (1,m, n, 1).

2. Diagonal matrix: Any diagonal matrix of size m×m is either a DB factor of param-
eter (m, 1, 1, 1) or (1, 1, 1,m).

3. Square dyadic butterfly factorization [DGE+19, DSG+20, LZRG22, ZRG23]: for
` ∈ JNK, θ` = (2`−1, 2, 2, 2N−`)

4. Monarch factorization [DCS+22b]: θ1 = (1, p, q,m/p), θ2 = (q,m/p, n/q, 1) for some
integers p|m, q|n.

Lemma 6.3.4 (Number of nonzero entries of DB factor). For θ = (a, b, c, d), the number
of nonzero entries of a θ-DB factor A of size m× n is at most ‖θ‖0 := abcd = mc = nb.

Proof. The number of indices in the support constraints Ia ⊗ 1b×c ⊗ Id is abcd = mc =
nb = mn

ad .

Therefore, if ad � O(1) one can see DB factor is inherently sparse. Given a number
of factors N ≥ 2, a sequence of DB parameters Θ := (θ`)

N
`=1 parameterizes the set

FΘ := Fθ1 × . . .×FθN

of N -tuples of DB-factors, where × denotes the Cartesian product. We denote |Θ| := N
the number of factors.
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Definition 6.3.5. Given a sequence of DB parameters Θ = (θ`)
N
`=1, we say that a sequence

of matrices (X`)
N
`=1 is associated to Θ if (X`)

N
`=1 ∈ FΘ, i.e., X` is a θ`-DB factor for each

` ∈ JNK.

Since we are interested in matrix products X1 . . .XN for (X`)
N
`=1 ∈ FΘ, we will only

consider Θ such that the size of X` ∈ Fθ` and X`+1 ∈ Fθ`+1 are compatible for computing
the matrix product X`X`+1, for each ` ∈ JN − 1K. In other words, we require that the
sequence of DB parameters Θ satisfies:

∀` ∈ JN − 1K, a`c`d`︸ ︷︷ ︸
n`

= a`+1b`+1d`+1︸ ︷︷ ︸
m`+1

. (6.9)

Therefore, under assumption (6.9), a sequence Θ can describe a factorization of the
type A = X1 . . .XN such that (X`)

N
`=1 ∈ FΘ. In general, for such a sequence Θ, we can

define the problem of approximating a given target matrix A by a product of DB-factors
(X`)

N
`=1 ∈ FΘ as the minimization problem:

EΘ(A) := inf
(X`)

N
`=1∈FΘ

‖A−X1 . . .XN‖2F , (6.10)

where ‖ · ‖F denotes the Frobenius norm. We call (6.10) the deformable butterfly factor-
ization problem. This problem has another interesting viewpoint: (6.10) is equivalent to
finding a projection of a matrix A onto the set BΘ, which is defined as:

Definition 6.3.6 (Deformable butterfly matrix). Given a sequence of DB parameters
Θ = (θ`)

N
`=1, the set of matrices that admit an exact factorization into θ`-DB factors for

` ∈ JNK is called the set of deformable butterfly matrices associated to Θ, and is defined
as:

BΘ :=
{

X1 . . .XN |X` ∈ Fθ, ` ∈ JNK
}
.

Indeed, it is easy to see that (6.10) is equivalent to solve:

inf
B∈BΘ

‖A−B‖2F . (6.11)

Thus, EΘ(A) is the distance between the target matrix A and the set BΘ. The two
formulations (6.10) and (6.11) are complementary: from an optimization point of view,
(6.10) is more favorable since it usually has fewer parameters and the optimization prob-
lem has no constraint. However, if one would like to answer questions such as: given a
sequence Θ, which kinds of matrices that can be reasonably approximated by the product
of (X`)

N
`=1 ∈ FΘ, then (6.11) is possibly more natural.

As shown in Section 3.3, the problem of approximating a given matrix by the product
of fixed support factors (such as DB factors) is generally NP-hard and might lead to
numerical instability even for N = 2. Nevertheless, for the choice of Θ corresponding to a
square dyadic butterfly factorization, i.e., Θ = (2`−1, 2, 2, 2N−`)N`=1, there exists an efficient
hierarchical algorithm that gives a “good” solution to problem (6.10), endowed with exact
recovery guarantees [LZRG22, ZRG23], i.e., if A ∈ BΘ, the hierarchical algorithm of

[LZRG22] will return butterfly factors X`, ` = 1, . . . , |Θ| such that A =
∏|Θ|
`=1 X`. However,

it is not known in the literature if this hierarchical algorithm can be extended to other
choices of Θ and have theoretical guarantee even for A /∈ BΘ.



122

6.3.2 Chainability

One main contribution of this chapter is to exhibit a (sufficient) general condition on the
sequence of DB parameters Θ for which we can also propose a hierarchical algorithm to
solve its corresponding deformable butterfly factorization problem. As a novelty, we will
prove that the proposed hierarchical algorithm is also endowed with guarantees on the
control of approximation error, in the sense that it yields factors (X`)

N
`=1 ∈ FΘ satisfying:

‖A−X1 . . .XN‖F ≤ CNEΘ(A), (6.12)

where CN is a constant called approximate ratio depending on N = |Θ|. To explain the
proposed general condition on the sequence Θ, let us start with the case where we consider
a sequence of length N = 2. In this case, our condition on Θ = (θ1, θ2) is the so-called
chainability condition, defined as follows.

Definition 6.3.7 (q-chainability and chainability). Two DB parameters θ1 := (a1, b1, c1, d1)
and θ2 := (a2, b2, c2, d2) are q-chainable if:

1. a1c1
a2

= b2d2
d1

= q ∈ N.

2. a1|a2.

3. d2|d1.

Two DB parameters θ1 and θ2 are chainable if there exists a natural number q ∈ N such
that they are q-chainable.

Remark 6.3.8. The order (θ1, θ2) in the definition matters, because this property is not
symmetric: the chainability of (θ1, θ2) does not imply that of (θ2, θ1).

Remark 6.3.9. In fact, a1c1d1 and a2b2d2 are the numbers of columns of the first DB
factor and rows of the second DB factor respectively. Therefore, the equality a1c1/a2 =
b2d2/b1 in the first condition assures that one can multiply a θ1 DB factor and a θ2 DB
factor. In other words, if θ1 and θ2 are chainable, then they satisfy the condition (6.9).

The extension of the notion of chainability to the case of sequence length N ≥ 2 is as
follows.

Definition 6.3.10 ((q1, . . . , qN−1)-chainable sequence of DB parameters). A sequence of
DB parameters Θ := (θ`)

N
`=1 is (q1, . . . , qN−1)-chainable if θ` and θ`+1 are q`-chainable for

each ` ∈ JN − 1K, in the sense of Definition 6.3.7.
A sequence of DB parameters Θ := (θ`)

N
`=1 is chainable if there exist (q1, . . . , qN−1),

q` ∈ N,∀` ∈ JN − 1K such that Θ is (q1, . . . , qN−1)-chainable.

The rest of this work will show that if Θ is chainable, then the deformable butterfly
factorization problem admits an approximate algorithm whose approximate ratio/factor
only depends on |Θ|. We remark that the chainability in the sense of Definition 6.3.10 is
not rare since it covers most of the proposals in the literature, as seen in Table 6.1.

Section 6.4 and Section 6.5.2 will explain why the condition of chainability in the sense
of Definition 6.3.10 leads to an efficient hierarchical algorithm for problem (6.10). For the
remainder of this section, we will give some intuition on the chainability notion and derive
some useful properties that will be used for the rest of the chapter.
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Table 6.1: Existing DB parameters correspond to different variants of the proposed general
parameterization. (†) Note that the definition of chainability in [LRC+21] is stricter than
Definition 6.3.7: all consecutive pairs of DB-parameters have to be 1-chainable.

Parameterization Size |Θ| DBP Chainable

Low rank matrix m× n 2
(1,m, r, 1)
(1, r, n, 1)

Yes

Square dyadic butterfly [DGE+19] 2N × 2N N (2i, 2, 2, 2N−i−1) Yes

Monarch [DCS+22b] m× n 2
(1, p, q,m/p)

(q,m/p, n/q, 1)
Yes

Deformable butterfly(†) [LRC+21] m× n arbitrary (ai, bi, ci, di) Yes

Kaleidoscope [DSG+20] 2N × 2N 2N (2i, 2, 2, 2N−i−1) No

6.3.3 Properties of chainable deformable butterfly parameters

The main property of chainability is the following one.

Proposition 6.3.11. If (θ1, θ2) are q-chainable, then:

Sθ1Sθ2 = qSθ, (6.13)

where θ = (a2,
b1d1
d2
, a2c2
a1
, d2) is a DB parameter (Sθ is defined as in Definition 6.3.1).

Remark 6.3.12. The equality (6.13) was proved in [ZRG23, Lemma 3.4] for the choice
θ1 = (2`−1, 2, 2, 2N−`) and θ2 = (2`, 2, 2, 2N−`−1), for any integer N ≥ 2 and ` ∈ JN − 1K.
Proposition 6.3.11 extends (6.13) to all chainable pair (θ1, θ2) of DB parameters.

This proposition gives an intuition for the notion of chainability. For any pair of
DB parameters (θ1, θ2), the support supp(Sθ1Sθ2) is the maximum support of the set
B(θ1,θ2) := {X1X2 |X1 ∈ Fθ1 ,X2 ∈ Fθ2}, in the sense that:

∀X1 ∈ Fθ1 ,X2 ∈ Fθ2 , supp(X1X2) ⊆ supp(Sθ1Sθ2),

and ∃X1 ∈ Fθ1 ,X2 ∈ Fθ2 , supp(X1X2) = supp(Sθ1Sθ2).

Proof. Due to the conditions of Definition 6.3.7, we can assume that a2 = ra1, d1 = sd2

for two integers r, s (since a1|a2, d2|d1). This yields c1 = a2q/a1 = qr, b2 = d1q/d2 = qs
(since a1c1/a2 = b2d2/d1 = q). Thus,

S(a1,b1,c1,d1)S(a2,b2,c2,d2)

= (Ia1 ⊗ 1b1×qr ⊗ Id1) (Ia2 ⊗ 1qs×c2 ⊗ Id2)

= (Ia1 ⊗ 1b1×r ⊗ 11×q ⊗ Id1) (Ia2 ⊗ 1q×1 ⊗ 1s×c2 ⊗ Id2)

= [(Ia1 ⊗ 1b1×r)⊗ 11×q ⊗ Id1 ] [Ia2 ⊗ 1q×1 ⊗ (1s×c2 ⊗ Id2)]

(?)
= (Ia1 ⊗ 1b1×r)⊗ (11×q1q×1)⊗ (1s×c2 ⊗ Id2)

= (Ia1 ⊗ 1b1×r)⊗ (q11×1)⊗ (1s×c2 ⊗ Id2)

= q (Ia1 ⊗ 1b1s×rc2 ⊗ Id2)

= qSθ

(
because

b1d1

d2
= b1s,

a2c2

c1
= rc2

)
.

(6.14)
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We can use the equality (A⊗C⊗E)(B⊗D⊗F) = (AB)⊗ (CD)⊗ (EF) in (?) because,
according to our conditions for chainability, the sizes of A,B,C,D,E,F in (?) make the
matrix products AB,CD and EF well-defined.

In other words, Proposition 6.3.11 says that if (θ1, θ2) is chainable, then the maximum
support of B(θ1,θ2) is the DB support Sθ for a certain DB parameter θ.

Therefore, we can define an operator ∗ on the space of DB parameters.

Definition 6.3.13 (Operator on DB parameters). For two chainable DB parameters
θ1 := (a1, b1, c1, d1) and θ2 := (a2, b2, c2, d2), we define:

θ1 ∗ θ2 :=

(
a1,

b1d1

d2
,
a2c2

a1
, d2

)
.

Hence, as a corollary of Proposition 6.3.11, if (θ1, θ2) is chainable, then the product of
a θ1-DB factor by a θ2-DB factor is a θ-DB factor, for θ := θ1 ∗ θ2. Note that θ ∈ N4 since
d2|d1 and a1|a2.

Corollary 6.3.14. If (θ1, θ2) are chainable DB parameters, then:

∀(X1,X2) ∈ Fθ1 ×Fθ2 , X1X2 ∈ F (θ1∗θ2).

We also prove that the operator * in the space of DB parameters is associative.

Lemma 6.3.15 (Associativity of DBPs operator). If (θ1, θ2) and (θ2, θ3) are q1-chainable
and q2-chainable respectively, then (θ1, θ2 ∗ θ3) and (θ1 ∗ θ2, θ3) are q2-chainable and q1-
chainable respectively. Moreover, θ1 ∗ (θ2 ∗ θ3) = (θ1 ∗ θ2) ∗ θ3.

The proof of Lemma 6.3.15 is deferred to Section 6.7.2. Using the associativity of the
operator ∗ and Corollary 6.3.14, we can compute the support of the product of a sequence
of matrices (X`)

L
`=1 associated to a chainable Θ.

Lemma 6.3.16. For (θ`)
N
`=1 a chainable sequence of DB parameters:

∀(X`)
N
`=1 ∈ Fθ1 × . . .×FθN , X1 . . .XN ∈ F (θ1∗...∗θN ). (6.15)

Proof. The result follows from an induction on |Θ|.

Remark 6.3.17. A direct calculation (cf. Section 6.7.3) will give us:

θ1 ∗ . . . ∗ θN =

(
a1,

b1d1

dN
,
aNcN
a1

, dN

)
. (6.16)

for each chainable sequence of DB parameters Θ = (θ`)
N
`=1. Consequently, if a1 = dN = 1,

then θ1 ∗ . . . ∗ θN = (a1,m, n, dN ) = (1,m, n, 1) for some integers m,n, which means
that the product X1 . . .XL for a sequence of matrices (X`)

L
`=1 associated to Θ can be a

dense matrix. Vice versa, if one desires the product of butterfly factors to be dense, it
is necessary to set a1 = dN = 1. In fact, all chainable sequences of DB parameters in
Table 6.1 have a1 = dN = 1.
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6.3.4 Non-redundant chainable sequence of DB parameters

Given a chain Θ, an important associated quantity is its total number of parameters,
defined as follows.

Definition 6.3.18 (Number of parameters in a sequence of DB parameters). The number
of parameters in a sequence of DBPs Θ := (θ`)

N
`=1 is defined as

‖Θ‖0 =
N∑
`=1

‖θ`‖0, (6.17)

where ‖θ‖0 is defined as in Lemma 6.3.4.

In fact, this quantity is equal to the complexity of calculating (X1 . . .XN )v for a se-
quence (X`)

N
`=1 associated to Θ and a vector v. Therefore, if there exist two different

chainable sequences Θ1 and Θ2 of DB parameters such that BΘ1 = BΘ2 , it is preferable
to work with those whose ‖ · ‖0 (cf. Definition 6.3.18) is smaller. Indeed, if BΘ1 = BΘ2 ,
then their corresponding optimization problems (6.10) and (6.11) yield the same infi-
mum. Thus, working with one having fewer parameters results into a better complexity
for matrix-vector multiplication (after one found the deformable butterfly factors approx-
imating “well” a given matrix A by solving (6.10)).

Up to this point, readers might wonder that if a pair of (Θ1,Θ2) whose BΘ1 = BΘ2

does really exist. Let’s consider the following example.

Example 6.3.19. Consider two different chainable sequences (r1 6= r2):

Θi = {(1,m, ri, 1), (1, ri, n, 1)} , i = 1, 2.

For i = 1, 2, FΘi = Rm×ri × Rri×n, therefore, BΘi is the set of matrices of size m × n
whose rank is at most ri. If ri ≥ min(m,n) for both i = 1, 2, then BΘ1 = BΘ2 = Rm×n.

We define an equivalence relation between chainable sequences (Θ1,Θ2) of DB param-
eters:

Θ1 ∼ Θ2 ⇐⇒ BΘ1 = BΘ2 . (6.18)

Due to our reasoning, among Θ of the same equivalence class, it is natural to work with
the one with the minimum ‖Θ‖0. We therefore give a sufficient condition on a chainable
sequence Θ for which we can construct an equivalent sequence Θ′ such that ‖Θ′‖0 < ‖Θ‖0.
Our approach is based on the following definitions.

Definition 6.3.20 (Redundant pair of DB parameters). A q-chainable pair of DB param-
eters θ1 = (a1, b1, c1, d1) and θ2 = (a2, b2, c2, d2) is redundant if q > min(b1, c2).

Definition 6.3.21 (Redundant sequence of DB parameters). Consider Θ = (θ`)
N
`=1 a

chainable sequence of DB parameters (cf. Definition 6.3.10), we say that Θ is `-redundant
if (θ`, θ`+1) is redundant.

A chainable sequence of DB parameters Θ = (θ`)
N
`=1 is redundant if it is `-redundant

for some integer ` ∈ JN − 1K.
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Lemma 6.3.22. If the chainable sequence Θ = (θ`)
N
`=1 is redundant, then for some ` ∈

JN − 1K, the chainable sequence Θ′ := (θ1, . . . , θ`−1, θ` ∗ θ`+1, θ`+2, . . . , θN ) is equivalent to
Θ, and ‖Θ′‖0 < ‖Θ‖0.

The proof of Lemma 6.3.22 is deferred to Section 6.7.4. When Θ is a redundant
sequence, Lemma 6.3.22 gives a procedure to construct an equivalent sequence Θ′ with
|Θ′| = |Θ|−1. The procedure can be repeated on the obtained Θ′, until the final equivalent
sequence Θ′′ is no longer redundant, or |Θ′′| = 1. By construction, the obtained equivalent
sequence Θ′′ has fewer parameters than Θ.

Hereinafter, without explicit clarification, a sequence Θ is assumed to be chainable and
non-redundant.

In summary, in this section, we already discussed a formal definition of DB parame-
ters and DB factors in Definition 6.3.1. We then introduced the notion and properties of
chainability and used them to define chainable sequences of DB parameters (cf. Defini-
tion 6.3.10). This is our sufficient condition for which the problems (6.10) and (6.11) can
admit an approximate algorithm in the sense of (6.12). In the next section, we describe
the algorithm in question.

6.4 A hierarchical algorithm for deformable butterfly fac-
torization with chainable Θ

One of the main contributions of this chapter is to propose a hierarchical algorithm that
satisfies (6.12). Our proposed algorithm is inspired by the hierarchical factorization al-
gorithm [LZRG22, Section 3 ], which was developed for the square dyadic butterfly (cf.
Table 6.1). It is worth emphasizing that the hierarchical factorization in [LZRG22] natu-
rally generalizes itself under the assumption of chainability of Θ. Therefore, in this section,
we will first discuss an adaptation of the algorithm of [LZRG22] for deformable butterfly
factorization. While it is natural to hope that this adapted algorithm will have an error
bound in the form of (6.12), we will reason that this is, in fact, impossible. This motivates
us to make a small tweak in the adapted algorithm to make the bound in (6.12) viable.

The first step towards that goal is to consider the simplest case: |Θ| = 2.

6.4.1 An algorithm for deformable butterfly factorization when |Θ| = 2

When there are only two factors, the problem (6.10) is simply an instance of (6.1.FSMF)
with (L,R) = (Sθ1 ,Sθ2). Despite being generally NP-hard (Section 3.3), (6.1.FSMF)
becomes tractable under certain assumptions on (L,R) (cf. Theorem 6.2.3). Interestingly,
for any chainable (θ1, θ2), the pair (Sθ1 ,Sθ2) satisfies the conditions in Theorem 6.2.3. The
result is formulated in the following lemma:

Lemma 6.4.1. If (θ1, θ2) is q-chainable (with θi = (ai, bi, ci, di), i = 1, 2), then (Sθ1 ,Sθ2)
satisfies the conditions of Theorem 6.2.3. Moreover, for each P ∈ P(Sθ1 ,Sθ2), |P | =
q, |RP | = b1, |CP | = c2 (cf. P(L,R), RP , CP defined as in Definition 7.6.4).

The proof of Lemma 6.4.1 is deferred to Section 6.7.5. By Lemma 6.4.1, we conclude
that one can find the optimal factors for the deformable butterfly factorization with |Θ| = 2
using Algorithm 5. Its proof is based on the structures of the DB supports defined in
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Definition 6.3.1. As we will see in the upcoming section, Algorithm 5 is the first building
block for the hierarchical algorithm that will work for Θ of arbitrary length.

6.4.2 A hierarchical algorithm for deformable butterfly factorization
when |Θ| ≥ 2

When the length of a chainable Θ is arbitrary, one cannot directly apply Algorithm 5
because Algorithm 5 only works for two-factor matrix factorization. To overcome this
difficulty, the hierarchical algorithm in [LZRG22] exploits the following idea: instead of
factorizing a matrix A into |Θ| factors immediately, the algorithm seeks to factorize the
target matrix A into only two factors with certain support constraints at each step and
recursively applies this procedure to find all the factors with the initial support constraints.
Figure 6.2 illustrates this hierarchical approach when N = 4. In fact, there are many ways
to “split” the factorization. As shown in [LZRG22], each way of splitting is equivalent to
a binary tree.

Using a similar idea, we present our adaptation of the algorithm in [LZRG22] to the
deformable butterfly factorization problem as follows: in our case, a node in the binary
tree corresponds to an interval Jl, rK, 1 ≤ l ≤ r ≤ |Θ|. To make the notations more
straightforward, we simply name a node by its corresponding interval, i.e., node Jl, rK.
The root is always the node J1, NK, N := |Θ|. Every non-leaf node Jl, rK, l < r has exactly
two children of the form Jl, sK and Js + 1, rK, l ≤ s < r. A leaf corresponds to an interval
Jl, lK for some 1 ≤ l ≤ N . The binary tree has exactly (N − 1) non-leaf nodes and N
leaves.

A = X[1,4]

X1 X[2,4]

X2 X[3,4]

X3 X4

(a)

A = X[1,4]

X[1,2] X[3,4]

X1 X2 X3 X4

(b)

Figure 6.2: (a): factorization from left to right, (b): factorization at the middle.

Once the tree T is constructed, we calculate the matrix XJl,rK corresponding to the
node Jl, rK in a recursive manner: Initially, the matrix XJ1,NK at root is equal to A. At
each node Jl, rK whose matrix XJl,rK is already available/calculated, we compute the matrix
XJl,sK and XJs+1,rK for its two children Jl, sK and Js + 1, rK by using Algorithm 5 to solve
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the following instance of (6.1.FSMF):

Minimize ‖XJl,rK −XJl,sKXJs+1,rK‖F
Subject to supp(XJl,sK) ⊆ Sθl∗...∗θs ,

supp(XJs+1,rK) ⊆ Sθs+1∗...∗θr .

(6.19)

In words, the matrix XJl,rK is an intermediate factor that will be eventually approximated

by a product Xl . . .Xr where X` ∈ Fθ` , l ≤ ` ≤ r. The matrix corresponds to the leaf Jl, lK
clearly belongs to Fθl and is, in fact, the lth factor returned by the hierarchical algorithm.

The pseudo-code of this hierarchical algorithm, written in a recursive manner, is pre-
sented in Algorithm 6.

Algorithm 6 Hierarchical algorithm (recursive version)

Require: A ∈ Rm×n, Θ = (θ`)
N
`=1 and a binary tree T

1: if N = 1 then
2: return A.
3: end if
4: J1, sK, Js+ 1, NK← two children of J1, NK.
5: Tleft, Tright ← the left and right subtrees of T .
6: (θleft, θright)← (θ1 ∗ . . . ∗ θs, θs+1 ∗ . . . ∗ θN ).
7: XJ1,sK,XJs+1,NK ← Algorithm 5(A,Sθleft

,Sθright
).

8: left factors← Algorithm 6(XJ1,sK, (θ1, . . . , θs), Tleft).
9: right factors← Algorithm 6(XJs+1,NK, (θs+1, . . . , θN ), Tright).

10: return left factors and right factors.

In general, the factors obtained by Algorithm 6 are not guaranteed to be the optimal
solutions of Equation (6.10). However, at each two-factor factorization step (line 7 of
Algorithm 6), the factors XJ1,sK and XJs+1,NK are indeed optimal solutions of (6.19). Thus,
this algorithm is, in fact, a greedy algorithm. This is an important observation that will
be exploited later. To show that this observation is true, we rely on the following key
lemma.

Lemma 6.4.2. Consider (θ`)
N
`=1 a (q1, . . . , qN−1)-chainable sequence of DB parameters,

for any 1 ≤ l ≤ s < r ≤ N , the DB parameters (θl ∗ . . . ∗ θs, θs+1 ∗ . . . ∗ θr) is qs-chainable.

The proof of Lemma 6.4.2 is deferred to Section 6.7.6. Its proof is based on (6.16) and
the definition of chainability (cf. Definitions 6.3.7 and 6.3.10). Consequently, the supports
Sθl∗...∗θs , Sθs+1∗...∗θr satisfy the conditions of Theorem 6.2.3 (cf. Lemma 6.4.1), meaning
that (6.19) can be solved optimally by Algorithm 5 in polynomial time.

The proposed hierarchical algorithm works for any chainable sequence Θ, and is an
extension of the hierarchical algorithm from [LZRG22, ZRG23] that was introduced only
for the square dyadic butterfly (cf. Table 6.1). The hierarchical approach is greedy in the
sense that it seeks to factorize the target matrix A by performing successive factorization
into two factors until the number of desired factors is obtained.
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6.4.3 An inconvenience of Algorithm 6

In this section, we argue that with the current form of Algorithm 6, the control of the
approximation error in the form of (6.12) is impossible. Indeed, consider the following
example:

Example 6.4.3. Consider a chainable sequence of DBPs Θ := {θi}Ni=1, N = 3 given by
Θ = {(1, 1, 1, 4), (1, 2, 2, 2), (2, 2, 2, 1)}. We have the support constraints in binary matrix
forms of Θ given by:

S1 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , S2 =


1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1

 , S3 =


1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1


Consider a matrix A ∈ BΘ given by:

A =


0 0 0 0
1 1 1 1
1 1 1 1
1 1 1 1

 = S′1S2S3, where S′1 =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


The distance between A and the set BΘ is, thus, zero.

What does Algorithm 6 do to factorize A into 3 factors associated to Θ with a left-to-
right tree (cf. Figure 6.2a)? In the first step, it will perform Algorithm 5 with (A,S1,14×4)
(since θ2 ∗ θ3 = (1, 4, 4, 1), a 4 × 4 matrix with no support constraint) and obtain two
factors X1 and X[2,3]. Note that Algorithm 5 can output many possible optimal solutions

(X1,X[2,3]) of (6.1.FSMF), as long as they satisfy X1X[2,3] = A. Then it will continue to

factorize X[2,3] into X2 and X3 using Algorithm 5 with input (X[2,3],S2,S3). Here is the
problem: if X1 = S′1, then the first row of X[2,3] can be arbitrary (while the remaining rows
have to match those of A). A choice of X[2,3] that does not admit a factorization to X2 and
X3 (with support constraints Sθ2 and Sθ3 respectively) can possibly make A 6= X1X2X3.
Therefore, an error bound as in (6.12) is impossible.

This problem results from the ambiguity of the choice of optimal factors given by
Algorithm 5 in line 7 of Algorithm 6: there are plenty of optimal pairs of factors in
each iteration, and the choice in one iteration will affect the following factorization in the
recursion (by changing the input matrix of Algorithm 5).

To fix the issue presented in Example 6.4.3, we need to make a “good choice” of the
input matrices of Algorithm 5 in line 7. This tweak is what we will apply to Algorithm 6
and establish a provable guarantee based on this modification. This motivates us to
introduce an unrolled version of Algorithm 6.

6.4.4 An non-recursive alternative for Algorithm 6

To unroll the algorithm described in Algorithm 6, we observe that the role of the binary
tree T is to encode how to “split” the factorization. At each two-factor factorization step,
we only need to access the intervals Jl, rK, the values s, l ≤ s < r, and solve (6.19). It
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is noteworthy that the values s from all iterations form a permutation of JN − 1K (since
1 ≤ s < N and all values of s are distinct). Thus, an alternative to store that information
encoded by the binary tree T is to use:

1. A permutation σ of JN−1K, to store the values s in the order the two-factor factorization
is performed.

2. A list of intervals partition consists of Jl, rK whose XJl,rK is already computed.

Incorporating this idea gives us Algorithm 7, a non-recursive alternative of Algorithm 6.
Algorithm 6 and Algorithm 7 are exactly equivalent (if the permutation σ encodes the

Algorithm 7 Hierarchical algorithm (non-recursive version)

Require: A ∈ Rm×n, Θ = (θ`)
N
`=1, a permutation σ := (σk)

N−1
k=1 of JN − 1K

1: partition← {P1} where we denote P1 = J1, NK.
2: factors← {XP1} where we denote XP1 = A.
3: for ` = 1, . . . , N − 1 do
4: (Pj)

`
j=1 ← partition

5: (XPj )
`
j=1 ← factors

6: j ← the unique j ∈ J`K such that Pj := Jl, rK 3 s := σi
7: (θleft, θright)← (θl ∗ . . . ∗ θs, θs+1 ∗ . . . ∗ θr)
8: (XJl,sK,XJs+1,rK)← Algorithm 5(XJl,rK,Sθleft

,Sθright
)

9: partition← (P1, . . . , Pj−1, Jl, sK, Js+ 1, rK, Pj+1, . . . , P`)
10: factors← (XP1 , . . . ,XPj−1 ,XJl,sK,XJs+1,rK,XPj+1 , . . . ,XP`)
11: end for
12: return factors

same information as the binary tree T ). As explained in Example 6.4.3, we cannot possibly
achieve any error bound with Algorithm 7. However, the unrolled version Algorithm 7
offers an idea that is more difficult to see from the recursive version Algorithm 6: at the
`th factorization, instead of directly using XPj as the target matrix for Algorithm 5, one
can produce a sequence (X′P1

, . . . ,X′P`) such that:

1. For all 1 ≤ i ≤ `, we have: supp(X′Pi) ⊆ Sθl∗...∗θr where Pi = Jl, rK.

2. The product X′P1
. . .X′P` = XP1 . . .XP` .

We then use X′Pj (j defined as in line 6 of Algorithm 7) as the target matrix instead of XPj .

Such sequence of (X′P1
, . . . ,X′P`) is not rare. For example, we can take (X′P1

, . . . ,X′P`) =

(XP1D1,D
−1
1 XP2D2, . . . ,D

−1
`−1X

′
P`

) for any sequence (D1, . . . ,D`−1) of invertible diagonal
matrices. This choice is valid since the support is invariant under the multiplication to the
left and right by invertible diagonal matrices. This flexibility allows us to possibly avoid
the difficulty presented in Example 6.4.3. With this idea, the main question is: how to
choose X′Pi given the factors XPi? We propose such a choice in the following section. In
addition, we provide the error bounds of the resulted algorithm - Algorithm 8 - which is
obtained by incorporating our choice of X′Pi .



131

6.5 A hierarchical algorithm for deformable butterfly fac-
torization with error bound guarantee

In this section, we first present Algorithm 8, a version of Algorithms 6 and 7 that we will
prove to admit an error bound of the form (6.12) in Section 6.5.1. After that, we provide
and discuss in detail the error bounds of Algorithm 8 in Section 6.5.2.

6.5.1 A hierarchical algorithm for deformable butterfly factorization
with orthonormalization

We present in Algorithm 8, a modified version of Algorithms 6 and 7. In comparison to
Algorithm 7, Algorithm 8 has two additional “for” loops that uses Algorithm 9:

1. The first “for loop” (lines 8-10): Performing Algorithm 9 for all pairs (XPk ,XPk+1
), k <

j (j is defined as in line 6) where θPk = θlk ∗ . . . ∗ θrk , Pk = Jlk, rkK. This operation
is carried out forwards (i.e., from k = 1 to j − 1).

2. The second “for loop” (lines 11-13): Likewise, for all pairs (XPk ,XPk+1
), k > j.

However, this operation has to be performed backwards (cf. line 11).

We call this part in blue: orthonormalization operations. Below is the pseudo-code for

Algorithm 8 Hierarchical algorithm with orthonormalization

Require: A ∈ Rm×n, non-redundant Θ = (θ`)
N
`=1, a permutation σ := (σk)

N−1
k=1 of JN−1K.

1: (q`)
N−1
`=1 ← parameters such that (θ`, θ`+1) is q`-chainable for any ` ∈ JN − 1K

2: partition← {P1} where we denote P1 = JN − 1K.
3: factors← {XP1} where we denote XP1 = A.
4: for ` = 1, . . . , N − 1 do
5: (Pj)

`
j=1 ← partition.

6: (XPj )
`
j=1 ← factors.

7: j ← the unique j ∈ J`K such that Pj := Jl, rK 3 s := σi.
8: for k = 1, . . . , j − 1 do
9: (XPk ,XPk+1

)← Algorithm 9(θPk , θPk+1
,XPk ,XPk+1

, column).
10: end for
11: for k = `, . . . , j + 1 do
12: (XPk−1

,XPk)← Algorithm 9(θPk−1
, θPk ,XPk−1

,XPk , row).
13: end for
14: (θleft, θright)← (θl ∗ . . . ∗ θs, θs+1 ∗ . . . ∗ θr).
15: (XJl,sK,XJs+1,rK)← Algorithm 5(XJl,rK,Sθleft

,Sθright
).

16: partition← (P1, . . . , Pj−1, Jl, sK, Js+ 1, rK, Pj+1, . . . , P`).
17: factors← (XP1 , . . . ,XPj−1 ,XJl,sK,XJs+1,rK,XPj+1 , . . . ,XP`).
18: end for
19: return factors

Algorithm 9. A more formal presentation of Algorithm 9 will be provided in Section 6.7.8.
We discuss here some intuitions and properties of Algorithm 9 that are useful for the
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Algorithm 9 Column/row-orthonormalization

Require: A chainable, non-redundant (θ1, θ2), X ∈ Fθ1 , Y ∈ ×Fθ2 , t ∈ {column, row}.
1: (X̃, Ỹ)← (0,0).
2: for P ∈ P(Sθ1 ,Sθ2) do
3: if t is column then
4: (Q,R)← QR-decomposition of X[RP , P ].
5: X̃[RP , P ]← Q.
6: Ỹ[P,CP ]← RY[P,CP ].
7: else if t is row then
8: (Q,R)← QR-decomposition of Y[P,CP ]>.
9: X̃[RP , P ]← X[RP , P ]R>.

10: Ỹ[P,CP ]← Q>.
11: end if
12: end for
13: return (X̃, Ỹ).

analysis of Algorithm 8. Results in the following (namely Lemmas 6.5.1, 6.5.3 and 6.5.4
are proved in Section 6.7.9 while Lemma 6.5.2 is proved in Section 6.7.7). .

1. Algorithm 9 takes a pair of chainable, non-redundant (θ1, θ2), two θi-DB factors
(i = 1, 2) X and Y and a variable t admitting two valid values: column or row. It
then returns two θi-DB factors (i = 1, 2) X̃ and Ỹ. This result is formalized as:

Lemma 6.5.1. Consider the output (X̃, Ỹ) of Algorithm 9 with a valid input (θ1, θ2,X,Y, t),
we have: X̃ ∈ Fθ1 , Ỹ ∈ Fθ2.

2. Note that to be able to use Algorithm 9, (θPk , θPk+1
) of lines 9 and 12 has to be

chainable and non-redundant. In fact, since (θPk , θPk+1
) always has the form of

(θlk ∗ . . . θrk , θlk+1
∗ . . . ∗ θrk+1

) with rk + 1 = lk+1, the chainability is followed by
Lemma 6.4.2. The non-redundancy is shown in the following lemma.

Lemma 6.5.2. Let Θ = (θ`)
N
`=1 be a chainable and non-redundant sequence of DB

parameters, then for any interger 1 ≤ l ≤ s < r ≤ N , the pair (θl∗. . .∗θs, θs+1∗. . .∗θr)
is not redundant.

3. If t = column, then the submatrices of X̃ of the form X̃[RP , P ], P ∈ P(Sθ1 ,Sθ2)
become orthonormal by column (P, RP are defined as in Definition 7.6.4). Indeed,
they are set to Q (in line 5 of Algorithm 9) where (Q,R) is the QR-decomposition
3 of submatrices of X[RP , P ]. The orthonormality by column of X̃[RP , P ] is very
important in the proof of our error bound of Algorithm 8. In fact, we require (θ1, θ2)
to be non-redundant because it is impossible to have a matrix of size |RP | × |P |
orthonormal by column if |RP | = bi < p = |P | (cf. Lemma 6.4.1). The non-
redundancy introduced in Section 6.3 is not only for the efficiency of matrix-vector
product, but it also serves as an important technical assumptions. However, it is

3In this context, a QR-decomposition of a matrix A ∈ Rm×n,m ≥ n is a pair of matrices (Q,R) in
which Q ∈ Rm×n is orthonormal by column and Rn×n is an upper triangular matrix.



133

worth emphasizing that this does not make our results more restricted: thanks to
Lemma 6.3.22, Θ can be assumed to be non-redundant, without loss of generality.

4. Likewise, if t = column, then the submatrices of Ỹ of the form Ỹ[P,CP ], P ∈
P(Sθ1 ,Sθ2) become orthonormal by row. That is why the pseudo-code in blue is
called orthonormalization operations.

Using the third and fourth remarks, we can prove the following result:

Lemma 6.5.3. Consider the values of the list factors := (XPi)
`
i=1 at line 15 and

the value j (defined as in line 7) of the `th iteration of Algorithm 8, define:

X
(`)
left := XP1 . . .XPj−1 (6.20)

X
(`)
right := XPj+1 . . .XP` (6.21)

with convention that Xleft (resp. Xright) is the identity matrix with of size a1b1d1 if
j = 1 (resp. aNcNdN if j = `). For any (θl ∗ . . . ∗ θr)-DB factor Y (l, r defined as
in line 7), we have:

‖X(`)
leftYX

(`)
right‖F = ‖Y‖F (6.22)

We can see that the matrix X
(`)
left and X

(`)
right behave like orthonormal matrices by

column and row respectively, in the sense that their multiplication preserves the
Frobenius norm of the matrix Y (with additional assumption on the matrix Y). In-
tuitively, this choice will avoid “ill-conditioned” factors such as X1 in Example 6.4.3.

5. Last but not least, in both cases t ∈ {row, column}, we have:

(X1X2)[RP , CP ] = (X̃1X̃2)[RP , CP ]

This allows us to prove the following result:

Lemma 6.5.4. Consider the output (X̃, Ỹ) of Algorithm 9 with a valid input (θ1, θ2,X,Y, t),
we have: X̃Ỹ = XY.

A direct corollary of Lemma 6.5.4 is given as follows:

Corollary 6.5.5. At the `th iteration of Algorithm 8, the product XP1 . . .XP` is
invariant during the orthonormalization operations (line 8-13).

6.5.2 Approximation error of the hierarchical algorithm with orthonor-
malization

It remains to prove a bound for the approximation error of Algorithm 8. To describe such
a bound, we introduce the following definition.

Definition 6.5.6 (First level factorization). Given a matrix A ∈ Rm×n and a chainable,
non-redundant Θ := (θ`)

N
`=1, for 1 ≤ s ≤ N − 1 define:

EΘ
s (A) := min

X,Y
‖A−XY‖F such that supp(X) ⊆ S1,s, supp(Y) ⊆ Ss+1,N (6.23)

where Sl,r := Sθl∗...∗θr , 1 ≤ l ≤ r ≤ N .
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The problem in Definition 6.5.6 is named “first level factorization” because it indeed
corresponds to the first factorization of the form (6.19) of Algorithm 8. It is important
in the analysis that follows, for two reasons: It corresponds to a polynomially solvable
instance of (6.1.FSMF) (cf. Theorem 6.2.3 and Lemma 6.4.1); moreover, the optimal value
of the first level factorization is also a lower bound for the optimal error approximation of
(6.10). It is presented in the following lemma.

Lemma 6.5.7. For each matrix A, each chainable Θ := (θ`)
N
`=1 and 1 ≤ s ≤ N − 1, we

have: EΘ
s (A) ≤ EΘ(A) (EΘ(A) is defined in (6.10)).

Proof. If B ∈ BΘ, there exists X`, ` = 1, . . . , N such that B =
∏N
`=1 X` such that X` ∈

Fθ` . Since supp(X1 . . .X`) ⊆ S1,s and supp(X`+1 . . .XN ) ⊆ Ss,N (cf. Lemma 6.3.16), we
have:

BΘ ⊆ {XY | supp(X) ⊆ S1,s, supp(Y) ⊆ Ss+1,N}, ∀1 ≤ s ≤ N − 1. (6.24)

Therefore, EΘ
s (A) ≤ ‖A−B‖F ,∀B ∈ FΘ. Thus, EΘ

s (A) ≤ EΘ(A).

A direct corollary of Lemma 6.5.7 is given by:

Corollary 6.5.8. Under the same assumptions as Lemma 6.5.7, we have:

max
1≤s≤N−1

EΘ
s (A) ≤ EΘ(A).

Approximation error of Algorithm 8 for arbitrary permutation σ

The following theorem is the main result of this chapter: it provides a bound for the
approximation error obtained by the hierarchical algorithm described in Algorithm 8 with
an arbitrary permutation σ.

Theorem 6.5.9 (Error approximation of hierarchical algorithm). Consider a matrix A ∈
Rm×n, a chainable, non-redundant Θ := (θ`)

N
`=1 and a permutation σ of JN − 1K. Using

A,Θ, σ as inputs, Algorithm 8 returns N factors (X`)
N
`=1 ∈ FΘ, such that:

‖A−
N∏
`=1

X`‖F ≤
N−1∑
k=1

2N−1−kEΘ
σk

(A). (6.25)

Before proving this result, we discuss several of its interesting corollaries.

Corollary 6.5.10 (Hierarchical factorization with identity permutation). Under the same
assumptions of Theorem 6.5.9 with the identity permutation σ = (1, . . . , N − 1), we have:

‖A−
N∏
`=1

X`‖F ≤
N−1∑
`=1

2N−1−`EΘ
` (A), (6.26)

Corollary 6.5.11 (Hierarchical factorization with arbitrary permutation). Under the
same assumptions of Theorem 6.5.9, we have:

‖A−
N∏
`=1

X`‖F ≤ (2N−1 − 1)EΘ(A), (6.27)
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Proof. It is immediate using Theorem 6.5.9, Corollary 6.5.8 and the famous equality∑N−1
k=1 2N−1−k =

∑N−2
k=0 2k = 2N−1 − 1.

Corollary 6.5.12 (A characterization of DB matrix). Given a chainable, non-redundant
Θ := (θ`)

N
`=1, let MΘ

` := {XY | supp(X) ⊆ S1,`, supp(Y) ⊆ S`+1,N} (Sl,r is defined as in
Definition 6.5.6), we have:

BΘ =

N−1⋂
`=1

MΘ
` (6.28)

Proof. On the one hand, due to Equation (6.24), we have: BΘ ⊆MΘ
` . Thus,

BΘ ⊆
N−1⋂
`=1

MΘ
` .

On the other hand, if A ∈
⋂N−1
`=1 MΘ

` , then EΘ
` (A) = 0,∀` < N . Using Theorem 6.5.9,

we conclude that Algorithm 8 will return a matrix A ∈ BΘ such that ‖A−B‖F = 0, i.e.,
A = B. Thus, A ∈ BΘ. It implies that:

N−1⋂
`=1

MΘ
` ⊆ BΘ.

The proof is, thus, concluded.

Corollary 6.5.12 provides a way to verify if a matrix A is an element of BΘ. It can be
done by checking whether A ∈MΘ

` ,∀` = 1, . . . , |Θ| − 1. In fact, one can characterizeMΘ
`

as:

MΘ
` = {A | supp(A) ⊆ S1,N and rank(A[RP , CP ]) ≤ q`,∀P ∈ P(S1,`,S`+1,N )}

where q` is the integer such that (θ`, θ`+1) is q`-chainable. This characterization is ex-
plained in Corollary 6.7.3 of Section 6.7.1. Note that the set {A | supp(A) ⊆ S1,N} =
{A | A[i, j] = 0,∀(i, j) /∈ S1,N} and the constraints A[i, j] = 0 is equivalent to constraint
the rank of the matrix ( A[i,j] ) of size 1 × 1 to be of rank 0. Therefore, if Θ is chainble,
checking the membership of a matrix in the set BΘ reduces to compute the ranks of its
submatrices.

Back to the proof of Theorem 6.5.9, it is based on Lemma 6.5.13, which is stated as
follows:

Lemma 6.5.13. Consider the `th iteration of Algorithm 8 whose inputs are a chainable,

non-redundant Θ := (θ`)
N
`=1 and a matrix A and a permutation σ. Define X

(`)
left and X

(`)
right

as in Lemma 6.5.3. We have:

EΘ
s (X

(`)
leftXJl,rKX

(`)
right) = ‖XJl,rK −XJl,sKXJs+1,rK‖F , (6.29)

where (l, s, r) and (XJl,rK,XJl,sK,XJs+1,rK) are defined as in line 7 and line 15 of Algo-
rithm 8, respectively.

The proof of Lemma 6.5.13 is deferred to Section 6.7.10. We now prove Theorem 6.5.9.
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Proof of Theorem 6.5.9. In general, the hierarchical algorithm will perform (N − 1) two-
factor matrix factorization (line 15 - Algorithm 8). After the `th factorization, define
P` =

∏`+1
j=1 XPj which is equal to the product of all current factors in the list factors.

For ` = 0, P` = A. Also, the matrix PN−1 ∈ BΘ and we want to show that:

‖A−PN−1‖F ≤
N−1∑
k=1

2N−1−kEΘ
σk

(A),

Define R` = ‖A−P`‖F , we will derive a relationship between R`−1 and R`. In fact,

R` = ‖A−P`‖F ≤ ‖A−P`−1‖F + ‖P`−1 −P`‖F = R`−1 + ‖P`−1 −P`‖F (6.30)

Note that the product of factors in the list factors changes from P`−1 to P` when we
perform a new two-factor factorization (line 15) at the `th iteration. The orthonormal-
ization operations (line 8-13) do not change this product (cf. Corollary 6.5.5). Therefore,
after the orthonormalization operations, we still have:

P`−1 = X
(`)
leftXJl,rKX

(`)
right

P` = X
(`)
leftXJl,sKXJs+1,rKX

(`)
right

(6.31)

where (XJl,rK,XJl,sK,XJs+1,rK) are defined as in line 15 of Algorithm 8.
Using Lemma 6.5.13, we obtain:

EΘ
s (P`−1) = ‖XJl,rK −XJl,sKXJs+1,rK‖F (6.32)

Moreover,

‖XJl,rK −XJl,sKXJs+1,rK‖F = ‖Xleft(XJl,rK −XJl,sKXJs+1,rK)Xright‖F
(6.31)

= ‖P`−1 −P`‖F ,
where the first equality holds because:

1. If ` = 1 (at the first iteration): then we factorize XJ1,NK = A, i.e., j = ` = 1. Thus,

both X
(1)
left and X

(1)
left are identity matrices (see the convention in Lemma 6.5.4). The

equality holds trivially.

2. If ` > 1 (from second iteration): We have XJl,rK is supported in Sl,r. Note that this
claim fails to hold only for A = XJ1,NK. However, since ` > 1, Jl, rK 6= J1, NK and
supp(XJl,rK) ⊆ Sl,r. So is the product XJl,sKXJs+1,rK (cf. Lemma 6.3.16). Thus, we
can apply Lemma 6.5.3.

Let As be the optimal solution of the sth first level factorization (cf Definition 6.5.6), we
have:

‖P`−1 −P`‖F = EΘ
s (P`−1) ≤ ‖P`−1 −As‖F

because As = XY for some (X,Y) feasible to the sth first level factorization. Using this
equation gives us:

‖P`−1 −P`‖F ≤ ‖P`−1 −As‖F ≤ ‖P`−1 −A‖F + ‖A−As‖F = R`−1 + EΘ
s (A) (6.33)

Combine Equation (6.30) and Equation (6.33), we obtain:

R` ≤ 2R`−1 + EΘ
s (A),∀` ≥ 1 (6.34)

The result follows immediately by unrolling the recursion in (6.34).
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A finer bound for approximation error of Algorithm 8 with identity permuta-
tion

In this section, we present a finer result for the hierarchical algorithm with σ equal to the
identity permutation by replacing the triangle inequality in (6.30) by a Pythagorean-like
equality. We distance this result with the general result Theorem 6.5.9, which works for
any permutation.

Theorem 6.5.14. Under the same assumptions of Theorem 6.5.9 except that we use the
identity permutation σ = (1, . . . , N − 1), we have:

‖A−
N∏
`=1

X`‖2F ≤ 3N−2EΘ
1 (A)2 + 2

N−1∑
kl=2

3N−1−kEkl
Θ(A)2, (6.35)

The following corollary is immediate:

Corollary 6.5.15 (Modified butterfly algorithm with identity permutation). Under the
same assumptions of Theorem 6.5.9, we have:

‖A−
N∏
`=1

X`‖F ≤
√

2× 3N−2 − 1 EΘ(A), (6.36)

Proof. It is obvious using Theorem 6.5.14, Corollary 6.5.8 and the equality:

3N−2 + 2
N−1∑
k=2

3N−1−k = 2× 3N−2 − 1

Because
√

2× 3N−2 − 1 ≤ 2N−1 − 1,∀N ≥ 2, Theorem 6.5.14 provide a tighter result
than Theorem 6.5.9 for identity permutation σ. The full proof of Theorem 6.5.14 can be
found in Section 6.7.11. Here, we only provide a proof sketch.

Proof sketch for Theorem 6.5.14. When σ is the identity permutation, there are two im-
portant observations:

1. Lines 11-13 are always skipped (because we hierarchically factorize A from left to
right, as illustrated in Figure 6.2a).

2. After the orthonormalization at the (`+1)th iteration, XP` does not change anymore.
This is true because after the `th iteration, P` = {`}. Thus, it will not be factorized
in line 15 anymore. Moreover, after the orthonormalization at the (`+1)th iteration,
the submatrix X`[RP , P ] in line 5, Algorithm 9 is already orthonormal by column.
The QR-decomposition of X`[RP , P ] returns Q = X`[RP , P ] and R = I an identity
matrix. Thus, the value of X` remains the same.

These observations allow us to improve the estimation in (6.30) to:

R2
` = R2

`−1 + ‖P`−1 −P`‖2F
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while (6.30) is a simple triangle inequality. Applying (6.33) and the inequality (a+ b)2 ≤
2(a2 + b2), we improve relation between R` and R`−1 to:

R2
` ≤ 3R2

`−1 + 2EΘ
s (A)2, ∀` ≥ 2

Using R1 = Eθ1(A) (since the first factorization is precisely the matrix factorization prob-
lem in Definition 6.5.6 with s = 1), we deduce the bound in Equation (6.36).

Applying Corollaries 6.5.11 and 6.5.15 to concrete chainable Θ gives us the following
table:

Table 6.2: The approximation ratio CN of Algorithm 8 with several chainable sequences
of DB parameters Θ in Table 6.1.

Parameterization Size |Θ| CN of Corollary 6.5.11 CN of Corollary 6.5.15

Low rank matrix m× n 2 1 1

Monarch [DCS+22b] m× n 2 1 1

Square dyadic
butterfly [DGE+19]

n× n logn n/2− 1 = O(n)
√

2
3

√
nlog 3 − 1 = O(n0.7925)

6.6 Experimental results

In this section, we conduct several experiments to compare Algorithm 7, Algorithm 8, and
other available algorithms in the literature.

Our first experiment is to factorize the Hadamard Transformation of size 2N × 2N

into N = 9 square dyadic butterfly factors (see Table 6.1) using Algorithm 7, Algo-
rithm 8, a gradient-based method [DGE+19] and an alternating least square algorithm
(ALS) [LRC+21]. All algorithms are implemented by Pytorch. In the following, we pro-
vide the descriptions for the candidates:

1. Algorithm 7 and Algorithm 8: We use P = {1, . . . , N−1} (left-to-right factorization).
In line 4 of Algorithm 5, we choose H = U[:, J|P |K]D1/2,V = D1/2X[:, J|P |K] where
UDV> = A � Si and U[:, J|P |K] is the submatrix corresponding to the first |P |
columns of U.

2. Gradient-based method [DGE+19]: Thanks to the parameterization given by Θ, this
method uses (variants of) gradient descent to optimize the coefficients inside the sup-
port constraints of butterfly factors. We use the protocol described in [DGE+19]:
first, we perform a iterations of ADAM [GBC16, Chapter 7], then followed by b itera-
tions of L-BFGS [NW06, Section 7.2]. In this experiment, we choose a = 100, b = 20
to ensure the convergence. Note that if the gradient norm is smaller than 10−7

(default chosen by Pytorch), L-BFGS will terminate.

3. Alternating least square: In each iteration, for every factor, we optimize its coeffi-
cients while fixing the others. Therefore, each iteration requires us to solve a sequence
of linear regression problems. We reuse the ALS implementation of [LRC+21].
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Figure 6.3: Comparison between projection methods with the factorization of the 29 × 29

Hadamard Transform.

The (relative) approximation errors (i.e. ‖A−X‖F /‖A‖F and running time of four algo-
rithms are illustrated in Figure 6.3. It can be seen that all methods can recover the exact
factorization of the Hadamard Transform, up to machine precision (our implementation
in Pytorch uses 32-bit float number format). In terms of running time, Algorithm 7 and
Algorithm 8 are faster than the other algorithms, with gains of several orders of magni-
tude. Also in this setting, Algorithm 7 is also faster than Algorithm 8 since it does not
perform the orthonormalization steps.

Our second experiment studies how well Algorithm 7 and Algorithm 8 scale with large
matrices, different Θ and different permutation σ. In this setting, we choose the matrix
A of size 2L × 2L, L ∈ {7, 8, . . . , 13}. We fix the number of factors N = 4. For each
size 2L × 2L, we generate a (r, . . . , r)-compatible (cf. Definition 6.3.10) sequence of N
DB parameters for r ∈ {1, 2, 4}. For each r, we choose Θ so that the total number of
parameters P(Θ) is minimized. This simulates a practical setting in deep learning: one
would like to replace a (large) matrix with the product of (deformable) butterfly factors.
The parameter r control the expressivity of BΘ: the larger is r, the more expressive is BΘ.
Finally, among all possible chains, it is natural to choose one whose number of parameters
is the smallest.

The matrix A is generated as: X + E where X = X1 . . .XN and the coefficients of Xi

are i.i.d generated from N (0, 1); E is an i.i.d centered Gaussian matrix with the standard
deviation 0.1. The permutation matrices σ1 and σ2 are those of Figure 6.2a) and b),
respectively. We use exactly the same implementation of Algorithm 7 and Algorithm 8 in
the previous experiment. For each N, r, we perform the two algorithms 10 times.

Figure 6.4 illustrates the running time and relative error approximation of Algorithm 7
and Algorithm 8. It can be seen that in the regime of very large matrices (213 × 213), the
difference in running time between the two algorithms is negligible. The orthonormaliza-
tion steps, thus, are not the bottleneck. In terms of error approximation, we observe that
with σ1, Algorithm 7 and Algorithm 8 are practically the same (but Algorithm 8 has to
perform orthonormalization steps in addition). The interesting case is the factorization
with σ2. We can see that orthonormalization steps seem to do their job well since the
error approximation of Algorithm 8 is consistently smaller than Algorithm 7 in all cases.
Except for Algorithm 7 with σ2, other variants consistently obtain factors whose products
yield relative approximation errors smaller than ‖E‖F /‖A‖F , the level of noise that we
add to the matrix X.
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Figure 6.4: Comparison between Algorithm 7 and Algorithm 8with two permutations
σ1, σ2. The error bar for each curve is the standard variation of either its running time or
approximation error of 10 runs.

6.7 Postponed proofs for results in Chapter 6

In this section, we provide proof for several results that are not yet proved. To ease
the reading when it comes to chainable sequences of DB parameters Θ, we will use the
following short-hands:

Definition 6.7.1. Given a chainable sequence of DB parameters Θ := (θ`)
N
`=1, define:

1. SΘ
` (or simply S`) := Sθ` = S(a`,b`,c`,d`).
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2. SΘ
k,` (or Sk,`) := S(θk∗...∗θ`),∀k ≤ `.

3. θk,` = θk ∗ . . . ∗ θ`.

4. F i := Fθi .

5. Fk,` := Fθk,` .

We make a convention that S1,0 = Ia1b1d1 and SN+1,N = IaN cNdN .

As a reminder, the term block refers to the large block matrix on the diagonal, while
the term sub-block refers to the small diagonal blocks inside each block. Readers might
want to see the illustrations in Figure 6.1 for a better visualization.

We introduce a technical lemma which is then used multiple times in this section.

Lemma 6.7.2. Consider support constraints (L,R) satisfying the conditions in Theo-
rem 6.2.3, for all (X,Y) such that supp(X) ⊆ L, supp(Y) ⊆ R, we have:

(XY)[RP , CP ] = X[RP , P ]Y[P,CP ], ∀P ∈ P(L,R). (6.37)

where RP , CP are defined as in Definition 7.6.4.

Proof. For any pair of matrices (X,Y) (that do not necessarily satisfy the support con-
straints (L,R), we have:

XY =

r∑
i=1

X[:, i]Y[i, :] =
∑

P∈P(L,R)

X[:, P ]Y[P, :].

If (L,R) satisfies the conditions of Theorem 6.2.3, then for any P̃ 6= P, P̃ ∈ P(L,R), we
have: (X[:, P̃ ]Y[P̃ , :])[RP , CP ] = 0 since supp((X[:, P̃ ]Y[P̃ , :])) ⊆ UP̃ and UP and UP̃
are disjoint (due to our assumption). Hence:

(XY)[RP , CP ] = (X[:, P ]Y[P, :])[RP , CP ] = X[RP , P ]Y[P,CP ].

6.7.1 Proof for Theorem 6.2.3

The following proof of Theorem 6.2.3 is mainly taken from the proof of Theorem 5.2.3.
We do an additional derivation for the infimum value of (6.1.FSMF).

Proof for Theorem 6.2.3. In this proof, we use the simple shorthand P for P(L,R). Define
UP := (JmK × JnK) \

(⋃
P∈P UP

)
. Because supp(X[:, P ]Y[P, :]) ⊆ UP ,∀P ∈ P, we have:

supp(XY) ⊆
⋃
P∈P UP . Thus, (XY) � UP = 0. According to Equation (5.5), the

objective function ‖A−XY‖2F can be re-written as:

‖A−XY‖2F =

(∑
P∈P
‖A[RP , CP ]−X[RP , P ]Y[P,CP ]‖2

)
+ ‖A�UP‖2 (6.38)

Therefore, if we ignore the constant term ‖A�ŪP‖2, the function L(X,Y) is decomposed
into a sum of functions ‖A[RP , CP ]−X[RP , P ]Y[P,CP ]‖2, which are instances of low-rank
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matrix approximation problem. Since all the optimized parameters are {(X[RP , P ],Y[P,CP ])}P∈P ,
an optimal solution of L is {(X?[RP , P ],Y?[P,CP ])}P∈P , where (X?[RP , P ],Y?[P,CP ])
is a minimizer of ‖ARP ,CP − X[RP , P ]Y[P,CP ]‖2 which is computed efficiently using a
truncated SVD. Since the blocks associated to distinct P are disjoint, these SVDs can be
performed blockwise, in any order, and even in parallel. That is why Algorithm 5 yields
optimal solutions.

To deduce the value of the infimum, it is sufficient to use the fact that the distance
between a matrix A to the set of matrices of rank at most k is given by:

‖A‖2F −
k∑
j=1

σ2
j (A). (6.39)

Applying this equality into (6.38) gives us the infimum of (6.1.FSMF):

inf ‖A−XY‖2F = inf

(∑
P∈P
‖A[RP , CP ]−X[RP , P ]Y[P,CP ]‖2

)
+ ‖A�UP‖2

=

(∑
P∈P

inf ‖A[RP , CP ]−X[RP , P ]Y[P,CP ]‖2
)

+ ‖A�UP‖2

(6.39)
=

∑
P∈P
‖A[RP , CP ]‖2F −

|P |∑
j=1

σ2
j (A[RP , CP ])

+ ‖A�UP‖2

=

(∑
P∈P
‖A[RP , CP ]‖2F

)
+ ‖A�UP‖2︸ ︷︷ ︸

‖A‖2F

−
∑
P∈P

|P |∑
j=1

σ2
j (A[RP , CP ]).

An immediate corollary of Theorem 5.2.3 and Theorem 6.2.3 is:

Corollary 6.7.3. Given (L,R) satisfying the conditions in Theorem 6.2.3, defineML,R :=
{XY | supp(X) ⊆ L, supp(Y) ⊆ R}. The set ML,R is equal to the intersection of two
sets Z1 and Z2, given by:

Z1 := {A | rank(A[RP , CP ]) ≤ |P |, ∀P ∈ P(L,R)}

Z2 := {A
∣∣ supp(A) ⊆ U}, U :=

⋃
P∈P(L,R)

(RP × CP )

Proof. Thanks to Theorem 5.2.3, a matrix A ∈ML,R if and only if:

‖A‖2F −
∑

P∈P(L,R)

|P |∑
j=1

σ2
j (A[RP , CP ]) = 0.

Moreover, due to the property of eigenvalues, which is:

‖A‖2F =
∑
j

σ2
j (A), (6.40)
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and the rank one representatives are either disjoint or overlapping pairwise, we have:

0 = ‖A‖2F −
∑

P∈P(L,R)

|P |∑
j=1

σ2
j (A[RP , CP ])

= ‖A� Ū‖2F +
∑

P∈P(L,R)

‖A[RP , CP ]‖2F −
|P |∑
j=1

σ2
j (A[RP , CP ])


= ‖A� Ū‖2F +

∑
P∈P(L,R)

min |RP |,|CP |∑
j=|P |+1

σ2
j (A[RP , CP ])

 ,

where Ū is the complement of U. Since all the terms in the RHS are non-negative, the
equality holds if and only if all terms are equal to zero. Consider them term by term gives
us:

1. ‖A� Ū‖2F = 0: if and only if supp(A) ⊆ U.

2.
∑min |RP |,|CP |

j=|P |+1 σ2
j (A[RP , CP ]) = 0: if and only if rank(A[RP , CP ]) ≤ ri.

That concludes the proof.

6.7.2 Proof for Lemma 6.3.15

Proof. Denote θ` = (a`, b`, c`, d`) for ` = 1, 2, 3. Let us show the q1-chainability between
θ1 and θ2 ∗ θ3. By definition of ∗, we have:

(ã, b̃, c̃, d̃) = θ̃ := θ2 ∗ θ3 =

(
a2,

b2d2

d3
,
a3c3

a2
, d3

)
(6.41)

It is sufficient to verify three conditions of Definition 6.3.7:

1. We have: a1c1/ã = a1c1/a2 and b̃d̃/d1 = b2d2/d1. Since θ1 and θ2 are q1-chainable,
we also have: a1c1/a2 = b2d2/d1 = q1 ∈ N. Thus a1c1/ã = b̃d̃/d1 ∈ N.

2. Since θ1, θ2 are chainable and a2 = ã, we have a1|ã.

3. Since θ1, θ2 and θ2, θ3 are chainable, we have: d2|d1 and d3|d2. Thus, d̃|d1 (because
d̃ = d3).

Thus, θ1 and (θ2 ∗ θ3) are q1-chainable. Similarly, (θ1 ∗ θ2) and θ3 are also q2-chainable.
Moreover, computing explicitly θ1 ∗ (θ2 ∗ θ3) gives:

θ1 ∗ (θ2 ∗ θ3) =

(
a1,

b1d1

d3
,
a3c3

a1
, d3

)
The computing of (θ1 ∗ θ2) ∗ θ3 yields the same DB parameter, which ends the proof.
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6.7.3 The explicit formula for (θ1 ∗ . . . ∗ θN)

Corollary 6.7.4. For Θ = (θ`)
N
`=1 = (a`, b`, c`, d`)

N
`=1 a chainable sequence of DB param-

eters:

θ1 ∗ . . . ∗ θN =

(
a1,

b1d1

dN
,
aNcN
a1

, dN

)
. (6.42)

Proof. The proof is carried out by induction. Consider:

1. Base case: If N = 2, the result is trivial thanks to Definition 6.3.13.

2. Assume that the statement of this corollary holds for any chainable sequence Θ whose
length |Θ| ≤ N . We prove that it is still valid for Θ = (θ`)

N+1
`=1 of length N + 1. Indeed,

by induction hypothesis, we have:

θ1 ∗ . . . ∗ θN =

(
a1,

b1d1

dN
,
aNcN
a1

, dN

)
Therefore,

θ1 ∗ . . . ∗ θN ∗ θN+1 =

(
a1,

b1d1

dN
,
aNcN
a1

, dN

)
∗ (aN+1, bN+1, cN+1, dN+1)

=

(
a1,

b1d1dN
dNdN+1

,
aN+1cN+1

a1
, dN+1

)
=

(
a1,

b1d1

dN+1
,
aN+1cN+1

a1
, dN+1

)
.

That concludes the proof.

6.7.4 Proof for Lemma 6.3.22

Proof. Because Θ is redundant, there exists ` ∈ JN − 1K such that the q`-chainable pair
(θ`, θ`+1) is redundant. It implies that q` > min(b`, c`+1).

The proof of this lemma consists of proving that for Θ′ := (θ1, . . . , θ`−1, θ`∗θ`+1, θ`+2, . . . , θN ):

1. Θ′ is chainable.

2. ‖Θ′‖0 < ‖Θ‖0.

3. BΘ′ = BΘ.

The proof of each statement is given as follows:

1. Θ′ is chainable: This is a direct corollary of Lemma 6.4.2.

2. ‖Θ′‖0 < ‖Θ‖0: This is equivalent to show that ‖θ` ∗ θ`+1‖0 < ‖θ`‖0 + ‖θ`+1‖0. The
explicit values of the two terms are given by:

‖θ`‖0 + ‖θ`+1‖0 = a`b`c`d` + a`+1b`+1c`+1d`+1

= a`+1q`b`d` + a`+1d`q`c`+1

= a`+1d`(q`d` + q`c`+1)

‖θi ∗ θ`+1‖0 = a`+1d`b`c`+1
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Since q` > min(b`, c`+1), we have: b`c`+1 < q`d` + q`c`+1. Therefore, ‖θi ∗ θ`+1‖0 <
‖θ`‖0 + ‖θ`+1‖0.

3. BΘ′ = BΘ: it is sufficient to prove that:

F `,`+1 = {X`X`+1|X` ∈ F `,X`+1 ∈ F `+1},

where F `,`+1 := Fθ`∗θ`+1 is defined as in Definition 6.7.1. It is easy to see that
{X`X`+1|X` ∈ F `,Xi+` ∈ F `+1} ⊆ F `,`+1 due to Corollary 6.3.14.

To prove the other direction, we notice that the maximum support of a matrix in F (`,`+1)

is S`,`+1 = supp(S`S`+1) ⊆
⋃
P∈P(S`,S`+1) UP (cf. Proposition 6.3.11). Therefore, if a

matrix A = X`X`+1 for some X` ∈ F `,X`+1 ∈ F `+1, it is equivalent to:

A[RP , CP ] = (X`X`+1)[RP , CP ], ∀P ∈ P(S`,S`+1)

Moreover, since (θ`, θ`+1) is q`-chainable, (S`,S`+1) satisfies the condition of Lemma 6.7.2.
Therefore,

(X`X`+1)[RP , CP ] = X`[RP , P ]X`+1[P,CP ],∀P ∈ P(S`,S`+1)

Since (θ`, θ`+1) is q`-chainable, |P | = q`,∀P ∈ P(S`,S`+1). Therefore, for any matrix
A ∈ F `,`+1, we choose Xk ∈ Fk, k ∈ {`, `+ 1} such that:

X`[RP , P ]X`+1[P,CP ] = A[RP , CP ].

This is always possible because |RP | = b`, |CP | = c`+1 and min(|RP |, |CP |) < |P | = q`
(which is our assumption). Since this holds for any A ∈ F `,`+1, we deduce that:
F `,`+1 ⊆ {X`X`+1|X` ∈ F `,X`+1 ∈ F `+1}.

That concludes the proof.

6.7.5 Proof for Lemma 6.4.1

Proof. First, for any DB parameter θ, due to the definition of Sθ, the support of columns/rows
of Sθ is pairwise disjoint or identical. Therefore, any pair of elements of ϕ(Sθ1 ,Sθ2) is either
identical (if their corresponding column and row supports coincide) or disjoint (otherwise).
That concludes the proof.

Note that Sθ1Sθ2 =
∑

Ui∈ϕ(Sθ1 ,Sθ2 ) Ui (this is simply the rank one decomposition of

matrix multiplication). By Proposition 6.3.11:∑
Ui∈ϕ(Sθ1 ,Sθ2 )

Ui = Sθ1Sθ2 = qS(θ1∗θ2). (6.43)

Since Ui are pairwise disjoint or identical, the above equation implies that each Ui needs
to repeat exactly q times. Therefore, for P ∈ P(Sθ1 ,Sθ2), we have: |P | = q.

Finally, RP and CP are simply the support constraints of the `th column Sθ1 and `th
row of Sθ2 respectively, for any ` ∈ P . Therefore, |RP | = b1, |CP | = c2.
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6.7.6 Proof for Lemma 6.4.2

Proof. Thanks to Corollary 6.7.4, we have:

(a, b, c, d) := θl ∗ . . . ∗ θs =

(
al,

bldl
ds

,
ascs
al

, ds

)
(a′, b′, c′, d′) := θs+1 ∗ . . . ∗ θr =

(
as+1,

bs+1ds+1

dr
,
arcr
as+1

, dr

) (6.44)

Veryfying three conditions of q-chainability gives us:

1. First condition: ac/a′ = ascs/as+1 = qs, b
′d′/d = bs+1ds+1/ds = qs (because

(θs, θs+1) is qs-chainable.

2. Second and third conditions: Since a`|a`+1 and d`+1|d`,∀` = 1, . . . , N − 1, we have:
al|as+1 and dr|ds.

6.7.7 Proof for Lemma 6.5.2

Proof. The proof is based on the explicit formulas of θl ∗ . . . ∗ θs and θs+1 ∗ . . . ∗ θr, which
are given by:

(a, b, c, d) := θl ∗ . . . ∗ θs =

(
al,

bldl
ds

,
ascs
al

, ds

)
(a′, b′, c′, d′) := θs+1 ∗ . . . ∗ θr =

(
as+1,

bs+1ds+1

dr
,
arcr
as+1

, dr

) (6.45)

We just need to verify that qs = b′d′/d = ac/a′ ≤ min(b, c′) because they are already
qs-chainable, as proved in Lemma 6.4.2.

We will prove that qs = b′d′/d ≤ b. A similar argument will yield qs = ac/a′ ≤ c′. As
a consequence, qs ≤ min(b, c) and the proof is concluded.

In fact, since b′d′/d = bs+1ds+1/ds, b = b1d1/ds, proving b′d′/d ≤ b is equivalent to
proving bs+1ds+1 ≤ b1d1. Because Θ is non-redundant, for all ` ∈ JN − 1K, we have:
q` = b`+1d`+1/d` ≤ b`. Therefore, b`+1d`+1 ≤ b`d`, ∀` ∈ JN − 1K. Thus,

bs+1ds+1 ≤ . . . ≤ b1d1.

6.7.8 Orthonormal DB factors and the properties of Algorithm 9

This section is devoted to introduce introduce a notion of orthonormality for a DB factor.
It provides us with formal definitions and technical tools to prove results involved Algo-
rithm 9 (namely, Lemmas 6.5.1, 6.5.3 and 6.5.4). We start with the following definition.

Definition 6.7.5. Let θ be a DB parameter, and q be an integer, define:

1. Pc(θ, q) := P(Sθ,Sθ̃) for any DB parameter θ̃ such that (θ, θ̃) is q-chainable if such

an θ̃ exists.
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2. Pr(θ, q) := P(Sθ̃,Sθ) for any DB parameter θ̃ such that (θ̃, θ) is q-chainable if such

an θ̃ exists.

Definition 6.7.5 is indeed well-defined. In fact, one needs to prove that P(Sθ,Sθ̃) and

P(Sθ̃,Sθ) do not depend on the choice of θ̃. An illustration for Definition 6.7.5 is given in
Figure 6.5.

We only prove that Pc(θ, q) is well-defined. The same result for Pr(θ, q) can be handled
similarly. All we need to do is to prove the following lemma.

Lemma 6.7.6 (Well-definedness of Pc(θ, q)). If θ : (a, b, c, d) is a DB parameter such that
there exists θ̃ satisfying that (θ, θ̃) is q-chainable, then P(Sθ,Sθ̃) does not depend on the

choice of θ̃ and its elements have the following form:

{k+ tqd, k+ d+ tqd, . . . , k+ d(q− 1) + tqd}, ∀k = 1, . . . , d, ∀t = 0, . . . , ca/q− 1. (6.46)

T0 T1

I0,0 I0,1 I1,0 I1,1

Figure 6.5: Illustration for Pc(θ, q) with θ = (2, 2, 4, 2) and q = 2. Columns with same
color belong to the same equivalence class. Illustration for Tt (cf. Equation (6.47)) and
It,s (cf. Equation (6.48)) are also provided.

Proof for Lemma 6.7.6. We remind readers of our terminology: blocks refers to the large
blocks in the diagonal of size bd× cd, and sub-blocks to refer the small ones of size d× d
(see Figure 6.1). We assume that θ̃ := (ã, b̃, c̃, d̃).

It is sufficient to prove that Pc(θ, q) consists of elements of the form of (6.46) because
these elements trivially do not depend on θ̃. Remind that each block has size bd× cd. The
set of column indices corresponding to a block has the form:

Tt := J1 + tcd, (t+ 1)cdK,∀t = 0, . . . , a− 1 (6.47)

Apparently, columns in different blocks have disjoint supports. Consequently, they cannot
be partitioned into the same equivalent class.
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For each Tt, we further decompose them into c/q = ã/a ∈ N equal consecutive intervals
of the forms:

It,s = J1 + sdq + tcd, (s+ 1)dq + tcdK,∀s = 0, . . . , c/q − 1 (6.48)

An illustration of Tt and It,s can be found in Figure 6.5.
We argue that indices in different It,s cannot be in the same equivalent class. Indeed,

consider a θ̃ such that (θ, θ̃) is q-chainable, since ac = qã (cf. Definition 6.3.7), the number
of columns of each block of θ-DB factors is c/q times that of rows of each block of θ̃-DB
factors. It implies that indices in different It,s belongs to different blocks of θ̃-DB factors.
Since the row supports of different blocks (of θ̃-DB factors) are disjoint, the corresponding
rank one contribution supports have to be disjoint between indices of different It,s. Thus,
equivalence classes are subsets of It,s for some t, s ∈ N.

Finally, let’s examine closely an It,s. To make it simple, we consider the first interval
of the first block I0,0 = JdqK. The columns of the same support in this interval repeat
with frequency d (since each block is a block matrix whose sub-blocks are d× d diagonal
matrices). Thus, JdqK can be partitioned exactly into d subsets (of size q) of indices whose
columns share the same support. By Lemma 6.4.1, this must also be an equivalence class.
Our following argument remains valid for other It,s as well. It implies that each partition
has the form as in Equation (6.46).

Using Definition 6.7.5, we can define q-column/row-orthonormal DB factors as follow:

Definition 6.7.7 (q-column/row-orthonormal DB factors). Given an integer q and a DB
parameter θ such that Pc(θ, q) (resp. Pr(θ, q)) is defined, a θ-DB factor A is q-column-
orthonormal (resp. q-row-orthonormal) if the submatrix A[:, P ] is orthonormal by column
(resp. A[P, :] is orthonormal by row) for each P ∈ Pc(θ, q) (resp. P ∈ Pr(θ, q)).

We refer to both q-column/row-orthonormal DB factors as orthonormal DB factors.

Remark 6.7.8. Another equivalent definition of q-column (resp. row)-orthonormal θ-
DB factor is to require A[RP , P ] (resp. S[P,CP ]) to be column (resp. row)-orthonormal
(RP , CP are defined as in Definition 7.6.4). Indeed, the submatrix A[:, P ] has the form:

A[:, P ] =
(

A[RP ,P ]
0

)
up to some row permutation. Thus, if A[:, P ] is column-orthonormal,

so is A[RP , P ] and vice-versa. The same argument applies for A[P, :] and A[P,CP ].

We are now ready to precisely describe what Algorithm 9 aims to achieve:

Lemma 6.7.9. Let (θ1, θ2) be a pair of q-chainable DB parameters that is not redundant.
For any (X1,X2) ∈ Fθ1 ×Fθ2, Algorithm 9 will return:

1. If t = column: a pair of factors (X̃1, X̃2) ∈ Fθ1 × Fθ2 such that X̃1 is q-column-
orthonormal DB factor and X̃1X̃2 = X1X2;

2. If t = row: a pair of factors (X̃1, X̃2) ∈ Fθ1×Fθ2 such that X̃2 is q-row-orthonormal
DB factor and X̃1X̃2 = X1X2.

The proof of Lemma 6.7.9 is demonstrated in Section 6.7.9 altogether with its corollar-
ies: Lemmas 6.5.1, 6.5.3 and 6.5.4. Below, we list several properties of DB factors, which
will be used to prove for other remaining results.
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Inner product preservation

The interest of introducing q-column/row-orthonormal DB-factors is that they can act
similarly to classical column/row-orthonormal matrices. Roughly speaking, they preserve
the inner product between DB-factors up to matrix multiplication operators under certain
assumptions. It is shown in the following lemma:

Lemma 6.7.10. Given a θ-DB factor X and a pairs of θ′-DB factors (Y1,Y2) where
(θ, θ′) is q-chainable, if X is a q-column-orthonormal DB factor, then:

〈XY1,XY2〉 = 〈Y1,Y2〉

where 〈·, ·〉 denotes the usual Frobenius inner product of two matrices.

Proof. Since supp(XYi) ⊆ ∪P∈P(Sθ,Sθ′ )
RP × CP , i = 1, 2, and RP × CP are pairwise

disjoint (cf. Lemma 6.4.1), we have:

〈XY1,XY2〉 =
∑

P∈P(Sθ,Sθ′ )

〈(XY1)[RP , CP ], (XY2)[RP , CP ]〉 (6.49)

Moreover, Sθ′ =
⋃
P∈P(Sθ,Sθ′ )

P × CP and P × CP are pairwise disjoint (because they

belong to different subsets of rows of Yi, i = 1, 2), we have:

〈Y1,Y2〉 =
∑

P∈P(Sθ,Sθ′ )

〈Y1[P,CP ],Y2[P,CP ]〉. (6.50)

By Lemma 6.7.2, we have:

(XYi)[RP , CP ] = X[RP , P ]Yi[P,CP ], ∀P ∈ P(Sθ,Sθ′), i = 1, 2.

Since we assume that X is a q-column-orthonormal DB-factor, X[RP , P ] is orthonormal
by column (see Remark 6.7.8), i.e., X[RP , P ]>X[RP , P ] = I - the identity matrix. Thus,

〈(XY1)[RP , CP ], (XY2)[RP , CP ]〉 = 〈X[RP , P ]Y1[P,CP ],X[RP , P ]Y2[P,CP ]〉
= Tr(Y1[P,CP ]>X[RP , P ]>X[RP , P ]Y2[P,CP ])

= Tr(Y1[P,CP ]>Y2[P,CP ])

= 〈Y1[P,CP ],Y2[P,CP ]〉
(6.51)

Using this equality, we obtain:

〈XY1,XY2〉
(6.49)+(6.51)

=
∑

P∈P(Sθ,Sθ′ )

〈Y1[P,CP ],Y2[P,CP ]〉 (6.50)
= 〈Y1,Y2〉

A similar result to Lemma 6.7.10, but for q-row-orthonormal DB factors is:

Lemma 6.7.11. Given a θ-DB factor Y and a pairs of θ′-DB factors (X1,X2) where
(θ′, θ) is q-chainable, if Y is a q-row-orthonormal DB factor, then:

〈X1Y,X2Y〉 = 〈X1,X2〉
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Combining Lemma 6.7.10 and Lemma 6.7.11, we have:

Lemma 6.7.12. Given three DB parameters θi, i = 1, 2, 3 where (θ1, θ2) and (θ2, θ3) are
q1 and q2-chainable respectively, then for any q1-column-orthonormal DB factor X ∈ Fθ1,
q2-row-orthonormal DB factor Z ∈ Fθ3 and Y ∈ Fθ2, we have:

〈XY1Z,XY2Z〉 = 〈Y1,Y2〉

Proof. Since YiZ, i = 1, 2 are (θ2∗θ3)-DB factors (cf. Corollary 6.3.14) and θ1 and (θ2∗θ3)
are q1-chainable (cf. Lemma 6.3.15), using Lemma 6.7.10, we have:

〈XY1Z,XY2Z〉 = 〈Y1Z,Y2Z〉

Applying Lemma 6.7.11 this time with θ2 and θ3, we have:

〈Y1Z,Y2Z〉 = 〈Y1,Y2〉

Lemma 6.7.13. Under the same assumptions as Lemma 6.7.12, we have:

‖XYZ‖F = ‖Y‖F (6.52)

Proof for Lemma 6.7.13. Lemma 6.7.13 is an immediate corollary of Lemma 6.7.12 by
taking Y1 = Y2 = Y.

Stable under matrix multiplication

Another similarity between orthonormal DB-factors and classical orthonormal matrices is
their stability under matrix multiplication (with additional assumptions for DB-factors).
It is formulated in the following result.

Lemma 6.7.14. If Ai, i = 1, 2 are qi-column (resp. row)-orthonormal θi-DB factors
respectively and (θ1, θ2) is q1-chainable (resp. q2-chainable), then A1A2 is a q2-column
(resp. q1-row) orthonormal (θ1 ∗ θ2)-DB factor.

The proof of Lemma 6.7.14 needs the following lemmas.

Lemma 6.7.15. Let A be a q-column orthonormal θ-DB factor with θ = (a, b, c, d). For
any subset of column indices of the form I` = J1 + `qd, (`+ 1)qdK, ∀` = 0, . . . , ac/q− 1, the
submatrix A[:, I`] is an orthonormal matrix.

Proof. In fact, I` is equal to the quantity It,s in Equation (6.48) for some t, s ∈ N. Illus-
trations for I` are exactly those of It,s in Figure 6.5.

Using Equation (6.46), an element of Pc(θ, q) has the following form:

Zk,t := {k + tqd, k + d+ tqd, . . . , k + d(q − 1) + tqd},∀k = 1, . . . , d, ∀t = 0, . . . , ca/q − 1.

It is noteworthy that I` =
⋃d
k=1 Zk,`. The supports of columns of different equivalence

classes Zk,t, k = 1, . . . , d are pairwise disjoint (since sub-blocks are diagonal matrices of
size d× d). Readers can visually verify this fact in Figure 6.5. Thus, columns of X from
the different equivalence classes Zk,t, k = 1, . . . , d are orthogonal. Since X is assumed to
be q-column-orthonormal, the columns of X from the same equivalence classes are also
pairwise orthogonal and they are also of unit norm. Thus, X[:, I`] is a column orthonormal
matrix.



151

Lemma 6.7.16. Let θ2 be a DB-parameter such that Pc(θ2, q) is well-defined for some
q ∈ N. For every θ1 such that (θ1, θ2) is chainable, Pc(θ1 ∗ θ2, q) is also well-defined and
we have: Pc(θ2, q) = Pc(θ1 ∗ θ2, q).

Proof. Assume that θ1 = (a1, b1, c1, d1) and θ2 = (a2, b2, c2, d2). Because Pc(θ2, q) is
well-defined, there exists θ such that (θ2, θ) is q-chainable. To prove that Pc(θ1 ∗ θ2, q)
is well-defined, it is sufficient to prove that (θ1 ∗ θ2, θ) is q-chainable. This is, however,
correct thanks to Lemma 6.4.2.

To prove that Pc(θ2, q) = Pc(θ1 ∗ θ2, q), we use the definition of ∗ operator in Defini-
tion 6.3.13:

θ1 ∗ θ2 =

(
a1,

b1d1

d2
,
a2c2

a1
, d2

)
By using Equation (6.46) of Lemma 6.7.6, it is easy to verify that Pc(θ2, q) = Pc(θ1∗θ2, q),
which share all elements of the form:

{k + tq2d2, k + d2 + tq2d2, . . . , k + d2(q2 − 1) + tq2d2},∀k ∈ Jd2K,∀t = 0, . . . , a2c2/q2 − 1.

Proof for Lemma 6.7.14. We will prove the claim for the column-orthonormal case. The
ones with row-orthonormal factors can be dealt with similarly.

Using Lemma 6.7.16, we conclude Pc(θ2, q1) and Pc(θ1 ∗ θ2, q1) are identical and their
elements are of the form (cf. Lemma 6.7.6):

{k + tq2d2, k + d2 + tq2d2, . . . , k + d2(q2 − 1) + tq2d2}, ∀k ∈ Jd2K,∀t = 0, . . . , a2c2/q2 − 1.

Since (A1A2)[:, P ] = A1(A2[:, P ]) for any P subset of row indices, it is sufficient to
show that the matrix: A1(A2[:, P ]) is orthonormal for all P ∈ Pc(θ2, q2). Note that column
indices are those of the same block since they share the same supports (see Figure 6.1 for
a reminder of block and subblock).

Apparently, these columns belong to the same (assumed to be) `th block of θ2-DB
factor. Therefore, the support of columns of X2 whose indices are in P is a subset of:

I := J1 + `b2d2, (`+ 1)b2d2K = J1 + `d1q1, (`+ 1)d1q1K

because b2d2/d1 = q1. Therefore,

A1(A2[:, P ]) = A1[:, I]A2[I, P ]

To conclude the proof, we will show that both A1[:, I] and A2[I, P ] are orthonormal
matrices by column. Indeed, A2[I, P ] is a column-orthonormal matrix since P ∈ Pr(θ2, q2)
and A2 is assumed to be a q2-column-orthonormal matrix. Also, A1[:, I] is also a column
orthonormal matrix thanks to Lemma 6.7.15. The proof is concluded by using the fact
that the product of two column-orthonormal matrices remains column-orthonormal.

This is the end of our presentation of orthonormal DB factors. We now used these
results to prove Lemmas 6.5.1, 6.5.3 and 6.5.4.
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6.7.9 Proof for Lemmas 6.5.1, 6.5.3 and 6.5.4

In fact, three of them are corollaries of Lemma 6.7.9. Before proving Lemma 6.7.9, let’s
see how we can apply it to prove all Lemmas 6.5.1, 6.5.3 and 6.5.4. In fact, the correctness
of Lemmas 6.5.1 and 6.5.4 is trivial from that of Lemma 6.7.9. It remains to show that
Lemma 6.5.3 is also true. The proof of Lemma 6.5.3 uses another corollary of Lemma 6.7.9:

Corollary 6.7.17. Consider the same setting as Lemma 6.5.3, we have:

1. X
(`)
left is ql−1-column-orthnormal (θ1 ∗ . . . ∗ θl−1)-DB factor.

2. X
(`)
right is qr-row-orthonormal (θr+1 ∗ . . . ∗ θN )-DB factor.

Proof. In fact, the goal of Algorithm 9 is to output two new factors (X̃1, X̃2) ∈ Fθ1 ×Fθ2
that share the same product with X1X2 and either X̃1 becomes q-column orthonor-
mal or X̃2 becomes q-row-orthonormal (depending on the value of t). Therefore, if Θ
is (q1, . . . , qN−1)-chainable (cf. Definition 6.3.10), then:

1. The first “for loop” (lines 8-10): By performing line 9, all XPk , k < j (j is defined as
in line 6) becomes qrk -column-orthonormal θPk -DB factors where θPk = θlk ∗ . . .∗θrk ,
Pk = Jlk, rkK.

2. The second “for loop” (lines 11-13): Likewise, all XPk , k > j becomes qlk − 1-row-
orthonormal θPk -DB factors.

Using Lemma 6.7.14 and Lemma 6.4.2, we conclude that X
(`)
left and X

(`)
right are ql−1-column-

orthnormal (θ1 ∗ . . . ∗ θl−1)-DB factor and qr-row-orthonormal (θr+1 ∗ . . . ∗ θN )-DB factor
respectively (because the union of all intervals Pk, k < j and Pk, k > j are J1, l − 1K and
Jr + 1, NK, respectively).

Proof of Lemma 6.5.3. By Corollary 6.7.17, we have that X
(`)
left and X

(`)
right are ql−1-column-

orthnormal (θ1 ∗ . . . ∗ θl−1)-DB factor and qr-row-orthonormal (θr+1 ∗ . . . ∗ θN )-DB factor
respectively.

Finally, we recall that (θ1 ∗ . . . ∗ θl−1, θl ∗ . . . ∗ θr) and (θl ∗ . . . ∗ θr, θr+1 ∗ . . . ∗ θN ) are
ql−1-chainable and qr-chainable respectively (cf. Lemma 6.4.2). Therefore, Lemma 6.7.13
can be applied and that concludes the proof.

Proof of Lemma 6.7.9. We focus on the first point since the second point can be dealt with
in a similar manner. The proof is based on the following equality: for all P ∈ P(Sθ1 ,Sθ2),
for any (X1,X2) ∈ Fθ1 ×Fθ2 , we have:

(X1X2)[RP , CP ] = X1[RP , P ]X2[P,CP ],∀P ∈ P(Sθ1 ,Sθ2).

This fact is proved in Lemma 6.7.2. Since supp(X1X2) ⊆
⋃
P∈P(Sθ1 ,Sθ2 )RP × CP , two

matrix products X1X2 = X̃1X̃2 if and only if:

(X1X2)[RP , CP ] = (X̃1X̃2)[RP , CP ] = X̃1[RP , P ]X̃2[P,CP ].

Moreover, thanks to Remark 6.7.8, X̃1 is q-column-orthonormal if and only if X̃1[RP , P ]
is orthonormal by column for all P ∈ P(Sθ1 ,Sθ2). This can be accomplished by many
different methods, for example:
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1. Performing a QR-decomposition4 of X[RP , P ] = QR.

2. We set X̃[RP , P ] = Q, Ỹ[P,CP ] = RY2[P,CP ]. Thus, X̃[RP , P ] is automatically
orthonormal by column. Moreover,

X̃[RP , P ]Ỹ[P,CP ] = QRY2[P,CP ]

= X1[RP , P ]Y2[P,CP ] = (X1X2)[RP , CP ].

Note that the QR-decomposition is possible (with Q ∈ Rm×n,R ∈ Rn×n) if q = |P | =
n ≤ m = |RP | = b. In addition, if b < q, it is impossible to make X1[RP , P ] orthonormal
by column because the number of columns is larger than the dimension. This is why we
need (θ1, θ2) to be non-redundant.

6.7.10 Proof for Lemma 6.5.13

Lemma 6.7.18. Given a chainable, non-redundant Θ := (θ`)
N
`=1, three integer num-

bers (l, s, r), 1 ≤ l ≤ s < r ≤ N and three matrices (X,Y,Z) such that supp(X) ⊆
S1,l−1, supp(Y) ⊆ Sl,r, supp(Z) ⊆ Sr+1,N (Sl,r is defined as in Definition 6.5.6) with a
convention that X ∈ S1,0, if X is an identity matrix of size a1b1d1 and Z ∈ SN+1,N if Z
is an identity matrix of size aNcNdN . Assume that:

1. X is a ql−1-column-orthonormal (θ1 ∗ . . . ∗ θl−1)-DB factor.

2. Z is a qr-row-orthonormal (θr+1 ∗ . . . ∗ θN )-DB factor.

then for C = XYZ, we have:

EΘ
s (C) = inf

Y1,Y2

{‖Y −Y1Y2‖F | supp(Y1) ⊆ Sl,s, supp(Y2) ⊆ Ss+1,r}. (6.53)

If one admits that Lemma 6.7.18 is true, then proving Lemma 6.5.13 is straight forward.
Indeed,

Proof of Lemma 6.5.13. Using Corollary 6.7.17, we have:

1. X
(`)
left is ql−1-column-orthnormal (θ1 ∗ . . . ∗ θl−1)-DB factor.

2. X
(`)
right is qr-row-orthonormal (θr+1 ∗ . . . ∗ θN )-DB factor.

There are, in fact, two possibilities to consider:

1. If ` > 1 (from the second iteration onwards): In this case, supp(XJl,rK) ⊆ Sl,r. More-
over, the XJl,sK and XJs+1,rK are indeed the optimal solutions of the LHS problem of
Lemma 6.7.18. It is sufficient to apply Lemma 6.7.18.

2. If ` = 1 (the first iteration): There is only one interval P1 = J1, NK. Therefore, X
(1)
left

and X
(1)
right are simply identity matrices and l = 1, r = N . Thus, the result holds

trivially.

4In this context, a QR-decomposition of a matrix A ∈ Rm×n,m ≥ n is a pair of matrices (Q,R) in
which Q ∈ Rm×n is orthonormal by column and Rn×n is an upper triangular matrix.
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Before proving Lemma 6.7.18, we need a technical result.

Corollary 6.7.19. Consider θ and θ̃ where (θ, θ̃) is q-chainable. For every q-column-
orthonormal θ-DB factor X, X[:, Tk] is a column-orthonormal matrix for every Tk =
supp(Sθ′ [:, k]), ∀k, the support of the kth column of a θ̃-DB factor.

Proof of Lemma 6.7.18. Assume that θ = (a, b, c, d), θ̃ = (ã, b̃, c̃, d̃) and the column index
k belongs to the `th block of θ′-DB factor. Then Tk is a subset of the interval I`:

I` := J1 + (`− 1)b̃d̃, `b̃d̃K = J1 + (`− 1)dq, `dqK, ` ∈ JãK

Applying Lemma 6.7.15 yields the proof immediately because a subset of columns of a
column-orthonormal matrix constitutes a column-orthonormal matrix.

Proof for Lemma 6.7.18. The key idea is to use Theorem 6.2.3 because both terms are
optimal values of the instances of (6.1.FSMF). We consider two terms one by one as
follows:

LHS: Since S1,s and Ss+1,N are qs-perfect covering (cf. Lemma 6.4.1), by Theo-
rem 6.2.3, the value of EΘ

s (C) has the following analytical form:

EΘ
s (C)2 = ‖C‖2F −

∑
P∈P(S1,s,Ss+1,N )

qs∑
j=1

σ2
j (C[R1

P , C
1
P ]) (6.54)

where R1
P = supp(S1,s[:, `]), C

1
P = supp(Ss+1,N )[`, :] for any ` ∈ P .

RHS: Similarly, we have the right-hand side equal to:

‖Y‖2F −
∑

P∈P(Sl,s,Ss+1,r)

qs∑
j=1

σ2
j (Y[R2

P , C
2
P ])

where R2
P = supp(Sl,m[:, `]), C2

P = supp(Ss+1,r)[`, :] for any ` ∈ P .
In fact, RkP , C

k
P is essentially equivalent to RP , CP defined in Definition 7.6.4 with their

respective support constraints. However, we add additional superscripts to distinguish the
two cases.

Our first observation is: P(S1,s,Ss+1,N ) = P(Sl,m,Ss+1,r) = Pc(θs, qs). In fact, (θ1 ∗
. . .∗θs, θs+1∗. . .∗θN ) is qs-chainable (cf. Lemma 6.4.2). Therefore, P(Sθ1∗...∗θs ,Sθs+1∗...∗θN ) =
Pc(θ1∗. . .∗θs, qs). Using Lemma 6.7.16, we have Pc(θ1∗. . .∗θs, qs) = Pc(θs, qs). Therefore,
P(S1,s,Ss+1,N ) = Pc(θs, qs)

Similarly, we can also prove that P(Sl,m,Ss+1,r) = Pc(θs, qs), thus the claim.
Due to our assumptions of X and Z being ql−1-column-orthonormal and qr-row-

orthonormal DB-factors respectively, we have: ‖C‖F = ‖XYZ‖F = ‖Y‖F (cf. Lemma 6.7.13).
Therefore, it is sufficient to prove the negative terms of LHS and RHS are equal. Indeed,
we will prove that the spectrum (the set of non-zero eigenvalues, including their multi-
plicities) of Y[R2

P , C
2
P ] is identical to C[R1

P , C
1
P ], for all P ∈ Pc(θs, qs). That implies their

jth largest eigenvalues are equal.
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Since we assume supp(Y) ⊆ Sθl∗...∗θr = ∪P∈Pc(θs,qs)R2
P ×C2

P . Thus, we can decompose
C = XYZ:

C = XYZ =
∑

P∈Pc(θs,qs)

X[:, R2
P ]Y[R2

P , C
2
P ]Z[C2

P , :]

Let’s investigate the support of each summand of the decomposition of C.

supp(supp(X[:, R2
P ])supp(Y[R2

P , C
2
P ])supp(Z[C2

P , :]))

⊆ supp(S1,l−1[:, R2
P ]1|R2

P |×|C
2
P |

Sr+1,N [C2
P , :])

⊆ supp(S1,l−1[:, R2
P ]1|R2

P |×1︸ ︷︷ ︸
S1,l−1Sl,m[:,`]

11×|C2
P |

Sr+1,N [C2
P , :]︸ ︷︷ ︸

Sl+1,r[`,:]Sr+1,m

)

where ` can be arbitrary element of P . Note that supp(S1,l−1Sl,m[:, `]) is the support of the
`th column of S1,m (cf. Equation (6.13)). Likewise, supp(Sl+1,r[`, :]Sr+1,m) is the support
of the `th row of Ss+1,N . Therefore, supp(X[:, R2

P ]Y[R2
P , C

2
P ]Z[C2

P , :]) ⊆ R1
P × C1

P . As a
consequence, the supports of summands are pairwise disjoint. Thus, we have:

X[:, R2
P ]Y[R2

P , C
2
P ]Z[C2

P , :] =

(
C[R1

P , C
1
P ] 0

0 0

)
up to some permutation of rows and columns (we want to write C[R1

P , C
1
P ] as a continuous

block for ease of presentation).
To finish the proof, we prove that X[:, R2

P ] and Z[C2
P , :] are column and row orthonor-

mal matrices respectively. It will result immediately that C[R1
P , C

1
P ] and Y[R2

P , C
2
P ] share

the same spectrum. We show only that X[:, R2
P ] is a column orthonormal matrix (the

similar claim for Z[C2
P , :] can be handled with a similar argument). In fact, R2

P is the
support of a column of θl,r-DB factors. By associativity (cf. Lemma 6.3.15), (θ1,l−1, θl,r)
is ql−1-chainable. Since X is assumed to be ql−1-column-orthonormal DB factor, using
Corollary 6.7.19, we conclude that X[:, R2

P ] is an orthonormal matrix.

6.7.11 Proof for Theorem 6.5.14

Proof of Theorem 6.5.14. In comparison to the proof of Theorem 6.5.9, we will show a
tighter relation between R` and R`−1. More specifically, if the ` factorization splits at the
sth factor, we will prove that:

R2
` ≤ 3R2

`−1 + 2EΘ
s (A)2, ∀` ≥ 2

The result follows immediately from this relation, as discussed in the proof sketch, right
after the statement of Corollary 6.5.15.

To prove the new relation, it is sufficient to show that:

〈P`−1 −P`,Pp −Pq〉 = 0,∀` ≥ 1, p, q ≥ ` (6.55)

where P` is defined as in the proof of Theorem 6.5.9, with the convention that P0 = A.
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Indeed, assume that Equation (6.55) holds, we have:

R`
2 = ‖A−P`‖2F

= ‖(P0 −P1) + . . .+ (P`−1 −P`)‖2F

=
∑̀
i=1

‖Pi−1 −Pi‖2F + 2
∑̀
i=1

∑
j>i

〈Pi−1 −Pi,Pj−1 −Pj〉

(6.55)
= ‖P0 −P1‖2F + . . .+ ‖P`−1 −P`‖2F

Therefore, we deduce that R2
` = R2

`−1+‖P`−1−P`‖2F . By (6.33), we have: ‖P`−1−P`‖F ≤
R`−1 + Eθs (A). Therefore, ‖P`−1 − P`‖2F ≤ 2(R2

`−1 + Eθs (A)2) by the Cauchy-Schwarz
inequality. Plugging this into the last equation yields to the proof.

It remains to show that Equation (6.55) holds. This is where the observations in
the proof sketch come in handy. The key observation in our analysis is: for the identity
permutation, the value of X`−1 does not change anymore after the orthonormalization at
the `th iteration. Let X =

∏`−1
i=1 Xi, we have supp(X) ⊆ S1,`−1. Since all Xk, 1 ≤ k < `

is qk-column-orthonormal, X is also q`−1-column-orthonormal (cf. Lemma 6.7.14). In
addition, because the value of X`−1 does not change, there exist P′t,∀t ∈ {` − 1, `, p, q}
such that supp(P′t) ⊆ S`,N and Pt = XP′t such that with. Using Lemma 6.7.10, we have:

〈P`−1 −P`,Pp −Pq〉 = 〈X(P′`−1 −P′`),X(P′p −P′q)〉 = 〈P′`−1 −P′`,P
′
p −P′q〉 (6.56)

In particular, P′`−1 = XJl,NK. Moreover, due to our algorithm, P′` is further factorized
and orthonormalized in the next iteration into X`P

′′
` = P′` where supp(X`) ⊆ S` and

supp(P′′` ) ⊆ S`+1,N . Since the orthonormalization (in the (` + 1) step) does not change
the product of X`P

′′
` = P′`, it implies (X`,P

′′
` ) is an optimal solution of the problem (6.19)

with (l, s, r) = (`, `,N).
Consider P := P(S`,`,S`+1,N ), we want to prove that:

〈(P′`−1 −P′`)[RP , CP ], (P′p −P′q)[RP , CP ]〉 = 0, ∀P ∈ P. (6.57)

Since S`,N = ∪P∈PRP × CP , we have:

〈P′`−1 −P′`,P
′
p −P′q〉 =

∑
P∈P
〈(P′`−1 −P′`)[RP , CP ], (P′p −P′q)[RP , CP ]〉

(6.57)
= 0

(6.58)

Combine Equation (6.56) and Equation (6.58) yields Equation (6.55).
It remains to prove Equation (6.57). For (X`,P

′′
` ) to be the optimal solution calculated

by Algorithm 5, P′`[RP , CP ] has to be the best rank-|P | approximation of P′`−1[RP , CP ], ∀P ∈
P. It implies that the span of columns of P′`[RP , CP ] and that of (P′`−1−P′`)[RP , CP ] are
orthogonal for all P ∈ P.

Moreover, due to Lemma 6.7.2, we have:

P′`[RP , CP ] = (X`P
′′
` )[RP , CP ] = X`[RP , P ]P′′` [P,CP ],∀P ∈ P. (6.59)
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If the rank of P′`[RP , CP ] is at most (|P | − 1), so is that of P`[RP , CP ]. Therefore,
(P′`−1 − P′`)[RP , CP ] = 0 and eq. (6.57) holds trivially. Otherwise, the span of columns
of P′`[RP , CP ] and X`[RP , P ] are identical. Thus, the span of columns of X`[RP , P ] and
(P′`−1 − P′`)[RP , CP ] are orthogonal. In the rest of this proof, we will only consider this
second case.

Again, since p, q ≥ `, P′t = X`P
′′
t , supp(P′′t ) ⊆ S`+1,N , t ∈ {p, q} because X` is fixed

after orthonormalization step of the next iteration. Similar to our previous argument (cf.
Equation (6.59)), the column span of P′p[RP , CP ],P′q[RP , CP ], P ∈ P are subsets of that
of X`[RP , P ], which is orthogonal to that of (P′`−1 − P′`)[RP , CP ]. As a consequence,
Equation (6.57) holds. That concludes our proof.

6.8 Conclusion

In this chapter, we consider the problem of deformable butterfly factorization. Our main
results (cf. Theorem 6.5.9 and Theorem 6.5.14) are the first of its kind, providing an
analysis for the error approximation for an algorithm (cf. Algorithm 8) to solve the
deformable butterfly factorization problem. As a corollary, we prove that Algorithm 8 is an
approximate algorithm, in the sense of (6.12). To the best of our knowledge, Algorithm 8
is the first algorithm to enjoy such a theoretical guarantee, comparing the error of obtained
factorization and the best possible approximation, i.e., EΘ(A). Another corollary of our
main results is an analytic characterization of the set BΘ of a chainble sequence of DB
parameters Θ. It implies that most of tge existing butterfly parameterizations (including
those in Table 6.1) simply impose low-rank constraints to certain submatrices of the linear
operators. The results, however, can be improved or open up many new questions:

1. The constants CN in both Theorems 6.5.9 and 6.5.14 grow exponentially with N =
|Θ|. A natural question is whether these CN (especially that of Theorem 6.5.14) are
tight for Algorithm 8.

2. Is there another version (i.e., the choice of the permutation σ, additional operations
such as orthonormalization) of Algorithm 7 or a completely different algorithm that
yields a better constant CN?

3. All presented algorithms (Algorithms 6 to 8) need to access all the elements of the
target matrix A ∈ Rm×n. Thus, the complexity of all algorithms is O(mn). This
complexity, however, fails to scale for large m,n (for example, m,n = Ω(106)). If
one assumes that A ∈ BΘ, is it possible to recover the deformable factors of A, with
a faster algorithm, ideally of complexity ‖Θ‖0 (cf. Definition 6.3.18)? Note that this
question was already considered in the scientific computing community [LYM+15,
LY17] and certain algorithms can achieve the lower-bound ‖Θ‖0. Our interest might
shift to provide a theoretical guarantee for these algorithms (with modification,
if necessary). As seen in Section 6.6, these tweaks can improve significantly the
approximation quality.

4. While theoretically being plausible for linear operator acceleration, in reality, a fast
implementation for deformable butterfly factors is non-trivial, especially if the com-
putation involves with GPUs. Therefore, using deformable butterfly factors in sparse



158

DNNs does not necessarily yield a faster training/inference (when GPUs are used).
We are currently working on a fast implementation of deformable butterfly factors
for GPUs to harness all of their advantages.
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Chapter 7

Existence of optimal solutions in
ReLU sparse neural networks

Given a training set, a loss function, and a neural network architecture, it is often taken
for granted that optimal network parameters exist, and a common practice is to apply
available optimization algorithms to search for them.

In this chapter, we show that the existence of an optimal solution is not always guar-
anteed, especially in the context of sparse ReLU neural networks. In particular, we first
show that optimization problems involving deep networks with certain sparsity patterns do
not always have optimal parameters, and that optimization algorithms may then diverge.
This study leverages the analysis made in Chapter 3 on the ill-posedness of (2.4.FSMF).

Then, the existence of a global optimum is proved for every concrete optimization
problem involving a one-hidden-layer sparse ReLU neural network of output dimension
one. Overall, the analysis is based on the investigation of two topological properties of the
space of functions implementable as sparse ReLU neural networks: a best approximation
property, and a closedness property, both in the uniform norm. This is studied both
for (finite) domains corresponding to practical training on finite training sets, and for
more general domains such as the unit cube. This allows us to provide conditions for the
guaranteed existence of an optimum given a sparsity pattern. The results apply not only
to several sparsity patterns proposed in recent works on network pruning/sparsification,
but also to classical dense neural networks, including architectures not covered by existing
results. The materials in this chapter are taken from [LRG23].

7.1 Introduction

The optimization phase in deep learning consists in minimizing an objective function
w.r.t. the set of parameters θ of a neural network (NN) such as (2.6) or (2.7). While it is
arguably sufficient for optimization algorithms to find local minima in practice, training is
also expected to achieve the infimum in many situations (for example, in overparameterized
regimes networks are trained to zero learning error).

In this chapter, we take a step back and study a rather fundamental question: Given
a deep learning architecture possibly with sparsity constraints, does its corresponding opti-
mization problem actually admit an optimal θ∗? The question can be seen as an extension
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of what we have seen in Chapter 3 to the setting of sparse DNNs training: many optimiza-
tion problems such as tensor decomposition, robust principal component analysis, sparse
matrix factorization and even classical (dense) DNNs training (Chapter 2) do not have
optimal parameters. Such a question is interesting from both practical and theoretical
point of views (see Section 3.1 for more detail). Moreover, the answer to this question
depends on the architecture of the neural networks (specified by the number of layers,
layers width, activation function, and so forth). A response to this question might suggest
a guideline for model and architecture selection.

In reality, one usual practical (and also theoretical) trick to bypass the question of the
existence of optimal solutions is to add a regularization term, which is usually coercive,
e.g., the L2 norm of the parameters. The existence of optimal solutions then follows
by a classical argument on the extrema of a continuous function in a compact domain.
Nevertheless, there are many settings where minimizing the regularized version might
result in a high value of the loss since the algorithm has to make a trade-off between the
loss and the regularizer. Such a scenario is discussed in Example 7.3.5. Therefore, studying
the existence of optimal solutions without (explicit) regularization is also a question of
interest.

Given a training set {(xi, yi)}Pi=1, the problem of the existence of optimal solutions can
be studied from the point of view of the set of functions implementable by the considered
network architecture on the finite input domain Ω = {xi}Pi=1. This is the case since the loss
is usually of the form `(RΣ

θ (xi), yi) where RΣ
θ is the realization of the neural network with

parameters θ and the sequence of activation functions Σ (see Equation (2.3)). Therefore,
the loss involves directly the image of {xi}Pi=1 under the function RΣ

θ . For theoretical
purposes, we also study the function space on the domain Ω = [−B,B]d, B > 0. In
particular, we investigate two topological properties of these function spaces, both w.r.t.
the infinity norm ‖ · ‖∞: the best approximation property (BAP), which is the existence
of an optimal solution θ∗, and the closedness, a necessary property for the BAP. These
properties are studied in Section 7.3 and Section 7.4, respectively. Most of our analysis
is dedicated to the case of regression problems. We do make some links to the case of
classification problems in Section 7.3.

We particularly focus on analyzing the function space associated with (structured)
sparse ReLU neural networks, which is motivated by recent advances in machine learning
witnessing a compelling empirical success of sparsity based methods in NNs and deep
learning techniques, such as pruning, fixed support sparse DNNs, or the lottery ticket
hypothesis Section 2.3.4. Our approach exploits the notion of networks either with fixed
sparsity level (by choosing Ei =Mtotal

k in (2.2.SNNT)) or with fixed sparsity pattern (i.e.,
fixed support sparse DNN). This allows us to establish results covering both classical NNs
(whose weights are not constrained to be sparse) and sparse NNs architectures. Our main
contributions in this chapter are:

1. To study the BAP (i.e., the existence of optimal solutions) in practical
problems (finite Ω): we provide a necessary condition and a sufficient one on the
architecture (embodied by a sparsity pattern) to guarantee such existence. As a par-
ticular consequence of our results, we show that: a) for one-hidden-layer NNs with a
fixed sparsity level, the training problem on a finite data set always admits an optimal
solution (cf. Theorem 7.3.7 and Corollary 7.3.8); b) however, practitioners should be
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Works Architecture
Activation
functions

Ω Function space BAP

Theorem 7.3.7
Corollary 7.3.8

(Sparse) feed-forward
network

ReLU
finite
set

(RP×do , ‖ · ‖), arbitrary
‖ · ‖ X

[Ků95][KKV00] Feed-forward network Heavyside [0, 1]d
(Lp(Ω), ‖ · ‖Lp ),
∀p ∈ [1,∞)

X

[DK23][DJK23]
(Residual)

feed-forward network
ReLU Rn

(Lpµ(Ω), ‖ · ‖Lp ), p = 2�, µ
is a measure with compact
support and is continuous
w.r.t Lebesgue measure

X
(if the target
function is
continuous)

[PRV21] Feedforward network
ReLU,
pReLU

[−B,B]d (C0(Ω), ‖ · ‖∞) 5

Corollary 7.4.3† Feed-forward network ReLU [−B,B]d (C0(Ω), ‖ · ‖∞) 5

Corollary 7.4.4
Corollary 7.4.5

Sparse feed-forward
network

ReLU [−B,B]d (C0(Ω), ‖ · ‖∞) 5

Table 7.1: Closedness results. All results are established for one-hidden-layer architec-
tures with scalar-valued output, except † (which is valid for one-hidden-layer architectures
with vector-valued output). In �, if the architecture is simply a feed-forward network, then
the result is valid for any p > 1. Definition for activation functions can be found in Ta-
ble A.1. The meaning of the notations C0(Ω), Lpµ(Ω), Lp(Ω) can be found in Notation.

cautious since there also exist fixed sparsity patterns that do not guarantee the exis-
tence of optimal solutions (cf. Theorem 7.3.3 and Example 7.3.5). In the context of an
emerging emphasis on structured sparsity (e.g. for GPU-friendliness), this highlights
the importance of choosing adequate sparsity patterns.

2. To study the closedness of the function space on Ω = [−B,B]d. As in the finite
case, we provide a necessary condition and a sufficient one for the closedness of the
function space of ReLU NNs with a fixed sparsity pattern. In particular, our sufficient
condition on one-hidden-layer networks generalizes the closedness results of [PRV21,
Theorem 3.8] on “dense’ one-hidden-layer ReLU NNs to the case of sparse ones, either
with fixed sparsity pattern (cf. Theorem 7.4.2, Corollary 7.4.3 and Corollary 7.4.4)
or fixed sparsity level (Corollary 7.4.5). Moreover, our necessary condition (Theo-
rem 7.4.1), which is also applicable to deep architectures, exhibits sparsity structures
failing the closedness property.

Table 7.1 and Table 7.2 summarize our results and their positioning with respect to existing
ones. Somewhat surprisingly, the necessary conditions in both domains (Ω finite and
Ω = [−B,B]d) are identical. Our necessary/sufficient conditions also suggest a relation
between sparse ReLU neural networks and their linear counterparts.
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Works Architecture
Activation
functions

Function space
Assumptions are valid for any
L NL−1 NL

[GP02]
Feedforward

network
Sigmoid (C0(Ω), ‖ · ‖∞) 5

(L = 2)
5

(NL−1 ≥ 2)
5

(NL = 1)

[LMQ21]
Feedforward

network
ReLU (R2×6, ‖ · ‖) 5

(L = 2)
5

(NL−1 = 2)
5

(NL = 2)

[PRV21]
Feedforward

network

sigmoid, tanh,
arctan, ISRLU,

ISRU
(C0(Ω), ‖ · ‖∞)

X
5

(NL−1 ≥ 2)
5

(NL = 1)

sigmoid, tanh,
arctan, ISRLU,
ISRU, ReLU,

pReLU

(Lp(Ω), ‖ · ‖Lp )

[MKC21]
Feedforward

network

ELU, softsign
(W 1,p(Ω), ‖ ·‖Lp )
∀p ∈ [1,∞]

ISRLU
(W 2,p(Ω), ‖ ·‖Lp )
∀p ∈ [1,∞]

ISRU, sigmoid,
tanh, arctan

(Wk,p(Ω), ‖·‖Lp )
∀k,∀p ∈ [1,∞]

Theorem 7.4.1‡
(Sparse)

feedforward
network

ReLU (C0(Ω), ‖ · ‖∞) X X X

Theorem 7.3.3�
(Sparse)

feedforward
network

ReLU (RNL×P , ‖ · ‖) X X X

Table 7.2: Non-closedness results (notations in Section 7.2). Previous results consider
Ω = [−B,B]d; ours cover: � a finite Ω; ‡ a bounded Ω with non-empty interior (this
includes Ω = [−B,B]d). Definition for activation functions can be found in Table A.1.
The meaning of the notations C0(Ω), Lpµ(Ω), Lp(Ω),W k,p(Ω) can be found in Notation.

The rest of this chapter is organized as follows: Section 7.2 discusses related works and
remind some important notations; the two technical sections, Section 7.3 and Section 7.4,
presents the results for the case Ω finite set and Ω = [−B,B]d respectively.

7.2 Related works on the existence of optimal parameters
of (sparse) DNNs

In this section, we will place emphasis on the existence of optimal parameters (or solu-
tions) of the (sparse) DNNs training problem. The same phenomenon for other problems
such as tensor decomposition, RCPA, sparse matrix factorization was already discussed in
Chapter 3.

There is an active line of research on the best approximation property and closedness
of function spaces of neural networks. Existing results can be classified into two categories:
negative results, which demonstrate the non-closedness and positive results for those show-
ing the closedness or best approximation property of function spaces of NNs. Negative
results can notably be found in [GP02, PRV21, MKC21], showing that the set of functions
implemented as conventional multilayer perceptrons with various activation functions such
as Inverse Square Root Linear Unit (ISRLU), Inverse Square Root Unit (ISRU), paramet-
ric ReLU (pReLU), Exponential Linear Unit (ELU) (see Table A.1) is not a closed subset
of classical function spaces (e.g., the Lebesgue spaces Lp, the set of continuous functions
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C0 equipped with the sup-norm, or Sobolev spaces W k,p). In a more practical setting,
[LMQ21] hand-crafts a dataset of six points which makes the training problem of a dense
one-hidden-layer neural network not admit any solution. Positive results are proved in
[PRV21, Ků95, KKV00], which establish both the closedness and/or the BAP. The BAP
implies closedness [GP02, Proposition 3.1][PRV21, Section 3] (but the converse is not true,
see Example B.2.1) hence the BAP can be more difficult to prove than closedness. So far,
the only architecture proved to admit the best approximation property (and thus, also
closedness) is one-hidden-layer neural networks with heavyside activation function and
scalar-valued output (i.e., output dimension equal to one) [KKV00] in Lp(Ω), ∀p ∈ [1,∞].
If one allows additional assumptions such as the target function f being continuous, then
BAP is also established for one-hidden layer and residual one-hidden layer NNs with ReLU
activation function [DK23, DJK23].

In all other settings, to the best of our knowledge, the only property proved in the
literature is closedness, but the BAP remains elusive.We compare our results with existing
works in Tables 7.1 and 7.2.

In machine learning, there is an ongoing endeavour to explore sparse deep neural
networks, as a prominent approach to reduce memory and computation overheads inherent
in deep learning. One of its most well-known methods is Iterative Magnitude Pruning
(IMP), which iteratively trains and prunes connections/neurons to achieve a certain level of
sparsity. This method is employed in various works [HPTD15, ZG17], and is related to the
so-called Lottery Ticket Hypothesis (LTH) [FC19]. The main issue of IMP is its running
time: one typically needs to perform many steps of pruning and retraining to achieve
a good trade-off between sparsity and performance. To address this issue, many works
attempt to identify the sparsity patterns of the network before training. Once they are
found, it is sufficient to train the sparse neural networks once. These pre-trained sparsity
patterns can be found through algorithms [TKYG20, WZG20, LAT19] or leveraging the
sparse structure of well-known fast linear operators such as the Discrete Fourier Transform
[DGE+19, DCS+22a, LRC+21, DSG+20, CDL+22]. Regardless of the approaches, these
methods are bound to train a neural network with fixed sparsity pattern at some points.
This is a particular motivation for our work and our study on the best approximation
property of sparse ReLU neural networks with fixed sparsity pattern.

Notations Before diving into the technical parts, we remind several notations that were
introduced in Chapter 2, which will appear frequently in this chapter.

An architecture with fixed sparsity pattern is specified via I = (IL, . . . , I1), a collection
of binary masks Ii ∈ {0, 1}Ni×Ni−1 , 1 ≤ i ≤ L, where the tuple (NL, . . . , N0) denotes the
dimensions of the input layer N0 = d, hidden layers (NL−1, . . . , N1) and output layer (NL),
respectively.

The space of parameters on the sparse architecture I is denotedNI, and for each θ ∈ NI,
Rθ : RN0 7→ RNL is the function implemented by the ReLU network with parameter θ:

Rθ : x ∈ RN0 7→ Rθ(x) := WLσ(. . . σ(W1x+ b1) . . .+ bL−1) + bL ∈ RNL (7.1)

where σ(x) = max(0, x) is the ReLU activation.
Finally, for a given architecture I, we define

LI = {WL . . .W1 | supp(Wi) ⊆ Ii, i ∈ JLK} ⊆ RNL×N0 (7.2)
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the set of matrices factorized into L factors respecting the support constraints Ii, i ∈ JLK.
In fact, LI is the set of linear operators implementable as linear neural networks (i.e.,
with σ = id instead of the ReLU in (7.1), and no biases) with parameters θ ∈ NI. This
definition of LI is identical to ones in Question 3.1.11 and Equation (2.11).

To ease the notation, we write A[i, :]v to denote the scalar product between A[i, :] and
a vector v ∈ Rn. This notation will be used regularly when we decompose the functions
of one-hidden-neural networks into sum of functions corresponding to hidden neurons.

For a vector v ∈ Rd, v[I] ∈ R|I| is the vector v restricted to coefficients in I ⊆ JdK. If
I = {i} a singleton, v[i] ∈ R is the ith coefficient of v.

The notation FΣ
I (defined in Equation (2.10)) denotes the function space associated to

a sparse architecture I and a sequence of activation function Σ. When Σ = {Id, σ, . . . , σ}
where σ is the ReLU activation function, we use the shorthand FI as introduced in Chap-
ter 2.

7.3 Analysis of fixed support ReLU neural networks for fi-
nite Ω

The setting of a finite set Ω = {xi}Pi=1 is common in many practical machine learning tasks:
models such as (sparse) neural networks are trained on often large (but finite) annotated
dataset D = {(xi, yi)}Pi=1. The optimization/training problem usually takes the form:

Minimize
θ

L(θ) =
P∑
i=1

`(Rθ(xi), yi), under sparsity constraints on θ (7.3)

where ` is a loss function measuring the similarity between Rθ(xi) and yi. A natural
question that we would like to address for this task is:

Question 7.3.1. Under which conditions on I, the prescribed sparsity pattern for θ, does
the training problem of sparse neural networks admit an optimal solution for any finite
data set D?

We investigate this question both for parameters θ constrained to satisfy a fixed sparsity
pattern I, and in the case of a fixed sparsity level, see e.g. Corollary 7.4.5.

After showing in Section 7.3.1 that the answer to Question 7.3.1 is intimately con-
nected with the closedness of the function space of neural networks with architecture I,
we establish in Section 7.3.2 that this closedness implies the closedness of the matrix set
LI (a property that can be checked using algorithms from real algebraic geometry, see
Section 3.2). We also provide concrete examples of support patterns I where closedness
provably fails, and neural network training can diverge. Section 7.3.3 presents sufficient
conditions for closedness that enable us to show that an optimal solution always exists on
scalar-valued one-hidden-layer networks under a constraint on the sparsity level of each
layer.

7.3.1 Equivalence between closedness and best approximation property

To answer Question 7.3.1, it is convenient to view Ω as the matrix [x1, . . . , xP ] ∈ Rd×P and
to consider the function space implemented by neural networks with the given architecture
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I on the input domain Ω in dimension d = N0, with output dimension NL, defined as the
set

FI(Ω) := {Rθ(Ω) | θ ∈ NI} ⊆ RNL×P (7.4)

where the matrix Rθ(Ω) :=
[
Rθ(x1), . . . ,Rθ(xP )

]
∈ RNL×P is the image under Rθ of Ω.

We study the closedness of FI(Ω) under the usual topology induced by any norm ‖ · ‖
of RNL×P . This property is interesting because if FI(Ω) is closed for any Ω = {xi}Pi=1,
then an optimal solution is guaranteed to exist for any D under classical assumptions of
`(·, ·).

Proposition 7.3.2. Assume that, for any fixed y ∈ RNL, `(·, y) : RNL 7→ R is continuous,
coercive and that y = argminy′ `(y

′, y). For any sparsity pattern I with input dimension
N0 = d the following properties are equivalent:

1. irrespective of the training set, problem (7.3) under the constraint θ ∈ NI has an optimal
solution;

2. for every P and every Ω ∈ Rd×P , the function space FI(Ω) is a closed subspace of
RNL×P .

Proof. First, we remind the problem of the training of a sparse neural network on a finite
data set D = {(xi, yi)}Pi=1:

Minimize
θ∈NI

L(θ) :=
P∑
i=1

`(Rθ(xi), yi), (7.5)

which shares the same optimal value as the following optimization problem:

Minimize
D∈FI(Ω)

L(D) :=
P∑
i=1

`(D[:, i], yi) (7.6)

where Ω = {xi}Pi=1. This is simply a change of variables: from Rθ(xi) to the ith column
of D = Rθ(Ω). We prove two implications as follows:

1. Assume the closedness of FI(Ω) for every finite Ω. Then an optimal solution of the
optimization problem (7.5) exists for every finite data set {(xi, yi)}Pi=1. Consider a
training set {(xi, yi)}Pi=1 and Ω := {xi}Pi=1. Since D := 0P×NL ∈ FI(Ω) (by setting all
parameters in θ equal to zero), the set FI(Ω) is non-empty. The optimal value of (7.6)
is thus upper bounded by L(0). Since the function `(·, yi) is coercive for every yi in
the training set, there exists a constant C (dependent on the training set and the loss)
such that minimizing (7.6) on FI(Ω) or on FI(Ω) ∩ B(0, C) (with B(0, C) the L2 ball
of radius C centered at zero) yields the same infimum. The function L is continuous,
since each `(·, yi) is continuous by assumption, and the set FI(Ω)∩B(0, C) is compact,
since it is closed (as an intersection of two closed sets) and bounded (since B(0, C) is
bounded). As a result there exists a matrix D ∈ FI(Ω) ∩ B(0, C) yielding the optimal
value for (7.6). Thus, the parameters θ such that Rθ(Ω) = D is an optimal solution of
(7.5).
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2. Assume that an optimal solution of problem 7.5 exists for every finite data set {(xi, yi)}Pi=1.
Then FI(Ω) is closed for every Ω finite. We prove the contraposition of this claim. As-
sume there exists a finite set Ω = {xi}Pi=1 such that FI(Ω) is not closed. Then, there
exists a matrix D ∈ RNL×P such that D ∈ FI(Ω) \ FI(Ω). Consider the dataset
{(xi, yi)}Pi=1 where yi ∈ RNL is the ith column of D. We prove that the infimum value
of (7.5) is V :=

∑P
i=1 `(yi, yi). Indeed, since D ∈ FI(Ω), there exists a sequence {θk}k∈N

such that limk→∞Rθk(Ω) = D. Therefore, by continuity of `(·, yi), we have:

lim
k→∞

L(θk) =

P∑
i=1

lim
k→∞

`(Rθk(xi), yi) =

P∑
i=1

`(yi, yi) = V.

Moreover, the infimum cannot be smaller than V because the ith summand is at least
`(yi, yi) (due to the assumption on ` in Proposition 7.3.2). Therefore, the infimum value
is indeed V . Since we assume that y is the only minimizer of y′ 7→ `(y′, y), this value
can be achieved only if there exists a parameter θ ∈ I such that Rθ(Ω) = D. This is
impossible due to our choice of D which does not belong to FI(Ω). We conclude that
with our constructed data set D, an optimal solution does not exist for (7.5).

Proposition 7.3.2 is somewhat related to Proposition 3.1.6 in Chapter 3 on Equa-
tion (2.4.FSMF). They both show that the existence of an optimal solution of the consid-
ered optimization problem is equivalent to the closedness of a certain set. The assumption
on the loss function ` is also natural and realistic in regression problems: any loss function
based on any norm on Rd (e.g. `(y′, y) = ‖y′−y‖), such as the quadratic loss, satisfies this
assumption. In the classification case, using the soft-max after the last layer together with
the cross-entropy loss function indeed leads to an optimization problem with no optimum
(regardless of the architecture) when given a single training pair . This is due to the fact
that changing either the bias or the scales of the last layer can lead the output of the
soft-max arbitrarily close to an ideal Dirac mass. It is an interesting challenge to identify
whether sufficiently many and diverse training samples (as in concrete learning scenarios)
make the problem better posed, and amenable to a relevant closedness analysis.

In light of Proposition 7.3.2 we investigate next the closedness of FI(Ω) for finite Ω.

7.3.2 A necessary closedness condition for fixed support ReLU networks

Our next result reveals connections between the closedness of FI(Ω) for finite Ω and the
closedness of LI, the space of sparse matrix products with sparsity pattern I.

Theorem 7.3.3. If FI(Ω) is closed for every finite Ω then LI is closed.

Theorem 7.3.3 is a direct consequence of (and in fact logically equivalent to) the fol-
lowing lemma:

Lemma 7.3.4. If LI is not closed then there exists a set Ω ⊂ Rd, d = N0, of cardinality

at most P := (3N04
∑L−1
i=1 Ni + 1)N0 such that FI(Ω) is not closed.

The proof is in deferred to Section 7.5.1 due to its involvement. In the following, we
present only a sketch of proof to provide a high level description of our ideas.
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Sketch of the proof. Since LI is not closed, there exists A ∈ LI \ LI (L is the closure
of the set L). Considering f(x) := Ax, we construct a set Ω = {xi}Pi=1 such that
[f(x1), . . . , f(xP )] ∈ FI(Ω) \ FI(Ω). Therefore, FI(Ω) is not closed.

Besides showing a topological connection between FI (NNs with ReLU activation) and
LI (linear NNs), Theorem 7.3.3 leads to a simple example where FI is not closed.

Example 7.3.5 (LU architecture). Consider I = (I2, I1) ∈ {0, 1}d×d × {0, 1}d×d where
I1 = {(i, j) | 1 ≤ i ≤ j ≤ d} and I2 = {(i, j) | 1 ≤ j ≤ i ≤ d}. Any pair of matrices
X2,X1 ∈ Rd×d such that supp(Xi) ⊆ Ii, i = 1, 2 are respectively lower and upper triangu-
lar matrices. Therefore, LI is the set of matrices that admit an exact lower - upper (LU)
factorization/decomposition. That explains its name: LU architecture. This set is shown
to be not closed in Section 3.1. Therefore, LI is not closed and by the contraposition of
Theorem 7.3.3 we conclude that there exists a finite set Ω such that FI(Ω) is not closed.

Figure 7.1: Training an one-hidden-layer fixed support (LU architecture) neural network
with different regularization hyperparameters λ (we use L2 regularizer). Subfigures a)-
b) show the relative loss (the lower, the better) for training (empirical loss) and testing
(validation loss) respectively. Subfigure c) shows the norm of two weight matrices. The
experiments are conducted 10 times to produce the error bars in all figures.

Let us illustrate the impact of the non-closedness in Example 7.3.5 via the behavior
during the training of a fixed support one-hidden-layer neural network with the LU support
constraint I. This network is trained to learn the linear function f(x) := Ax where
A ∈ Rd×d is an anti-diagonal identity matrix. Using the necessary and sufficient condition
of LU decomposition existence [OJ05, Theorem 1], we have that A ∈ LI\LI as in the sketch
proof of Lemma 7.3.4. Given network parameters θ and a training set, approximation
quality can be measured by the relative loss: 1

P (
∑P

i=1 ‖Rθ(xi)− yi‖22/‖yi‖22).
Figure 7.1 illustrates the behavior of the relative errors of the training set, validation

set and the sum of weight matrices norm along epochs, using Stochastic Gradient Descent
(SGD) with batch size 3000, learning rate 0.1, momentum 0.9 and four different weight
decay (the hyperparameter controlling the L2 regularizer) λ ∈ {0, 10−4, 5 × 10−4, 10−3}.
The case λ = 0 corresponds to the unregularized case. Our training and testing sets
contain each P = 105 samples (xi, yi) were generated independently as xi ∼ U([−1, 1]d)
(d = 100) and yi := Axi.



168

Example 7.3.5 and Figure 7.1 also lead to two interesting remarks: while the L2 reg-
ularizer (λ > 0) does prevent the parameter divergence phenomenon, the larger is λ, the
larger are the validation and empirical loss. This is the situation where adding a regu-
larization term might be detrimental for the data fitting terms, as stated earlier. More
interestingly, the size of the dataset is 105, which is much smaller than the theoretical P
in Lemma 7.3.4. It is thus interesting to see if we can reduce the theoretical value of P ,
which is currently exponential w.r.t. to the input dimension.

Another interesting application of Theorem 7.3.3 is to allow us answer the following
question:

Question 7.3.6. If the supports of the weight matrices are randomly sampled from a
distribution, what is the probability that the corresponding training problem potentially
admits no optimal solutions?

While simple, this setting does happen in practice since random supports/binary masks
are considered a strong and common baseline for sparse DNNs training [LCC+22].

In fact, thanks to Theorem 7.3.3, if LI is not closed then the support is “bad”. Thus,
to have an estimation of a lower bound on the probability of “bad” supports, we could
sample the supports from the given distribution and use the algorithm in Section 3.2 to
decide if LI is closed. Unfortunately, this algorithm has doubly exponential complexity,
thus hinders its practical use. However, for one-hidden-layer NNs, there is a polynomial
algorithm to detect non-closedness: if the support constraint is “locally similar” to the LU
structure (precisely, if it satisfies the condition of Theorem 4.3.1), then LI is not closed.
This fact is elaborated in Section 7.5.3. The resulting detection algorithm can have false
positives (i.e., it can fail to detect more complex configurations where LI is not closed)
but no false negative.
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Figure 7.2: Probability of detectable “bad” support constraints sampled from uniform
distribution over 100 samples.

We test this algorithm on a one-hidden layer ReLU network with two 100×100 weight
matrices. We randomly choose their supports whose cardinality are p11002 and p21002

respectively, with (p1, p2) ∈ {0.1, 0.2, . . . , 1.0}2. For each pair (p1, p2), we sample 100
instances. Using the detection algorithm, we obtain Figure 7.2. The numbers in Figure 7.2
indicate the probability that a random support constraint (I, J) has EI,J non-closed (as
detected by the algorithm). This figure shows two things: 1) “Bad” architectures such
as LU are not rare and one can (randomly) generate plenty of them. 2) At a sparse
regime (a1, a2 ≤ 0.2), most of the random supports might lead to training problems
without optimal solutions. We remind that the detection algorithm may give some false
positives. Thus, for less sparse regimes, it is possible that our heuristic fails to detect the
non-closedness. The algorithm indeed gives a lower bound on the probability of finding
non-closed instances.

7.3.3 Best approximation property of scalar-valued one-hidden-layer sparse
networks

So far, we introduced a necessary condition for the closedness (and thus, by Proposi-
tion 7.3.2, the best approximation property) of sparse ReLU networks, and we provided
an example of an architecture I whose training problem might not admit any optimal
solution. One might wonder if there are architectures I that avoid the issue caused by
the non-closedness of FI. Indeed, we show that for one-hidden-layer sparse ReLU neural
networks with scalar output dimension (i.e., L = 2, N2 = 1), the existence of optimal
solutions is guaranteed, regardless of the sparsity pattern.



170

Theorem 7.3.7. Consider scalar-valued, one-hidden-layer ReLU neural networks (i.e.,
L = 2, N2 = 1). For any support pairs I = (I2, I1) and any finite set Ω := {x1, . . . , xP },
FI(Ω) is closed.

The proof is given in Section 7.5.2. As a sanity check, observe that when L = 2, N2 =
1, the necessary condition in Theorem 7.3.3 is satisfied. Indeed, since N2 = 1, LI ⊆
R1×N0 can be thought as a subset of RN0 . Any X ∈ LI can be written as a sum: X =∑

i∈I2 W2[i]W1[i, :], a decomposition of the product W2W1, where W2[i] ∈ R,W1[i, :] ∈
RN0 , supp(W1[i, :]) ⊆ I1[i, :]. Define H := ∪i∈I2I1[i, :] ⊆ JN0K the union of row supports of
the first weight matrix. It is easy to verify that LI is isomorphic to R|H|, which is closed.
In fact, this argument only works for scalar-valued output, N2 = 1. Thus, there is no
conflict between Theorem 7.3.3 and Theorem 7.3.7.

In practice, many approaches search for the best support I among a collection of
possible supports, for example, the approach of pruning and training [HPTD15, ZG17] or
the lottery ticket hypothesis [FC19]. Our result for fixed support in Theorem 7.3.7 can
be also applied in this case and is stated in Corollary 7.3.8. In particular, we consider a
set of supports such that the support sizes (or sparsity ratios) of the layers are kept below
a certain threshold Ki, i = 1, . . . , L. This constraint on the sparsity level of each layer is
widely used in many works on sparse neural networks [HPTD15, HMD16, ZG17, FC19].

Corollary 7.3.8. Consider scalar-valued, one-hidden-layer ReLU neural networks with
arbitrary hidden-layer dimension. For any finite data set1 D = (xi, yi)

P
i=1, problem (7.3)

under the constraints ‖Wi‖0 ≤ Ki, i = 1, 2 has a minimizer.

Proof. Denote I the collection of sparsity patterns satisfying ‖Ii‖0 ≤ Ki, i = 1, 2, so that
a set of parameters satisfies the sparsity constraints ‖Wi‖0 ≤ Ki, i = 1, 2 if and only if the
supports of the weight matrices belong to I. Therefore, to solve the optimization problem
under sparsity constraints ‖Wi‖0 ≤ Ki, i = 1, 2, it is sufficient to solve the same problem
for every sparsity pattern in I.

For each I ∈ I, we solve a training problem with architecture I on a given finite dataset
D. Thanks to Theorem 7.3.7 and Proposition 7.3.2, the infimum is attained. We take the
optimal solution corresponding to I that yields the smallest value of the loss function L.
This is possible because the set I has a finite number of elements (the total number of
possible sparsity patterns is finite).

7.4 Analysis of fixed support ReLU networks on continuous
domains

We now investigate closedness properties when the domain Ω ⊆ Rd is no longer finite.
Denoting FI = {Rθ : RN0 7→ RNL | θ ∈ NI} (with N0 = d) the functions that can be
implemented on a given ReLU network architecture I, we are interested in FI(Ω) = {f|Ω :
f ∈ FI}, the restriction of elements of FI to Ω. This is a natural extension of the set
FI(Ω) studied in the case of finite Ω.

Specifically, we investigate the closedness of FI(Ω) in (C0(Ω), ‖ · ‖∞) (the set of con-
tinuous functions on Ω equipped with the supremum norm ‖f‖∞ := supx∈Ω ‖f(x)‖2).

1Notice that D contains both input vectors xi and targets yi, unlike Ω which only contains the inputs.
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Contrary to the previous section, we can no longer exploit Proposition 7.3.2 to deduce
that the closedness property and the BAP are equivalent. Such a situation is presented in
Appendix B.2.1.

The results in this section can be seen as a continuation (and also generalization) of the
line of research on the topological property of function space of neural networks [PRV21,
GP02, Ků95, KKV00, MKC21] since we work with fixed support sparse DNNs (which
also contains classical DNNs if the binary masks are all-ones), and the output dimension
of our considered sparse DNNs can be arbitrary (unlike previous works focusing only on
scalar output architectures). In Section 7.4.1 and Section 7.4.2, we provide respectively
a necessary and a sufficient condition on I for the closedness of FI(Ω) in (C0(Ω, ‖ · ‖∞)
respectively. Our necessary condition is applicable for any depth, while the sufficient one
is only valid for one-hidden-layer networks (L = 2). These results are established under
various assumptions on Ω (such as Ω = [−B,B]d, or Ω being bounded with non-empty
interior) that will be specified in each result.

7.4.1 A necessary condition for closedness of fixed support ReLU net-
works

Theorem 7.4.1 states our result on the necessary condition for the closedness. Interestingly,
observe that this result naturally generalizes Theorem 7.3.3. Again, closedness of LI in
RNL×N0 is with respect to the usual topology defined by any norm.

Theorem 7.4.1. Consider Ω ⊂ Rd a bounded set with non-empty interior, and I a sparse
architecture with input dimension N0 = d. If FI(Ω) is closed in (C0(Ω), ‖ · ‖∞) then LI is
closed in RNL×N0.

The proof of Theorem 7.4.1 is deferred to Section 7.6.1. Theorem 7.4.1 applies for
any Ω which is bounded and has non-empty interior. Thus, it encompasses not only the
hypercubes [−B,B]d, B > 0 but also many other domains such as closed or open Rd balls.
Similar to Theorem 7.3.3, Theorem 7.4.1 is interesting in the sense that it allows us to
check the non-closedness of the function space FI (a subset of the infinite-dimensional space
C0(Ω)) by checking that of LI ⊆ RNL×N0 (a finite-dimensional space). The latter can be
checked using the algorithm presented in Lemma 3.2.16. Moreover, the LU architecture
presented in Example 7.3.5 is also an example of I whose function space is not closed in
(C0(Ω), ‖ · ‖∞).

7.4.2 A sufficient condition for closedness of fixed support ReLU net-
work

The following theorem is the main result of this section. It provides a sufficient condition
to verify the closedness of FI(Ω) for Ω = [−B,B]d (in the whole chapter we naturally
assume B > 0) with one-hidden-layer sparse ReLU neural networks.

Theorem 7.4.2. Consider Ω = [−B,B]d, N0 = d and a sparsity pattern I = (I2, I1) such
that:

1. There is no support constraint for the weight matrix of the second layer, W2: I2 =
1N2×N1;
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2. For each non-empty set of hidden neurons, S ⊆ JN1K, LIS is closed in RN2×N1, where
IS := (I2[:, S], I1[S, :]) is the support constraint restricted to the sub-network with hidden
neurons in S.

Then the set FI(Ω) is closed in (C0(Ω), ‖ · ‖∞).

Given the involvement of the proof of Theorem 7.4.2, we dedicate Section 7.6.2 to
present its complete proof.

Both conditions in Theorem 7.4.2 can be verified algorithmically: while the first one
is trivial to check, the second one requires us to check the closedness of 2N1 sets LIS since
it is literally equivalent to the statement: for each fixed binary diagonal matrix D, the set
{W2DW1 | supp(W1) ⊆ I1, supp(W2) ⊆ I2} is closed. There are at most 2N1 different
binary diagonal matrices D, hence the number of support constraints to check. It is still
algorithmically possible (although perhaps practically intractable) with the algorithm of
Lemma 3.2.16. Apart from its algorithmic aspect, we present two interesting corollaries of
Theorem 7.4.2. The first one, Corollary 7.4.3, is about the closedness of the function space
of fully connected (i.e., with no sparsity constraint) one-hidden-layer neural networks.

Corollary 7.4.3 (Closedness of fully connected one-hidden-layer ReLU networks of any
output dimension). Given I = (1N2×N1 ,1N1×N0), the set FI is closed in (C0([−B,B]d), ‖ ·
‖∞) where d = N0.

Proof. The result follows from Theorem 7.4.2 once we check if its assumptions hold. The
first one is trivial. To check the second, observe that for every non-empty set of hidden
neurons S ⊆ JN1K, the set LIS ⊆ RN2×N0 is simply the set of matrices of rank at most |S|,
which is closed for any S.

Corollary 7.4.4 states the closedness of scalar-valued, one-hidden-layer sparse ReLU
NNs. In a way, it can be seen as the analog of Theorem 7.3.7 for Ω = [−B,B]d.

Corollary 7.4.4 (Closedness of fixed support one-hidden-layer ReLU networks with scalar
output). Given any input dimension d = N0 ≥ 1, any number of hidden neurons N1 ≥ 1,
scalar output dimension N2 = 1, and any prescribed supports I = (I2, I1), the set FI is
closed in (C0([−B,B]d), ‖ · ‖∞).

Proof. The proof is inductive on the number of hidden neurons N1:

1. Basic case N1 = 1: Consider θ := {(Wi,bi)
2
i=1} ∈ NI, the function Rθ has the form:

Rθ(x) = w2σ(w>1 x+ b1) + b2

where w1 = W1[1, :] ∈ RN0 ,w2 = W2[1, 1] ∈ R. There are two possibilities:

(a) I2 = ∅: then w2 = 0, FI is simply a set of constant functions on Ω, which is closed.

(b) I2 = {(1, 1)}: We have I2 = 11×N1 , which makes the first assumption of Theorem 7.4.2
satisfied. To check that the second assumption of Theorem 7.4.2 also holds, we
consider all the possible non-empty subsets S of J1K: there is only one non-empty
subset of I2, which is S = J1K. In that case, LIS = {W∈ R1×N0 | supp(W) ⊆ I1},
which is closed (since LIS is isomorphic to R|I1|). The result thus follows using
Theorem 7.4.2.
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2. Assume the conclusion of the theorem holds for all 1 ≤ N1 ≤ k (and any N0 ≥ 1). We
need to prove the result for N1 = k + 1. Define H = {i | I2[1, i] = 1} the set of hidden
neurons that are allowed to be connected to the output via a nonzero weight. Consider
two cases:

(a) If |H| ≤ k, we have FI = FIH , which is closed due to the induction hypothesis.

(b) If H = Jk + 1K, we can apply Theorem 7.4.2. Indeed, since I2 = 11×N1 , the first
condition of Theorem 7.4.2 is satisfied. In addition, for any non-empty S ⊆ JN1K,
define H := ∪i∈SI[i, :] ⊆ JN0K the union of row supports of I1[S, :]. It is easy to
verify that LIS is isomorphic to R|H|, which is closed. As such, Theorem 7.4.2 can be
applied.

In fact, both Corollary 7.4.3 and Corollary 7.4.4 generalize [PRV21, Theorem 3.8],
which proves the closedness of FI([−B,B]d) when I2 = 11×N1 , I1 = 1N1×N0 (classical fully
connected one-hidden-layer ReLU networks with ouput dimension equal to one).

To conclude, let us consider the analog to Corollary 7.3.8: we study the function space
implementable as a sparse one-hidden-layer network with constraints on the sparsity level
of each layer (i.e., ‖Wi‖0 ≤ Ki, i = 1, 2.

Corollary 7.4.5. Consider scalar-valued, one-hidden-layer ReLU networks (L = 2, N2 =
1, N1, N0) with `0 constraints ‖W1‖0 ≤ K1, ‖W2‖0 ≤ K2 for some constants K1,K2 ∈ N.
The function space F([−B,B]d) associated with this architecture is closed in (C0([−B,B]N0), ‖·
‖∞).

Proof. Denote I := {(I2, I1) | I2 ⊆ J1K × JN1K, I1 ⊆ JN1K × JN0K, |I1| ≤ K1, |I2| ≤
K2} the set of sparsity patterns respecting the `0 constraints, so that F([−B,B]d) =⋃

I∈I FI([−B,B]d). Since I is finite and ∀I ∈ I,FI([−B,B]d) is closed (Corollary 7.4.4),
the result is proved.

7.5 Complete proofs for Section 7.3

7.5.1 Complete proofs of Lemma 7.3.4 and Theorem 7.3.3

Since Theorem 7.3.3 is a direct corollary of Lemma 7.3.4, this section is devoted to prove
Lemma 7.3.4. We first state several necessary technical theorems. Their proof are provided
right after the proof of Lemma 7.3.4.

Lemma 7.5.1. Consider Ω = {xi}Pi=1 a finite subset of Rdand Ω′ = [−B,B]d such that
Ω ⊆ Ω′. If f ∈ FI(Ω′) (under the topology induced by ‖·‖∞), then D :=

[
f(x1) . . . f(xP )

]
∈

FI(Ω).

Lemma 7.5.2. Consider Rθ, the realization of a ReLU neural network with parameter
θ ∈ I. This function is continuous and piecewise linear. On the interior of each piece, its
Jacobian matrix is constant and satisfies J ∈ LI.

Lemma 7.5.3. For p,N ∈ N, consider the following set of points (a discretized grid for
[0, 1]N ):

Ω = ΩN
p =

{(
i1
p
, . . . ,

iN
p

)
| 0 ≤ ij ≤ p, ij ∈ N,∀1 ≤ j ≤ N

}
.
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If H ∈ N satisfies p ≥ 3NH, then for any collection of H hyperplanes, there exists
x ∈ ΩN

p such that the elementary hypercube whose vertices are of the form{
x+

(
i1
p
, . . . ,

iN
p

)
| ij ∈ {0, 1} ∀1 ≤ j ≤ N

}
⊆ ΩN

p

lies entirely inside a polytope delimited by these hyperplanes.

We are now ready to prove Lemma 7.3.4.

Proof of Lemma 7.3.4. Since LI is not closed, there exists a matrix A ∈ LI \ LI, and we

consider f(x) := Ax. Setting p := 3N04
∑L−1
i=1 Ni we construct Ω as the grid:

Ω =

{(
i1
p
, . . . ,

iN0

p

)
| 0 ≤ ij ≤ p, ij ∈ N, ∀1 ≤ j ≤ N0

}
,

so that the cardinality of Ω = {xi}Pi=1 is P := (p + 1)N0 . Similar to the sketch proof,
consider D :=

[
f(x1), f(x2), . . . , f(xP )

]
. Our goal is to prove that D ∈ FI(Ω) \ FI(Ω).

First, notice that D ∈ FI(Ω) as an immediate consequence of Lemma 7.5.1 and
Lemma 7.6.1.

It remains to show that D /∈ FI(Ω). We proceed by contradiction, assuming that there
exists θ ∈ NI such that Rθ(Ω) = D.

To show the contradiction, we start by showing that, as a consequence of Lemma 7.5.3
there exists x ∈ Ω such that the hypercube whose vertices are the 2N0 points{

x+

(
i1
p
, . . . ,

iN0

p

)
| ij ∈ {0, 1}, ∀1 ≤ j ≤ N0

}
⊆ Ω, (7.7)

lies entirely inside a linear region P of the continuous piecewise linear functionRθ [ABMM18].

Denote K = 2
∑L
i=1 Ni a bound on the number of such linear regions, see e.g. [MPCB14].

Each frontier between a pair of linear regions can be completed into a hyperplane, leading
to at most H = K2 hyperplanes. Since p = 3N0K

2 ≥ 3N0H, by Lemma 7.5.3 there
exists x ∈ Ω such that the claimed hypercube lies entirely inside a polytope delimited by
these hyperplanes. As this polytope is itself included in some linear region P of Rθ, this
establishes our intermediate claim.

Now, define v0 := x and vi := x + (1/p)ei, i ∈ JN0K where ei is the ith canonical
vector. Denote P ∈ RNL×N0 the matrix such that the restriction of Rθ to the piece P is
fP(x) = Px+ b. Since P is the Jacobian matrix of Rθ in the linear region P, we deduce
from Lemma 7.5.2 that P ∈ LI. Since the points vi belong to the hypercube which is both
included in P and in Ω we have for each i:

P(v0 − vi) = fP(v0)− fP(vi)

= Rθ(v0)−Rθ(vi)
= f(v0)− f(vi)

= A(v0 − vi).

where the third equality follows from the definition of D and the fact that we assume
Rθ(Ω) = D. Since v0 − vi = ei/p, i = 1, . . . , n are linearly independent, we conclude that
P = A. This implies A ∈ LI, hence the contradiction. This concludes the proof.
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We now prove the intermediate technical lemmas.

Proof of Lemma 7.5.1. Since f ∈ FI(Ω′), there exists a sequence {θk}k∈N such that:

lim
k→∞

sup
x∈Ω′
‖f(x)−Rθk(x)‖ = 0

Denoting Dk :=
[
Rθk(x1) . . .Rθk(xr)

]
, since xi ∈ Ω ⊆ Ω′, i = 1, . . . , P , it follows that Dk

converges to D. Since Dk ∈ FI(Ω) by construction, we get that D ∈ FI(Ω).

Proof of Lemma 7.5.2. For any θ ∈ I, Rθ is a continuous piecewise linear function since it
is the realization of a ReLU neural network [ABMM18]. Consider P a linear region of Rθ
with non-empty interior. The Jacobian matrix of P has the following form [SG22, Lemma
9]:

J = WLDL−1WL−1DL−2 . . .D1W1

where Di is a binary diagonal matrix (diagonal matrix whose coefficients are either one
or zero). Since supp(DiWi) ⊆ supp(Wi) ⊆ Ii, we have: J = WL

∏L−1
i=1 (DiWi) ∈ LI .

Proof of Lemma 7.5.3. Every edge of an elementary hypercube can be written as:(
x, x+

1

p
ei

)
, x ∈ ΩN

p

where ei is the ith canonical vector, 1 ≤ i ≤ N . The points x and x + (1/p)ei are
two endpoints. Note that in this proof we use the notation (a, b) to denote the line
segment whose endpoints are a and b. By construction, ΩN

p contains pN such elementary
hypercubes. Given a collection of H hyperplanes, we say that an elementary hypercube
is an intersecting hypercube if it does not lie entirely inside a polytope generated by the
hyperplanes, meaning that there exists a hyperplane that intersects at least one of its
edges. More specifically, an edge and a hyperplane intersect if they have exactly one
common point. We exclude the case where there are more than two common points since
that implies that the edge lies completely in the hyperplane. The edges that are intersected
by at least one hyperplane are called intersecting edges. Note that a hypercube can have
intersecting edges, but it may not be an intersecting one. A visual illustration of this idea
is presented in Figure 7.3.

intersecting edge

hyperplane

non-intersecting edge
a) b) c)

Figure 7.3: Illustration of definitions in R2: a) an intersecting hypercube with two inter-
secting edges; b) not an intersecting hypercube, but it has two intersecting edges; c) not
an intersecting hypercube and it only has two intersecting edges (not three according to
our definitions: the bottom edge is not intersecting).
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Formally, a hyperplane {w>x + b = 0} for w ∈ RN and b ∈ R intersects an edge
(x, x+ 1

pei) if: 
(w>x+ b)

[
w>(x+ 1

pei) + b
]
≤ 0

and

w>x+ b 6= 0 or w>(x+ 1
pei) + b 6= 0

(7.8)

We further illustrate these notions in Figure 7.4. We emphasize that according to
Equation (7.8), `3 in Figure 7.4 does not intersect any edge along its direction.

`1

`2

`3

intersecting hypercube

non-intersecting hypercube

hyperplane

intersecting edge

Figure 7.4: Illustration of intersecting hypercubes and hyperplanes in R2.

Clearly, the number of intersecting hypercubes is upper bounded by the number of
intersecting edges. The rest of the proof is devoted to showing that this number is strictly
smaller than pN if p ≥ 3NH, as this will imply the existence of at least one non-intersecting
hypercube.

To estimate the maximum number of intersecting edges, we analyze the maximum
number of edges that a given hyperplane can intersect. For a fixed index 1 ≤ i ≤ N , we
count the number of edges of the form (x, x + 1

pei) intersected by a single hyperplane.
The key observation is: if we fix all the coordinates of x except the ith one, then the
edges (x, x+ 1

pei) form a line in the ambient space. Among those edges, there are at most
two intersecting edges with respect to the given hyperplane. This happens only when the
hyperplane intersects an edge at one of its endpoints (e.g., the hyperplane `2 and the second
vertical line in Figure 7.4). In total, for each 1 ≤ i ≤ N and each given hyperplane, there
are at most 2(p+1)N−1 intersecting edges of the form (x, x+ 1

pei). For a given hyperplane,

there are thus at most 2N(p+ 1)N−1 intersecting edges in total (since i ∈ JNK). Since the
number of hyperplanes is at most H, there are at most 2NH(p+1)N−1 intersecting edges,
and this quantity also bounds the number of intersecting cubes as we have seen. With the
assumption p ≥ 3NH, we conclude by proving that pN > 2NH(p + 1)N−1. Indeed, we
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have:

2NH(p+ 1)N−1

pN
=

2NH

p

(
p+ 1

p

)N−1

=
2NH

p

(
1 +

1

p

)N−1

<
2NH

p

(
1 +

1

p

)NH
≤ 2NH

3NH

(
1 +

1

3NH

)NH
≤ 2e1/3

3
≈ 0.93 < 1

where we used that (1 + 1/n)n ≤ e ≈ 2.71828, the Euler number.

7.5.2 Proof of Theorem 7.3.7

Proof. We denote X =
[
x1, . . . , xP

]
∈ RN0×P , the matrix representation of Ω. Our proof

has three main steps:

Step 1: We show that we can reduce the study of the closedness of FI(Ω) to that of
the closedness of a union of subsets of RP , associated to the vectors W2. To do this, we
prove that for any element f ∈ FI(Ω), there exists a set of parameters θ ∈ NI such that
the matrix of the second layer W2 belongs to {−1, 0, 1}1×N1 (since we assume N2 = 1).
This idea is reused from the proof of [ABMM18, Theorem 4.1].

For θ := {(Wi,bi)
2
i=1} ∈ NI, the function R(θ) has the form:

Rθ(x) = W2σ(W1x+ b1) + b2 =

N1∑
i=1

w2,iσ(w1,ix+ b1,i) + b2

where w1,i = W1[i, :] ∈ R1×N0 ,w2,i = W2[i] ∈ R,b1,i = b[i] ∈ R. Moreover, if w2,i is
different from zero, we have:

w2,iσ(w1,ix+ b1) =
w2,i

|w2,i|
σ(|w2,i|w1,ix+ |w2,i|b1,i).

In that case, one can assume that w2,i can be equal to either −1 or 1. Thus, we can
assume w2,i ∈ {±1, 0}. For a vector v ∈ {−1, 0, 1}1×N1 , we define:

Fv = {[Rθ(x1), . . . ,Rθ(xP )] | θ ∈ NI,v} (7.9)

where NI,v ⊆ NI is the set of θ = {(Wi,bi)
2
i=1} with W2 = v ∈ {0, 1}1×N1 , i.e., in words,

Fv is the image of Ω through the function Rθ, θ ∈ NI,v.
Define V := {v | supp(v) ⊆ I2} ∩ {0,±1}1×N1 . Clearly, for v ∈ V, Fv ⊆ FI(Ω).

Therefore, ⋃
v∈V

Fv ⊆ FI(Ω).

Moreover, by our previous argument, we also have:

FI(Ω) ⊆
⋃
v∈V

Fv.

Therefore,

FI(Ω) =
⋃
v∈V

Fv.
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Step 2: Using the first step, to prove that FI(Ω) is closed, it is sufficient to prove that
Fv is closed, ∀v ∈ V. This can be accomplished by further decomposing Fv into smaller
closed sets. We denote θ′ the set of parameters W1,b1 and b2. In the following, only the
parameters of θ′ are varied since W2 is now fixed to v.

Due to the activation function σ, for a given data point xj ∈ Ω, we have:

σ(Wxj + b1) = Dj(Wxj + b1) (7.10)

where Dj ∈ D, the set of binary diagonal matrices, and its diagonal coefficients Dj [i, i]
are determined by:

Dj [i, i] =

{
0 if W[i, :]xj + b1[i] ≤ 0

1 if W[i, :]xj + b1[i] ≥ 0
. (7.11)

Note that Dj [i, i] can take both values 0 or 1 if W[i, :]xj+b1[i] = 0. We call the matrix Dj

the activation matrix of xj . Therefore, for (7.10) to hold, the N1 constraints of the form
(7.11) must hold simultaneously. It is important to notice that all these constraints are
linear w.r.t. θ′. We denote z a vectorized version of θ′ (i.e., we concatenate all coefficients
whose indices are in I1 of W and b1,b2 into a long vector), and we write all the constraints
in (7.10) in a compact form:

A(Dj , xj)z ≤ 0N1

where A(Dj , xj) is a constant matrix that depend on Dj and xj .
Set θ = (v, z). Given that (7.10) holds, we deduce that:

Rθ(xj) = vσ(Wxj + b1) + b2 = vDj(Wxj + b1) + b2 = V(Dj , xj ,v)z

where V(Dj , xj ,v) is a constant matrix that depends on Dj ,v, xj . In particular, Rθ(xj)
is also a linear function w.r.t the parameters z . Assume that the activation matrices of
(x1, . . . , xP ) are (D1, . . . ,DP ), then we have:

Rθ(Ω) =
(
V(D1, x1,v)z, . . . ,V(DP , xP ,v)z

)
∈ R1×P .

To emphasize that Rθ(Ω) depends linearly on z, for the rest of the proof, we will write
Rθ(Ω) as a vector of size P (instead of a row matrix 1× P ) as follows:

Rθ(Ω) = V(D1, . . . ,DP )z where V(D1, . . . ,DP ) =

 V(D1, x1,v)
...

V(DP , xP ,v)

 .

Moreover, to have (D1, . . . ,DP ) activation matrices, the parameters z need to satisfy:

A(D1, . . . ,DP )z ≤ 0Q

where Q = PN1 and

A(D1, . . . ,DP ) =

A(D1, x1)
...

A(DP , xP )

 .
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Thus, the set of Rθ(Ω) given the activation matrices (D1, . . . ,DP ) has the following
compact form:

F
(D1,...,DP )
v := {V(D1, . . . ,DP )z | A(D1, . . . ,DP )z ≤ 0}.

Clearly, F
(D1,...,DP )
v ⊆ Fv since each element is equal to Rθ(Ω) with θ = (v, z) for some z.

On the other hand, each element of Fv is an element of F
(D1,...,DP )
v for some (D1, . . . ,DP ) ∈

DP since the set of activation matrices corresponding to any θ is in DP . Therefore,

Fv =
⋃

(D1,...,DP )∈DP
F

(D1,...,DP )
v .

Step 3: Using the previous step, it is sufficient to prove that F
(D1,...,DP )
v is closed, for

any v, (D1, . . . ,DP ) ∈ DP . To do so, we write F
(D1,...,DP )
v in a more general form:

{Az | Cz ≤ y}. (7.12)

Therefore, it is sufficient to prove that a set as in Equation (7.12) is closed. These sets
are linear transformations of an intersection of a finite number of half-spaces. Since the
intersection of a finite number of halfspaces is stable under linear transformations (cf.
Lemma 7.5.4 below), and the intersection of a finite number of half-spaces is a closed set
itself, the proof can be concluded.

Lemma 7.5.4 (Closure of intersection of half-spaces under linear transformations). For
any A ∈ Rm×n,C ∈ R`×n,y ∈ R`, there exists C′ ∈ Rk×m,b′ ∈ Rk such that:

{Ax | Cx ≤ y} = {C′z ≤ b′}.

Proof. The proof uses Fourier–Motzkin elimination 2. This method is a quantifier elim-
ination algorithm for linear functions 3. In fact, the LHS can be written as: {t | t =
Ax,Cx ≤ y}, or more generally,{

t | ∃x ∈ Rn s.t. B

(
x
t

)
≤ v

}
⊆ Rm

where
(
x
t

)
is the concatenation of two vectors (x, t) and the linear constraints imposed

by B
(
x
t

)
≤ v replace the two linear constraints Cx ≤ y and t = Ax. The idea is to show

that: {
t | ∃x ∈ Rn s.t. B

(
x
t

)
≤ v

}
=

{
t | ∃x′ ∈ Rn−1 s.t. B′

(
x′

t

)
≤ v′

}
(7.13)

for some matrix B′ and vector v′. By doing so, we reduce the dimension of the quantified
parameter x by one. By repeating this procedure until there is no more quantifier, we
prove the lemma. The rest of this proof is thus devoted to show that B′,v′ as in (7.13)
do exist.

We will show how to eliminate the first coordinate of x[1]. First, we partition the set
of linear constraints of LHS of (7.13) into three groups:

2More detail about this method can be found in this link
3In fact, the algorithm determining the closedness of LI is also a quantifier elimination one, but it can

be used in a more general setting: polynomials

https://www.worldscientific.com/doi/suppl/10.1142/8527/suppl_file/8527_chap01.pdf
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1. S0 := {j | B[j, 1] = 0}: In this case, x[1] does not appear in this constraint, there is
nothing to do.

2. S+ := {j | B[j, 1] > 0}, for j ∈ S+, we can rewrite the constraints B[j, :]
(
x
t

)
≤ v[j]

as:

x[1] ≤ γ[j] +

n∑
i=2

α[i]x[i] +

m∑
i=1

β[i]t[i] := B+
j (x′, t)

for some suitable γ[j], α[i], β[i] where x′ is the last (n− 1) coordinate of the vector
x.

3. S− := {j | B[j, 1] < 0}: for j ∈ S−, we can rewrite the constraints B[j, :]
(
x
t

)
≤ vj

as:

x[1] ≥ γ[j] +

n∑
i=2

α[i]x[i] +

m∑
i=1

β[i]t[i] := B−j (x′, t).

For the existence of such x[1], it is necessary and sufficient that:

B+
k (x′, t) ≥ B−j (x′, t), ∀k ∈ S+, j ∈ S−. (7.14)

Thus, we form the matrix B′ and the vector v′ such that the linear constraints written in
the following form:

B′
(

x′

t

)
≤ v′

represent all the linear constraints in the set S0 and those in the form of (7.14). Using
this procedure recursively, one can eliminate all quantifiers and prove the lemma.

7.5.3 Polynomial algorithm to detect a pair of support constraints (I, J)
with non-closed L(I,J).

Lemma 7.5.5. Consider I = (I, J) ∈ {0, 1}m×r × {0, 1}r×n support constraints for the
weight matrices of one-hidden-layer neural network. If there exists four indices 1 ≤ i1, i2 ≤
m, 1 ≤ j1, j2 ≤ n and two indices k 6= l, 1 ≤ k, l ≤ rsuch that:

1. For each pair (i, j) ∈ {(i1, j1), (i1, j2), (i2, j1)} (i, j) ∈ supp(I[:, k]J [k, :]) and (i, j) /∈
supp(I[:, `]J [`, :]),∀` 6= k.

2. The pair (i2, j2) belongs to supp(I[:, k]J [k, :]) and supp(I[:, l]J [l, :]).

Proof. First, it is easy to see that the assumptions of this lemma are equivalent to those
of Theorem 4.3.1 since supp(I[:, k]J [k, :]) is precisely the kth rank-one support of the
pair (I, J). Without loss of generality, one can assume that i1, j1 = 1, i2, j2 = 2 and
k = 1, l = 2. We will prove that the matrix:

A =

(
A′ 0
0 0

)
∈ Rm×n, where A′ =

(
0 1
1 0

)
∈ R2×2

satisfy: A ∈ LI \ LI. This can be shown in two steps:
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1. Proof that A ∈ LI: For any ε > 0, consider two factors:

Xε =

(
X′ε 0
0 0

)
,Yε =

(
Y′ε 0
0 0

)
where X′ε,Y

′
ε ∈ R2×2 and respect the support constraints corresponding to LU

architecture. It is not hard to see that such a construction of (Xε,Yε) satisfies the
support constraints (I, J) (due to the assumption of the lemma and the value of
indices). Moreover, we also have:

‖A−XεYε‖F = ‖A′ −X′εY
′
ε‖F

Thus, to have ‖A−XεYε‖F ≤ ε, it is sufficient to choose a pair of factors (X′ε,Y
′
ε)

respecting the LU architecture of size 2 × 2 such that ‖A′ −X′εY
′
ε‖F ≤ ε. Such a

pair exists, since the set of matrices admitting the exact LU decomposition is dense
in R2×2. This holds for any ε > 0. Therefore, A ∈ LI.

2. Proof that A /∈ LI: Assume there exist a pair of factors (X,Y) whose product
XY = A and supports are included in (I, J). Due to the assumptions on the pairs
(i1, j1), (i1, j2), (i2, j1), we must have:

X[1, 1]Y[1, 1] = A[1, 1] = 0

X[2, 1]Y[1, 1] = A[2, 1] = 1

X[1, 1]Y[1, 2] = A[1, 2] = 1

It is easy to see that it is impossible. Therefore, A /∈ LI.

The conditions of Lemma 7.5.5 can be verified in polynomial time. A brutal force
algorithm will have complexity O(m2n2r). A more clever implementation with careful
book-marking can reduce this complexity to O(min(m,n)mnr).

7.6 Complete proofs for Section 7.4

7.6.1 Proof for Theorem 7.4.1

In fact, Theorem 7.4.1 is a corollary of Lemma 7.6.1, which states as follow:

Lemma 7.6.1. If A ∈ LI\LI ⊆ RNL×N0 then the function f : x 7→ f(x) := Ax satisfies
f ∈ FI(Ω) \ FI(Ω) for every subset Ω of RN0 that is bounded with non-empty interior.

Thus, it is sufficient to give a proof for Lemma 7.6.1. It is presented in the following.

Proof of Lemma 7.6.1. Since A ∈ LI\LI ⊆ RNL×N0 , we have:

1. A /∈ LI.

2. There exists a sequence {(Xk
i )
L
i=1}k∈N such that limk→∞ ‖Xk

L . . .X
k
1 − A‖ = 0 for

any norm defined on RN0 .
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We will prove that the linear function: f(x) := Ax satisfies f ∈ FI \ FI (where FI is the
closure of FI in (C0(Ω), ‖·‖∞), that is to say f is not the realization of any neural network
but it is the uniform limit of the realizations of a sequence of neural networks). Firstly, we
prove that f /∈ FI. For the sake of contradiction, assume there exists θ = (Wi,bi)

L
i=1 ∈ NI

such that Rθ = f . Since Rθ is the realization of a ReLU neural network, it is a continuous
piecewise linear function. Therefore, since Ω has non-empty interior, there exist a non-
empty open subset Ω′ of Rd such that Ω′ ⊆ Ω and Rθ is linear on Ω′, i.e., there are
A′ ∈ RNL×N0 , b ∈ RNL such that Rθ(x) = A′x + b′,∀x ∈ Ω′. Since f = Rθ, we have:
A′ = A and also equal to the Jacobian matrix of Rθ on Ω′. Using Lemma 7.5.2 and the
fact that A /∈ LI, we conclude that f /∈ FI.

There remains to construct a sequence {θk}k∈N, θk = (Wk
i ,b

k
i )
L
i=1 ∈ NI such that

limk→∞ ‖Rθk −f‖∞ = 0. We will rely on the sequence {(Xk
i )
L
i=1}k∈N for our construction.

Given k ∈ N we simply define the weight matrices as Wk
i = Xk

i , 1 ≤ i ≤ L. The biases are
built recursively. Starting from ck1 := supx∈Ω ‖Wk

1x‖∞ and bk1 := ck11N1 , we iteratively
define for 2 ≤ i ≤ L− 1:

γki−1(x) := Wk
i−1x+ bi−1

cki := sup
x∈Ω
‖γki−1 ◦ . . . ◦ γk1 (x)‖∞

bki := cki 1Ni .

The boundedness of Ω ensures that cki is well-defined with a finite supremum. For i = L
we define:

bkL = −
L−1∑
i=1

(

L∏
j=i+1

Wj)b
k
i .

We will prove that Rθk(x) =
(
Xk
L . . .X

k
1

)
x,∀x ∈ Ω. As a consequence, it is immediate

that:
lim
k→∞

‖Rθk − f‖∞ = lim
k→∞

sup
x∈Ω
‖Rθk(x)− f(x)‖2

≤ lim
k→∞

‖Xk
L . . .X

k
1 −A‖2→2 sup

x∈Ω
‖x‖2 = 0

where we used that all matrix norms are equivalent and denoted ‖ · ‖2→2 the oper-
ator norm associated to Euclidean vector norms. Back to the proof that Rθk(x) =(
Xk
L . . .X

k
1

)
x,∀x ∈ Ω, due to our choice of cki , we have for 2 ≤ i ≤ L− 1:

γki−1 ◦ . . . ◦ γk1 (x) ≥ 0, ∀x ∈ Ω

where ≥ is taken in coordinate-wise manner. Therefore, an easy induction yields:

Rθk(x) = γkL ◦ σ ◦ γkL−1 ◦ . . . ◦ σ ◦ γk1 (x)

= γkL ◦ γkL−1 . . . ◦ γk1 (x)

= Wk
L(. . . (Wk

2(Wk
1x+ bk1) + bk2) . . .) + bkL

= (Xk
L . . .X

k
1)x+

L−1∑
i=1

(
L∏

j=i+1

Wj)b
k
i −

L−1∑
i=1

(
L∏

j=i+1

Wj)b
k
i

= (Xk
L . . .X

k
1)x.
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7.6.2 Complete proof for Theorem 7.4.2

Given the involvement of Theorem 7.4.2, we decompose its proof and present it in two
subsections: the first one establishes general results that do not use the assumption of
Theorem 7.4.2. The second one combines the established results with the assumption of
Theorem 7.4.2 to provide a full proof.

Properties of the limit function of fixed support one-hidden-layer NNs

The main results of this parts are summarized in Lemma 7.6.3 and Lemma 7.6.6. It is
important to emphasize that all results in this section do not make any assumption on I.

We first introduce the following technical results.

Lemma 7.6.2 (Normalization of the rows of the first layer [PRV21]). Consider Ω a
bounded subset of RN0. Given any θ = {(Wi,bi)

2
i=1} ∈ NI and any norm ‖·‖ on RN0, there

exists θ̃ := {(W̃i, b̃i)
2
i=1} ∈ NI such that the matrix W̃1 has unit norm rows, ‖b̃1‖∞ ≤

C := supx∈Ω sup‖u‖≤1〈u, x〉 and Rθ(x) = Rθ̃(x), ∀x ∈ Ω.

Proof. We report this proof for self-completeness of this work. It is not a contribution, as
it merely combines ideas from the proof of [PRV21, Lemma D.2] and [PRV21, Theorem
3.8, Steps 1-2].

We first show that for each set of weights θ ∈ NI we can find another set of weights
θ′ = {(W′

i,b
′
i)

2
i=1} ∈ NI such that Rθ = Rθ′ on RN0 and W′

1 has unit norm rows.
Note that ‖b′1‖∞ can be larger than C. Indeed, given θ ∈ NI, the function Rθ can be
written as: Rθ : x ∈ RN0 7→

∑N1
j=1 hj(x) + b2 where hj(x) = W2[:, j]σ(W1[j, :]x + b1[j])

denotes the contribution of the jth hidden neuron. For hidden neurons corresponding
to nonzero rows of Wk

1 , we can rescale the rows of Wk
1 , the columns of Wk

2 and bk1
such that the realization of hj is invariant. This is due to the fact that w2σ(w>1 x +
b) = ‖w1‖w2σ((w1/‖w1‖)>x + (b/‖w1‖)) for any w1 6= 0 ∈ RN0 ,w2 ∈ RN2 , b ∈ R.
Neurons corresponding to null rows of Wk

1 are handled similarly, in an iterative manner,
by setting them to an arbitrary normalized row, setting the corresponding column of Wk

2

to zero, and changing the bias bk2 to keep the function Rθ unchanged on RN0 , using that
w2σ(0>x + b) + b2 = 0σ(v>x + b) + (b2 + w2σ(b)) for any normalized vector v ∈ RN0 .
Thus, we obtain θ′ whose matrix of the first layer, W′

1, has normalized rows and Rθ = Rθ′
on RN0 .

To construct θ̃ with ‖b̃1‖∞ ≤ C we see that, by definition of C, if ‖w1‖ = 1 and b ≥ C
then

w>1 x+ b ≥ −C + b ≥ 0, ∀x ∈ Ω. (7.15)

Thus, the function w2σ(w>1 x+ b) = w2(w>1 x+ b) is linear on Ω and

w2σ(w>1 x+ b) + b2 = w2(w>1 x+ C) + ((b− C)w2 + b2)

= w2σ(w>1 x+ C) + ((b− C)w2 + b2)

Thus, for any hidden neuron with a bias exceeding C, the bias can be saturated to C
by changing accordingly the output bias b2, keeping the function Rθ unchanged on the
bounded domain Ω (but not on the whole space RN0). Hidden neurons with a bias b ≤ −C
can be similarly modified. Sequentially saturating each hidden neuron yields θ̃ which
satisfies all conditions of Lemma 7.6.2.
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Lemma 7.6.3. Consider Ω a bounded subset of RN0, for any I = (I2, I1), given a con-
tinuous function f ∈ FI(Ω), there exists a sequence {θk}k∈N, θk = (Wk

i ,b
k
i )

2
i=1 ∈ NI such

that:

1. The sequence Rθk admits f as its uniform limit, i.e., limk→∞ ‖Rθk − f‖∞ = 0.

2. The sequence {(Wk
1 ,b

k
1)}k∈N has a finite limit (W?

1,b
?
1) where W?

1 has unit norm rows
and supp(W?

1) ⊆ I1.

Proof. Given a function f ∈ FI(Ω), by definition, there exists a sequence {θk}k∈N, θk ∈ NI

∀k ∈ N such that limk→∞ ‖Rθk − f‖∞ = 0. We can assume that Wk
1 has normalized rows

and bk1 is bounded using Lemma 7.6.2. We can also assume WLOG that the parameters
of the first layer (i.e Wk

1 ,b
k
1) have finite limits W?

1 and b?1. Indeed, since both Wk
1 and bk1

are bounded (by construction from Lemma 7.6.2), there exists a subsequence {ϕk}k∈N such
that Wϕk

1 and bϕk1 have finite limits and Rθϕk → f as Rθk → f . Replacing the sequence
{θk}k∈N by {θϕk}k∈N yields the desired sequence. Finally, since W?

1 = limk→∞Wk
1 , W?

1

obviously has normalized rows and supp(W?
1) ⊆ I1.

Definition 7.6.4. Consider Ω bounded subset of Rd, a function f ∈ FI(Ω) and a sequence
{θk}k∈N as given by Lemma 7.6.3. We define (ai, bi) = (W?

1[i, :],b?1[i]) the limit parameters
of the first layer corresponding to the ith neuron. We partition the set of neurons into two
subsets (one of them may be empty):

1. Set of active neurons: J := {i | (∃x ∈ Ω, aix+ bi > 0) ∧ (∃x ∈ Ω, aix+ bi < 0)}.

2. Set of non-active neurons: J̄ = JN1K \ J .

For i, j ∈ J , we write i ' j if (W?
1[j, :],b?1[j]) = ±(W?

1[i, :],b?1[i]). The relation ' is an
equivalence relation.

We define (J`)`=1,...,r the equivalence classes induced by ' and we use (α`, β`) := (ai, bi)
for some i ∈ J` as the representative limit of the `th equivalence class. For i ∈ J`, we have:
(ai, bi) = εi(α`, β`), εi ∈ {±1}. We define J+

` = {i ∈ J` | εi = 1} 6= ∅ and J−` = J` \ J+
` .

For each equivalence class J`, define H` := {x ∈ Ω | α`x + β` = 0} the boundary
generated by neurons in J` and the positive (resp. negative) half-space partitioned by
H`, H

+
` := {x ∈ Ω | α`x + β` > 0} (resp. H−` := {x ∈ Ω | α`x + β` < 0}). For

any ε > 0 we also define the open half-spaces H
(ε,+)
` := {x ∈ Rd | α>` x + β` > ε} and

H
(ε,−)
` := {x ∈ Rd | α>` x+ β` < −ε}.

Definition 7.6.4 groups neurons sharing the same “linear boundary” (or “singular hy-
perplane” as in [PRV21]). This concept is related to “twin neurons” [SG22], which also
groups neurons with the same active zone. This partition somehow allows us to treat
classes independently. Observe also that

supp(α`) ⊆
⋂
i∈J`

I1[i, :],∀1 ≤ ` ≤ r. (7.16)
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Definition 7.6.5 (Contribution of an equivalence class). In the setting of Definition 7.6.4,
we define the contribution of the ith neuron 1 ≤ i ≤ N1 (resp. of the `th (1 ≤ ` ≤ r)
equivalence class) of θk as:

hki :RN0 7→ RN2 : x 7→Wk
2 [:, i]σ(Wk

1 [i, :]x+ bk1[i]) ,

gk` :RN0 7→ RN2 : x 7→
∑
i∈J`

hki (x) .

Lemma 7.6.6. Consider Ω = [−B,B]d, f ∈ FI(Ω) and a sequence {θk}k∈N as given by
Lemma 7.6.3, and α`, β`, 1 ≤ ` ≤ r, εi, i ∈ J as given by Definition 7.6.4. There exist some
γ`,b ∈ RN2 ,A ∈ RN2×N0 such that:

f(x) =
r∑
i=1

γ`σ(α`x+ β`) + Ax+ b ∀x ∈ Ω (7.17)

lim
k→∞

∑
i∈J`

εiW
k
2 [:, i]Wk

1 [i, :] = γ`α`, ∀1 ≤ ` ≤ r (7.18)

lim
k→∞

∑
i∈J`

εib
k
1[i]Wk

2 [:, i] = γ`β`, ∀1 ≤ ` ≤ r (7.19)

supp(γ`) ⊆
⋃
i∈J`

I2[:, i], ∀1 ≤ ` ≤ r (7.20)

Proof. The proof is divided into three parts: We first show that there exist γ`,b ∈ RN2

and A ∈ RN2×N0 such that Equation (7.17) holds. The last two parts will be devoted to
prove that equations (7.18) - (7.20) hold.

1. Proof of Equation (7.17): Our proof is based on a result of [PRV21], which deals
with the case of a scalar output (i.e, N2 = 1). It is proved in [PRV21, Theorem 3.8, Steps
3, 6, 7] and states the following:

Lemma 7.6.7 (Analytical form of a limit function with scalar output [PRV21]). In case
N2 = 1 (i.e., output dimension equal to one), consider Ω = [−B,B]d, a scalar-valued
function f : Ω 7→ R, f ∈ FI(Ω) and a sequence as given by Lemma 7.6.3, there exist
µ ∈ RN0 , γ`, ν ∈ R such that:

f(x) =

r∑
`=1

γ`σ(α`x+ β`) + µ>x+ ν, ∀x ∈ Ω (7.21)

Back to our proof, one can write f = (f1, . . . , fN2) where fj : Ω ⊆ RN0 7→ R is the
function f restricted to the jth coordinate. Clearly, fj is also a uniform limit on Ω of
{Rθ̃k}k∈N for a sequence {θ̃k}k∈N which shares the same Wk

1 with {θk}k∈N but W̃k
2 is the

jth row of Wk
2 . Therefore, {θ̃k}k∈N also satisfies the assumptions of Lemma 7.6.7, which

gives us:

fj(x) =
r∑
`=1

γ`,jσ(α`x+ β`) + µ>j x+ νj , ∀x ∈ Ω
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for some µj ∈ RN0 , γi,j , νj ∈ R. Note that α`, β` and r are not dependent on the index
j since they are defined directly from the considered sequence. Therefore, the function f
(which is the concatenation of fj coordinate by coordinate) is:

f(x) =

r∑
`=1

γ`σ(α`x+ β`) + Ax+ b, ∀x ∈ Ω

with γ` =

( γi,1
...

γi,N2

)
,A =

 µ>1
...

µ>N2

 ,b =

(
ν1

...
νN2

)
.

2. Proof for Equations (7.18)-(7.19): With the construction of γ, we will prove Equa-
tion (7.18) and Equation (7.19). We consider an arbitrary 1 ≤ ` ≤ r. Denoting Ω◦ the
interior of Ω and H` := {x ∈ Ω | α`x + β` = 0} the hyperplane defined by the input
weights and bias of the `-th class of neurons, we take a point x′ ∈ (Ω◦ ∩ H`) \

⋃
p 6=`Hp

and a fixed scalar r > 0 such that the open ball B(x′, r) ⊆ Ω◦ \
⋃
p 6=`Hp. Notice that x′ is

well-defined due to the definition of J (Definition 7.6.4). In addition, r also exists because
Ω◦ \

⋃
p6=`Hp is an open set. Thus, there exists two constants 0 < δ < B and ε > 0 such

that:

(a) B(x′, r) ⊆ [−(B − δ), B − δ]d.
(b) For each p 6= `, the ball B(x′, r) is either included in the half-space H

(ε,+)
p := {x ∈

Rd | α>p x+ βp > ε} or in the half-space H
(ε,−)
p := {x ∈ Rd | α>p x+ βp < −ε}.

(c) The intersection of B(x′, r) with H
(ε,+)
` and H

(ε,−)
` are not empty.

For the remaining of the proof, we will use Lemma 7.6.8, another result taken from
[PRV21]. We only state the lemma. Its formal proof can be found in the proof of [PRV21,
Theorem 3.8, Steps 4-5].

Lemma 7.6.8 (Affine linear area [PRV21]). Given a sequence {θk}k∈N satisfying the
second condition of Lemma 7.6.3, we have:

(a) For any 0 < δ < B, there exists a constant κδ such that ∀i ∈ J̄ , hki are affine linear
on [−(B − δ), B − δ]N0 for all k ≥ κδ.

(b) For any ε > 0, there exists a constant κε such that for each 1 ≤ ` ≤ r and each i ∈ J`
the function hki is affine linear on H

(ε,+)
` ∪H(ε,−)

` for all k ≥ κε.

The lemma implies the existence of K = max(κδ, κε) such that for all k ≥ K, we have:∑
p 6=`

gkp(x) = Bkx+ νk, ∀x ∈ B(x′, r),

for some Bk ∈ RN2×N0 , νk ∈ RN2 . Therefore, for k ≥ K, we have:

Rθk(x) = Bkx+ νk +
∑
i∈J+

`

Wk
2 [:, i](Wk

1 [i, :]x+ bk1[i]),∀x ∈ B(x′, r) ∩H(ε,+)
`

Rθk(x) = Bkx+ νk +
∑
i∈J−`

Wk
2 [:, i](Wk

1 [i, :]x+ bk1[i]),∀x ∈ B(x′, r) ∩H(ε,−)
` .
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Since we proved that f has the form Equation (7.17), there exist C ∈ RN2×N0 , µ ∈ RN2

such that
f(x) = (C + γ`α`)x+ (µ+ γ`β`), ∀x ∈ B(x′, r) ∩H(ε,+)

`

f(x) = Cx+ µ, ∀x ∈ B(x′, r) ∩H(ε,−)
`

As both B(x′, r) ∩H(ε,+)
` and B(x′, r) ∩H(ε,−)

` are open sets, and given our hypothesis of
uniform convergence of Rθk → f , we obtain,

lim
k→∞

Bk +
∑
i∈J+

`

Wk
2 [:, i]Wk

1 [i, :] = C + γ`α`

lim
k→∞

Bk +
∑
i∈J−`

Wk
2 [:, i]Wk

1 [i, :] = C

lim
k→∞

νk +
∑
i∈J+

`

bk1[i]Wk
2 [:, i] = µ+ γ`β`

lim
k→∞

νk +
∑
i∈J−`

bk1[i]Wk
2 [:, i] = µ.

(7.22)

Proof for Equation (7.22) can be found in Appendix B.2.2. Equations (7.18) and (7.19)
follow directly from Equation (7.22).

3. Proof of Equation (7.20): Since α` 6= 0 (remember that ‖α`‖ = 1), this is an
immediate consequence of Equation (7.18) as each vector Wk

2 [:, j], j ∈ J` is supported in
I2[:, j] ⊆ ∪i∈J`I2[:, i].

We state an immediate corollary of Lemma 7.6.6, which characterizes the limit of the
sequence of contributions {gk` }k∈N of the `th equivalence class with |J`| = 1.

Corollary 7.6.9. Consider f ∈ FI([−B,B]d) that admits the analytical form in Equa-
tion (7.17), a sequence {θk}k∈N as given by Lemma 7.6.3, and Definition 7.6.4. For all
singleton equivalence classes J` = {i}, 1 ≤ ` ≤ r, we have limk→∞Wk

2 [:, i] = γ` and
limk→∞ ‖hk` − γ`σ(α>` x+ β`)‖∞ = 0.

Proof. We first prove that Wk
2 [:, i] has a finite limit. In fact, applying the second point of

Lemma 7.6.6 for J` = {i}, we have:

lim
k→∞

Wk
2 [:, i]Wk

1 [i, :] = γ`α`

where γ`, α` are defined in Lemma 7.6.6. Because limk→∞Wk
1 [i, :] = α` and ‖α`‖2 = 1, it

follows that γ` = limk→∞Wk
2 [:, i]. To conclude, since we also have β` = limk→∞ bk1[i], we

obtain hk` (·) = Wk
2 [`, :]σ(Wk

1 [`, :] ·+bk1[`])→ γ`σ(α`x+ β`) as claimed.

The nice thing about Corollary 7.6.9 is that the contribution gk` = hk` admits a (uni-
form) limit if J` = {i}. Moreover, this limit is even implementable by using only the ith
neuron because supp(α`) ⊆ I1[i, :] and supp(γ`) ⊆ I2[:, i].

It would be tempting to believe that, for each P ∈ {J̄} ∪ {J` | ` = 1, . . . , r} the
sequence of functions

∑
i∈P g

k
i (x) must admit a limit (when k tends to ∞) and that this
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limit is implementable using only neurons in P . This would obviously imply that FI(Ω)
is closed. This intuition is however wrong. For non-singleton equivalence class (i.e., for
cases not covered by Corollary 7.6.9), the limit function does not necessarily exist as we
show in the following example.

Example 7.6.10. Consider the case where N = (1, 3, 1) and no support constraint, Ω =
[−1, 1], take the sequence {θk}k∈N which satisfies:

Wk
1 =

 1
−1
1

 ,bk1 =

0
0
1

 ,Wk
2 =

(
k −k −k

)
,bk2 = k

Then for x ∈ Ω, it is easy to verify that Rθk = 0. Indeed,

Rθk(x) =

3∑
i=1

Wk
2 [:, i]σ(Wk

1 [i, :] + bk1[i]) + bk2

= kσ(x)− kσ(−x)− kσ(x+ 1) + k

= k(σ(x)− σ(−x))− k(x+ 1) + k (since x+ 1 ≥ 0,∀x ∈ Ω)

= kx− k(x+ 1) + k = 0

Thus, this sequence converges (uniformly) to f = 0. Moreover, this sequence also satisfies
the assumptions of Lemma 7.6.3. Using the classification in Definition 7.6.4, we have one
class equivalence J1 = {1, 2} and J̄ = {3}. The function gk1 (x) = kσ(x) − kσ(−x) = kx,
however, does not have any limit.

Actual proof of Theorem 7.4.2

Therefore, our analysis cannot treat each equivalence class entirely separately. The last
result in this section is about a property of the matrix A in Equation (7.17). This is one
of our key technical contributions in this work.

Lemma 7.6.11. Consider Ω = [−B,B]d, f ∈ FI(Ω) that admits the analytical form in
Equation (7.17), a sequence {θk}k∈N as given by Lemma 7.6.3, then the matrix A ∈ LI′
where I′ = (I2[:, S], I1[S, :]), S = J̄ ∪ (∪1≤`≤rJ

−
` ), J̄ , J±` are defined as in Definition 7.6.4).

Combining Lemma 7.6.11 and the assumptions of Theorem 7.4.2, we can prove Theo-
rem 7.4.2 immediately as follow:

Proof of Theorem 7.4.2. Consider f ∈ FI(Ω), we deduce that there exists a sequence of
{θk}k∈N that satisfies the properties of Lemma 7.6.3. This allows us to define J̄ and equiv-
alence classes J`, 1 ≤ ` ≤ r as well as (α`, β`) as in Definition 7.6.4. Using Lemma 7.6.6,
we can also deduce an analytical formula for f as in Equation (7.17):

f(x) =

r∑
i=1

γ`σ(α`x+ β`) + Ax+ b, ∀x ∈ Ω.

Finally, Lemma 7.6.11 states that matrix A in Equation (7.17) satisfies: A ∈ LI′ with
I′ = (I2[:, S], I1[S, :]]), where S = J̄ ∪ (∪r`=1J

−
` ). To prove that f ∈ FI, we construct the

parameters θ = {(Wi,bi)
2
i=1} of the limit network as follows:
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1. For each 1 ≤ ` ≤ r, choose one index j ∈ J+
` (which is possible since J+

` is non-empty).
We set:

(W1[i, :],W2[:, i],b1[i]) =

{
(α`, γ`, β`) if i = j

(α`,0, β`) otherwise
(7.23)

This satisfies the support constraint because supp(α`) ⊆ I1[j, :] (by (7.16)) α` = limk→∞Wk
1 [j, :])

and I2 = 1N2×N1 . This is where we use the first assumption of Theorem 7.4.2. Without
it, supp(γ`) might not be a subset of I2[:, j].

2. For i ∈ S: Since A ∈ LI′ (cf Lemma 7.6.11) and LI′ is closed (second assumptions of
Theorem 7.4.2), there exist two matrices Ŵ1,Ŵ2 such that: supp(Ŵ1) ⊆ I1[:, S], supp(Ŵ2) ⊆
I2[S, :], and A = Ŵ2Ŵ1. We set:

(W1[i, :],W2[:, i],b1[i]) = (Ŵ1[i, :],Ŵ2[:, i], C) (7.24)

where C = supx∈Ω ‖Ŵ1x‖∞. This satisfies the support constraints I due to our choice of
Ŵ1,Ŵ2. The choice of C ensures that the function hi(x) := W2[i, :]σ(W1[i, :]x + b1[i])
is linear on Ω.

3. For b2: Let b2 = b− C
(∑

i∈S Ŵ2[:, i]
)

(b is the bias in Equation (7.17)).

Verifying Rθ = f on Ω is thus trivial since:

Rθ(x) =

N1∑
i=1

W2[:, i]σ(W1[i, :]x+ b1[i]) + b2

=
∑
i/∈S

W2[:, i]σ(W1[i, :]x+ b1[i]) +
∑
i∈S

W2[:, i]σ(W1[i, :]x+ b1[i]) + b2

=

r∑
`=1

γ`σ(α`x+ β`) +
∑
j∈S

Ŵ2[:, i](Ŵ1[i, :]x+ C) + b− C

(∑
i∈S

Ŵ2[:, i]

)

=

r∑
`=1

γ`σ(α`x+ β`) + Ŵ2Ŵ1x+ b =

r∑
`=1

γ`σ(α`x+ β`) + Ax+ b = f.

Proof of Lemma 7.6.11. In this proof, we define Ω◦δ = (−B + δ,B − δ)N0 , 0 < δ < B. The
choice of δ is not important in this proof (any 0 < δ < B will do).

The proof of this lemma revolves around the following idea: We will construct a
sequence of functions {fk}k∈N such that, for k large enough, fk has the following analytical
form:

fk(x) =
r∑
`=1

γ`σ(α`x+ β`) + Akx+ bk,∀x ∈ Ω◦δ (7.25)

and limk→∞ f
k(x) = f(x) ∀x ∈ Ω \ (∪r`=1H`) (or equivalently fk converges pointwise

to f on Ω \ (∪r`=1H`)) and Ak admits a factorization into two factors Ak = XkYk sat-
isfying supp(Xk) ⊆ I2[:, S], supp(Yk) ⊆ I1[S, :], so that Ak ∈ LI′ . Comparing Equa-
tion (7.17) and Equation (7.25), we deduce that the sequence of affine functions Akx+ bk

converges pointwise to the affine function Ax+ b on the open set Ω◦δ \ (∪r`=1H`). There-
fore, limk→∞Ak = A by Lemma B.2.2 (whose statement and proof can be found in
Appendix B.2.2), hence the conclusion.
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The rest of this proof is devoted to the construction of fk = Rθ̃k where θ̃k ∈ NN are
parameters of a neural network of the same dimension as those in NI but only partially
satisfying the support constraint I. To guarantee that fk converges pointwise to f , we
construct θ̃k based on θk and harness their relation.

Choice of parameters. We set θ̃k = {(W̃k
i , b̃

k
i )

2
i=1} ∈ NN where W̃k

2 ∈ RN2×N1 ,W̃k
1 ∈

RN1×N0 are defined as follows, where we use Ck := supx∈Ω ‖Wk
1x‖∞:

• For inactive neurons i ∈ J̄ , we simply set (W̃k
1 [:, i],W̃k

2 [i, :], b̃k1[i]) = (Wk
1 [:, i],Wk

2 [i, :],bk1[i]).

• For each equivalence class of active neurons 1 ≤ ` ≤ r, we choose some j` ∈ J+
` (note that

J+
` is non-empty due to Definition 7.6.4) and set the parameters (W̃k

2 [:, i],W̃k
1 [i, :],b1[i]), i ∈

J` as:

(W̃k
1 [i, :],W̃k

2 [:, i], b̃k1[i]) =


(Wk

1 [i, :],Wk
2 [:, i], Ck), ∀j ∈ J−`

(Wk
1 [i, :],0, Ck), ∀i ∈ J+

` \ {j`}
(α`, γ`, β`), i = j`

(7.26)

For i ∈ J` \ {j`}, we clearly have: supp(W̃k
1 [i, :]) ⊆ I1[i, :] and supp(W̃k

2 [:, i]) ⊆ I2[:, i].
The j`-th column of W̃k

2 is the only one that does not necessarily satisfy the support
constraint, as supp(γ`) * I2[:, j`] in general.

• Finally, the output bias bk2 is set as:

b̃k2 := bk2 +
r∑
`=1

∑
i∈J−`

(bk1[i]− Ck)Wk
2 [:, i]

︸ ︷︷ ︸
=:ξk`

(7.27)

Proof that fk := Rθ̃k converges pointwise to f on Ω \ (∪r`=1H`). We introduce
notations analog to Definition 7.6.5: for every x ∈ RN0 we define:

h̃ki (x) = W̃k
2 [:, i]σ(W̃k

1 [i, :]x+ b̃k1[i]), i = 1, . . . , N1; g̃k` (x) =
∑
i∈J`

h̃ki (x), ` = 1, . . . , r

By construction
h̃ki = hki , ∀i ∈ J̄ , ∀k, (7.28)

and we further explicit the form of h̃ki , i ∈ J` for x ∈ Ω (but not on RN0) as:

h̃ki (x) =


Wk

2 [:, i](Wk
1 [i, :]x+ Ck), ∀i ∈ J−`

0, ∀i ∈ J+
` \ {j`}

γ`σ(α`x+ β`), i = j`

, (7.29)

We justify our formula in Equation (7.29) as follow:

1. For i ∈ J−` : since Ck = supx∈Ω ‖Wk
1x‖∞ by construction, W̃k

1 [i, :]x+bk1[i] = Wk
1 [i, :]x+

bk1[i] ≥ 0. The activation σ acts simply as an identity function.

2. For i ∈ J+
` : Because we choose W̃k

2 [:, i] = 0.
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3. For i = j`: Obvious due to the construction in Equation (7.26).

Given x ∈ Ω \ (∪r`=1H`), we now prove that this construction ensures that for each ` ∈
{1, . . . , r}

lim
k→∞

(g̃k` (x)− gk` (x) + ξk` ) = 0. (7.30)

This will imply the claimed poinwise convergence since

lim
k→∞

fk(x) = lim
k→∞

Rθ̃k(x) = lim
k→∞

∑
i∈J̄

h̃ki (x) +
r∑
`=1

g̃k` (x) + b̃k2


(7.28)&(7.30)

= lim
k→∞

∑
i∈J̄

hki (x) +
r∑
`=1

gk` (x)−
r∑
`=1

ξk` + b̃k2


(7.27)

= lim
k→∞

∑
i∈J̄

hki (x) +
r∑
`=1

gk` (x) + bk2

 = lim
k→∞

Rθk(x) = f(x).

To establish (7.30), observe that as x ∈ Ω \ (∪r`=1H`) we have x /∈ H`. We thus
distinguish two cases:
Case x ∈ H−` .

Using (7.26) we show below that for k large enough and x ∈ H−` , we have

h̃ki (x)− hki (x) =

{
(Ck − bk1[i])Wk

2 [:, i], i ∈ J−`
0, i ∈ J+

`

(7.31)

and thus

g̃k` (x)− gk` (x) + ξk` =
∑
i∈J`

(
h̃ki (x)− hki (x)

)
+ ξk` =

∑
i∈J−`

(Ck − bk1[i])Wk
2 [:, i] + ξk` = 0.

We indeed obtain (7.31) as follows. Since x ∈ H−` , α`x + β` < 0, i.e., −α`x − β` > 0.
Therefore, given the definitions of J±` (cf Definition 7.6.4) we have:

• For i ∈ J−` : limk→∞(Wk
1 [i, :],bk1[i]) = −(α`, β`), hence for k large enough, we have

Wk
1 [i, :]x + bk1[i] > 0 so that σ(Wk

1 [i, :]x + bk1[i]) = Wk
1 [i, :]x + bk1[i] and, as expressed

in (7.31):

h̃ki (x)− hki (x)
(7.29)

= Wk
2 [:, i](Wk

1 [i, :]x+ Ck)−Wk
2 [:, i](Wk

1 [i, :]x+ bk1[i]) = (Ck − bk1[i])Wk
2 [:, i].

• For i ∈ J+
` : similarly, we have Wk

1 [i, :]x + bk1[i] < 0 for k large enough. Therefore,

hki (x) = 0 for k large enough. The fact that we also have h̃ki (x) = 0 is immediate
from Equation (7.29) if i 6= j`, and for i = j` we also get from Equation (7.29) that
h̃ki (x) = γ`σ(α`x+ β`) = 0 since α`x+ β` < 0.

Case x ∈ H+
` . An analog to Equation (7.31) for x ∈ H+

` is

h̃ki (x)− hki (x) =


Wk

2 [:, i](Wk
1 [i, :]x+ Ck), i ∈ J−`

−Wk
2 [:, i](Wk

1 [i, :]x+ bk1[i]), i ∈ J+
` \ {j}

γ`(α`x+ β`)−Wk
2 [:, i](Wk

1 [i, :]x+ bk1[i]), i = j

. (7.32)

We establish it before concluding for this case.
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• For i ∈ J−` : by a reasoning analog to the case x ∈ H−` , we deduce that for k large
enough

h̃ki (x)− hki (x)
(7.29)

= Wk
2 [:, i](Wk

1 [i, :]x+ Ck).

• For i ∈ J+
` : a similar reasoning yields hki (x) = Wk

2 [:, i](Wk
1 [i, :]x + bk1[i]) for k large

enough, while Equation (7.29) yields h̃kj`(x) = γ`σ(α`x+β`) = γ`(α`x+β`) (since α`x+β` >

0 as x ∈ H+
` ) and h̃ki (x) = 0 if i 6= j`.

Using (7.32) we obtain for k large enough

g̃k` (x)− gk` (x) + ξk` =
∑
i∈J`

(
h̃ki (x)− hki (x)

)
+ ξk`

=
∑
i∈J−`

Wk
2 [:, i](Wk

1 [i, :]x+ Ck)−
∑
i∈J+

`

Wk
2 [:, i](Wk

1 [i, :]x+ bk1[i]) + γ`(α`x+ β`) + ξk`

(7.27)
=

( ∑
i∈J−`

Wk
2 [:, i]Wk

1 [i, :]−
∑
j∈J+

`

Wk
2 [:, i]Wk

1 [i, :] + γ`α`

)
x

+
(
ξk` +

∑
i∈J−`

Wk
2 [:, i]Ck

︸ ︷︷ ︸∑
i∈J−

`
Wk

2 [:,i]bk1 [i]

−
∑
i∈J+

`

Wk
2 [:, i]bk1[i] + γ`β`

)

where in the last line we used the expression of ξk` from (7.27). Due to Equations (7.18)
and (7.19) it follows that limk→∞ g̃

k
` (x)− gk` (x) + ξk` = 0, ∀x ∈ H+

` .
Thus combining both cases, we conclude that limk→∞ g̃

k
` (x)− gk` (x) + ξk` = 0, ∀x /∈ H`,

as desired.
Proof of the expression (7.25) with Ak ∈ LI′ for large enough k. From (7.29),

we first deduce that

fk(x) =

N1∑
i=1

h̃ki (x) + b̃k2 =

r∑
`=1

γ`σ(α`x+ β`) +
∑
i∈S

h̃ki (x) + b̃k2, ∀x ∈ RN0 .

where we recall that S := J̄ ∪ (∪1≤`≤rJ
−
` ). There only remains to show that, for k large

enough, we have
∑

i∈S h̃
k
i (x) = Akx + bk for every x in the restricted domain Ω◦δ , where

Ak ∈ LI′ and bk ∈ RN2 . Note that for i ∈ J`, our construction assures that h̃ki is affine on
Ω. Moreover, in the restricted domain Ω◦δ , for k ≥ κδ large enough, h̃ki , i ∈ J̄ also behave
like affine functions (cf Lemma 7.6.8). Therefore,∑

i∈S
h̃ki (x) =

(∑
i∈S

δki W̃
k
2 [:, i]W̃k

1 [i, :]
)
x+ ck, ∀x ∈ Ω◦δ , k ≥ κδ

for some vector ck and binary scalars δki . In fact, δki = 0 if i ∈ J̄− := {j ∈ J̄ |W?
1[j, :]x+

b?1[j] ≤ 0,∀x ∈ Ω} and δik = 1 otherwise. Thus, one chooses Ak =
∑

i∈S δ
k
i W̃

k
2 [:, i]W̃k

1 [i, :],bk =

ck and the construction is complete. This construction allows us to write Ak = Ŵk
2Ŵk

1

with:
Ŵk

1 = W̃k
1 [S, :]

Ŵk
2 = W̃k

2 [:, S]diag({νki | i = 1, . . . , N1})
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where diag({νki | i = 1, . . . , N1}) ∈ RN1×N1 is a diagonal matrix, νki = δki for i ∈ S and 0
otherwise. It is also evident that supp(Ŵk

2 [:, S]) ⊆ I2[:, S], supp(Ŵk
1 [S, :]) ⊆ I1[S, :]. (since

the multiplication with a diagonal matrix does not increase the support of a matrix). This
concludes the proof.

Conclusion

In this chapter, we study the somewhat overlooked question of the existence of an opti-
mal solution to sparse neural networks training problems. The study is accomplished by
adopting the point of view of topological properties of the function spaces of such net-
works on two types of domains: a finite domain Ω, or (typically) a hypercube. On the
one hand, our investigation of the BAP and the closedness of these function spaces reveals
the existence of pathological sparsity patterns that fail to have optimal solutions on some
instances (cf Theorem 7.3.3 and Theorem 7.4.1) and thus possibly cause instabilities in
optimization algorithms (see Example 7.3.5 and Figure 7.1). On the other hand, we also
prove several positive results on the BAP and closedness, notably for sparse one-hidden-
layer ReLU neural networks (cf. Theorem 7.3.7 and Theorem 7.4.2). These results provide
new instances of network architectures where the BAP is proved (cf Theorem 7.3.7) and
substantially generalize existing ones (cf. Theorem 7.4.2).

In the future, a particular theoretical challenge is to propose necessary and sufficient
conditions for the BAP and closedness of FI(Ω), if possible covering in a single framework
both types of domains Ω considered here. The fact that the conditions established on
these two types of domains are very similar (cf. the similarity between Theorem 7.3.3
and Theorem 7.4.1, as well as between Theorem 7.3.7 and Corollary 7.4.4) is encouraging.
Similar to the remark in Chapter 3, an interesting algorithmic challenge is to substantially
reduce the complexity of the algorithm to decide the closedness of LI in Lemma 3.2.16,
which is currently doubly exponential. It calls for a more efficient algorithm to make this
check more practical. Achieving a practically tractable algorithm would for instance allow
to check if a support selected e.g. by IMP is pathological or not. This would certainly
consolidate the algorithmic robustness and theoretical foundations of pruning techniques
to sparsity deep neural networks. From a more theoretical perspective, the existence of
an optimum solution in the context of classical linear inverse problems has been widely
used to analyze the desirable properties of certain cost functions, e.g. `1 minimization for
sparse recovery. Knowing that an optimal solution exists for a given sparse neural network
training problem is thus likely to open the door to further fruitful insights.
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Conclusion

This thesis proposed an approach for a theoretical study of sparse deep neural networks:
First, we studied a simpler problem named “Fixed support matrix factorization” (cf.
(2.4.FSMF)), which is also a particular case of the sparse matrix factorization problem (cf.
Section 2.3). The second step was to apply the results of (2.4.FSMF) to address certain
questions with regards to sparse deep neural networks. This approach was motivated
and justified in Chapter 2, in which we exhibited the similarity between sparse deep
neural networks and sparse matrix factorization as well as the importance of the study of
(2.4.FSMF) to have a better understanding of the problem of sparse matrix factorization.

A summary of main contributions

Fixed support matrix factorization We devoted three consecutive chapters (Chap-
ters 3 to 5) to present our study of (2.4.FSMF).

In Chapter 3 - Ill-posedness/Non-closedness and NP-hardness, we introduced
the first challenge when it comes to (2.4.FSMF): for certain inputs (A, I, J), the cor-
responding instance of (2.4.FSMF) does not have any optimal solution. After that, we
proceeded further with a related question: under which conditions of (I, J) does the corre-
sponding instances of (2.4.FSMF) always admit an optimal solution, regardless of target
matrix A? Using a simple topological argument, that question is equivalent to: for which
(I, J) is the set EI,J := {XY> | supp(X) ⊆ I, supp(Y) ⊆ J} ⊆ Rm×n closed? Using the
quantifier elimination algorithm [BPR06, Chapter 14], we proposed an algorithm whose
complexity is doubly exponential to resolve this problem. Another challenging aspect of
(2.4.FSMF) that is also described in Chapter 3 is the NP-hardness (cf. Theorem 3.3.4).
This result implies that even if one has the knowledge of the factor supports, the problem
of sparse matrix factorization remains challenging.

Chapter 4 - Landscape, is dedicated to study the landscape of the objective func-
tion of (2.4.FSMF). Two important notions are presented in Chapter 4: spurious local
minima and spurious local valleys. These objects are conceptually “bad” for first-order
optimization methods in the sense that functions possessing these spurious objects are
difficult to globally optimize using first-order optimization methods. Then, we showed
that in general, the landscape of (2.4.FSMF) possesses these undesirable objects. This
might intuitively justify why (2.4.FSMF) is NP-hard to solve, as proved in Chapter 3.

While the message of Chapters 3 and 4 is somewhat negative, Chapter 5 - Tractabil-
ity, in contrast, presents several families of support constraints (I, J) of (2.4.FSMF),
whose corresponding instances are both tractable and of practical interest. These fam-
ilies are introduced in Theorems 5.2.3 and 5.2.9. Many popular support constraints of
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(2.4.FSMF) such as Low Rank Matrix Approximation (LRMA) and Hierarchical Off-
diagonal Low-rank (HODLR) matrices (cf. Section 2.4.1) belong to these families. More-
over, different from the general landscape of (2.4.FSMF) studied Chapter 4, those of
instances with tractable support constraints introduced in this chapter are guaranteed to
be free of spurious objects.

The two remaining chapters discuss applications of the results of (2.4.FSMF) to address
certain questions in the world of sparse deep neural networks.

Butterfly parameterization The focus of Chapter 6 is the butterfly-parameterization,
a successful approach in scientific computing and sparse deep neural networks consisting
of replacing dense linear operators by products of extremely sparse and structured ones.
Using the results of Chapter 5, we show that the usage of butterfly-parameterization is
equivalent to a modification of the hypothesis classes of the linear operators in DNNs:
instead of optimizing on plain Rm×n (where m,n is the size of a weight matrix), one
learns a matrix over a set of deformable butterfly matrices (cf. Definition 6.3.6). This
set composes of matrices whose certain submatrices are of low rank (cf Corollary 6.5.12).
In addition, we also show that there exists an approximate algorithm for the problem of
projection onto a set of deformable butterfly matrices.

Existence of optimal solutions in sparse ReLU neural networks training The
last technical chapter, Chapter 7, is devoted to answer the following question: under
which conditions of the support constraints I = (IL, . . . I1) that the corresponding sparse
deep neural networks training problems always admits an optimum, regardless of finite
training data set? Using the results of Chapter 3, on the one hand, we show the following
necessary condition: the existence of optimal solutions is only possible if EI is closed (cf.
Theorem 7.3.3). On the other hand, we also provide a sufficient condition for the existence
of optima: all I of one-hidden-layer NNs with scalar output dimension guarantee such an
existence (cf. Theorem 7.3.7). A similar study is also conducted for the case of function
space of sparse deep neural networks (cf. Theorems 7.4.1 and 7.4.2).

Open questions and perspectives

The following questions are mostly selected from the conclusions of all chapters. Those are
questions which give an overview of this thesis and suggest potentially interesting research
questions for certain communities (such that those working on matrix factorization and/or
sparse DNNs) in general, and my future self in particular.

With regards to sparse DNNs training There are certain important questions that
remain open:

1. In this thesis, we put an emphasis on the training/optimizing with fixed-support
constraints on the weight matrices/linear operators. Our approach is complementary
to a line of research (notably [MYSsS20, OHR20, PRN+20]) that considers only the
pruning operation. In practice, proposed algorithms are often composed of both
operations (pruning and retraining with fixed support constraints) and various types
of regularizations. A unified theoretical framework that takes care of all the elements
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is very much desired. Hopefully, the tools that I have developed during three-year
Ph.D. can show us a way to that goal.

2. In Chapter 4-Chapter 5, we discussed simultaneously the tractability and landscapes
of Equation (2.4.FSMF). A natural question is to extend these analysis to the setting
of sparse fixed support NNs, especially the analysis of the landscape because of its
impact to the performance of first-order optimization methods, the bread and butter
of nowadays (sparse) deep learning. However, such a question is quite challenging,
even from the modelling phase: finding a meaningful/practical setting in which the
question becomes mathematically analyzable is non-trivial.

3. There is a “small” problem that we ignored in Chapter 6 - butterfly parame-
terization: In case training/inference can use GPUs, the speed-up expected for
butterfly parameterization is nearly non-existent. The reason is simple: linear op-
erators, even in large deep learning models are designed to get the most benefits
out of GPUs parallelization. Therefore, even with structured sparse operators as
in the case of butterfly parameterization, a careful implementation of sparse DNNs
is required to get a faster training/inference than their dense counterparts. With
several members in the laboratory, I work on such a project. The goal of the project
is: for a given size of a linear operator, find a sequence of DB parameters Θ that:
1) is faster (than dense matrices) to compute; 2) can be used as a linear operator
in deep learning architectures (such as Vision Transformers - ViTs [DBK+21]) with
“good” performances.

4. In Chapter 7, we (partly) responded to an important question with regards to sparse
DNNs training: whether its corresponding optimization problems have optimal solu-
tions. However, all of our “positive” results (i.e., the existence of optimal solutions is
guaranteed) are restrictive to one-hidden-layer neural networks with scalar output.
This result is sharp, in the sense that if the output dimension is at least two, such
existence is not guaranteed [LMQ21]. The result in [LMQ21] pretty much convinced
me to believe that for most of deeper ReLU NN architectures which have more than
one hidden layer and with/without sparsity patterns, optimal solutions do not ex-
ist for carefully crafted training data. This conjecture includes also dense ReLU
NNs with more than one hidden layer as well. We have not been able to prove this
conjecture with our current tool yet (cf. Theorem 7.3.3).

With regards to sparse matrix factorization

1. Is there a fast (i.e. polynomial) algorithm deciding the closedness of the set EI,J (cf.
(3.1))? We do not have any intuition for this question, at the moment. However, an
anonymous reviewer of [LRG23] suggested that the problem of deciding the closed-
ness of EI,J might be ER-complete due to certain similarities between our problem
and other proved ER-complete problems in the literature (for example, [AKM21]
and [BHJ+22]). We have not verified this ER-completeness conjecture yet. Never-
theless, I wish it is not true because a polynomial algorithm for this problem might
open up many possibilities to enlarge the set of polynomially tractable instances of
(2.4.FSMF) in Chapter 5.
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2. In this thesis, we show that projecting a target matrix to the set of matrices admitting
a representation as products of sparse factors can be polynomially possible (up to
an approximation ratio in the sense of (6.12)): for the set of HODLR matrices (cf.
Lemma 5.2.4) and for the set of deformable butterfly matrices with chainable Θ (cf.
Theorems 6.5.9 and 6.5.14). Another popular matrix sets belongs to this category
is the hierarchical semi-separable matrices (HSS) [Mar11]. I think that we can reuse
the normalization technique in Section 6.5 to prove an error bound similar to (6.12)
for the set of HSS matrices.

3. Can we improve the constant CN in Theorems 6.5.9 and 6.5.14 for a projection
algorithm (possibly different from Algorithm 8) of the set of deformable butterfly
matrices (cf. Definition 6.3.6)? Intuitively, I think our bound is not sharp enough
since the empirical performance in Section 6.6 indicates a much smaller CN . There-
fore, the analysis of Algorithm 8 in the proof is likely to be enhanced. Another
direction, which might be more fun to consider, is to rethink about the hierarchical
factorization algorithm. We can, in fact, factorize a matrix into three intermediate
factors, instead of two factors, in each iteration in polynomial time if the DB param-
eters θ`, ` = 1, . . . , N all have small values of (b`, c`). If a relation as in (6.34) can
be obtained, we likely to improve CN significantly because there are only (N − 1)/2
factorization to perform. The approach can be extended to any q-factor factoriza-
tion.
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Appendix A

List of activation functions

Acronym Full name Given by

ReLU Rectified Linear Unit max(x, 0)

pReLU parametric Rectified Linear Unit max(ax, x) for some a ≥ 0

heavyside heavyside 1x≥0

sigmoid sigmoid 1
1+exp(−x)

tanh tanh exp(x)−exp(−x)
exp(x)+exp(−x)

arctan arctan arctan(x)

ISRLU Inverse Square Root Linear Unit x1x≥0 + x√
1+ax2

1x<0 for some a > 0

ISRU Inverse Square Root Unit x√
1+ax2

for some a > 0

ELU Exponential Linear Unit x1x≥0 + (exp(x)− 1)1x<0

softsign softplus ln(1 + exp(x))

Table A.1: List of commonly used activation functions and their definitions.
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Appendix B

Deferred proofs

B.1 Proof for results in Chapter 3

Proof for Proposition 3.1.6

Proof. We prove the two implications one by one:

1) EI,J is closed =⇒ (I, J) is well-posed: Note that one can rewrite (2.4.FSMF)
equivalently as:

dI,J(A) = inf
B∈EI,J

‖A−B‖2

In words, (2.4.FSMF) amounts to finding the projection of a matrix A onto EI,J .
Since 0m×n ∈ EI,J , the set EI,J is not empty. Therefore, 0 ≤ dI,J(A) ≤ ‖A‖2. Thus,
one can define dI,J(A) equivalently as:

dI,J(A) = inf ‖A−B‖2 subject to: B ∈ EI,J ∩ B(A, ‖A‖)

where B(A, ‖A‖) is the ball centered at A with radius ‖A‖. Note that EI,J ∩
B(A, ‖A‖) is closed (since it is an intersection of two closed sets) and bounded
(since B(A, ‖A‖) is bounded). Therefore, EI,J ∩ B(A, ‖A‖) is compact. Since the
function f(·) = ‖A−·‖2 is continuous, the min is attained. That implies there exists
C ∈ EI,J such that ‖A−C‖2 = dI,J(A). Thus, (I, J) is well-posed.

2) EI,J is not closed =⇒ (I, J) is ill-posed: If EI,J is not closed, take A ∈ EI,J \ EI,J .
The optimal value of (2.4.FSMF) is trivially zero. Moreover, it will never be attained
since we choose A /∈ EI,J . Therefore, (I, J) is ill-posed.

B.2 Proof for results in Chapter 5

B.2.1 An example where the best approximation property and closed-
ness are different

Example B.2.1. Consider C0([−1, 1]) the set of continuous functions on the interval
[−1, 1], equipped with the norm sup ‖f‖∞ = maxx∈[−1,1] |f(x)|, and define S, the subset
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of all functions f ∈ C0([−1, 1]) such that:∫ 1

0
f dx−

∫ 0

−1
f dx = 1

It is easy to verify that S is closed. We show that the constant function f = 0 does not
have a projection in S (i.e., a function g ∈ S such that ‖f − g‖∞ = infh∈S ‖f − h‖∞).

First we observe that since f = 0, we have ‖f − h‖∞ = ‖h‖∞ for each h ∈ S, and we
show that infh∈S ‖f − h‖∞ ≥ 1/2. Indeed, for h ∈ S we have:

1 =

∫ 1

0
h dx−

∫ 0

−1
h dx ≤

∣∣∣∣∫ 1

0
h dx

∣∣∣∣+

∣∣∣∣∫ 0

−1
h dx

∣∣∣∣ ≤ 2‖h‖∞ = 2‖f − h‖∞. (B.1)

Secondly, we show a sequence of {hn}k∈N such that hn ∈ S and limn→∞ ‖hn‖∞ = 1/2.
Consider the odd function hn (i.e. hn(x) = −hn(−x)) such that:

hn(x) =

{
cn, x ∈ [1/n, 1]

ncnx x ∈ [0, 1/n)

where cn = n/(2n− 1). It is evident that hn ∈ S because:∫ 1

0
hn dx−

∫ 0

−1
hn dx = 2

∫ 1

0
hn dx = 2

(∫ 1/n

0
hn dx+

∫ 1

1/n
hn dx

)

= 2

(
cn
2n

+
cn(n− 1)

n

)
=
cn(2n− 1)

n
= 1

Moreover, we also have limn→∞ ‖hn‖∞ = limn→∞ cn = 1/2.
Finally, we show that 1/2 cannot be attained. By contradiction, assume that there

exists g ∈ S such that ‖f − g‖∞ = 1/2, i.e., as we have seen, ‖g‖∞ = 1/2. Using
Equation (B.1), the equality will only hold if g(x) = 1/2 in [0, 1] and g(x) = −1/2 in
[−1, 0]. However, g is not continuous, a contradiction.

B.2.2 Statement and proof of Lemma B.2.2

Lemma B.2.2 (Convergence of affine function). Let Ω be a non-empty interior subset
Rn. If the sequence {fk}k∈N, fk : Rn 7→ Rm : x 7→ Akx+ bk where Ak ∈ Rm×n,bk ∈ Rm
converges pointwise to a function f on Ω, then f is affine (i.e., f = Ax + b for some
A ∈ Rm×n,b ∈ Rm). Moreover, limk→∞Ak = A and limk→∞ bk = b.

Proof. Consider x0 ∈ Ω′, an open subset of Ω (Ω′ exists since Ω is a non-empty interior
subset of Rn). Define gk(x) = fk(x) − fk(x0) and g(x) = f(x) − g(x0). The function gk

is linear and gk converges pointwise to g on Ω (and thus, on Ω′). We first prove that g is
linear. Indeed, for any x, y ∈ Ω, α, β ∈ R such that αx+ βy ∈ Ω, we have:

g(αx+ βy) = lim
k→∞

gk(αx+ βy)

= lim
k→∞

αgk(x) + βgk(y)

= α lim
k→∞

gk(x) + β lim
k→∞

gk(y)

= αg(x) + βg(y)
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Therefore, there must exist A ∈ Rm×n such that g(x) = Ax. Choosing b := g(x0), we
have f(x) = g(x) + g(x0) = Ax+ b.

Moreover, since Ω′ is open, there exists a positive r such that the ball B(x, r) ⊆ Ω′.
Choosing xi = x0 + (r/2)ei with ei the ith canonical vector, we have:

lim
k→∞

gk(xi) = lim
k→∞

(r/2)Akei = (r/2)Aei,

or, equivalently, the ith column of A is the limit of the sequence generated by the ith
column of Ak. Repeating this argument for all 1 ≤ i ≤ n, we have limk→∞Ak = A. This
also implies limk→∞ bk = b immediately.
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computer vision. Theses, École normale supérieure de Cachan - ENS Cachan,
November 2010. URL: https://theses.hal.science/tel-00595312. 17,
40

[Mar11] P. G. Martinsson. A fast randomized algorithm for computing a hier-
archically semiseparable representation of a matrix. SIAM Journal on

https://hal.archives-ouvertes.fr/hal-03364668
https://inria.hal.science/hal-04108849
https://doi.org/10.1109/CVPR.2015.7298681
https://www.pnas.org/doi/abs/10.1073/pnas.0709640104
https://www.pnas.org/doi/abs/10.1073/pnas.0709640104
http://arxiv.org/abs/https://www.pnas.org/doi/pdf/10.1073/pnas.0709640104
http://arxiv.org/abs/https://www.pnas.org/doi/pdf/10.1073/pnas.0709640104
https://doi.org/10.1073/pnas.0709640104
https://hal.inria.fr/hal-03438881
https://hal.inria.fr/hal-03438881
http://arxiv.org/abs/https://academic.oup.com/imaiai/article-pdf/8/1/51/28053147/iay003.pdf
http://arxiv.org/abs/https://academic.oup.com/imaiai/article-pdf/8/1/51/28053147/iay003.pdf
https://doi.org/10.1093/imaiai/iay003
https://theses.hal.science/tel-00595312


213

Matrix Analysis and Applications, 32(4):1251–1274, 2011. arXiv:https:

//doi.org/10.1137/100786617, doi:10.1137/100786617. 197

[MBP+08] Julien Mairal, Francis Bach, J. Ponce, Guillermo Sapiro, and Andrew Zis-
serman. Supervised dictionary learning. Advances in Neural Information
Processing Systems 21 - Proceedings of the 2008 Conference, 09 2008. 17, 40

[MBPS09] Julien Mairal, Francis Bach, Jean Ponce, and Guillermo Sapiro. Online
dictionary learning for sparse coding. In Proceedings of the 26th Annual
International Conference on Machine Learning, ICML ’09, page 689–696,
New York, NY, USA, 2009. Association for Computing Machinery. doi:

10.1145/1553374.1553463. 17, 40

[MBPS10] Julien Mairal, Francis Bach, Jean Ponce, and Guillermo Sapiro. Online
Learning for Matrix Factorization and Sparse Coding. Journal of Machine
Learning Research, 11(1):19–60, January 2010. revised version. URL: https:
//inria.hal.science/inria-00408716. 17, 40

[MDFFF17] Seyed-Mohsen Moosavi-Dezfooli, Alhussein Fawzi, Omar Fawzi, and Pas-
cal Frossard. Universal adversarial perturbations. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
July 2017. 16

[MKBO18] Marina Munkhoeva, Yermek Kapushev, Evgeny Burnaev, and Ivan Os-
eledets. Quadrature-based features for kernel approximation. Advances in
neural information processing systems, 31, 2018. 114

[MKC21] Scott Mahan, Emily J. King, and Alex Cloninger. Nonclosedness of sets of
neural networks in sobolev spaces. Neural Networks, 137:85–96, may 2021.
162, 171

[MLN19] Paul Michel, Omer Levy, and Graham Neubig. Are sixteen heads re-
ally better than one? In H. Wallach, H. Larochelle, A. Beygelz-
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