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INTRODUCTION

Context of the work

Structural health monitoring (SHM) can be understood as the strategy to provide peri-
odically updated information on the condition or damage state of a mechanical structure.
Since the 1990s research on vibration-based methods for automated damage diagnosis of
engineering structures increased rapidly. Some effort was made in continuous monitor-
ing strategies, since many structures reached the end of their calculated life cycle and
construction methods from the 1960s with insufficient evaluation of their critical details
led to deteriorating conditions. One example is the long-term monitoring of the highway
Westend bridge in Berlin (Germany) in Fig. 1 that was started in 2000 by the German
Federal Institute for Materials Research and Testing (BAM) and is still ongoing [BHS16;
Hu+15].

The vibration-based methods are inspired by the developments in condition monitor-
ing from aerospace and offshore oil industries. The principle is based on the fact that
the dynamical behavior of a structure is affected by damage altering its stiffness, mass

Figure 1 – Westend bridge and excitation device of EMPA [Roh+00b].
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or damping properties, which is reflected in the measured vibration response of the sys-
tem. Following the Fundamental Axioms of Structural Health Monitoring introduced by
Worden et al. in [Wor+07], the structure condition is monitored by extracting damage
sensitive features from vibration measurements and comparing the feature value in a
(healthy) reference state to the value in the current testing state. Such automated SHM
procedures can complement and partly replace the obligatory visual inspections of engi-
neering structures by possibly continuous information, also at locations that are difficult
to reach, and thus help to guarantee high infrastructure integrity.

However, special conditions have to be considered for the application of vibration-
based damage diagnosis to engineering structures. On one hand, the monitoring setup
must consider rough environmental conditions and poor accessibility requiring new sensor
techniques [Leo06; SSS10]. It must be designed for a limited number of sensors that can be
placed on a large-scale and often complex structure, employing optimal sensor placement
and clustering approaches [Bal+08b; All+19; Men+20].

On the other hand the measured data must be processed with methods which are ade-
quate for engineering structures. Since the structure excitation usually is unmeasured and
always affected by e.g. wind, output-only methods are particularly interesting in this con-
text. They are based on the assumption of ambient excitation, and the dynamic properties
can be evaluated under normal operating conditions and without human interaction. It
has to be taken into account that the damage sensitive features are usually computed
from noisy data and thus are subject to statistical variability. Hence, the statistical prop-
erties of the feature need to be considered properly when comparing the testing data to
the reference data, in order to decide if a change is significant, i.e. if there is damage or
not. Moreover, when significant changes are detected it must be distinguished between
changes due to damage and changes due to variability in the environmental conditions
[Soh07], otherwise high false alarm rates may occur. These requirements to robust data
processing are in the scope of the present work and the developments are based on the
following methodology.

Methodology

Inspired by the covariance-driven stochastic subspace identification (SSI) the stochas-
tic subspace-based damage detection (SSDD) method was introduced in [BAB00]. It is
formulated for the output-only state-space representation of the dynamical system and is
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based on estimates of the output covariances. A reference model represented by the left
null subspace of a Hankel matrix built from output covariances is confronted to the cor-
responding data Hankel matrix of the current system in a residual function. The residual
is asymptotically Gaussian distributed and due to orthogonality it has zero mean if the
tested system equals the reference system. If the system has changed the residual will be
different from zero. In a subsequent hypothesis test, it is evaluated if the change is statis-
tically significant, which is done by means of generalized likelihood ratio test considering
the asymptotic local approach [BBM87]. The test takes into account the uncertainties of
the tested data resulting from measurement and excitation noise by means of the resid-
ual covariance matrix. Thus, the statistical properties of the damage detection test can
be characterized precisely in the healthy and the damaged scenarios. The test statistic is
used as damage indicator, where a threshold is derived from empirical studies on reference
data.

Such methods based on direct model-data matching are particularly appealing for au-
tomated damage diagnosis, since the model estimation step is avoided in the testing state.
Successful applications in the field of vibration monitoring are reported e.g. in [JMM12;
DM13b; Döh+14; Ven+14]. Moreover, the approach provides solutions for damage local-
ization and quantification in connection with finite element model-based sensitivities in
the same framework [Bal+08b; DMZ16; All+19]. While having a strong theoretical back-
ground, some robustness under real application is still missing in this framework, which
is the subject of this work.

Contributions to the research field

The developments in this thesis aim at robust and automated methods for vibration-
based SHM of engineering structures. The output-only damage detection with SSDD
has been proven to be suitable for this task, since on one hand the dynamical model
building part is performed only in the reference state and avoided during the monitoring
phase, which enables fast performance. On the other hand the statistical properties of
the damage indicator can be described precisely for the reference and the testing system
state. However, some fundamental requirements for robust application are not met in the
existing method, namely regarding the treatment of uncertainties related to the reference
data, as well as the consideration of changes in the environmental variables that may
perturb damage detection. Appropriate developments are in the scope of this work. The
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contribution to the research field can be summarized as follows:

(1) Damage detection with uncertain reference The stochastic character of the
vibration data leads to natural variability in the residual and consequently in the result-
ing damage indicator. So far in the stochastic subspace-based residual the uncertainties
related to the testing data are considered, and it is assumed that the reference is perfectly
known without uncertainties. This is true in ideal cases but does not hold in real world
applications, since the reference usually is estimated from data and thus can contain con-
siderable uncertainties. When neglecting these uncertainties in the residual evaluation,
the observed statistical properties do not match the theoretical expectations and the test
behavior becomes unpredictable. Since a correct statistical characterization is missing in
this case, thresholds can only be set empirically from studies on reference data.

To close this gap, the statistical properties of the residual function is evaluated for the
more realistic case when the reference is estimated from data. A theory-based formulation
of the statistical properties is derived leading to a residual covariance, which considers both
the uncertainties related to the reference and the testing data. The associated hypothesis
test shows very good accordance to the theoretical expected behavior. The results are
predictable and independent from data length in the reference and the testing state.

The impact of these developments is not only of academic value. The crucial part of
defining a threshold is emphasized repeatedly in the literature, e.g. [BB15; GN09]. With
the new residual evaluation for SSDD a threshold now can be derived apriori based on
theoretical considerations without extensive empirical studies on reference data. Moreover,
neglecting the uncertainty of the reference null space in the previous procedure leads to
an inherent bias in the test. This is eliminated with the new formulation leading to a
significantly higher test sensitivity.

(2) Damage detection under changing environmental parameters A very im-
portant part of the monitoring procedure is the formulation of a reference model adequate
for the testing situation, in particular when environmental conditions are changing. Many
automated vibration-based damage detection methods fail due to such variability, since it
affects the dynamical behavior of the structures in a similar way as damages [Soh07]. As a
consequence either the damage detection becomes insensitive to damages due to masking
effects or high false alarm rates occur.

The basic residual in the SSDD is sensitive to changes in the dynamical system and
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so far in this context only few works [Bal+08a; FMG03; FKB13] have been made to
consider if these changes are due to damages or result from environmental effects such as
temperature. However, these methods are developed empirically. Some of them are not
optimal when the temperature in the testing state deviates from the mean temperature
of the reference data sets, or they require reference data sets at as many temperature
scenarios as possible.

In this work a robust approach is derived based on system theoretic considerations that
is inspired by a model interpolation approach for linear parameter varying (LPV) systems
from [Zha18], assuming that the dynamical behavior of an engineering structure under
changes in an external parameter (temperature) can be approximated as a linear time-
invariant system at a fixed temperature point. The new approach provides the possibility
to compute a parameter value adapted reference null space for any testing parameter value
from data in the undamaged state at only few reference parameter values. Three strategies
are derived, which are based on interpolation or regression analysis. The corresponding
damage detection test is developed, considering the uncertainties related to the reference
null space based on interpolation or regression. The resulting test is shown to be robust
and still sensitive to damages.

For the experimental validation a multi-sensor equipped testing bridge is constructed
within this thesis on an outside testing field of the Federal Institute for Material Research
and Testing Germany (BAM).

Outline of the work

The present thesis comprises three parts, I Preliminaries, II Contribution to theory,
and III Applications.

Part I provides the background for the developments within this work. First, the
state of the art is presented in chapter 1 proposing a classification concept for vibration-
based damage detection procedures and introducing developments that were made (a) in
the context of uncertainty considerations in the damage detection procedure and (b) for
methods robust to changes in the environmental conditions. In chapter 2 the background
theory is summarized comprising in particular the background of the SSDD and also
theory on uncertainty computation and model interpolation.

Part II presents the contributions of this thesis to the methodology. In chapter 3 the
damage detection test based on the residual for the SSDD with estimated reference is
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derived. The concept is proven in a numerical study of a simple structure and the results
are discussed with respect to the strengths and limits. In chapter 4 the development of
the method robust to changes in environmental conditions is carried out considering three
different strategies for the reference computation. Again, the theoretical part is followed
by a proof of concept on the basis of numerical simulations. The considerations of the
reference setup, from which the reference null spaces can be derived, are discussed.

Finally, the approaches are validated in three application studies in part III. The
behavior of the new SSDD with estimated reference evaluated under stable environmental
conditions is discussed in chapter 5. The damage detection approach robust to temperature
changes is evaluated in chapters 6 and 7 on a concrete beam tested in a climate chamber
as well as on an outdoor testing bridge that was constructed related to this thesis on an
outside testing field and is exposed to realistic environmental conditions.
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Preliminaries
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In this part the reader is introduced to the subject of the thesis. An overview of the
existing research in the field of vibration-based damage detection is given, in particular
regarding the consideration of uncertainties and the effects of changing environmental
conditions. In a second chapter, the theoretical background of the chosen methods is
summarized.
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Chapter 1

STATE OF THE ART

1.1 Introduction

In the past decades many vibration-based structural health monitoring (SHM) tech-
niques have been proposed that aim at automated damage diagnosis procedures in en-
gineering structures. Classically, the procedure comprises the following steps [FDN01]:
the definition of the monitoring task and observation of the structural vibration data,
the extraction of damage sensitive data features, and the evaluation of the features to
classify the structure into undamaged and damaged. The latter is equivalent to the task
of finding feature deterioration and is often considered as a pattern recognition process
[SF01; CF04; FW12].

In the present work developments are made on the feature extraction and evaluation
part within SHM. Based on the fact that damage affects the stiffness, mass or damping
properties of the structure, and consequently its dynamic properties [FW07], a damage
sensitive feature is extracted from the vibration data and evaluated subsequently in four
stages with increasing complexity: (1) damage detection, (2) damage localization, (3)
damage quantification, and (4) lifetime prediction [Ryt93]. The detection of damage is the
fundamental task for SHM, before further levels of the damage diagnosis can be reached.
What follows is a summary of the literature mainly related to the damage detection task
on linear time-invariant systems that this thesis deals with, although some methods may
provide the possibility to be modified for the localization, quantification, or prediction
stage. Due to the usually unmeasured excitation of engineering structures, such as wind
and traffic, output-only methods are of particular interest.

After a brief overview on vibration-based damage diagnosis concepts and the asso-
ciated damage sensitive features, evaluation techniques and their capability to consider
uncertainties is given. Subsequently methods are collected that are proposed to handle
changes in the environmental conditions.
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1.2 Vibration-based damage diagnosis concepts

Many overviews on vibration-based damage diagnosis methods can be found that use
different classification strategies for the methods, e.g. distinguishing between parametric
and non-parametric methods [FK13] with or without machine learning basis [Avc+21],
or categories such as basic modal properties, dynamical flexibility, and updating struc-
tural model parameters [DFP98; CF04]. Others discriminate between model-based and
response-based techniques [Lim19] where the latter are classified in a comprehensive
overview in [Lim+21] into modal-based methods, time series methods, and time-frequency
methods. The authors in [FW12] propose to furthermore distinguish between feature ex-
traction and feature evaluation step, pointing out the important property of the dimension
of the extracted feature, where small dimensions simplify the subsequent evaluation step.

Following the Fundamental Axioms of SHM in [Wor+07] and the data-based decision
making in [FKK13], the damage detection procedure can be described as illustrated in
Fig. 1.1. First, the feature is extracted from data by some feature extraction operation
FE. Then, usually an additional metricME is applied with the purpose of quantifying the
difference between features in the undamaged reference state and the current monitoring
state. Subsequently the comparable quantity is evaluated, where either the quantity itself
is considered to be the damage indicator or a statistical evaluation procedure SE leads
to such an indicator. In the latter case it is possible to take into account uncertainties
that are inherent in the damage feature due to the underlying noisy data. For decision
making the distribution properties of the damage indicator under undamaged conditions
are derived or computed empirically by means of a Monte Carlo study MC leading to a
threshold to which the damage indicator in the testing state is compared.

This leads to the classification scheme in Fig. 1.2 for the following literature overview
listing some prominent categories, but without claim on completeness. The extraction
of the feature from data can be interpreted as a compression process of the vibration
data with different complexity, similarly to the compression effect in system identification
described in [CF04]. There the system model in the time or frequency domain is considered
as a compression of the initial time history, and the modal representation is the compressed
version of the system model. The feature extraction approaches are directly inspired by the
available information at a particular system identification stage. Not all existing methods
may fit into the scheme and since the boundaries are blurred some of the presented feature
metrics may be meant to be part of the feature extraction or feature evaluation.

10



1.2. Vibration-based damage diagnosis concepts

undamaged 
reference state

1 1.05 1.1 1.15 1.2 1.25 1.3

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

Zeit [t]

Be
sc

hle
un

igu
ng

 [m
g]

 

 

FE

testing 
state

1 1.05 1.1 1.15 1.2 1.25 1.3

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

Zeit [t]

Be
sc

hle
un

igu
ng

 [m
g]

 

 

FE
ME

feature

feature
relation / 
residual SE

damage 
indicator

undamaged 
training state

1 1.05 1.1 1.15 1.2 1.25 1.3

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

Zeit [t]

Be
sc

hle
un

igu
ng

 [m
g]

 

 

1 1.05 1.1 1.15 1.2 1.25 1.3

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

Zeit [t]

Be
sc

hle
un

igu
ng

 [m
g]

 

 

1 1.05 1.1 1.15 1.2 1.25 1.3

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

Zeit [t]

Be
sc

hle
un

igu
ng

 [m
g]

 

 f feature

ME

relation / 
residual SE

damage 
indicator & 
distribution

MC threshold

> 
<

decision

damage 
indicator

damage 
indicator & 
distribution

f
FE

ME

ME

SE
SE

feature
feature

relation / 
residualrelation / 
residual

Figure 1.1 – Damage detection procedure.

Modal parameters and associated parameters Initially, damage detection ap-
proaches were proposed using modal parameters such as frequency [Ada+78], mode shapes,
and modal damping, since they are functions of the physical properties of the structure
[DFP98] which are affected by damage. Those features are derived e.g. by non-parametric
methods like peak picking in the simplest form or parametric methods like polyrefer-
ence least-squares complex frequency-domain (LSCF) [Pee+04] or subspace identifica-
tion methods [VD96; PD99; DM12]. Many approaches and application studies exist that
are based on these fundamental dynamical characteristics even in recent publications. A
shortcoming of modal parameter based damage detection is the requirement to identify
the modal parameters in each analyzed data set, and to track and match them, which can
be difficult in the presence of weakly excited or close modes.

An application to wind turbines can be found in [Oli+18] using the difference of the
system frequencies and it is emphasized that characteristic situations of such structures
can be taken into account. The authors of [RF10] provide a damage detection algorithm
that uses frequencies and mode shapes, which are less sensitive to environmental effects
[Der+08]. The mode shapes are estimated with an automated modal parameter identifica-
tion procedure deploying the modal assurance criterion (MAC). The MAC is introduced
in [AB82] aiming at a better comparability of mode shapes through a measure of corre-
lation where a value close to 1 shows good correlation. It is pointed out that with the
MAC and the modal scale factor the quality of the modal vector can be evaluated [All03].
The MAC is also used in [Ram+10] to discriminate the physical modal parameters of ma-
sonry structures. A finite element (FE) model updating method is applied for comparison
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Figure 1.2 – Classification concept.

of system states. In [PBS91] a damage detection method is derived that evaluates the
changes in curvature modes shapes, since they are known to be more sensitive to damage
than the MAC and the coordinate modal assurance criterion (COMAC). The procedure
carries the potential to be expanded to damage localization and even quantification.

Damage detection based on modal curvatures is applied e.g. in [Ad99] to detect damage
in a pre-stressed concrete bridge introducing the curvature damage factor, which summa-
rizes the difference in curvature mode shape for all modes in one quantity at each sensor
point.

Changes in the flexibility matrix estimated from modal parameters are used in [PB94].
Another approach that is based on those changes is derived in [Ber02] and enhanced to the
Stochastic Dynamic Damage Locating Vector (SDDLV) for output-only data in [Ber10].
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Damaged detection is done by considering the internal forces under a set of load vectors,
which are zero at the damaged elements. In [Döh+15] the test performance could be
improved by taking the uncertainties of the underlying identified modal parameters into
account. The flexibility and mode shape based methods provide the possibility to be used
for the damage localization step.

Parameters of time series models Features that are derived from the parameters
of time series models methods are usually of higher dimension than the basic modal
parameters and require some effort to provide comparability between the reference and
a testing state. However, the modal identification step is avoided, making the methods
more suitable for automated procedures.

One group of such features are based on autoregressive (AR) models such as the
AR coefficients or autoregressive moving average (ARMA). In [SCF00] and [FSF01] a
one dimensional feature projected from AR model coefficients using principal component
analysis (PCA) is proposed, where the projection is mentioned to improve the subsequent
evaluation procedure with control charts. In [CB08] time series responses are fitted with
ARMA models. The resulting ARMA coefficients are fed to a classifier, which is capable
of learning in an unsupervised manner and of forming new classes when the structural
response exhibits change. The authors in [NK07] use the vector of AR coefficients and
apply the method of Gaussian Mixture Models (GMM) evaluating the significance of a
distances with gap statistic. The method provides also information on the damage extend
from the Mahalanobis distance (MD) of GMMs and is found to be a useful framework for
data fusion.

Features based on Kalman filter [Kál63] are capable to include statistical noise and
other inaccuracies. The damage detection in [YDG04] is based on a Kalman filter using
stochastic subspace identification (SSI). A prediction error is derived from the filter and
testing data and its MD is evaluated. When a Kalman filter fits to the assumptions differ-
ences between measurements and filter prediction, denoted as innovations, are realization
of white noise. An purely data-driven approach based on this property is proposed by
[Ber13] evaluating the whiteness of the innovations in a hypothesis test. The authors of
[Gre+21a] propose an approach that is capable to reject the influence of the periodic input
by estimating the periodic information with a non-steady state Kalman filter.
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Characteristics in the frequency domain When models in the frequency domain
are used the associated model characteristics such as the Frequency Response Functions
(FRF) may be applied for damage detection. The authors of [FC03] propose an approach
where a single FRF measured at several frequencies is used together with an analytic
model of the reference structure to detect damage. In [SMS99] a FRF curvature method
is developed that is an extension of the method in [PBS91] to all frequencies in the
measurement range. Similarly, the authors of [Lim10] propose the interpolated damage
detection method (IDDM) that uses the deviation of the deformed shape from smooth
behavior expressed by the variation of an interpolation error. This method is shown to
be appropriate when changes in environmental conditions are supposed enjoying that
curvature characteristics are less effected by environmental conditions [Der+08].

The Power Spectral Density (PSD) is used in [WMF00], where the PSD peaks are
evaluated with outlier analysis of their MD. The authors of[VSF14] show in a comparative
study together with other time series methods that features based on PSD are quite
sensitive. In [TA18] an approach is introduced that relies on the vibration energy in
acceleration records using the normalized cumulative PSD. The method is able to account
for deviations from perfect stationary white noise excitation.

Some research is made on the application of wavelet transforms, which decomposes a
function into a set of wavelets helping to extract local spectral and temporal information
simultaneously. [Ulr+16] introduce an approach for continuous wavelet transform that
captures local mode shape irregularities by significantly magnified transform coefficients
leading to a damage indicator inspired by MAC that expresses the similarity wavelet
transforms in the reference and the testing state.

Signal and its characteristics and associated signal processing functions The
simplest form is to use the signal directly without any compression procedure which leads
to high feature dimension and difficult comparability. A method based on Moving Average
Filter (MAF) is used in [KXY18] smoothing the signal with MAF to make deviations mea-
surable. Many approaches that rely directly on the signal are based on machine learning
concepts, to which some remarks are made in the following section.

An easier comparability is reached when signal statistics are used. In [FW12] some of
them are evaluated in a numerical study presenting damage induced changes in the signal
peak amplitude, signal mean and variance, and other signal statistics. It is pointed out
that their sensitivity towards outliers limits the direct application.
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With the goal to reduce the dimension of large data sets for easier interpretation
PCA is applied providing a procedure with minimized loss of information. The data is
projected to a lower dimensional space creating new uncorrelated variables, the principal
components [JC16]. Using PCA e.g. in [Tan05] a feature extraction/de-noising method is
developed that is based on frequency response signals. The authors of [Kul03] used PCA
for dimensionality reduction of the modal parameters for the subsequent evaluation in
control charts.

The application of functions from signal processing allows a different perspective on the
data and is widely used. The authors of [FJ97] prove that the cross-correlation functions
of the responses excited by ambient noise have similar characteristics as the structural im-
pulse response functions and can be adopted for identifying structural dynamic properties.
An approach based on the MD of autocorrelation coefficients is used in [HO14].

Another group of damage sensitive features is based on the data covariance. In [BAB00]
an approach is proposed that is inspired by the covariance-driven SSI [BF85], which iden-
tifies the state-space representation of the observed system from the covariance Hankel
matrix. For damage detection, a Gaussian-distributed residual is computed by confronting
a covariance Hankel matrix in the testing state to the left null subspace of the covari-
ance Hankel matrix in the reference state. Together with the statistical evaluation in a
hypothesis test the method is referred to as stochastic subspace-based damage detec-
tion (SSDD). Based on the concept of SSDD further developments have been made to
meet specific requirements for the application to engineering structures: the authors of
[Bal+08a] derive an approach that considers changes in the environmental conditions.
In [DM13b; DMH14] a residual robust to changes in the excitation covariance is derived
and the authors of [DMZ16] enhance the method for damage localization and quantifi-
cation. Other residual formulations on the basis of the covariance-driven SSI are derived
in [YG06] considering that the relevant structural responses are comprised in the active
subspace of the covariance Hankel matrix. An approach that uses the MD of the output
covariance Hankel matrices can be found in [Gre+21b], where it is shown to be robust
to changes in excitation. Comparison of the SSDD to other methods is made in [KF16]
and [ZR09]. In the first, the sensitivity of the classical SSDD is compared to a method
that considers modal parameters identified with SSI applying an automated mode identi-
fication algorithm to find stable poles. The latter compares the SSDD method to damage
detection using modal parameters.
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1.3 Feature evaluation and related uncertainties

When the damage sensitive feature is extracted and a comparable quantity is derived,
the value of this quantity is evaluated with respect to its nominal value in an undamaged
reference state. Since the feature usually is computed from noisy data, it is subject to
statistical variability and so is the considered damage indicator (cf. Fig. 1.1). In the eval-
uation the statistical properties must be taken into account in order to define a threshold,
from which it is decided if a change in the dynamical system is significant or results from
natural variations due to noise. The threshold is based on the distribution properties of
the damage indicator and an allowed false positive error probability. When the distri-
bution is not known, it is a common procedure to determine it empirically from several
reference data sets in the healthy state in a Monte Carlo study.

However, recently the proper consideration and quantification of the feature uncer-
tainties have become an important part of research on vibration-based damage detection.
When the statistical properties of the underlying feature are known, the properties of the
resulting damage indicator can often be derived from them, e.g. with a first-order pertur-
bation approach using the Delta Method [CB02]. In the following uncertainty quantifi-
cation approaches for modal parameters, system matrices and related damage indicators
are recalled and some groups of evaluation techniques are presented.

Uncertainty quantification First, the statistical distribution properties of a feature
need to be derived for its uncertainty quantification. When the distribution is (asymptot-
ically) Gaussian uncertainty quantification boils down to computation of the respective
covariance. For example, computation procedures for uncertainty quantification of modal
parameters estimated with SSI are in the focus in [RPD08; PGS07; MDM16] enhanced by
efficient algorithms in [DM13a]. For modal parameters computed with an Eigensystem-
Realization-Algorithm (ERA) the corresponding uncertainties are derived in [LM11] and
when they are computed on the basis of Bayesian spectral density an approach can be
found in [YK19]. In [Bro+18] the prior computation of the expected modal parameter
uncertainty is used to optimize the measurement setups and their necessary duration. It
is pointed out in [BB15] that the proper uncertainty quantification becomes particularly
difficult when only few or short data sets are available.

Approaches computing the uncertainty of system matrices estimated with output-only
and input-output subspace identification procedures and the resulting transfer function
are derived in [DM13a; GDM20]. Formulations of the dominant parts of the estimation
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errors of system matrices in a shift invariance and a state approach are presented in
[Ike14].

Uncertainty bounds related to the MAC estimates are derived in [GDM21], discrim-
inating between the MAC computed from the same mode shape and the one computed
from two different mode shape. Distribution properties of the Modal Phase Collinear-
ity (MPC), which is used to discriminate between real and complex-valued mode shape
vectors, are computed in [Gre+21c].

Uncertainty in data-driven residuals is treated e.g. in [DVG12] in the context of null
space-based additive fault detection. Statistical properties of a Hankel matrix-based Ma-
halanobis distance for damage detection are investigated from the authors of [Gre+21b].
An approach for uncertainty computation of updated model parameters in the context
of a FE model updating procedure is proposed in [Gau+17]. Other authors focus on ex-
plicit uncertainty quantification models of damage sensitive features such as Frequency
Response Functions and modal parameters [Mao12; CM11].

Control charts In order to monitor the damage indicator with respect to its expected
nominal value and nominal distribution, control charts developed for statistical process
control by Walter Shewhart in the 1920s are used as graphical tools. The quantity of
interest is evaluated in real-time by illustrating its current value in relation to the expected
statistics. Applications can be found e.g. in [SCF00; YDG04; FSF01], where the mean of
one-dimensional damage indicators are monitored by means of the X-Bar chart.

When the feature dimension is greater than one, multi-variate charts can be used, e.g.
Hotelling T 2 or Multivariate Exponentially Weighted Moving Average (MEWMA) charts,
which combine information from several variables in one scalar. The authors of [Kul03]
evaluate the sensitivity of univariate versus multivariate control charts. They emphasize
that in cases where it is not known in advance which parts of the damage sensitive feature
are relevant it can be advantageous to use high-dimensional feature vectors and reduce
the dimension subsequently by PCA, providing higher sensitivity of the control charts.

Classical outlier or novelty analysis Feature evaluation based on classical outlier
or novelty analysis investigates the statistical properties of the damage sensitive feature.
A widely used approach for multivariate quantities is the Mahalanobis Distance (MD),
which is the distance between a point and a distribution accounting for the respective
variance in the direction of the evaluated point by considering the covariance matrix. The
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authors of [WMF00] introduce a systematic study on the application of outlier analysis
by MD pointing out that this approach assumes at least near-Gaussian distribution of the
undamaged feature and refers the reader to Kernel Density Estimation approaches if the
distribution is multi-modal.

In [Der+15] several outlier analysis concepts are studied comparing the MD to the
Minimum Covariance Determinant (MCD) and the Maximum Volume Enclosing Ellipsoid
(MVEE), emphasizing that the MCD is more robust to outliers in the training data.

The goal of the work in [BB15] is to investigate the MD with different versions of the
covariance matrix and the authors of [Gre+17] compare a damage evaluation approach
using the MD with statistical hypothesis testing in the context of SSDD.

The application of gap statistics as in [NK07] may belong to this group of evaluation
techniques. Usually applied to measure the variation of data within a cluster, in this
approach the difference between GMM is evaluated to derive the number of existing
mixtures.

Statistical hypothesis tests Statistical hypothesis testing is another evaluation tech-
nique that is widely used to classify a monitored system. In fact, it is tested whether
a given sample of data is drawn from a given probability distribution. Therefore, two
hypotheses are defined assuming different underlying distributions. The null hypothesis
holds when the tested data belongs to the unchanged reference system, the alternate hy-
pothesis applies when the data is recorded from a changed system. Various test statistics
exist, which take the covariance of the tested feature into account, and the choice depends
on the feature properties.

A hypothesis test for change detection in is derived in [BAB00] using the asymptotic
local approach to change detection from [BBM87]. The test is designed for the subspace-
based residual introduced in the previous section. Since the residual is asymptotically
Gaussian, general statistical framework, namely Generalized Likelihood Ratio (GLR) test,
can be applied and the resulting test statistic follows a χ2-distribution. The test is able to
take into account the variability of the evaluated feature due to noisy test data by means
of the feature covariance matrix. Assuming that a dynamical system can be described
by a set of system parameters, the damage detection can be done with respect to these
system parameters, without determining the parameter anew in the testing state. This
parametric version has the benefit that the theoretical distribution of the test statistic
can be described precisely in the undamaged and in the damaged state.
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Other hypothesis tests are proposed e.g. in [SF01] where the standard deviation ratio
of residual errors from an ARMA model is evaluated statistically in a Box-Andersen test;
in [Ber13] where a Lag Shifted Whiteness Test (LSWT) is designed that evaluates the
whiteness of the Kalman filter innovations; in [SM13] where Bayesian tests are used deriv-
ing the uncertainties in the detection, localization, and quantification step; in [Döh+15]
where a statistical χ2-test was used in a damage localization procedure; in [DVG12] where
data-driven residuals are evaluated in a χ2-test providing an analytic design of the damage
detection procedure considering measurement noise as well as identification uncertainty.
Some applications to engineering structures can be found e.g. in [Döh+14; GK17; Ven+14].

For generalization of hypothesis testing for multiclass classification problems the au-
thors of [FW12] provide suggestions.

Model updating When model updating procedures [FM95] are applied, the metric
formulation and the evaluation step in Fig. 1.2 often are combined. Such approaches are
inverse methods [Fri07] deriving updated FE models from data measured in the testing
state. A function representing the distance between the measured data or data feature
and the predicted data from the FE model is minimized by means of optimization meth-
ods. Many model updating methods are developed in the past decades. In [Wae+16]
three techniques are compared that are based on the classical Tikhonov regularization,
Constitutive Relation Error and a Bayesian approach using physical parameters such as
the Young modulus as updating parameter. The Bayesian model updating is a suitable
method handling uncertainties as emphasized by the authors of [SDL15]. They give an
overview how to consider the uncertainties of the measurements and those related to the
numerical model properly in the damage detection procedure on the basis of Bayesian
and fuzzy approaches. Others provide approaches for uncertainty considerations, which
use automated fault estimation based on interval arithmetic [KWA19] or which are based
on the covariance estimation procedure for the updated model parameters [Gau+17]. More
detailed overviews can be found in [Bro+01] or [FW12].

Supervised learning An increasing number of approaches come from the vibrant field
of supervised learning methods, such as artificial neural networks, where the steps of
the damage detection as displayed in Fig. 1.1 usually are hidden within the end-to-end
algorithms. The stochastic character of the data is considered within the algorithms.
These methods process the raw data of the time history itself or even plots of them
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[Tan+19], as well as previously derived features requiring some classification information
of the already processed features [Mig+12]. A more detailed discussion of some concepts
for vibration-based damage detection can be found in [FW12] and [Avc+21].

1.4 Data-based damage detection under changing en-
vironmental conditions

The application of automated vibration-based damage diagnosis methods often fails
due to changing environmental conditions. This is e.g. observed by the authors of [Far+94;
PD00; Roh+00a] applying such SHM methods over long time periods to bridge structures.
The dynamical behavior of the structures is significantly affected by environmental effects
such as temperature, changes in the excitation statistics, humidity, mass loading, or soil
conditions [Soh07; Ube+17; WSF02].

Since the impact of these effects to the dynamics is quite high compared to small
damages [PMD01; LD07; Far+00], automated methods are perturbed in two ways. Either
the data that is considered for the baseline contains several environmental nominal states.
In this case high variability of the damage indicator in the normal state is assumed, which
masks the effect of damages leading to poor sensitivity of the test. In the other case, when
the testing data is recorded at a normal state with fixed environmental conditions, changes
in the structural dynamics due to new conditions during the testing phase lead to high
false alarm rates.

Several approaches exist that aim at robust damage detection procedures by data
normalization in the sense of separating signal changes caused by environmental varia-
tions from structural changes [Soh07]. The normalization step can be performed at several
stages of the damage detection procedure, i.e. during the feature extraction by choosing
environmental insensitive features or prepare them adequately, during the computation
of the damage indicator, or during the evaluation step. In the following, two groups of
concepts are distinguished: The first group is based on the assumption that the environ-
mental conditions are measured and the other group works without further knowledge
about the detailed environmental conditions.
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1.4.1 Methods with relation to measured environmental param-
eters

In this section methods are recalled, which assume that the environmental conditions
can be characterized uniquely by measurable external parameters and the related changes
of the feature or damage indicator distribution can be expressed as a function of this
parameter. Concepts that are based on regression or interpolation are widely used. Also
approaches exist that consider classification of the testing situation or parameter depen-
dent sensitivities.

Regression and Interpolation In [PD00] a study on one-year data from the Z24
bridge in Switzerland is presented showing a strong dependency of the frequencies from
temperature while other environmental conditions have no significant impact. The tem-
perature dependency is not linear over time, but has a declination gradient change at a
temperature of 0◦C. To model the temperature dependency a black-box autoregressive
model with exogenous terms (ARX) is fitted to the frequency-temperature relation ob-
tained from data using temperatures as input and delivering the frequencies. The predic-
tion error is used as damage indicator and compared to an expected distribution property.
Similarly in [Soh+98] a linear adaptive model is used to reproduce the natural variabil-
ity of the frequencies of a bridge leading to a baseline for discrimination of deviations
in data sets at new testing temperatures. In [Hu+15] regression functions are used to
remove the temperature effects on the frequencies and the residual is evaluated by out-
lier analysis. The authors of [Oli+18] propose a SHM procedure for application to wind
turbines with removing environmental effects with regression from modal parameters. An
approach considering a SSI for modal identification is presented in [KF16], deriving re-
gression models for the modal parameters and their distribution properties. The authors
of [MCC12] apply static and dynamic regression models complemented by a PCA. In
[Ram+10] masonry structures are evaluated regarding the modal parameters and MAC
using regression analysis to reject changes in environmental conditions.

Approaches in [WSF02] use AR coefficients as damage sensitive features, where dif-
ferent dimensions of the AR model are considered. A regression analysis is performed on
the damage indicator – the MD of the coefficients – on each component of its statistics. It
turned out that with this approach the eigenvalues of covariance matrix become negative
in some cases, hence an interpolation approach is also derived. In this interpolation the
statistics of the damage indicator is computed from the neighbored statistics applying
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linear interpolation. The approach provides some capability for generalization for multi-
parameter situations. The results are compared to a previous approach when large training
data sets spanning all environmental conditions of interest were used, showing that the
regression method is much more sensitive.

Classification Some approaches rely on the idea to classify the current testing feature
to one particular reference feature of classification. In [FMG03] an approach is derived
within the setup of a smart structure concept. It is based on the SSDD that uses a reference
null space to set up a comparable residual. Several references are stored in a data base and
for a particular testing temperature the closest reference is used. The method is developed
further in [FKB13] computing a reference model based on weighted references.

An approach based on Bayesian system identification and model class selection is pro-
posed in [Sim+20], where a set of competing parameterized probabilistic structural models
are postulated, which explicitly account for the effect of varying ambient temperatures on
the mechanical properties of the system. Information provided by the structural models
and by recorded vibration data leads to the parameters of the temperature-dependent
structural models. From this the plausible state of the system is obtained.

Parameter dependent sensitivities Statistical rejection approaches using parameter
dependent sensitivities to compute residuals that are tested subsequently in hypothesis
tests are derived e.g. in [Bal+09]. From data sets at some reference temperatures a com-
bined system and temperature effect model is obtained and changes due to temperature
are rejected as nuisance by using corresponding sensitivities. A temperature adjusted refer-
ence that is based on temperature related modal parameters computed from temperature
models is derived in [Bas+10].

In [Bhu+19] an approach based on load vectors is proposed, where a sensitivity-based
correction of the identified modal parameters in the damaged state is performed with
respect to the temperature field and the temperature dependent parameters of the finite
element model in the reference state.

1.4.2 Methods with unmeasured environmental conditions

In cases where the environmental conditions are unmeasured or cannot be described
uniquely robust features that can be formulated insensitive to changes in the environmen-
tal conditions or large normal condition models are applied.
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Robust feature or damage indicator It is found that e.g. mode shapes are less
sensitive to changes in the environmental conditions than frequencies are [Der+08]. This
motivates for approaches that are based on features or damage indicators which can be
formulated insensitive to such changes.

In the first stage, features can be employed that are less affected by environmental
conditions. This includes e.g. the IDDM in [Lim10] that is based on FRF and uses the
deviation of the deformed shape from smooth behavior, and is shown to be adequate for
damage detection under changes in the environmental conditions.

In other approaches the damage sensitive features are processed to be insensitive to
changes in the environmental parameters. E.g. PCA is used to remove the temperature
affected parts of a feature. In [Yan+05a] PCA is used for linear cases, where the envi-
ronmental parameters are taken into account as embedded variables. The same authors
[Yan+05b] propose a two-step procedure for non-linear cases – clustering of the data space
into several regions and application of PCA to each local region – which allows performing
a piecewise linearization. In another publication [KBD13] PCA is used to project the data
into a subspace where the variance from the environment is small. Nonlinear PCA with
autoassocative neural networks (AANN) is proposed in [Kra91] generalizing the mapping
into feature space to allow arbitrary nonlinear functionalities for multivariate data anal-
ysis. The authors of [Der+08] propose a feature that is based on modal filtering tuned
to a particular mode observed in frequency domain output. In the damage detection the
fact is used that damage produces spurious peaks in the frequency domain output of the
modal filter while environmental changes shift the peak in the frequency domain without
changing the general shape. The authors of [Van+05] introduce damage detection based
on robust singular value decomposition (SVD), which distinguishes between changes in
the working conditions and damage by evaluating changes in the rank of a feature vector
matrix. In [Cro+12] also a strategy is proposed that prepares the data for robust feature
extraction by using cointegration, which is based on finding a stationary linear combina-
tion of non-stationary time series to purge the data set of its common trends leading to
a robust residual.

In the context of robustness towards changes in the excitation the authors of [DM13b]
and [Gre+21b] propose robust residuals which are based on output covariance Hankel
matrices either using insensitive subspaces of the Hankel matrix or normalizing them
before the damage indicator is computed.

The intention in [Man02] is to derive univariate damage indicators. The method is
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based on MD, where the approach is applied to lamb-wave data. Similarly the authors of
[Der+15] introduce a robust outlier analysis that uses the MCD, which is able to remove
the masking effect and search inclusively for multiple outliers. An approach based on
GMM is explained in [Kul14]. Non-linear effects from environmental variations can be
removed by considering Minimum Mean Square Error (MMSE) and applying PCA.

Large normal condition models Another concept when no information is available
on the current environmental state is based on large normal condition models. One vibrant
field is the application of machine learning approaches to environmentally affected engi-
neering structures, such as in [GGW17; Tan+19]. In [SW10] a negative selection algorithm
is used for cases of damage detection where the data under normal conditions is signif-
icantly non-Gaussian or environmental conditions lead to variability. A combination of
time series analysis, neural networks, and statistical inference approaches is developed in
[SWF02]. The effect of damage on the extracted feature is separated from environmental
effects by means of an AR model and AR-ARX model.

Other methods derive global models that represent the effect of the environmental pa-
rameters to the statistical properties of damage sensitive features. The authors of [RWD14]
propose an approach that identifies damage sensitive features in a reference state from
each part of a training data broken up into time sequences that are short compared to the
time of parameter variations. Using kernel PCA a data-driven global nonlinear system
model is derived from the identified features. The features in the testing state are then
compared to the feature predicted from the global model. In [SCS16] polynomial chaos
expansion (PCE) is used to find a model that represents the extracted features in relation
to the measured operational conditions.

Approaches that are based on average models are developed e.g. in [Bal+08a]. Here
a global reference model is built from a merged data set smoothing out the temperature
effect by the averaging operation. In fact, this can be understood as a kind of interpola-
tion with no respect to the testing temperature. Similarly, the authors of [HF09] provide
an approach that uses Constant Coefficient Pooled Vector Autogressive with Exogenous
Variables (CCP–VARX) representations, which provide averaged descriptions of the struc-
tural dynamics over temperature, while the functionally pooled FP-VARX counterparts
consider the explicit modeling of temperature dependence of the dynamics.

These approaches provide some robustness in practice, since they do not require ex-
plicit measurements of the environmental conditions. However, if the reference measure-
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ments are not representative the approaches may fail, since no further relation between
the current measurement in the testing state and the large normal model is taken into
account.
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Chapter 2

BACKGROUND THEORY

2.1 Introduction

The developments in this thesis are based on the stochastic subspace-based damage
detection (SSDD) and the associated residual vector. The residual uses subspace properties
of an output covariance Hankel matrix. It is defined as the product of the left null space
of the Hankel matrix in the reference state and the Hankel matrix estimated from current
measurement data in the test state [BAB00; DMH14]. The statistical evaluation of the
residual in a hypothesis test yields a damage detection test statistic that considers the
uncertainties of the residual.

In the context of this thesis the theory on complete consideration of the residual
uncertainties is developed, using perturbation theory, and a SSDD approach robust to
changes in the environmental conditions is derived from local model interpolation. This
chapter recalls the used theories and methods.

After introducing the models that describe the dynamics of a mechanical structure in
section 2.2, section 2.3 gives an overview on how those models and its modal parameters
can be extracted from vibration data in time domain by means of the stochastic system
identification (SSI). Then, the current state of the SSDD method is presented in section
2.4. The mathematical perturbation theory including the delta method and the basics
of a local model interpolation approach for linear parameter varying (LPV) systems are
summarized in sections 2.5 and 2.6.
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2.2 Structural dynamics of output-only systems

The dynamics of a linear time-invariant (LTI) mechanical structure can be described
in continuous time t by the following equation of motion

Mq̈(t) + Cq̇(t) + Kq(t) = ν(t). (2.1)

The vector q ∈ Rm collects the displacements at the m degrees of freedom (DOF) of the
system and ˙ and¨denote the derivatives with respect to time. M, C, and K ∈ Rm×m are
the mass, damping, and stiffness matrices of the system, respectively. ν is the excitation
function that is represented by a white noise term in output-only systems with unknown
excitation.

With the system state

x(t) =
q(t)
q̇(t)

 ∈ Rn, (2.2)

where n = 2m is the model order, a first-order system in state space can be derived from
(2.1) [Jua94]. Sampled at rate 1/τ such that t = kτ , the stochastic state-space model of
an output-only system at time step k writes as

xk+1 = Axk + wk

yk = Cxk + vk.
(2.3)

yk ∈ Rr is the output of the system measured at r sensor positions with measurement
noise vk ∈ Rr. The state noise term wk ∈ Rn is related to the unknown excitation. Both
noise terms are unmeasured, and usually assumed to be stationary, centered, white, and
having finite fourth moment. A and C are the state transition matrix and the observation
matrix of the discrete time system. They are directly linked to the mechanical system
matrices from (2.1) with

A = exp
 0 I

−M−1K −M−1C

 τ
 ∈ Rn×n

C =
[
Ld − LaM−1K Lv − LaM−1C

]
∈ Rr×n. (2.4)

Ld, Lv, and La ∈ {0, 1}r×m are selection matrices denoting the sensor locations at the
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corresponding DOF in q, where displacements d, velocities v, and accelerations a are
recorded.

2.3 System identification

Several approaches exist that are used to identify the systems in (2.1) and (2.3) from
data. The determination of the particular system matrices in (2.1) from data only is
impossible and is usually treated in the context of FE model updating [FM95]. Never-
theless, the dynamic properties of the system can be retrieved by the identification of
its eigenstructure, namely the eigenfrequencies, damping ratios, and mode shapes. The
state-space matrices in (2.3) can be identified directly from data, e.g. with subspace iden-
tification methods. From the identified matrices the eigenvalues, the eigenvectors, and the
corresponding modal parameters can be derived in a subsequent step.

It has to be stated that the matrices and parameters, which are identified from data, are
estimates and usually afflicted with uncertainties. This is due to the stochastic character
of the measured data caused by the noise terms in (2.3). The estimates of the true variable
are denoted by ̂ in the following.

In this thesis a SSI algorithm is used to identify modal parameters from data. The
concept of the SSI and in particular the covariance-driven subspace identification [BF85]
are recalled in the following and it is shown how to derive the eigenstructure of the
dynamical systems. The theoretical background gives some context for the later introduced
SSDD method.

2.3.1 Concept of stochastic subspace identification

The following concept of the SSI is inherent in many algorithms, as e.g. in [VD96;
PD99; BM07]. It is based on a matrix Hp+1,q computed from data projections and/or
data covariances, whose column space is the observability matrix O of the system arising
in the context of control theory [Kál63]. The observability matrix writes as

Op+1 =


C

CA
...

CAp

 ∈ R(p+1)r×n, (2.5)
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where p is a size parameter denoting the block rows, and A and C are the state-space
matrices introduced in section 2.2. For system identification the two matrices have to
be derived from the observability matrix. C follows as the first block-row of (2.5). Due
to the shift invariance property of Op+1, which states that A is the over the time steps
consistent term in Op+1, the state transition matrix can be approximated with a least
square approach from

O↑p+1A = O↓p+1, (2.6)

where

O↑p+1 =


C

CA
...

CAp−1

 , O↓p+1 =


CA

CA2

...
CAp

 ∈ Rpr×n. (2.7)

The observability matrix is derived in the SSI as follows. The matrix Hp+1,q holds the
factorization property

Hp+1,q = WOp+1Zq ∈ R(p+1)r×qr. (2.8)

Herein W is an invertible weighting function, often defined to be the identity matrix.
The definition of Zq depends on the chosen SSI algorithm and the corresponding type of
Hp+1,q. q denotes the block columns, with usually q = p + 1, and it is min{pr, qr} > n.
The observability matrix can be computed from the image subspace of the matrix Hp+1,q

with
Op+1 = W−1U1D

1/2
1 , (2.9)

Image U1 and the singular values in D1 are computed by a singular value decomposition
(SVD) of matrix Hp+1,q, truncated at the assumed model order n, leading to

Hp+1,q = UDV T =
[
U1 U2

] D1 0
0 D2

V T
1

V T
2

 . (2.10)

D1 ∈ Rn×n denotes the diagonal matrix of n singular values and D2 ∈ R(p+1)r−n×qr−n is
assumed to be zero, or containing noise in the case of the matrix estimate. U1 ∈ R(p+1)r×n

and U2 ∈ R(p+1)r×(p+1)r−n are the column space and the left null space, respectively.
V1 ∈ Rqr×n spans the row space and V2 ∈ Rqr×qr−n denotes the null space of matrix
Hp+1,q.

A consistent estimate of the observability matrix is obtained, when Hp+1,q is replaced
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by an estimate Ĥp+1,q.

2.3.2 Covariance-driven subspace identification

A well-known SSI algorithm is the covariance-driven subspace identification [BF85].
It uses the output covariances to built matrix Hp+1,q and is applied in this work.

Let YN = {y1, y2, ..., yN} be a set of N output data samples at r sensor locations. The
cross-covariances between the states and the output are G = E(xk+1y

T
k ) and the output

covariances are computed to [VD96]

Ri = E(yk+i y
T
k ) = CAi−1G. (2.11)

Matrix Hp+1,q is the block Hankel matrix of output covariances with

Hp+1,q
def=


R1 R2 . . . Rq

R2 R3 . . . Rq+1
... ... . . . ...

Rp+1 Rp+2 . . . Rp+q


def= Hank(Ri) . (2.12)

The factorization property in (2.8) and W = I yield

Hp+1,q = Op+1Cq, (2.13)

since it becomes Zq =
[
G AG . . . Aq−1G

]
, which is exactly the well-known controlla-

bility matrix Cq.
A consistent estimate of the block Hankel matrix Ĥp+1,q

def= Hank(R̂i) can be obtained
from data by using the empirical output covariances

R̂i = 1
N

N∑
k=i+1

yk+iy
T
k . (2.14)

2.3.3 Identification of the eigenstructure

With the previous SSI algorithm the state transition and the observation matrix can
be derived on the basis of (2.5). From them the eigenstructure of system (2.3) follows
with the eigenvalue problem of A

Aφl = λlφl, (2.15)
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where λl and φl denote the l-th eigenvalue and eigenvector, respectively.
The l-th eigenfrequency fl and damping ratio ξl of the system in continuous time in

(2.1) are computed from λl of the discrete time system as follows. The relation between
λl and the eigenvalue of the continuous-time system µl is defined by

λl = eµl τ . (2.16)

From this and regarding ωl = 2πfl and the damping ratio ξl it holds

µl = −ωlξl ± ωl
√

1− ξ2
l i, (2.17)

leading to
fl = |µl|2π , ξl = −Re(µl)

|µl|
(2.18)

The observable eigenvectors or mode shapes ϕl can be derived with the observation
matrix

Ψ = CΦ, (2.19)

with Ψ = [ϕ1 ϕ2 ... ϕn] and Φ = [φ1 φ2 ... φn] being matrices that contain the mode
shapes and the eigenvectors in its columns, respectively.

Consistent estimates of the modal parameters can be derived by using estimates of Â
and Ĉ, which result from an observability matrix that is computed on a Hankel matrix
estimate in (2.10).

2.4 Stochastic subspace-based damage detection

The stochastic subspace-based damage detection (SSDD) method as presented in
[BAB00] makes use of the previous described covariance-driven SSI. With a data-driven,
asymptotically Gaussian residual changes in a parameter vector are uncovered. The pa-
rameter vector is a collection of system parameters, which describe the dynamical behavior
of a system completely. Changes in the parameters may be caused by damages [FW07]
and can be detected by evaluating the residual statistically. The evaluation is done by
means of the asymptotic local approach to change detection. In the following, the theoret-
ical background is recalled, introducing the residual function and its statistical properties
first, followed by a summary of the statistical damage testing.

32



2.4. Stochastic subspace-based damage detection

2.4.1 Subspace-based residual function

It is assumed that the dynamical properties of the system in (2.1) or (2.3) can be com-
pletely described by some system parameters, collected in a parameter vector θ. Common
parametrizations of mechanical structures are physical parameters such as mass, damp-
ing, and stiffness parameters, or the eigenstructure. The nominal value of the parameter
vector in the undamaged state is denoted by θ∗ and detecting changes in θ becomes the
monitoring task. In the following notation it is assumed that theta contains the modal
parameters and is defined as

θ =
 Λ

vec(Φ)

 , (2.20)

where Λ = [λ1 , λ2 , ... , λn]T is a vector containing all eigenvalues.
In accordance to the covariance-driven SSI in section 2.3.2 a block Hankel matrix

H∗p+1,q (2.12) is considered that is built from the output covariances Ri in an undamaged
reference state. H∗p+1,q can be factorized into the observability and the controllability ma-
trix (2.13), which contain the state-space matrices A and C (2.5) and implicitly parameter
vector θ. Consequently, a residual function on the basis of Op+1 allows for monitoring the
parameter vector θ. The observability matrix in the modal basis can be built from the
system parameters in θ∗ with

Op+1(θ∗) =


Φ

Φ∆
...

Φ∆p−1

 ∈ C(p+1)r×n, (2.21)

with the diagonal matrix ∆ def= diag(Λ).
The residual function is based on the left null space S(θ∗) of Op+1(θ∗) that is obtained

from a SVD analogous to (2.10) with S(θ∗) = U2. It holds

S(θ∗)TOp+1(θ∗) = 0. (2.22)

Due to factorization property (2.13), H∗p+1,q and Op+1(θ∗) share the same left null space.
Thus, with a Hankel matrix that is computed under θ = θ∗ it also holds

S(θ∗)TH∗p+1,q = 0. (2.23)
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In the residual function a covariance Hankel matrix estimated from a data set YN of
length N of the current monitoring state is confronted to the reference matrix S(θ∗). The
residual function is defined by

ζ(θ∗,YN) def=
√
N vec(S(θ∗)T Ĥp+1,q), (2.24)

with
Eθ(ζ(θ∗,YN)) = 0 iff θ = θ∗. (2.25)

Eθ denotes the expectation when YN is recorded from a system with system parameter
θ. Hence, the residual mean is zero when the system is in the reference state, since the
testing Hankel matrix has the same left null space that was determined in the reference
state. The mean value deviates from zero when the system is damaged.

Although the idea for the residual relies on (2.22), usually the reference matrix S(θ∗)
is computed directly as the left null space of the covariance Hankel matrix in the reference
state. This avoids the system identification step to derive θ∗. In this case, condition (2.25)
still applies, since Hp+1,q and Op+1 share the same left null space, as remarked in the
context of (2.23).

2.4.2 Statistical damage testing

The statistical evaluation of the residual in (2.24) requires its distribution properties,
which are unknown in general. To solve this problem, the asymptotic local approach to
change detection [BBM87] is used. This approach is based on the concept of local asymp-
totic normality [Le 56] and compares the statistical distributions under close hypotheses.

The close hypotheses are formulated as

H0 : θ = θ∗ (reference system)
H1 : θ = θ∗ + δ/

√
N (damaged system),

(2.26)

and discriminate between the parameter vector in the undamaged and the damaged state.
The parameter change δ is unknown but fixed and consequently very small damages can
be detected by increasing the number of data samples N .

With the close hypotheses, the central limit theorem applies for the residual function,
i.e. the residual is asymptotically Gaussian distributed as shown in [BAB00]. For N →∞
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2.4. Stochastic subspace-based damage detection

it holds

ζ(θ∗,YN) d−→

 N (0,Σζ(θ∗)) under H0

N (Jζ(θ∗) δ,Σζ(θ∗)) under H1,
(2.27)

where “d” denotes convergence in distribution. Jζ(θ∗) is a Jacobian matrix and denotes
the asymptotic sensitivity of the residual with respect to the system parameters in the
reference state. For a system that is parametrized with respect to its modal parameters,
the asymptotic residual sensitivity was derived in [BAB00; BMG04]. It is written as

Jζ(θ∗) = (Op+1(θ∗)†Hp+1,q ⊗ S(θ∗))TO′p+1(θ∗). (2.28)

The computation of the derivative O′p+1 is recalled in section 2.5. Σζ(θ∗) is the residual
covariance. When it can be assumed that the noise properties in the dynamical system
do not change, there is no need to recompute the covariance in the testing state [BAB00].
A detailed computation procedure of the residual covariance Σζ(θ∗) is presented in the
subsequent section.

With the residual being asymptotically Gaussian distributed (2.27) the damage detec-
tion task is to decide if the mean of a Gaussian variable is significantly different from zero.
Assuming Jζ(θ∗) to be of full rank, the residual can be tested in a generalized likelihood
ratio test [BAB00]. The test writes as

t = ζ(θ∗,YN)TΣζ(θ∗)−1Jζ(θ∗)
(
Jζ(θ∗)TΣζ(θ∗)−1Jζ(θ∗)

)−1
Jζ(θ∗)TΣζ(θ∗)−1ζ(θ∗,YN).

(2.29)
The Gaussian distribution properties of the residual yield an asymptotically χ2-distributed
test statistic t. The Gaussian residual with zero mean in the reference state leads to a
central χ2-distribution. From the mean value Jζδ in the damaged case a non-central χ2-
distribution follows and it holds

t
d−→

 χ2(ν, 0) under H0

χ2(ν, λ) under H1.
(2.30)

For a full rank Jζ(θ∗), the degree of freedom ν and the non-centrality parameter λ in the
damaged case are computed with

ν = rank(Jζ(θ∗)) , λ = δT (J T
ζ (θ∗)Σ−1

ζ (θ∗)Jζ(θ∗))δ. (2.31)

For cases, where the sensitivity matrix is not of full rank, the reader is referred to [Men20].
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A special case are the non-parametric tests [Bal+08b], which are applied without
focusing on a particular system parametrization θ. This corresponds to a direct detection
of changes in the residual and J = I [DMH14; MDV21]. They are attractive due to their
simplicity, since they avoid a detailed system identification even in the reference state.
The central limit theorem from (2.27) becomes

ζ(θ∗,YN) −→
 N (0,Σζ(θ∗)) under H0

N (γ,Σζ(θ∗)) under H1,
(2.32)

where γ is a change in the residual mean due to damage. The test writes as

t = ζ(θ∗,YN)TΣζ(θ∗)−1ζ(θ∗,YN), (2.33)

and ν and λ become

ν = rank(Σζ(θ∗)) , λ = γTΣζ(θ∗)−1γ. (2.34)

2.4.3 Asymptotic residual covariance

For the statistical evaluation of the residual in (2.29) its covariance is required. This
covariance cannot be calculated directly, but has to be derived from the covariance of the
underlying Hankel matrix ΣH. The computation algorithm for ΣH depends on the com-
putation method for H. For the covariance-driven SSI an efficient computation algorithm
of the Hankel covariance is given in [DM13a], taking problems due to small number of
data sets into account. This algorithm is recalled in the following.

Let Ĥp+1,q be estimated on a data set of length N . The asymptotic covariance of the
vectorized Hankel matrix ΣH is defined as

ΣH def= lim
N→∞

cov(
√
NvecĤp+1,q). (2.35)

To estimate the covariance from one reference data set, the data is cut into nb blocks,
each of length Nb such that N = Nb · nb. From each data block of length Nb a Hankel
matrix Ĥ(s)

p+1,q, with s = 1, ..., nb is computed. With ̂̄Hp+1,q = 1
nb

∑nb
s=1 Ĥ

(s)
p+1,q the well-

known computation procedure of the sample covariance leads to

Σ̂H = Nb

nb − 1

nb∑
s=1

vec(Ĥ(s)
p+1,q −

̂̄Hp+1,q)vec(Ĥ(s)
p+1,q −

̂̄Hp+1,q)T . (2.36)

36



2.4. Stochastic subspace-based damage detection

The asymptotic residual covariance is derived from Σ̂H using the statistical delta
method to propagate the uncertainties of the underlying Hankel matrix to the residual.
The residual covariance estimate writes as [DMH14]

Σ̂ζ(θ∗) = (I ⊗ ST (θ∗)) Σ̂H (I ⊗ S(θ∗)). (2.37)

In case of the non-parametric test (2.33) the parameter θ∗ is omitted.

2.4.4 Decision making from test results

To draw conclusions from the statistical tests in (2.29) or (2.33) the distribution of t
in the undamaged state is considered in order to define a threshold for decision making.

In theory t follows a χ2-distribution defined by two parameters, ν denoting the DOF
and the non-centrality parameter λ (which is 0 in the undamaged state). The number of
DOF of the distribution is affected by the system parametrization considered in parameter
vector θ. From (2.31) it follows that for a system parametrized with respect to its modal
parameters, it holds ν = 2mr. When e.g. a number of m̄ structural parameters are used
for a full parametrization of the system, it becomes ν = m̄. The non-centrality parameter
λ in (2.31) depends on the damage (changed parameter and extent of change), as it is
affected by δ only [MDV21]. In the undamaged state δ is zero and the distribution of the
test is the central χ2-distribution. However, a theoretical value of λ cannot be derived,
since the residual covariance cannot be obtained from theory but is estimated from data.

In applications the statistical properties usually are evaluated empirically on the basis
of a Monte Carlo study. From the empirical distribution of the test values a threshold
is derived such that false alarms occur with a desired probability, e.g. with less than 1%
as illustrated in Fig.2.1 (left). A test value in the testing phase above the threshold will
classify the structure to be damaged.

Fig. 2.1 (right) shows the probability density function (pdf) for a χ2-distributed ran-
dom variable for two different DOF in the central case and for λ = 50. For a small number
of DOF the distribution is narrow. The spread increases with larger DOF resulting in a
more significant overlap of the central and the non-central distribution. In the context of
damage detection based on the test statistic t this means that the smaller the dimension
of the parametrization, the smaller damages can be detected [MDV21].

Very common characteristics for the evaluation of the damage detection test perfor-
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Figure 2.1 – χ2-distribution for different parameters (left) and definition of threshold
(right).

mance are the probability of detection (POD) as a measure of the test sensitivity, and the
probability of false alarms (PFA), which usually is part of the conceptualization on the
damage detection task and leads to the choice of the damage detection threshold. They
are defined as

POD = true positives detected
total true positive , PFA = false positive detected

total true negative . (2.38)

The PFA depends on the spread of the test values in the reference state and the chosen
threshold, but not on the damage size. The POD is affected by the spread of the test values,
the threshold, and the damage size, where big damages lead to high POD. Consequently,
a high threshold avoids false alarms, but depending on the damage size many damages
will be undetected. A low threshold leads to a higher sensitivity, but also results in a
higher PFA.

To evaluate the test performance independently from the choice of threshold, the
relation between POD and PFA can be considered in a receiver operating characteristic
(ROC) curve, e.g. described in [SCN09] in the context of noisy non-destructive testing
devices. For this curve, couples of POD and PFA are computed for different thresholds
at a fixed damage size. A typical ROC curve is demonstrated in Fig. 2.2. Hence, the best
performance of a test is when no false alarms occur and the POD is 100%. The more the
curve approaches this point, the better it performs. When the curve approaches 100%
POD for any PFA, this can be considered as a indication of decoupled POD and PFA.
The line of no performance denotes the cases, where POD equals the PFA.
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Figure 2.2 – Typical receiver operating characteristic curve.

2.5 Considerations for uncertainty computation

In the previously described damage detection methodology the decision over the struc-
ture’s state to be damaged or undamaged relies on a statistical test (2.29). In the test
the uncertainties related to the residual are considered in terms of the residual covariance
Σζ(θ∗). The covariance is of particular importance for the test behavior. In general, the
covariance can be estimated by the sample covariance. However, the direct computation
of such a sample covariance is often inconvenient, and instead a sensitivity-based prop-
agation of the (sample) covariance of an underlying random vector is performed. In this
thesis such sensitivities are derived by means of perturbation theory. In this section the
concept of perturbation propagation is introduced referring to the delta method. Some
relevant uncertainty computations from literature are recalled subsequently.

2.5.1 Mathematical remarks

In the following, some mathematical considerations are summarized that are used in
the subsequent developments.

Let A, B, C, and D be matrices, such that the matrix multiplication in the following
equations applies. For the Kronecker product "⊗" it holds

AC ⊗BD = (A⊗B)(C ⊗D). (2.39)

With "vec" denoting the column stacking operator it is

vec(ABC) = (CT ⊗ A) vec(B). (2.40)
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Permutation matrix P A vectorized matrix X ∈ Ra×b can be linked to the vectoriza-
tion of its transposed by a permutation matrix Pa,b such that

vec(XT ) = Pa,b vec(X). (2.41)

The permutation matrix Pa,b is defined as

Pa,b
def=

a∑
k=1

b∑
k=1

Ea,b
k,l ⊗ E

b,a
l,k = [Ia ⊗ e1 Ia ⊗ e2 ... Ia ⊗ eb] , (2.42)

with properties

PTa,bPa,b = Pa,bPTa,b = Iab

PTa,b = Pb,a.

Ea,b
k,l ∈ Ra×b are matrices which are equal to 1 at entry (k, l) and zero elsewhere, Ia is the

identity matrix of size a × a, and ei ∈ Rb are unit vectors with the entry 1 at position i
and zero elsewhere. With matrix H ∈ Rc×d it holds

(X ⊗H)Pb,d = Pa,c(H ⊗X). (2.43)

2.5.2 Concept of uncertainty propagation

The perturbation of a function of a random vector is computed from the perturbation
of its underlying random vector by means of the delta method. Let X̂ be a random vector
whose true value is X and with covariance Σ(X̂). The first-order Taylor approximation
of vector valued functions g(X̂) yields

g(X̂) ≈ g(X) + ∆g(X) = g(X) + Jg,X(X̂ −X), (2.44)

where the derivative or sensitivity Jg,X is the Jacobian matrix in the multivariate case.
The Jacobian writes as

Jg,X = ∂g

∂X
=


∂g1
∂x1

. . . ∂g1
∂xk... . . . ...

∂gj

∂x1
. . . ∂gj

∂xk

 (2.45)
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for function g : Rk → Rj, and is evaluated at X. ∆g(X) is the perturbation of the function
and thus the covariance of the vector valued function follows from vec∆g (vec∆g)T . It can
be approximated with

Σ(g(X̂)) ≈ Jg,X Σ(X̂)J T
g,X . (2.46)

With the delta method [CB02] it is shown that the approximated covariance of a
function of a random variable is correct at the limit, i.e. when the number of samples N
goes to infinity. For a sequence of random vectors X̂N converging to a true value X for
N →∞ and satisfying the central limit theorem

√
N(X̂N −X) d−→ N (0,Σ) (2.47)

it holds √
N(g(X̂N)− g(X)) d−→ (0,Jg,X ΣJ T

g,X). (2.48)

In most cases g(X) is unknown and the Jacobian (2.45) has to be derived by means of
mathematical perturbation theory using first-order perturbations denoted by ∆. This is
convenient for asymptotic Gaussian variables, e.g. [MDM16]. The basic idea is that Jg,X
can be obtained from the relation between ∆g(X) and ∆X, due to ∆g(X) ≈ Jg,X ∆X
(2.44), where ∆X = X̂−X for X̂ close to X. In the application case, a perturbation ∆ is
introduced to the vector valued function. The ∆-terms are isolated, leading to the needed
sensitivity by the remaining part of the perturbed function.

2.5.3 Relevant uncertainty computations from literature

This section recalls some uncertainty computation procedures from literature, which
are used later in the contribution part of the thesis.

Residual sensitivity Jζ,H related to the testing Hankel matrix The concept of
uncertainty propagation is firstly applied to a simple example deriving the sensitivity
of the residual as it is used in (2.37). The distribution properties of the conventional
residual are derived from the distribution of the underlying Hankel estimate Ĥp+1,q. The
index denoting the block row and block column sizes is dropped in the following for
simplicity. The distribution of the Hankel matrix is not exactly known but is shown to be
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asymptotically Gaussian [Han70] and writes as

√
Nvec(Ĥ − H) d−→ N (0,ΣH). (2.49)

With the delta method for a function f(Ĥ) = vec(ST Ĥ) it follows

√
Nvec(f(Ĥ)− f(H)) d−→ N (0,JfΣHJ T

f ). (2.50)

Due to the definition of S as the left null space of H and assuming it is deterministic, the
function f is zero at the true value of H. (2.50) becomes

√
Nvec(ST Ĥ) d−→ N (0,JfΣHJ T

f ), (2.51)

which is exactly the residual (2.24) and its distribution in the undamaged state. Derivative
Jf is derived by introducing a perturbation into function f and with (2.40) it yields

∆f(H) = vec(ST∆H) = (I ⊗ ST )vec(∆H) = Jfvec(∆H). (2.52)

Perturbation propagation to modal parameters from SSI An algorithm for per-
turbation propagation from the estimated Hankel matrix to the modal parameters with
the SSI procedure is given in [PGS07; RPD08]. A numerical efficient computation is de-
rived in [DM13a]. The computation of the sensitivities is recalled in the following.

The propagation follows the computation procedure of the modal parameters from the
Hankel matrix that was described in section 2.3. With a SVD of the covariance Hankel
matrix H the observability matrix O is derived (2.9) leading to the state-space matrices
A and C (2.5). Subsequently, the modal parameters λ and ϕ in θ∗ are computed from
A and C (section 2.3.3). The same procedure is considered for the propagation of the
perturbations from the Hankel matrix to the identified modal parameters, leading to the
associated sensitivity Jθ∗,H = Jθ∗,A|C JA|C,O JO,H.

Let Ia denote a a × a identity matrix and 0a,b be the a × b zero matrix. P is the
permutation matrix in (2.42). The sensitivity JO,H ∈ R(p+1)rn×(p+1)rqr of the observability
matrix writes as

JO,H
def= 1

2(In⊗U1Σ−1/2
1 )F1


(v1 ⊗ u1)T

...
(vn ⊗ un)T

+ (Σ−1/2
1 ⊗

[
I(p+1)r 0(p+1)r,qr

]
)


B†1C1

...
B†nCn

 , (2.53)
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where

Bi
def=
 I(p+1)r − 1

σi
Hp+1,q

− 1
σi
H0 T Iqr

 , Ci
def= 1

σi

 vTi ⊗ (I(p+1)r − uiuTi )
(uTi ⊗ (Iqr − vivTi ))P(p+1)r,qr

 . (2.54)

σi, ui, and vi are the i-th singular values, left and right singular vectors of the Hankel
matrix. The selection matrix S1 is

F1
def=

n∑
k=1

En2,n
(k−1)n+k,k. (2.55)

The sensitivities of system matrices A and C with respect to the observability matrix
JA,O ∈ Rn2×(p+1)rn and JC,O ∈ Rrn×(p+1)rn are derived to

JA,O
def= (In⊗O↑

†
F2)−(AT⊗O↑†F3)+((O↓T

F2−ATO↑
T

F2)⊗(O↑TO↑)−1)P(p+1)r,n, (2.56)

with O = Op+1, the selection matrices

F2
def=
[
0pr,r Ipr

]
, F3

def=
[
Ipr 0pr,r

]
, (2.57)

and
JC,O

def= In ⊗
[
Ir 0r,pr

]
. (2.58)

For the sensitivities of the eigenvalues and mode shapes Jλi,A ∈ C1×n2 and Jϕi,A/C ∈
Cr×(n2+rn) we have

Jλi,A
def= 1

χ∗iφi
(φTi ⊗ χ∗i ) (2.59)

Jϕi,A/C
def= 1

(Cφi)k
(Ir − [0r,k−1 φi 0r,r−k])[CJφi,A φ

T
i ⊗ Ir], (2.60)

where λi, φi, χi and ϕi are the i-th eigenvalue, right eigenvector, left eigenvector of A and
the i-th mode shape respectively. * denotes the complex conjugate transpose, and Jφi,A

is defined as
Jφi,A

def= (λiIn − A)†
(
φTi ⊗ (In −

φiχ
∗
i

χ∗iφi
)
)
. (2.61)
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Perturbation propagation to parametric observability matrix In [DMH14] the
sensitivity of the parametric observability matrix in the modal basis Op+1(θ∗) with respect
to the modal parameters in θ∗ is derived. It is computed as the derivative of the real-valued
parametric observability matrix O′p+1(θ∗).

The system parameter θ∗ is separated into its conjugate complex pairs θ∗c and θ∗c̄ .
Corresponding to this φc and ∆c are computed such that φ =

[
φc φc̄

]
and Λ =

[
ΛT
c ΛT

c̄

]
and ∆c = diag(Λc).

The real-valued parametric observability matrix writes as

Op+1(θ∗) def=


<(φc) =(φc)
<(φc∆c) =(φc∆c)

... ...
<(φc∆p

c) =(φc∆p
c)

 , (2.62)

leading to the derivative

JO,θ∗
def=
<(O′p+1(θc)) −=(O′p+1(θc))
=(O′p+1(θc)) <(O′p+1(θc))

 . (2.63)

O′p+1(θc) is the complex-valued derivative of the vectorized observability matrix

O′p+1(θc) def=


Λ
′(p)
1 ⊗ ϕ1 0 Λ(p)

1 ⊗ Ir 0
. . . . . .

0 Λ′(p)m ⊗ ϕm 0 Λ(p)
m ⊗ Ir

 , (2.64)

where
Λ(p)
i

def=
[
1 λi λ2

i . . . λpi
]T

, Λ
′(p)
i

def=
[
0 1 2λi . . . pλp−1

i

]T
(2.65)

for 1 ≤ i ≤ m.

2.6 Model interpolation of linear parameter varying
systems

In this thesis a damage detection method is developed that is robust to environmental
changes. The method relies on the stochastic subspace-based damage detection and uses
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a direct model interpolation method from [Zha18] for linear parameter varying (LPV)
systems that is recalled in this section.

2.6.1 Concept

LPV systems are systems whose dynamical behavior depends on an over the time
varying scheduling parameter P . They can be approximated by LTI systems at fixed
parameter working points. Assume a LPV system from which output data is available
at several working points Pj with j = 1, 2, ..., u. A model of the system at a particular
parameter point P , where P is in general different from the previous Pj, can be obtained
by the direct model interpolation from [Zha18]. In this approach local state-space models
are interpolated to a large global model, which is subsequently reduced and from which
data Y(P ) at parameter P can be characterized. This data is shown to be equivalent to
interpolated data from coherent local models.

2.6.2 Model interpolation

The LTI system at the j-th working point is represented by a local version of (2.3)
with xj,k+1 = Ajxj,k + wj,k

yj,k = Cjxj,k + vj,k.
(2.66)

Assume data sets in the undamaged state are available at parameter working points
Pj with j = 1, ..., u. For any parameter P a global model can be derived as

xk+1 = A xk + wk

yk = C(P )xk + vk(P ) ,
(2.67)

at time step k and with

A =


A1

. . .
Au

 , xk =


x1,k
...

xu,k

 , wk =


w1,k
...

wu,k

 ,
C(P ) =

[
ρ1(P )C1 · · · ρl(P )Cu

]
,

vk(P ) = ∑u
j=1 ρj(P ) vj,k(t) .
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The state transition matrix and the state vector are not interpolated but are concatenated
from all working points j.

Weighting functions ρ(P ) are chosen such that

u∑
j=1

ρj(P ) = 1 for all P ∈ P and ρj(P ) : P⇒ [0, 1] (2.68)

centered at P .
The global model (2.67) is of order mn and subsequently reduced by means of the

well-known balanced reduction method. In the linearly transformed state vector xk the
smallest Hankel singular values are removed. This leads to a state space model of order
n, same as for the local models.

2.7 Summary

In this chapter the theories and methods that are used in the context of this thesis were
recalled. In particular, the background of the stochastic subspace-based damage detection
was described in detail, since this method forms the basis of the presented developments.
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Part II

Contribution to theory
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In this part the methodological contribution of the thesis to the research field of
automated vibration-based damage detection for civil structures is presented. The devel-
opments are based on the covariance-driven stochastic subspace based damage detection
(SSDD). The first chapter is related to distribution properties of the SSDD residual when
the reference model is estimated from data and thus afflicted with uncertainties. The sec-
ond chapter provides a SSDD method that is robust do changes in the environment. Each
chapter contains a theory section together with a proof of concept, as well as a discussion
section.
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Chapter 3

STOCHASTIC SUBSPACE-BASED DAMAGE

DETECTION WITH UNCERTAIN

REFERENCE NULL SPACE

3.1 Introduction

The stochastic subspace-based damage detection (SSDD) method (section 2.4) first
presented in [BAB00] works on a residual function, in which a reference null space is
confronted to a data covariance Hankel estimate. The residual is evaluated statistically
by means of hypothesis testing in a generalized likelihood ratio test, where the residual’s
covariance is an important part of the test. The covariance is derived from the uncertainty
of the Hankel matrix, while the reference null space is assumed to be perfectly known
without any impact on the residual uncertainty.

The assumption of a deterministic reference null space is true in ideal cases. However,
in real world applications, the reference S(θ∗) usually is estimated from data. Hence, the
residual is a function of two random variables, namely the Hankel matrix estimate in the
testing state and the estimate of the reference null space. This has a significant impact
on the residual covariance for the damage detection test (2.29), (2.33). Neglecting the
uncertainties of the reference null space herein leads to test statistics that deviate from
the theoretical values of the expected χ2-distribution.

This is not only a theoretical problem, but also affects the application in practice
when it comes to the determination of a threshold for decision making. Often empirical
thresholds are computed from data in the reference state by Monte Carlo studies and
the discrepancy between the computed and the theoretical test values is discarded. It is
assumed that enough data in the reference state is available. However, especially in cases
when monitoring systems are applied retroactively due to indication of initial damage
usually only few data of the reference system is available. Thresholds that are derived
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from theory can confirm results from empirical studies with few realizations and thus
improve the reliability of the test.

In this chapter the gap of the SSDD method for real-world applications with estimated
reference is closed. A test that considers the uncertainties related to the reference matrix
and the testing data is derived. The residual is formulated as a function of the two random
variables Ŝ(θ∗) and Ĥ to which the central limit theorem applies. The statistical delta
method is used to derive the statistical properties of the residual and its asymptotic
covariance. The associated hypothesis test is presented allowing for theoretical based
threshold and predictable test behavior for damage detection.

In section 3.2 the theory for the two random variable dependent residual is derived,
and the corresponding hypothesis test is presented. Subsequently, in section 3.3, the new
test is evaluated on numerical data. The statistical behavior of the new test is verified
towards theoretical expectations, and the test performance is discussed in detail. The
impact of considering the uncertainty related to the reference null space is emphasized,
and effects of data lengths, system parametrization, or reference null space computation
procedure are analyzed.

3.2 Damage detection with uncertain reference

In this section the theory for a residual with an uncertain reference is derived. The
developments are based on the SSDD explained in section 2.4. After putting the problem
into a formalized context for SSDD, the distribution properties of a residual with uncertain
reference are derived. An algorithm for computing the residual covariance is presented
using perturbation theory introduced in section 2.5.

3.2.1 Formalized problem statement

The subspace-based residual of the conventional SSDD in section 2.4 is defined as a
function of one random variable (cf. (2.24)) with

ζ(θ∗,YN) =
√
N vec(S(θ∗)T Ĥp+1,q). (3.1)

S(θ∗) denotes the reference matrix of a system with system parameter θ∗ and is assumed
to be perfectly known. Ĥp+1,q is the covariance Hankel matrix estimated from a data set
of length N in the monitoring state. p and q are parameters for the block row and block
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column size of the Hankel matrix and will be dropped in the following for simplicity.
The statistical properties of the residual are described in (2.27) with zero mean in the
reference state due to property S(θ∗)TH = 0. The covariance of the residual is denoted
by Σζ(θ∗) (2.37) and is derived from the uncertainties of the Hankel matrix estimate in
the monitoring state.

Now assume that in real-world applications the reference matrix is computed in the
reference state from a Hankel matrix Ĥ∗ that is estimated from a reference data set YM of
lengthM . Then the reference matrix itself is a random variable afflicted with uncertainties.
The fully data-driven residual must be defined as a two random variable function with

ζ̃(θ∗,YN) =
√
N vec(Ŝ(θ∗)T Ĥ), (3.2)

and it follows that Ŝ(θ∗)TH only approximates zero. Consequently, the distribution prop-
erties in (2.27) do not hold for a residual with an estimated reference null space.

The distribution properties of the conventional residual are derived from the distribu-
tion of the underlying Hankel estimate Ĥ that is not exactly known. It is shown to be
asymptotically Gaussian [Han70] and under the close hypotheses (2.26) it writes as

√
Nvec(Ĥ − H∗) d−→

 N (0,ΣH(θ∗)) under H0

N (JH(θ∗) δ,ΣH(θ∗)) under H1
(3.3)

δ is the change of the system parameters, JH(θ∗) is the sensitivity of vec(H) with respect
to θ evaluated at θ∗, and ΣH(θ∗) is the Hankel matrix covariance that is the same as in
the reference state under the assumption of unchanged noise properties [BBM87; DMH14]
and follows from (2.35).

Now remark that the central limit theorem recalled from (2.27) with

ζ(θ∗,YN) d−→

 N (0,Σζ(θ∗)) under H0

N (Jζ(θ∗) δ,Σζ(θ∗)) under H1,
(3.4)

is a consequence of (3.3), since multiplication of (3.3) with deterministic matrix S(θ∗)T

yields
√
Nvec(S(θ∗)T (Ĥ−H∗)) on the left. This is equal to residual ζ due to S(θ∗)TH∗ = 0,

which still is an asymptotically Gaussian vector (with different mean and covariance). This
allows to state the residual distribution (2.27) without any knowledge on the theoretical
limit value of H∗ that is unknown in practice.

However, when replacing S(θ∗) by its estimate Ŝ(θ∗), this does not hold anymore
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since Ŝ(θ∗)TH∗ 6= 0, and the central limit theorem in (2.27) would become incorrect.
Since Ŝ(θ∗) is a consistent estimate of S(θ∗), the asymptotic mean of the residual is not
affected, but the fact that Ŝ(θ∗)TH∗ is only approximately but not exactly zero leads to
a modification of the residual covariance. This computational inaccuracy has often been
discarded in previous works [Döh+14], and empirical thresholds had to be used for the
hypothesis test. For a correct computation of the corresponding damage detection test
the distribution properties of ζ̃ need to be derived including the exact expression for its
covariance.

3.2.2 Asymptotic distribution of the residual

The asymptotic distribution of the residual is derived from the joint distribution of
the testing Hankel matrix H and the reference null space Hankel matrix H∗, considering
the effect of the data lengths M and N . N is the length of the test data set in the
monitoring state to which the residual is normalized. The distribution properties of the
conventional residual in (2.27) are derived with respect to this length from the Hankel
matrix distribution (3.3). However, the reference null space estimate Ŝ(θ∗) is computed
on a data set of length M . Consequently, the error that is induced in the residual by
the uncertainty afflicted reference null space depends on this M . The distribution of the
Hankel matrix in the reference state Ĥ∗ is asymptotically Gaussian with

√
M vec(Ĥ∗ −H∗) d−→ N (0,ΣH(θ∗)) (3.5)

for M → ∞, similar as in (3.3). ΣH(θ∗) is the asymptotic covariance of the data Hankel
matrix (2.35) and is the same in the reference and the damaged state under the assump-
tion of unchanged noise properties [BBM87; DMH14]. When the data-driven residual is
analyzed as a two random variable function depending on Ŝ(θ∗) and Ĥ both random vari-
ables contribute to the distribution properties of the residual and the joint asymptotic
distribution of them is needed.

Denote the two random variable function with

g(ĥ) = vec(Ŝ(θ∗)T Ĥ) (3.6)

where

ĥ =
vec(Ĥ∗)

vec(Ĥ)

 , and h =
vec(H∗)

vec(H∗)

 ,
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and g(h) = 0. With the statistical delta method [CB02] from section 2.5 the asymptotically
Gaussian distribution properties of ĥ are propagated to g(ĥ), i.e. to the residual written
as ζ̃ =

√
N(g(ĥ) − g(h)). Since Ĥ∗ is computed on a data set of length M but the

residual is normalized with data length N of the test state, the ratio c = N
M

is introduced.
Multiplication of

√
c to the asymptotic distribution properties of Ĥ∗ in (3.3) leads to

√
M
√

N
M

vec(Ĥ∗ −H∗) d−→ N (0, cΣH(θ∗)). (3.7)

It can be stated that Ĥ and Ĥ∗ are independent, as they are computed from different
data sets. Consequently, the cross-covariances between the two Hankel matrices will be
zero. With the distribution properties of the Hankel matrix under the close hypotheses
(3.3) and from (3.7) the joint distribution yields for

√
N(ĥ− h) as

√
N

vec(Ĥ∗)
vec(Ĥ)

−
vec(H∗)

vec(H∗)

 d−→


N

0
0

,
cΣH(θ∗) 0

0 ΣH(θ∗)

 under H0

N

 0
JH(θ∗)δ

,
cΣH(θ∗) 0

0 ΣH(θ∗)

 under H1

(3.8)
From the joint distribution and the first order Taylor expansion of g(ĥ)

g(ĥ) = g(h) + Jg(ĥ− h) , Jg = ∂g(h)
∂h

, (3.9)

it can be concluded according to (2.48) based on the delta method that ζ̃ =
√
N(g(ĥ)−

g(h)) is asymptotically Gaussian with

ζ̃(θ∗,YN) d−→

 N (0, Σ̃ζ(θ∗)) under H0

N (J̃ζ(θ∗) δ, Σ̃ζ(θ∗)) under H1.
(3.10)

δ and J̃ζ(θ∗) = Jζ(θ∗) have not changed with respect to (2.27). The close hypotheses
definition (2.26) yields that the asymptotic residual covariance is the same under both
hypotheses writing as

Σ̃ζ(θ∗) = Jg

cΣH(θ∗) 0
0 ΣH(θ∗)

J T
g . (3.11)

The sensitivity Jg is obviously of form Jg =
[
J1 J2

]
, where J1 is related to the uncer-
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tainties of the reference null space and J2 considers the perturbation propagated from
the Hankel matrix in the tesing state. The sensitivity is derived in the following section,
leading to the asymptotic residual covariance.

In the non-parametric case the residual distribution is analogous to (2.32)

ζ̃(θ∗,YN) d−→

 N (0, Σ̃ζ(θ∗)) under H0

N (γ̃, Σ̃ζ(θ∗)) under H1,
(3.12)

where γ̃ is a change in the residual mean due to damage and has not changed with respect
to (2.32).

3.2.3 Asymptotic covariance of the residual

The asymptotic residual covariance Σ̃ζ(θ∗) follows from the Hankel matrix covariance
(2.36) with sensitivity Jg. Perturbation theory (section 2.5) is used to propagate the
uncertainties from the Hankel matrices H∗ and H to the residual.

Considering the definition of g(ĥ) (3.6), the sensitivity Jg can be computed as the
derivative of vec(S(θ∗)TH) with respect to vec(H∗), since S(θ∗) depends on H∗, and to
vec(H). It is obtained through first-order perturbation of the asymptotically Gaussian
variables. From the first-order Taylor approximation (3.9) the perturbation in g follows
as ∆g = Jg∆h. With (3.6) this writes as

vec(∆(S(θ∗)TH)) = Jg

vec(∆H∗)
vec(∆H)

 . (3.13)

In (3.13) the perturbation of the residual (left side) is related to the reference matrix
S(θ∗) and the tested Hankel matrix H. Being a sum of both perturbations it writes as

vec(∆(S(θ∗)TH)) = vec(∆S(θ∗)TH) + vec(S(θ∗)T∆H). (3.14)

With matrix operations in (2.40) and (2.41) and perturbation matrix P from (2.42) it
can be transformed to

vec(∆(S(θ∗)TH)) = (HT ⊗ Is)Pt,s vec(∆S(θ∗)) + Iqr ⊗ S(θ∗)T vec(∆H), (3.15)

which yields the partial sensitivities of the residual with respect to the reference null space
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and with respect to the tested Hankel matrix

Jζ̃,S = (HT ⊗ Is)Pt,s
Jζ̃,H = Iqr ⊗ S(θ∗)T . (3.16)

t and s are the number of rows and columns of S(θ∗), and Jζ̃,H is the sensitivity that was
used for the covariance of the conventional residual in (2.37).

The sensitivity Jg in (3.13) is related to the Hankel matrices H∗ and H. Thus, with
(3.16) the link between the reference matrix S(θ∗) and the Hankel matrix in the reference
state H∗ is still missing. It is denoted by the sensitivity JS,H∗ and Jg becomes

Jg =
[
Jζ̃,S JS,H∗ Jζ̃,H

]
. (3.17)

JS,H∗ depends on the computation procedure of the reference matrix. The reference null
space is computed with a SVD either from the Hankel matrix or from the observability
matrix in the modal basis, where the identification of the modal parameters is required
in the reference state (see section 2.4.1). The respective derivatives are derived in the
following two paragraphs, and finally the computation of the residual covariance estimate
is presented.

Sensitivity of a reference null space computed from Hankel matrix When the
reference matrix is computed from the Hankel matrix directly, the relation between them
is defined through the SVD of H∗ in accordance to (2.10). The reference matrix is the
left null space U2 of the Hankel matrix. This relation is used to derive the corresponding
sensitivity JS,H∗ .

In a first step, the perturbation ∆H∗ is propagated to its column space U1 in the SVD.
This was published in [LLM08] and writes as

∆U1 = U1R + U2U
T
2 ∆H∗ V1D

−1
1 . (3.18)

Matrices U1, U2, and V1 are the column space, the left null space, and the row space,
respectively. D1 is the matrix with singular values, which expected values are nonzero.
Matrix R will be eliminated later. Applying matrix operation (2.40) it follows a vectorized
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form with

vec(∆U1) = (In ⊗ U1) vec(R) + (D−1
1 V T

1 ⊗ U2U
T
2 ) vec(∆H∗). (3.19)

This vectorized perturbation of the column space is propagated to the left null space
U2 as follows. First it is considered that UT

1 U2 = 0 holds. Introduce a perturbation ∆(·)
to this yields ∆UT

1 U2 + UT
1 ∆U2 = 0. With identity matrices I as defined in section 2.5.1,

permutation matrix P (2.42), and (2.40) to (2.43) this can be vectorized and converted
to

(Is ⊗ UT
1 ) vec(∆U2) = −(UT

2 ⊗ In) Pt,n vec(∆U1). (3.20)

Then, with UT
2 U2 = I and thus ∆(UT

2 U2) = 0, it holds ∆UT
2 U2 +UT

2 ∆U2 = 0 leading with
the permuation matrix P (2.42) and (2.40) to (2.43) to

Ps,s(Is ⊗ UT
2 ) vec(∆U2) + (Is ⊗ UT

2 ) vec(∆U2) = 0. (3.21)

A particular solution for vec(∆U2) follows from (3.20) and (3.21) to

vec(∆U2) = −(Is ⊗ U1)(UT
2 ⊗ In) Pt,n vec(∆U1)

= −Ps,t(U1 ⊗ UT
2 ) vec(∆U1), (3.22)

using properties of the permutation matrix P in (2.42).
The sensitivity of the left null space to its source matrix is derived by substituting

(3.19) into (3.22). This leads to

vec(∆U2) = −Ps,t(U1D
−1
1 V T

1 ⊗ Is)(Iqr ⊗ UT
2 ) vec(∆H∗). (3.23)

And with (2.43) it is
JU2,H∗ = −Ps,t(U1D

−1
1 V T

1 ⊗ UT
1 ). (3.24)

Now coming back to the reference null space as left null space of the Hankel matrix
U2 = S(θ∗). Since the asymptotic covariance can be derived at H = H∗ in the reference
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state, with (3.24) and (3.16) it is

Jζ̃,H∗ = Jζ̃,SJS,H∗

= (HT ⊗ Is) Pt,s(−Ps,t)(U1D
−1
1 V T

1 ⊗ S(θ∗)T )
= −HTU1D

−1
1 V T

1 ⊗ S(θ∗)T

= −V1V
T

1 ⊗ S(θ∗)T . (3.25)

When the reference null space is computed from the Hankel matrix, sensitivity Jg in
(3.17) writes as

Jg =
[
Jζ̃,H∗ Jζ̃,H

]
=
[
−V1V

T
1 ⊗ S(θ∗)T Iqr ⊗ S(θ∗)T

]
. (3.26)

Sensitivity of a reference null space computed from observability matrix De-
riving the reference null space from the observability matrix in modal basis includes several
steps: First the modal parameters are identified from the Hankel matrix H∗. Let them be
collected in parameter vector θ∗. From this the parametric observability matrix O(θ∗) is
built. In a third step, the left null space of O(θ∗) is computed with SVD. The sensitivity of
the reference matrix to the Hankel matrix JS,H∗ is derived by propagate the perturbation
of the Hankel matrix, respectively. It is defined as JS,H∗ = JS,O JO,θ∗ Jθ∗,H∗ , where all
derivatives are already known from the sections before.
JS,O is the sensitivity of a left null space U2 = S(θ∗) with respect to its source matrix,

as in (3.24). Here the source matrix is the parametric observability matrix, and U1,D1, and
V1 are the respective matrices from the SVD of O(θ∗). The derivative JO,θ∗ , denoting the
sensitivity of the parametric observability matrix with respect to these modal parameters,
is defined in (2.63). The uncertainties in the modal parameters that are induced by the
SSI are propagated by Jθ∗,H∗ , composed from (2.53), (2.56), and (2.58) to (2.60).

When the reference null space is computed from the parametric observability matrix,
sensitivity Jg in (3.17) writes with Jζ̃,S and Jζ̃,H from (3.16) as

Jg =
[
Jζ̃,H∗ Jζ̃,H

]
=
[
Jζ̃,S JS,O JO,θ∗ Jθ∗,H∗ Jζ̃,H

]
. (3.27)

Residual covariance estimate From the formulations of the derivative Jg in (3.26)
or (3.27) the residual covariance Σ̃ζ can be computed as

Σ̃ζ = cΣ1 + Σ2, (3.28)
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with the two partial covariances

Σ1 = Jζ̃,H∗ ΣH J T
ζ̃,H∗

Σ2 = Jζ̃,HΣH J T
ζ̃,H . (3.29)

Σ1 is related to the uncertainty in Ŝ(θ∗), and Σ2 to the uncertainty of Ĥ in the test state.
ΣH is the Hankel matrix covariance, computed in the reference state.

An estimate of the resiudal covariance can be obtained, when instead of the theoretical
Hankel matrix covariance ΣH a consistent estimate Σ̂H (2.36) is used for the partial
covariances in (3.29). With data sets of length M for the reference setup and length N in
the testing state, the estimated residual covariance is

̂̃Σζ = N
M

Σ̂1 + Σ̂2 . (3.30)

It follows that for long data sets in the reference state in relation to the data length N in
the testing state, the effect of the uncertainty of the testing Hankel matrix in Σ̂2 to the
complete residual covariance is much stronger, than the contribution of the uncertainties
related to the reference null space in Σ̂1. This is reflected in a small ratio c = N

M
. In this

case the testing Hankel matrix is the more uncertain part of the residual. On the other
hand, when for the reference setup very few data is used compared to the amount of data
in the testing state, c becomes large and the uncertain reference has a high impact to the
residual covariance.

3.2.4 Test statistic

Analogous to (2.29) the damage detection test for the new residual writes in the
parametric case as

t̃ = ζ̃(θ∗,YN)T Σ̃ζ(θ∗)−1Jζ(θ∗)
(
Jζ(θ∗)T Σ̃ζ(θ∗)−1Jζ(θ∗)

)−1
Jζ(θ∗)T Σ̃ζ(θ∗)−1ζ̃(θ∗,YN),

(3.31)
with non-centrality parameter λ̃ in the damaged case defined as

λ̃ = δT (Jζ(θ∗)T Σ̃ζ(θ∗)−1Jζ(θ∗)) δ . (3.32)
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The non-parametric version of the test becomes equivalent to (2.33)

t̃ = ζ̃(θ∗,YN)T Σ̃ζ(θ∗)−1ζ̃(θ∗,YN) , (3.33)

and non-centrality parameter λ̃ is

λ̃ = γT Σ̃ζ(θ∗)−1 γ . (3.34)

The test statistic is consistently computed when Jζ(θ∗) and Σ̃ζ(θ∗) are replaced by
their respective estimates.

3.3 Proof of concept and discussion

In this section the previous developments on theory are validated on numerical sim-
ulation data and the results are discussed. The statistical distribution properties of the
new residual are evaluated by drawing conclusions from the distribution properties of t̃
(3.31). Since t̃ is a scalar quantity, it can be evaluated easily, e.g. with histograms from
a Monte Carlo study. The performance of the new test is represented by the probability
of detection (POD) and the receiver operating characteristic (ROC) curves that deliver
information on the ratio between POD and PFA for thresholds computed for different
PFA limits.

With the main goal to emphasize the impact of the uncertainty in the reference null
space Ŝ(θ∗), results from the new test (3.31) are compared to those from the conventional
test (2.29), which neglects these uncertainties, i.e. Σ1 = 0. In this context, the effect
of different data lengths is analyzed, since they have an impact on the accuracy of the
estimated matrices and consequently the residual covariance matrix (3.30). However, the
estimation of the asymptotic Hankel matrix covariance Σ̂H(θ∗) is not in the focus of
this thesis and is assumed to be consistently estimated from (2.36). Other effects are
examined, such as the choice of system parametrization, which is interesting when the
system is parametrized with respect to its structural parameters for damage localization
with SSDD or when a fully automated damage detection procedure uses the simpler
unparametrized test version (3.33).

In the following, the setup of the numerical Monte Carlo study is introduced first.
Then, the statistical properties and test performance is evaluated. This is followed by
four subsections on the effects of data length M , data length N , system parametrization,
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and null space computation procedure.

3.3.1 Study setup

Previously, the theory of the stochastic subspace-based damage detection was derived
when the reference null space is estimated from data and thus afflicted with uncertainties.
The findings are applied in the following on numerical simulation data. A simple system
is chosen, which allows for a clear definition of the correct theoretical values to which the
results from the numerical study are compared.

Simulation data of the mass-spring-damper system in Fig. 3.1 is used. The system is
defined by eight masses of m1 = m3 = m5 = m7 = 1 and m2 = m4 = m6 = m8 = 2.
The stiffnesses are set to k1 = k3 = k5 = k7 = 200 and k2 = k4 = k6 = k8 = 100. In the
damaged case the stiffness at element 3 is decreased. Classical damping with a damping
ratio of 2% is considered for all modes. The system is excited with random white noise
at elements 1, 3, 5, and 7. At the same positions the velocities are recorded sampled at
20 Hz. White measurement noise having 5% standard deviation of the signal is added.

m1 
k1 

m2 
k2 

m3 
k3 

m8 
k8 

m7 
k7 k4 

… 

Figure 3.1 – Mass-spring chain with four sensors.

For the evaluation of the residual behavior a Monte Carlo study with 1,000 repetitions
is performed. The test data and also the data for the reference null space is generated
anew in each repetition. The reference null space is computed directly from the Hankel
matrix estimate in the reference state.

Let the system be parametrized with respect to its modal parameters. Then the param-
eter vector is θ = [ΛTvec(Φ)T ]T . In this case, the asymptotic residual sensitivity Jζ(θ∗)
is computed in accordance to (2.28). Assuming the sensitivity is of full rank, it holds
rank(Jζ(θ∗)) = 2mr = 64, with m = 8 degrees of freedom of the mechanical system and
r = 4 sensors. Thus, theoretically the test statistics follows a χ2-distribution with 64 DOF
(2.31) and the expected test value mean in the reference state is 64. It should be noted
that the test values in the damaged state depend on the non-centrality parameter (3.32),
that contains the asymptotic covariance matrix estimate. Consequently, no theoretically
expected value can be derived for the test statistics of the damaged system.
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3.3.2 Statistical properties and test performance

The test values in the reference state and the corresponding theoretical χ2-distribution
are presented in Fig. 3.2. The null space is estimated from data with length M = 50,000
and the data set for the test Hankel matrix is of length N = 100,000. Obviously, consid-
erable uncertainties related to the reference null space are neglected in the conventional
test (2.29) with Σ1 = 0. The conventional test statistics differs clearly from the theoret-
ical value. The central limit theorem in (2.27) does not apply, since it is formulated for
a residual with perfectly known reference null space. A bias is introduced in the residual
leading to a non-zero mean value b 6= 0 in the reference state and consequently to a non-
centrality of the test distribution already in the reference state. The resulting test values
are significantly higher than the theoretical value. This implies also a larger spread due to
the χ2-distribution properties (Fig. 2.1, right) reflecting the uncertainty in the reference
null space. When the uncertainty in the reference null space is considered correctly with
the new test (3.31) the values are well centered around the expected value and the spread
follows the theoretical χ2-distribution with 64 DOF.

Figure 3.2 – Theoretical χ2-distribution and histograms of the new test statistics and the
conventional test with Σ1 = 0, M = 50,000, N = 100,000.

In the damaged state, the distributions in both tests are shifted from the reference val-
ues as demonstrated in Fig. 3.3. The damage is simulated by decreasing the third element
stiffness by 2%. The shift reflects the non-centrality parameter λ in the conventional test
or λ̃ (3.32) in the new test. Notice, that due to neglecting the uncertainty of the reference
null space the non-centrality parameter λ of the conventional test is affected by the for-
mer described bias, too. It cannot be predicted by equation (2.31) in presence of this bias.
With the conventional test (left) the values have wide spread in both states resulting in
a significant overlap. In contrary, the new test (right) leads to narrow distributions of the
test statistics and a clear separation of both states.
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Figure 3.3 – Histogram in the reference and the damaged state of the conventional (left)
and the new test (right), M = 50,000, N = 100,000, damage = 2%.

Two thresholds for damage detection are shown in Fig. 3.3, derived as explained in
Fig. 2.1 (left). An empirical threshold that is based on the distribution of the test values in
the undamaged state received by Monte Carlo simulations. The other threshold is derived
from the theoretical χ2-distribution in the reference state. The thresholds are chosen,
allowing for a maximum probability of false alarms (PFA) of 0.1%. In cases where the
test value exceeds this threshold, damage is assumed. For the conventional test in the
left plot, the empirical threshold is much larger than the theoretical one, similar to the
reference test values. Using the theoretical threshold will lead to 100% PFA, since all
reference values are above the threshold. When the uncertainties of the reference null
space are considered correctly in the new test (right), the empirical threshold coincides
with the theoretical one. This allows for threshold computation a priori that is purely
based on theory.

From the distributions in the reference and the damaged state, the probability of
detection (POD) and the receiver operating characteristic (ROC) curves are drived in
Fig. 3.4 demonstrating the impact of the new test computation on the test performance.
The left plot shows the POD of both tests computed with the empirical thresholds and
data length M = 50,000. The conventional test is not very sensitive towards small dam-
ages. This is due to the overlap between the two states that is apparent in Fig. 3.3 (left).
Bigger damages, i.e. big change vectors δ and thus big non-centrality parameters, lead to a
better separation of the states and consequently to a better POD. The new test performs
well even with very small changes in the stiffness, due to the well comprised uncertainties
of the reference null space and thus good separation of the system states (Fig. 3.3, right).

Regarding the relation between PFA and POD, the ROC curves in Fig. 3.4 (right)
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Figure 3.4 – POD (left) and ROC diagram with damage of 2% (right) of the conventional
and the new test, M = 50,000, N = 100,000.

for the conventional and the new test can be derived. To computed them, the maximum
allowed number of false alarms is varied leading to a corresponding POD and PFA. The
ROC curve of the conventional test is much closer to the line of no performance, while the
new test approaches the best performance point. In the latter the POD is less depending
on the allowed PFA.

It has to be emphasized that the conventional test may show unpredictable test per-
formance due to the former described bias in the residual. In the reference state a non-
centrality exists due to the residual mean b, and in the damaged state the non-centrality
parameter is a combination of terms with b and change vector δ, including mixed terms.
Since this mixed terms are not necessarily positive, this may lead to a bigger or a smaller
non-centrality parameter in one or the other case.

In the above evaluation it could be shown that the new test with correct consideration
of the uncertainties related to Ŝ(θ∗) is in accordance to the theoretically expected behav-
ior. For this test, a threshold for damage detection can be computed on a theoretical basis.
The test is sensitive towards small damages and show a very good POD-PFA relation. In
the following, several effects are analyzed regarding their impact on the test behavior.

3.3.3 Data length in the reference state

It can be assume that the bias and the uncertainties of the reference null space de-
crease when better estimates of Ŝ(θ∗) are achieved from longer data sets approaching the
theoretical value Ŝ(θ∗)→ S(θ∗). This is illustrated by the empirical mean values of both
tests, plotted with respect to the reference data length M in Fig. 3.5. The conventional
test that neglects the uncertainty related to the reference null space approaches the values
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Figure 3.5 – Empirical mean of conventional and new tests for different data lengths M,
N = 100,000.

of the new test and thus the theoretical value for longer data sets, i.e. when the reference
null space is well estimated. The test statistics of the new test is mostly independent from
the data length and is in accordance to the theoretical value, since the uncertainties are
considered correctly in any case.

The distributions of both tests in the reference state for three different data lenths M
in Fig. 3.6 correspond to these findings. The reference test values of the conventional test
(left) approach the theoretical value with less spread for larger M , since the bias in the
residual mean decreases for longer data sets due to less uncertainty in the reference null
space. When the correct distribution properties are considered in the new test (right), the
results in the reference state are nearly independent from the reference data length and
coincide with the theoretical values for any M . This is in particular interesting for the
threshold computation: While for the conventional test the threshold depends on the data
length M in the reference state, the new test has one fix (theoretically based) threshold.

However, in the damaged state the test values depend on M for both tests. In the
conventional test (left) the damaged test values decrease for bigger M and have less
spread. This is due to less uncertainty in Ŝ(θ∗) and consequently smaller bias, similar
as for the test values in the reference state. The shift between the mean of both states
is similar for any M . As discussed before, this shift does not correspond to the non-
centrality parameter in (2.31) for small M due to the bias in the residual mean, and is
unpredictable. The test values of the new test in the damaged state increase with larger
M . Less uncertainty on the reference null space is reflected in the decreasing covariance
contribution N

M
Σ1 for larger M . This leads qualitatively to a smaller residual covariance

Σ̃ζ in (3.30), a larger inverse Σ̃−1
ζ , and thus a larger non-centrality parameter λ̃ in (3.32).
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Figure 3.6 – Histogram in the reference and the damaged state of the conventional (left)
and the new test (right) for different M , N = 100,000, damage = 2%.

Figure 3.7 – POD of conventional and new test for different M , N = 100,000, damage =
1.4%.

The resulting test values in the damaged state become larger.
In both tests, the effect of length M leads to a better separation of the damaged from

the reference state. Hence, the POD of both tests improves for larger reference data length
M as shown in Fig. 3.7 for a damage of 1.4%.

When the reference null space is well estimated from a long data set withM = 500,000,
the conventional and the new test perform more similar, due to small uncertainty related
to the null space. This is demonstrated in Fig. 3.8.

It can be concluded that for a well estimated reference null space, the conventional
test leads to results similar to the new test. Both tests have a better test performance
for long reference data sets. The new test, however, does not rely on M in the reference
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Figure 3.8 – POD (left) and ROC diagram with damage of 2% (right) of the conventional
and the new test, M = 500,000, N = 100,000.

state allowing for a theory-based threshold for damage detection and a predictable test
performance.

3.3.4 Data length of the testing data set

So far, the effect of the data length M in the reference state was analyzed, affecting
the accuracy of Ŝ(θ∗) directly. In the following the impact of the testing data length N
will be evaluated.

Fig. 3.9 presents the histograms of both tests for a fix damage of 2% and data length
M = 100,000 for three different testing data lengths N . The reference values of the
conventional test (left) increase with larger N . As in the context of the investigations
to data length M , this is due to the bias that is introduced to the conventional residual
by neglecting the uncertainties in Ŝ(θ∗) and the resulting mean b of the residual in the
reference state. Since the residual is normalized to testing data length N , b depends on
N and so the resulting non-centrality parameter in the reference state does. This leads to
larger reference test values for longer testing data sets. A damage detection threshold for
the conventional test must be computed on empirical distribution properties. Moreover,
the testing data length N cannot be changed at any time, since the reference test values
depend on it. The new test (right) yields reference test values that are in good accordance
to the theoretical values and independent from N allowing for the definition of a fixed
threshold based on theory.

In the damaged case, both tests are affected by the testing data length N . For longer
test data sets but under the same physical parameter change (θ − θ∗), the change vector
δ increases as defined in the hypotheses in (2.26). This leads to larger non-centrality pa-
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Figure 3.9 – Histogram in the reference and the damaged state of the conventional (left)
and the new test (right) for different N , M = 100,000, damage = 2%.

Figure 3.10 – POD of conventional and new test for different N , M = 100,000, damage
= 2%.

rameter λ or λ̃ (3.32). As a consequence, smaller damages can be detected with increasing
data length N , which is a well known property of the SSDD. This is reflected in Fig. 3.10,
where the POD for 2% damage is plotted for different data length N .

These results show that the testing data length N affects the values of the conventional
test in the reference and the damaged state, and changes in data length N perturb the
setup of even an empirical threshold. In the new test the effect of data length N is in
accordance to theory, where longer testing data sets increase the non-centrality parameter
and thus improve the POD, while N has no impact on the reference values and thus on
the computation of a damage detection threshold.
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3.3.5 System parametrization

It has been shown that for a system parametrized with respect to its modal parame-
ters the new test statistics follows the theoretical expected distributions and that the test
performance is reliable. However, different system parametrizations may be used. This is
the case, when e.g. the SSDD is applied to damage localization or quantification [DMZ16]
and a system parametrized with respect to its structural parameters is required. Or the
damage detection tests are applied without focusing on a particular system parametriza-
tion θ, which corresponds to a direct detection of changes in the residual and J = I

[DMH14; MDV21]. These non-parametric tests are attractive due to their simplicity and
may be preferred e.g. when the identification of the modal parameters in the reference
state of the system is inconvenient. In the following the consistency of the new residual
for different system parametrizations is examined.

Assume the system in Fig. 3.1 is parametrized with respect to its structural parameters,
namely to its eight stiffnesses such that θ = [k1 k2 ...k8]T . Than the theoretical test value
is 8. In Fig. 3.11 the corresponding test values from the conventional test with Σ1 = 0
and the new test are presented for different data lengths M . The reference test values of
the new test are nearly independent from M , while the conventional test approaches the
theoretical value only for long reference data sets yielding low uncertainty of the reference
null space. This is comparable to the modal parametrized system in Fig. 3.5.

The POD of both tests is presented in Fig. 3.12 computed with an empirical threshold,
data lengths N = 100,000, M = 50,000 (left), and M = 500,000 (right). The POD is
affected by data length M similarly to the modal parametrized system: The performance
of the new test is better than of the conventional test for small M (left) and the POD
of both tests is the same when Ŝ(θ∗) is well estimated from long data sets (right). Both
tests are more sensitive when less uncertainties are related to the reference null space in
case of large M due to the effect explained in the context of Fig. 3.6.

In the non-parametric case, the evaluation of the mean value towards a theoretical
value is omitted in the context of the numerical study, since the theoretical value cannot
be determined. It is the theoretical rank of the residual, which cannot be derived clearly
from an estimate of the covariance. Only an upper bound for the number of degrees of
freedom of the χ2-distribution can be found from the covariance matrix size. Similarly
to the parametric cases, the POD in Fig. 3.13 computed with the same data settings as
before is better for the new test compared to the conventional test. Both tests show a
better and closer performance for large M .
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Figure 3.11 – Empirical mean of conventional and new tests for different data lengths M
for a system parametrized with respect to structural parameters, N = 100,000.

Figure 3.12 – POD of conventional and new test for a system parametrized with respect
to structural parameters for M = 50,000 (left) and M = 500,000 (right), N = 100,000.

Figure 3.13 – POD of conventional and new test with non parametric test forM = 50,000
(left) and M = 500,000 (right), N = 100,000.

When comparing the test performance of the tests with different parametization, the
POD in Figs. 3.4, 3.8, 3.12, and 3.13 decreases with higher DOF of the theoretical χ2-
distribution. This is coherent with the findings in [MDV21] and is due to the wider spread
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of the corresponding distribution. It is not an impact of the new residual.
Independently from the parametrization, the behavior of the new test is in accordance

to theory. For any parametrization, the new test yields a better POD than the conventional
test in presence of considerable uncertainty in the reference null space.

3.3.6 Reference null space computed from observability matrix

The previous evaluations are based on test values that are computed with a reference
null space derived from the covariance Hankel matrix in the reference state. It is possible
to compute the reference matrix with a SVD from the parametric observablity matrix
O(θ∗), analogous to (2.10). O(θ∗) is built from the m conjugate complex pairs of the
system modes (2.21). Thus, the model order n = 2m is known, leading to a left null space
that is correctly separated from the column space.

The test value means of the conventional and the new test with a reference null space
computed from the parametric observability matrix are presented in Fig. 3.14. The test
values show good accordance to Fig. 3.5, where the new test matches the theoretical
value even for short data and is independent from the data length. The conventional test
depends on the data length and approaches the theoretical value only for longer data
sets when less uncertainty is related to the reference null space. However, the test values
approach the theoretical values faster than in the former cases. It is concluded that a
reference null space, which is computed from the parametric observability matrix, is less
afflicted with uncertainties, leading to a smaller bias in the conventional residual.

The test performance of the conventional and the new test with a reference null space
computed from O(θ∗) is shown in Fig. 3.15 for M = 50,000 (left) and M = 500,000

Figure 3.14 – Empirical mean of conventional and new tests for different data lengths M
when the reference null space is computed from observability matrix, N = 100,000.

70



3.4. Summary

(right), and N = 100,000. While the null space computation procedure has no impact on
the POD of the new test (cf. Figs. 3.4 and 3.8), the conventional test performs better than
before when the reference null space was computed from the covariance Hankel matrix
directly. In fact, the POD of the conventional test coincides with the results of the new
test for any data length. This corresponds to the conclusion from above, that a null space
computed from the observability matrix leads to smaller bias, which is here reflected in
a similar POD. And it confirms the remarks that are made in the context of Fig. 3.4
regarding the unpredictable non-centrality and POD of the conventional test.

Figure 3.15 – POD of conventional and new test when the reference null space is computed
from observability matrix for M = 50,000 (left) and M = 500,000 (right), N = 100,000.

It could be shown that the results of the new test are in good accordance to the
theoretical expectations and that the new test performs reliably, for any null space com-
putation procedure. The conventional test, however, performs unpredictable for different
null space computations.

3.4 Summary

In this section the theory for a covariance-driven subspace-based residual with an un-
certain reference has been derived. Previously, only statistical uncertainties related to test
data have been considered in the formulation of the residual, and the reference matrix
was assumed to be perfectly known. However, this is not true in real world applications
when the reference is estimated from data. In this case the estimation uncertainties stem-
ming from reference data must be taken into account for the residual and the associated
statistical test. Now, the residual has been designed as a function of the uncertain refer-
ence and the testing data. The central limit theorem has been applied to the two random
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variable residual and the statistical distribution properties have been derived. With the
statistical delta method the perturbations from both variables were propagated to the
residual, leading to its asymptotic residual covariance. The corresponding statistical test
has been formulated.

Correct and predictable statistical behavior of the residual and the new test could
be shown by means of application to numerical data. It has been demonstrated that the
estimation uncertainties related to the reference data are non-negligible especially when
the reference data is of short length.

Neglecting these uncertainties can lead to a considerable deviation from the theoreti-
cally expected test behavior. As a consequence, the conventional damage detection relies
on empirical evaluated distribution properties, and the test behavior is not predictable
as long as considerable uncertainty is related to the reference null space. It depends e.g.
on the choice of null space computation. Stable results can only be achieved from suffi-
cient long reference data sets leading to well estimated null spaces. Parameters such as
the testing length N cannot be changed during the monitoring phase, since it affects the
reference values. All this can lead to false alarms and makes it impossible to set thresholds
between healthy and damaged states based on the expected statistical distribution of the
test.

In contrary, the new test considering the uncertainties of the reference null space
correctly makes the damaged detection procedure predictable and shows good accordance
with the theoretically expected statistical behavior. The results are not affected by the
choice of system parametrization nor by the null space computation procedure. Thresholds
for damage detection can be derived from theoretical distribution properties a priori in
the reference state and are not depending on any of the investigated parameters.

Results from an application of these developments to experimental data can be found
in chapter 5 and 7.

3.5 Dissemination

Parts of this chapter have been published in

[Vie+17]: E. Viefhues, M. Döhler, F. Hille, and L. Mevel. « Stochastic subspace-based
damage detection with uncertainty in the reference null space ». In: IWSHM - 11th In-
ternational Workshop on Structural Health Monitoring. Stanford, United States, 2017

72



3.5. Dissemination

[Vie+18]: E. Viefhues, M. Döhler, F. Hille, and L. Mevel. « Asymptotic analysis of
subspace-based data-driven residual for fault detection with uncertain reference ». In:
IFAC-PapersOnLine 51.24 (2018). 10th IFAC Symposium on Fault Detection, Supervi-
sion and Safety for Technical Processes SAFEPROCESS 2018, pp. 414–419

[Vie+22]: E. Viefhues, M. Döhler, F. Hille, and L. Mevel. « Statistical subspace-based
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ing 164 (2022)
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Chapter 4

STOCHASTIC SUBSPACE-BASED

DAMAGED DETECTION UNDER CHANGING

ENVIRONMENTAL CONDITIONS

4.1 Introduction

The application of automated vibration-based damage diagnosis to structural health
monitoring (SHM) of civil engineering structures often fails due to changing environmental
conditions, since the dynamical behavior of the structures is affected [Soh07] leading to
high false alarm rates. The subspace-based damage detection (SSDD) method (section
2.4 and chapter 3) is based on a residual that is sensitive to changes in the dynamical
system. So far it is difficult to classify if these changes are due to damages or result from
environmental effects. In this chapter a SSDD approach robust to such changes in the
environmental conditions and suitable for automated methods is derived.

The developments are motivated by the model interpolation approach for linear pa-
rameter varying (LPV) systems from [Zha18] introduced in section 2.6. A mechanical
system that is affected by e.g. temperature, can be interpreted as a LPV system depend-
ing on an external, measurable parameter. To derive an appropriate reference null space
for the residual in (3.2) that is valid at a certain (testing) parameter, a global state-space
model is computed. It is based on local reference models, which are obtained from data at
some parameter points in the reference state. The global model describes the system with
its dynamical properties at the parameter point of interest, i.e. the testing temperature.

The new damage detection approach is appropriate for automated vibration based
SHM with high robustness to the effects of a varying measurable environmental parameter.
The method reduces the probability of false alarms and is sensitive to small damages. The
notation in this chapter refers to the residual from chapter 3 that takes the uncertainties
of an interpolated reference null space into account, but the developments hold for the
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conventional residual from section 2.4 as well.
In the following, the theory for SSDD with a reference null space that is adapted to

the current testing temperature is derived pursuing three different strategies in section 4.2
and the associated testing procedure is presented including the covariance computation
for a residual with interpolated reference null space. In a numerical study in section
4.3 the concept is evaluated regarding its performance. The results are compared to the
performance of an existing approach from [Bal+08a] that defines a global reference model
built from a merged data set smoothing out the temperature effect by the averaging
operation.

4.2 Damage detection robust to temperature effects

In this section the theory for the subspace-based damage detection method robust to
changes in the environmental conditions is derived. First, the formalized problem state-
ment is given. The theory for a parameter adapted reference null space for a covariance
driven subspace-based residual follows considering three different computation strategies:
computation of a null space from an interpolated output covariance Hankel matrix, com-
putation from an observability matrix built from an interpolated eigenstructure, and a
null space computed from an observability matrix that is based on modal parameters
derived by means of regression analysis. Afterwards, the residual function with the inter-
polated reference null space and the associated statistical test procedure are presented
and the appropriate residual covariance is derived. The section closes with comparing the
principles of the new approach with previous temperature rejection approaches for SSDD.

4.2.1 Formalized problem statement

When a mechanical system, such as a civil engineering structure, is affected by an
external scalar parameter P , such as the temperature, it is represented for any parameter
working point P = Pj by a local version of the equation of motion from 2.1 writing as

Mj q̈j(t) + Cj q̇j(t) + Kjqj(t) = νj(t). (4.1)

Matrices Mj, Cj, and Kj ∈ Rm×m contain the masses, dampings, and stiffnesses at the
m degrees of freedom arising at the working point P = Pj. In accordance to (2.1) t
denotes the continuous time, vector qj ∈ Rm contains the displacements at the degrees of
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freedom of the structure, and the excitation force νj ∈ Rm is considered to be unknown.
Consequently, the state-space representation at time instance k in (2.3) derived from the
mechanical system matrices is similarly affected by the external parameter. This results
in an individual state-space model for any parameter working point P = Pj with state
transition matrix Aj and observation matrix Cj writing as

xj,k+1 = Ajxj,k + wj,k

yj,k = Cjxj,k + vj,k.
(4.2)

As defined for (2.3) xj,k ∈ Rn is the state vector of the system at time instance k, n = 2m
is the model order, and yj,k ∈ Rr contains the measured outputs. The noise terms wj,k and
vj,k are related to the unknown excitation and the measurement noise, and are considered
to be stationary and white. This is what is called the local model in the model interpolation
approach introduced in section 2.6.

To each local model a parameter vector θj with a nominal value θ∗j in the reference
state is associated. The considered damage detection method described in section 2.4 and
further developed in chapter 3 is based on a subspace-based feature vector that evaluates
changes in the monitored system with respect to an undamaged reference state statistically
on the basis of the parameter vector θj [BAB00]. A local version of the covariance-driven
subspace-based damage detection method can be derived for a fixed working point as
follows.

The block Hankel matrix in (2.12) is built from theoretical output covariances at
P = Pj, which are defined as

Rj,i = E(yj,k+i y
T
j,k) = CjA

i−1
j Gj, (4.3)

with Gj = E(xj,k+1 y
T
j,k). The local Hankel matrix Hj ∈ R(p+1)r×qr writes as

Hj
def=


Rj,1 Rj,2 . . . Rj,q

Rj,2 Rj,3 . . . Rj,q+1
... ... . . . ...

Rj,p+1 Rj,p+2 . . . Rj,p+q

 . (4.4)

With the factorization property of the Hankel matrix into the observability matrix Oj
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and the controllability matrix Cj (cf. (2.13))

Hj = OjCj, where Oj =


Cj

CjAj
...

CjA
p
j

 , Cj =
[
Gj AjGj . . . Aq−1

j Gj

]
, (4.5)

the underlying property in the reference state for the residual formulation in (2.23) and
(2.22) becomes

STj Hj = 0 and STj Oj = 0. (4.6)

Sj denotes the reference null space for parameter point Pj computed either from the
Hankel matrix or from the observability matrix Oj, e.g. by means of the singular value
decomposition.

With a data set Yj,N = {yj,1, . . . , yj,N} of length N in the test state, for P = Pj the
residual in (3.2) is defined as

ζ̃(θ∗j ,Yj,N) def=
√
N vec(ŜTj Ĥj). (4.7)

The close hypotheses write as

Hj
0 : θ = θ∗j (reference state),

Hj
1 : θ 6= θ∗j (damaged state),

(4.8)

and the distribution properties of the residual in the non-parametric version correspond
to (3.12) with

ζ̃(θ∗j ,Yj,N) −→
 N (0, Σ̃ζ,j) under Hj

0

N (γ̃, Σ̃ζ,j) under Hj
1,

(4.9)

where γ̃ is a change in the residual mean due to damage, and Σ̃ζ,j is the asymptotic
residual covariance that can be easily estimated from data in the reference state with
(3.28) at parameter point P = Pj. The associated statistical test is (cf. (3.33))

t̃ = ζ̃(θ∗j ,Yj,N)T Σ̃−1
ζ,j ζ̃(θ∗j ,Yj,N). (4.10)

The described method works under the premise that the testing data Yj,N is obtained
under the same external parameter as the left reference null space Sj in the definition of
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the residual in (4.7). If the Hankel matrix is computed from testing data under a different
external parameter than the left reference null space, condition (4.6) of the reference state
may not hold anymore, since the external parameter may change the dynamic properties of
the system without the presence of damage. Thus, the residual mean is not zero anymore
in the reference state under a change in the external parameter leading to false alarms of
the damage detection test (4.10).

Suppose testing data is obtained under a known external parameter P that is possibly
different from a set of reference parameter points {P1, P2, . . . , Pu} for which measurements
in the reference state of the structure are available. To avoid false alarms, a left reference
null space is required that is appropriate for the environmental conditions of the testing
data, i.e. for parameter P such that condition (4.6) of the system in the reference state is
actually satisfied. It is the goal to develop from the available reference measurements an
appropriate reference null space S(P ) and the associated damage detection test for data
under parameter P .

4.2.2 Parameter adapted reference null space

The idea of computing a reference null space S(P ) based on weighted references was
already used in [FKB13]. In the following, an approach is developed based on system
theoretic considerations, where S(P ) is obtained by means of the local model interpo-
lation approach from [Zha18] as recalled in section 2.6. With the goal to characterize
data of a dynamical system at parameter P , in this approach a global reference model
that is valid at external parameter P is interpolated from local models (4.2) at parame-
ters {P1, P2, . . . , Pu}. Then, the outputs of the system at parameter P can be considered
as an interpolated version of the outputs at parameters {P1, P2, . . . , Pu} [Zha18]. How-
ever, no data is generated explicitly. Instead, the matrices from which the reference null
space is derived (2.23) or the underlying parameters for (2.22) are interpolated yielding
a temperature adapted reference null space for the subspace-based residual at parameter
P .

The global model recalled from (2.67) writes as

xk+1 = A xk + wk

yk
def= C(P )xk + vk ,

(4.11)

79



Chapter 4 – Stochastic subspace-based damaged detection under changing environmental
conditions

with

A
def=


A1

. . .
Au

 , xk def=


x1,k
...

xu,k

 , wk def=


w1,k
...

wu,k

 ,

C(P ) def=
[
ρ1(P )C1 · · · ρu(P )Cu

]
, vk

def= ∑u
j=1 ρj(P ) vj,k(t) .

The interpolation weights ρj(P ) for each of the u reference models are determined
for the current parameter P in dependence of the reference parameters P1, . . . , Pu. The
weighting function can be chosen depending on prior knowledge of the qualitative behavior
of the mechanical structure under changes in the external paramete, and yields

u∑
j=1

ρj(P ) = 1 (4.12)

for any P with 0 ≤ ρj(P ) ≤ 1. For example, a bell-shaped (Gaussian) function centered
at P can be chosen, and the weights ρj(P ), j = 1, . . . , u, are the values of this function
at Pj after normalization by (4.12). Fig. 4.1 shows how the weights for the local models
are obtained from a Gaussian weighting function for any P . Wile the local models near to
the centered point have a high impact to the global model, the far away located models
have a small weighting factor.

In the following three null space computation strategies are presented that are based
on or motivated by the local model interpolation approach from [Zha18]. It is derived how
the interpolated Hankel matrix at parameter P can be obtained by means of the model

Figure 4.1 – Determination of weights at parameter working points for any P from a
Gaussian function.
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interpolation approach but without actually generating reference output. With this idea
in mind, interpolation of the reference modal parameters is used in the second strategy
to obtain the left reference null space from the respective observability matrix, and the
third approach pursues this strategy with regression of the reference modal parameters.

Note that the following notation is used:
Hj is the Hankel matrix in the reference state under parameter Pj
Ĥj is the consistent estimate of Hj

Sj is the left null space of Hj

Ĥ(P ) denotes the Hankel matrix estimate under parameter P in the testing state

Strategy 1: Hankel matrix interpolation The outputs of the interpolated state-
space model in (4.11) can be used to compute the respective reference Hankel matrix under
parameter P , denoted by H(P ), in order to obtain its left reference null space. Based on
the properties of model (4.11), it is now shown that it is not necessary to compute the
interpolated outputs explicitly, but thatH(P ) follows directly as an interpolated version of
the reference Hankel matrices Hj, j = 1, . . . , u, that can be estimated from measurements
in the reference state at the respective reference parameters Pj.

From the output equation of model (4.11) it follows that yk = ∑u
j=1 ρj(P )yj,k. Hence,

with (4.3) E(xj,k+1y
T
k ) = ρj(P )E(xj,k+1y

T
j,k) = ρj(P )Gj since the cross terms from mea-

surements under different parameters and thus at different times are uncorrelated, and
the cross-correlation between states and outputs of the interpolated model follows as
G(P ) = E(xk+1y

T
k ) =

[
ρ1(P )GT

1 . . . ρu(P )GT
u

]T
. The output covariances of the inter-

polated model follow from (4.3) and (4.11) as

Ri(P ) = E(yk+iy
T
k ) = C(P )Ai−1G(P )

=
u∑
j=1

ρ2
j(P )CjAi−1

j Gj =
u∑
j=1

ρ2
j(P )Rj,i ,

The respective “interpolated” Hankel matrix is filled similarly as in (4.4) with these output
covariances to

H(P ) =
u∑
j=1

ρ2
j(P )Hj. (4.13)

The desired left reference null space S(P ) can finally be computed as the left null space
of the interpolated Hankel matrix H(P ).
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Strategy 2: Observability matrix interpolation Suppose the reference data is
recorded over a longer time period to obtain systems at different reference temperatures,
changes in the excitation covariance must be suspected at the different reference points.
In the context of civil structures such changes may result from different wind conditions
or changes in the traffic loads affecting the output covariances from which the reference
null space is derived. Due to general unknown excitation within the output-only frame-
work those unmeasured changes are not covered in the system matrices of the state-space
model and thus perturb the interpolation from strategy 1.

This motivates for computing the reference null space from the observability matrix in
(2.62) exploiting the property STj Oj = 0 (cf. (4.6)). A parametric version of the observ-
ability matrix uses the system matrices in (4.5) in the modal basis [DMH14] and can be
obtained from the modal parameters of the system, which are not affected by the excita-
tion covariance. A set of modal parameters under P can be obtained by interpolating the
eigenstructure under the different Pj, j = 1, . . . , u. Subsequently, the observability matrix
O(P ) and its left reference null space S(P ) can be computed.

The local modal parameters are identified from the reference measurements at each of
the parameters Pj, using e.g. subspace-based system identification as recalled in section
2.3. The eigenvalues λj,l, eigenvectors φj,l and mode shapes ϕj,l of (4.2) yield in accordance
to (2.15)

Aj φj,l = λj,l φj,l , ϕj,l = Cj φj,l , l = 1, 2, . . . , n. (4.14)

The parameter vector θ∗j can be defined as the collection of the modal parameters, or
equivalently the eigenvalues and mode shapes of the system

θ∗j
def=
 Λj

vec(Φj)

 (4.15)

with Λj = [λj,1 λj,2 . . . λj,n]T , Φj = [ϕj,1 ϕj,2 . . . ϕj,n]. Notice that the mode shapes are
only obtained up to a constant factor. Their comparability is required for the different
reference parameters Pj for interpolation. It is therefore supposed that the mode shapes
are normalized such that one component is always one and that the chosen component is
the same for the same mode under the different j.
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The modal parameters at parameter P can then be interpolated as

θ∗(P ) =
u∑
j=1

ρj(P ) θ∗j (4.16)

and used for the computation of the observability matrix O(P ). The desired left reference
null space S(P ) can finally be computed as the left null space of O(P ).

Strategy 3: Observability matrix with regression Instead of interpolating the
whole modal parameter vector (4.16) to obtain the modal parameters at P , they can
also be analyzed individually in a regression, which allows a functional description of
each modal parameter (eigenvalues and all mode shape components) in dependence of the
external parameter. Let G denote the collection of functions generated by the regression
analysis. The modal parameters at parameter P can then be obtained as

θ∗(P ) = G(P ) (4.17)

and used for the computation of the observability matrix O(P ), whose left reference null
space is computed as S(P ).

4.2.3 Residual function and statistical evaluation

In the testing state at parameter P the Hankel matrix estimate Ĥ(P ) is computed
from a data set YN(P ) of length N . The Hankel matrix is confronted to the reference null
space S(P ) derived from either of the three presented strategies. Replacing S(P ) by its
consistent estimate Ŝ(P ), the subspace-based residual at parameter P in the testing state
writes in accordance to (4.7) as

ζ̃(θ∗(P ),YN(P )) =
√
N vec(Ŝ(P )T Ĥ(P )). (4.18)

The test statistic analogous to (4.10) becomes

t̃ = ζ̃(θ∗(P ),YN(P ))T Σ̃ζ(P )−1 ζ̃(θ∗(P ),YN(P )), (4.19)

where Σ̃ζ(P ) is the covariance of the residual, which is detailed in section 4.2.4.
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4.2.4 Residual covariance

It is assumed that the testing data under parameter P can be described by the in-
terpolated state-space model (4.11). To evaluate changes in the corresponding residual
(4.18) at parameter P with the statistical test in (4.19) the residual covariance at exter-
nal parameter P is required. This is derived in accordance to (3.30) from the covariance
of the underlying Hankel matrix ΣH(P ) at parameter P . It is either re-computed from
the current data set YN(P ) in the testing state, or it is related to the covariances of the
reference data under parameters {P1, P2, . . . , Pu} as follows.

Suppose that under each reference parameter Pj a data set Yj,M of lengthM is available
in the reference state of the structure. The Hankel matrix estimate Ĥj obtained from Yj,M
is asymptotically Gaussian distributed with (cf. (3.5))

√
M vec(Ĥj −Hj) −→ N (0,ΣHj

), (4.20)

where ΣHj
is the asymptotic Hankel matrix covariance that can be easily estimated by

means of the sample covariance as in (2.36). Using (4.13) the covariance of the Hankel
matrix under P can be approximated as a weighted mean of the Hankel matrix covariances
under Pj, j = 1, . . . , u, as

ΣH(P ) =
 u∑
j=1

ρ4
j(P )

−1
u∑
j=1

ρ4
j(P )ΣHj

, (4.21)

where the factor in front of the sum ensures that the sum of the weights is one.
With this result, the asymptotic covariance of residual (4.18) can be developed. With

an uncertainty afflicted reference null space, the covariance related to the null space es-
timate as well as the covariance related to the testing Hankel matrix estimate contribute
to the residual covariance, denoted by Σ1(P ) and Σ2(P ), respectively. Following (3.30),
the residual covariance yields

Σ̃ζ(P ) = N
M

Σ1(P ) + Σ2(P ), (4.22)

where

Σ1(P ) = (H(P )T ⊗ Is)Pt,s ΣS(P )PTt,s (H(P )⊗ Is),
Σ2(P ) = (Iqr ⊗ S(P )T ) ΣH(P ) (Iqr ⊗ S(P )).
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Pt,s is the permutation matrix in (2.42), t and s are the number of rows and columns of
S(P ). The asymptotic covariance matrix ΣS(P ) of the estimated reference null space is
derived from the covariance of the underlying Hankel matrix and depends on the strategy
that is adopted for the left reference null space computation in section 4.2.2.

Residual covariance for strategy 1 When the left reference null space is obtained
from the interpolated Hankel matrix H(P ), ΣS(P ) is directly related to ΣH(P ) with the
sensitivity in (3.24). It writes as

ΣS(P ) = JS(P ),H(P )ΣH(P )J T
S(P ),H(P ), (4.23)

with JS(P ),H(P ) = −Ps,t(U1D
−1
1 V T

1 ⊗ UT
1 ), where U1, D1, and V1 are the column space,

the matrix with the non-zero singular values, and the row space that are computed from
H(P ) in the reference state.

Residual covariance for strategy 2 When the left reference null space is obtained
from an observability matrix O(P ) computed from interpolated modal parameters, the
covariance of the estimates of the modal parameter vectors θ∗j , j = 1, . . . , u is first related
to their interpolation θ∗(P ), then to the observability matrix O(P ), and finally to its left
null space to obtain ΣS(P ) as follows: In the first step, the covariance Σθ∗j

of the modal
parameter vectors under each reference parameter Pj is obtained with respect to the
used system identification method, e.g. for stochastic system identification (SSI) with the
sensititvities from (2.53), (2.56), and (2.58) to (2.60) leading to

Σθ∗j
= Jθ∗j ,Hj

ΣHj
J T
θ∗j ,Hj

. (4.24)

Then, the covariance of the interpolated modal parameters follows similarly to (4.21) as

Σθ∗(P ) =
 m∑
j=1

ρ2
j(P )

−1
m∑
j=1

ρ2
j(P )Σθ∗j

. (4.25)

The covariance of the observability matrix follows as ΣO(P ) = JO(P ),θ∗(P )Σθ∗(P )J T
O(P ),θ∗(P ),

where the sensitivity JO(P ),θ∗(P ) of the observability matrix towards the modal parameters
is detailed in (2.64). Finally, the covariance of its left null space ΣS(P ) is directly related
to ΣO(P ) with (3.24), where U1, D1, and V1 are the column space, the matrix with the
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non-zero singular values, and the row space that are computed from O(P ) in the reference
state

Residual covariance for strategy 3 In the third strategy the left reference null space
is similarly obtained from the interpolated observability matrix O(P ), but where θ∗(P )
is computed on a regression analysis instead of interpolation. At this point it is assumed
that the covariance computation is only slightly affected by the exact modal parameter
uncertainties related to the estimate of θ∗(P ), and therefore in this approach the same
covariance computation for ΣS(P ) is carried out as described for strategy 2. The weights
are not very much different, since both consider a linear behavior between two neighbored
reference temperature.

4.2.5 Discussion and comparison to previous approaches

The developed strategies account for environmental variation in subspace-based dam-
age detection by creating an appropriate reference under the current parameter P of
the testing state, based on reference measurements at values {P1, P2, . . . , Pu} that are in
general different from P . Using the knowledge of the external parameter in addition to
the vibration measurements (e.g., the temperature needs to be measured), these strate-
gies have the potential to define a more precise reference for the current environmental
condition than other approaches that mix data blindly from different but unknown en-
vironmental conditions for the definition of a reference. In particular, in the context of
subspace-based damage detection under environmental variation, a previously developed
approach is the average approach from [Bal+08a], where the left reference null space is
computed on the mean of the Hankel matrices 1

u

∑u
j=1Hj that are obtained from measure-

ments in the reference state under different environmental conditions. While this approach
provides some robustness in practice when the external parameter is unknown, it is not
optimal particularly when the current external parameter is quite far from the mean.
Besides, a previous approach based on weighted reference Hankel matrices has been pre-
sented in [FKB13], which is similar to the developed strategy 1, whereas this work provides
in addition a theoretical justification for the Hankel matrix interpolation and derives the
adapted covariance computation.

Within the developed temperature rejection strategies, strategy 1 based on the Hankel
matrix interpolation in the reference state is the simplest and the most straight-forward
to implement, as it is purely data-driven and modal analysis is not required. Strategy 2
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requires in addition modal parameter estimation, but only once from the reference mea-
surements. Modal analysis in the testing state is never required. Using their interpolation
to construct an appropriate left reference null space, strategy 2 considers more directly
the well-known effect of environmental variation on the modal parameters than on the
related Hankel matrices in strategy 1. Moreover, with this approach a reference null space
can be computed robustly even if the excitation covariance between the reference data
sets changes, since the eigenstructure is independent from the excitation covariance. This
is also guaranteed with Strategy 3 that is based on individual regressions of the reference
modal parameters. It is again more complex, and offers in addition an interesting possi-
bility to extrapolate for cases where P is outside the interval of the reference parameters,
thanks to the definition of the regression functions. In either case, if structure-specific
behavior in dependence of the environmental parameter is known a priori, it can be taken
into account in the definition of the respective interpolation or regression function.

4.3 Proof of concept and discussion

In the previous section, the theory for a SSDD approach robust to changes in ex-
ternal parameters such as temperature was derived. In this section these developments
are validated on numerical simulation data and the results are discussed. The method is
evaluated regarding its damage detection performance and compared to the existing tem-
perature rejection approach using average reference matrices from [Bal+08a] as outlined
in section 4.2.5. The test performance is measured by means of probability of detection
(POD) and the receiver operating characteristic (ROC) curves, that deliver information
on the ratio between POD and probability of false alarms (PFA) for thresholds computed
for different PFA limits, as described in section 2.4.4. The residual is formulated such that
the uncertainty of the reference null space due to its estimation from data is taken into
account, accordingly to the developments in chapter 3.

After introducing the study setup used for the generation of the numerical data, in
section 4.3.2 the test performance is evaluated when the reference null space is computed
with the three proposed robust strategies from the previous section. The test results
are compared to results when no effects from the external parameter are considered in
the reference setup and when the reference null space is computed with the average
method. In this context the impact of the uncertainty consideration of the reference null
space is studied. In section 4.3.3 it is shown how the covariance computation affects the
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Figure 4.2 – Mass-spring chain and temperature dependent stiffness.

test procedure and its performance, i.e. if the covariance is interpolated or re-computed
in the testing state. In section 4.3.4 the test performance is analyzed with respect to
different reference setups, i.e. for different combinations of reference parameter states and
for different choices of the interpolation function. Finally, it will be shown in section
4.3.5 that the new approach can be applied even when the excitation covariance changes
between the reference states.

4.3.1 Study setup

The numerical data for validation of the theoretical developments from section 4.2 is
obtained from an eight mass-spring-damper as illustrated in Fig. 4.2 (left). It is set up
by masses m1 = m3 = m5 = m7 = 1 and m2 = m4 = m6 = m8 = 2 and stiffness
k1 = k3 = k5 = k7 = 200 and k2 = k4 = k6 = k8 = 100. Classical damping is defined
such that the damping ratio of all modes is 2%. The structure is excited by white noise at
elements 1, 3, 5 and 7, and velocities are recorded at the same elements with a sampling
frequency of 8 Hz. Measurement noise with 5% standard deviation of the signals is added.

The external parameter is considered to be the temperature. Its effect is simulated by
changing the stiffness of all elements in accordance to a non-linear function as depicted in
Fig. 4.2 (right). This stiffness-temperature relation is much stronger than in real applica-
tions such that the limits of the developed methods can be shown. Damage is simulated
by reducing the temperature dependent stiffness of element 3 by 1.5%.

The test performance of the different strategies that account for the environmental
variation is evaluated in a Monte Carlo simulation with vibration data generated at tem-
peratures between 0◦C and 20◦C, using 10 data sets with length N = 200,000 at each
temperature step. The respective damage detection methods are set up in the reference
state at selected reference temperatures, as detailed in the following. At these reference
temperatures, 10 additional Monte Carlo data sets are generated for the determination of
the threshold for damage detection, which is set up for 0.1% probability of false alarms.
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Figure 4.3 – Test values at different testing temperatures computed from a single reference
data set at 10◦C for the whole temperature range (left) and with zoom on the temperatures
close to the reference temperature (right).

4.3.2 Damage detection under changing temperatures

When the conventional SSDD from (3.2) is applied to a dynamical system that depends
on an external parameter, changes in this parameter in the testing state with respect to the
reference state lead to a significant number of false alarms. Fig. 4.3 shows the test values
from the Monte Carlo simulation at different testing temperatures when the reference null
space and the residual covariance are computed from data at only one single reference
temperature T1 = 10◦C, and the associated empirical threshold as described before. At
the reference temperature T1 = 10◦C the test performs well, as can be seen in the zoom
on Fig. 4.3 (right): the test values from data of the reference state are below the threshold
(cyan dots), i.e. no false alarms occur, and the test values from data of the damaged state
are above the threshold (black diamonds), so damage is detected. However, for any testing
temperature different from the reference temperature at 10◦C, the test values computed
on data from the undamaged state also react strongly leading to false alarms (red dots)
at all temperatures except the reference temperature. In fact, the test is not able to
distinguish between changes due to damage and changes due to temperature effects. For
temperatures below 10◦C, the test values in the damaged state are even lower than the
values in the undamaged state, as the effects of decreasing stiffness caused by damage
seem to be weaker than increasing stiffness from temperature effects. It becomes clear
that a proper setup of the reference and a meaningful threshold is of vital importance for
a reliable and robust damage detection method, especially to avoid false alarms.

In [Bal+08a] a more robust average approach for SSDD was derived that has been
discussed in section 4.2.5. The approach uses the averaged Hankel matrices from different
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Figure 4.4 – Test values at different testing temperatures computed with the average
approach [Bal+08a].

reference temperature states of the structure for the definition of the left reference null
space and the computation of the covariance matrix for the computation of (3.2) and
(3.11). In Fig. 4.4 the numerical data is evaluated by means of these averaged matri-
ces considering reference data from the system at five reference temperatures T1 = 0◦C,
T2 = 5◦C, T3 = 10◦C, T4 = 15◦C, and T5 = 20◦C. It shows the test values in the undam-
aged and the damaged state for testing temperatures between 0◦C and 20◦C. Compared
to the conventional algorithm, the test values for the undamaged and damaged states of
the system are better separated for each of the testing temperatures and false alarms can
be avoided. However, it is impossible to separate the test values from the undamaged
and damaged states with a common threshold for all temperatures. The threshold that is
obtained based on the test values from the reference temperature states does only permit
the detection of damages at temperatures above 19◦C, while the damages at all other
temperatures remain undetected. In this respect, the damage sensitivity of the test is
poor.

The new approach derived in the previous section uses a temperature adapted refer-
ence null space S(P ) in the residual (4.18) providing information on the current testing
temperature linked to the temperature depending system behavior to improve the test
performance. In the following the robustness of this approach to environmental varia-
tion will be evaluated considering the three strategies: strategy 1 with the left reference
null space S(P ) computed on the interpolated Hankel matrix is denoted by “S(H) in-
terpolated” in the figures, strategy 2 based on the interpolation of modal parameters to
retrieve the left reference null space from the parametric observability matrix is denoted
by “S(O) interpolated”, and strategy 3 based on the regression of the modal parameters

90



4.3. Proof of concept and discussion

Figure 4.5 – Test values at different testing temperatures computed with the three strate-
gies of the new method.

is denoted by “S(O) regression”. The considered reference temperatures are T1 = 0◦C,
T2 = 5◦C, T3 = 10◦C, T4 = 15◦C, and T5 = 20◦C, same as for the average approach in
Fig. 4.4.

The weights for the interpolation are generated for each testing temperature, consid-
ering a Gaussian function with σ2 = 11 centered at the testing temperature. For the
interpolation close to the borders of the interval of the reference temperatures, where the
interpolation function would overlap strongly outside of the interval, the weights of the
reference points are re-evaluated for the interpolation assuming a (virtual) linear extrap-
olation outside the interval.

The statistical test in (4.19) is performed with an interpolated residual covariance
from (4.22) considering the Gaussian weighting function used for the interpolation of the
reference null space.

Fig. 4.5 shows the tests values with the three strategies in the undamaged and the
damaged states for all testing temperatures. In the undamaged state the test values at
the reference temperatures (cyan dots) are quite stable for each of the strategies. At the
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Figure 4.6 – Test performance of the average method and the three strategies of the
new method. Probability of detection (left) and ROC curves for 0.8 % stiffness reduction
(right).

testing temperatures in between the reference temperatures in the undamaged state the
test values increase in particular for strategy 1 (“S(H) interpolated”) but remain overall
quite stable. This shows that the left reference null space S(P ) and the covariance can
be computed well for any testing temperature based on the interpolation or regression
strategies. From test values at the reference temperatures empirical thresholds can be
set up, which are valid globally over all temperatures. In the S(H) strategy about 25%
false alarms occur, while in both S(O) strategies the rate is around 1 to 2%. It seems
indeed that the temperature dependency of the modal parameters is easier to cover by
an interpolation or regression rule, than it is directly for the Hankel matrix. Nevertheless,
in all test versions the test values in the damaged state are separated clearly from the
reference values. Damage can be detected even for the very small damage of 1.5% stiffness
loss at one element.

The test performances for damages in element 3 of increasing extent are shown by the
POD in Fig. 4.6 (left) for the average approach and the three developed strategies for
robustness to environmental variation. All three developed strategies show good perfor-
mance for small damages, with the S(O) approaches outperforming the S(H) approach,
whereas the previous average approach can detect bigger damages only. This is confirmed
by the ROC curves of the three strategies and the average approach in the right plot
in Fig. 4.6, where the POD is plotted against the PFA. The POD and PFA values are
computed for stiffness reduction of 0.8 % at element 3 varying the allowed false positive
rate for the computation of the threshold. The average approach is very close to the line
of no performance, that is when the POD equals the PFA. The performances of the new
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Figure 4.7 – Test values at different testing temperatures when the uncertainties of the
reference null space are neglected (left) and ROC curves for 0.8 % stiffness reduction
computed with S(H) strategy.

algorithms and especially the S(O) strategies approach the best performance point, which
is where no false alarms occur and the damage of 0.8 % can be detected in any case.

Neglecting uncertainties in the reference null space When in the robust damage
detection procedure the uncertainties of the reference null space are neglected, i.e. Σ1 = 0
which corresponds to the origin residual from [BAB00] recalled in (2.24), the damage
detection test using the “S(H) interpolation” strategy yields the test values in Fig. 4.7
(left). Compare to Fig. 4.5 (top) the test values increase significantly at any testing tem-
perature and show bigger variance, also regarding the reference temperatures, which leads
to a bigger threshold. As a consequence, the test that takes the uncertainties into account
shows a much better test performance as illustrated by the ROC curves in Fig. 4.7 (right)
computed for stiffness reduction of 0.8 % at element 3, varying the allowed false positive
rate for the computation of the threshold.

4.3.3 Covariance computation from test data

In statistical damage detection such as in (4.19) the residual covariance Σ̃ζ is an
important part of the test, since it carries the information of the natural variance of the
residual values stemming from the uncertainties in the underlying data in contrary to
changes due to damage. So far interpolated residual covariances as described in section
4.2.4 have been used in the damage detection test (4.19). Another possibility is to re-
compute the covariance in the testing state from testing data. This leads to increasing
computational effort and Fig. 4.8 shows that there is no significant benefit from this
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Figure 4.8 – Test values at different testing temperatures when the covariance is computed
from the testing data (left) and ROC curves for 0.8 % stiffness reduction computed with
S(H) strategy.

procedure. On the left side the test values of the S(H) strategy is shown for a stiffness
reduction of 0.8 %, which behave similarly as in Fig. 4.5 (top). The test performance
measured by the ROC curves on the right side increases only slightly, when the covariance
is re-computed in the testing state. The interpolated covariance can be applied reliably
also overcoming problems to estimate the covariance when only short data is available in
the testing state.

4.3.4 Considerations for reference setup

In the previous a reference setup has been used considering reference data at five
reference temperatures with distance of ∆T = 5◦C. In the following results from two
more reference setups are analyzed regarding the robustness of the developed method and
considerations for the design of the reference setup. Tbl. 4.1 summarizes the settings of the
evaluated reference setups, with setup "A" denoting the previous reference configuration.
In setup "B" the reference data at the borders is not taken into account. This provides
information on the capability of the algorithms to yield an extrapolated temperature
adapted reference null space outside the reference temperature interval. In reference setup
"C" the distance between the reference temperatures is bigger leading to conclusion for
the choice of weighting function with respect to the available reference data. Setup "C2"
considers the same reference data, but uses a wider Gaussian weighting function (W2
with σ2 = 25 instead of W1 with σ2 = 11) for the interpolation. These modifications are
made to optimize the computation of the temperature adapted reference null space with
respect to the bigger distance between the reference temperatures.
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setup name reference T ◦C weighting function
A [0 5 10 15 20] W1
B [5 10 15] W1
C [0 10 20 ] W1
C2 [0 10 20 ] W2

Table 4.1 – Reference setups

The respective test results at testing temperatures between 0 and 20◦C are shown
for the new approaches and the average method in Fig. 4.9. At the top the results form
reference setup "A" are plotted. In the second line the test values of reference setup "B"
are shown. This is followed by setup "C" and "C2" at the bottom.

When in the reference setup "B" no reference data is taken into account at the borders,
i.e. at 0◦C and 20◦C, the test values for temperatures below 5◦C and above 15◦C are
computed with extrapolated system matrices. The extrapolated system matrices lead
to increasing reference test values for all methods, since the reference null spaces are
less good fitting than in setup "A", where additional information was available from the
reference data at the borders. In the undamaged state in all strategies the false alarm rate
increases, especially the average method and the S(H) strategy are not able to distinguish
the undamaged from the damaged state reliably. However, the S(O) strategies are robust
for testing temperatures that are not too far from the reference temperatures. In the
damaged state, all new approaches are able to detect damage reliably, while the average
method fails to distinguish between damage and undamaged case.

When the distance between the reference temperatures increases as in setup "C" the
test values computed with the temperature adapted reference matrices are much smaller
at the reference temperatures than at the testing temperatures in between. Computing
the threshold from these test values leads to a significant number of false alarms. This is
due to the weighting function that was optimized for the temperature model in Fig. 4.2
combined with the reference setup "A" with temperature distance of 5◦C. In the present
setup the distance is 10◦C and the used weighting function is too sharp, i.e. when the
testing temperature is one of the reference temperatures this reference point has a strong
effect, while the other reference points are neglected. When the testing temperature is
different from the reference temperatures, all reference points gets the same weight.

With these findings the interpolation function is modified in setup "C2", i.e. a wider
weighting function is chosen. For the S(H) strategy the effect is small, but in the S(O)
strategies the false alarm rate decreases. With all new approaches damages is detected
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Figure 4.9 – Test values at different testing temperatures for different reference setups.

reliably, which is not the case with the average method.

4.3.5 Effects of changes in the excitation covariance

The previous results apply when the excitation covariance is constant for all reference
data sets. In real applications in the structural engineering field this may not hold, and
changes e.g. in the traffic or wind conditions may lead to changes in the covariance of the
excitation, i.e. the variance in wj,k in (2.66). This perturbs the interpolation of the Hankel
matrix in (4.13).

Fig. 4.10 (left) shows the test values computed with strategy S(H) in the undamaged
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Figure 4.10 – Test values when reference and testing data sets have different excitation
covariance, computed with S(H) interpolation (left) and S(O) interpolation (right) strate-
gies.

and the damaged state when the stiffness at element 3 is decreased by 4%. The standard
deviation of the excitation in the reference state is changed from 1 to 0.2 and the standard
deviation of the excitation in the test state is uniformly randomly varied between 1 and
10. Many damages cannot be detected and false alarms occur.

This problem can be overcome by means of the strategies, which uses the interpolated
eigenstructure of the system (4.16) to compute the observability matrix O(P ), since the
modal parameters are independent from the excitation covariance. Fig. 4.10 (right) shows
the test values computed with the "S(O) interpolation" strategy with the above defined
changes in the excitation covariance. Those changes are reflected in the variance of the
test values in the unchanged and in the damaged system but the different system states
are separated clearly and damage detection is successful.

4.4 Summary

In this chapter the theory for a damage detection procedure has been derived that is
robust to changes in the environmental conditions, and the results have been validated in
a numerical study.

The robust approach is based on a model interpolation leading to a temperature
adapted reference null space. Three strategies for computing the reference null space were
considered. Firstly, the reference null space is computed from an interpolated Hankel ma-
trix. This is convenient as the system identification step is avoided, but gives less good
results in the interpolation step of the Hankel matrix and requires sufficient reference
points. Secondly, interpolated modal parameters lead to an interpolated observablity ma-
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trix, from which the reference null space can be computed. With this procedure good
results could be reached also for few reference points. Both approaches need some extra
effort, if the testing temperature is at the border or outside the range of the reference
temperatures, e.g. higher than the highest reference point or lower than the lowest refer-
ence point, by introducing virtually extrapolated reference points. Thirdly, a null space
is computed from an observability matrix based on modal parameters obtained from a
regression analyis. In this method the regression function has to be optimized carefully,
especially when only few reference points are available.

The strategies that are based on the interpolated observability matrix can also be
applied robustly when changes in the excitation covariance between the reference data
sets occur, since the modal parameters are independent from the excitation covariance,
whereas the Hankel matrix interpolation fails under these circumstances.

The new approach outperforms the existing average approach from [Bal+08a], which
is not able to detect damages when the temperature effect is higher than the effect due to
damage, while the newly developed method is still sensitive. With a temperature adapted
reference null space false alarm rate can be decreased significantly when a well designed
weighting or regression function is used taking at least the two neighbored reference points
into account for interpolation.

4.5 Dissemination

Parts of this chapter have been published in

[Vie+19] E. Viefhues, M. Döhler, Q. Zhang, F. Hille, and L. Mevel. « Subspace-based
damage detection with rejection of the temperature effect and uncertainty in the refer-
ence ». In: Proceedings of IOMAC 2019 - 8th International Operational Modal Analysis
Conference. Copenhagen, Denmark, 2019

[Vie+20] E. Viefhues, M. Döhler, F. Hille, and L. Mevel. « Fault detection for linear
parameter varying systems under changes in the process noise covariance ». In: IFAC-
PapersOnLine 53.2 (2020). 21th IFAC World Congress, pp. 13668–13673

[Vie+21] E. Viefhues, M. Döhler, P. Simon, R. Herrmann, F. Hille, and L. Mevel.
« Stochastic subspace-based damage detection of a temperature affected beam structure ».
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In: Proceedings of SHMII-10 2021 - 10th International Conference on Structural Health
Monitoring of Intelligent Infrastructure. Porto, Portugal, 2021, pp. 1–6

A journal paper based on this chapter is in preparation for submission to “Mechanical
Structures and Signal Processing“.
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Chapter 5

DAMAGE DETECTION OF A STEEL FRAME

CONSIDERING UNCERTAINTIES IN THE

REFERENCE MATRIX

5.1 Introduction

In chapter 3 the theory for a subspace-based damage detection with estimated ref-
erence null space was derived. The developed damage detection test has been validated
on simulation data, where its behavior was shown to be coherent with the theoretically
expected properties thanks to the consideration of the uncertainty related to the reference
data. Moreover, it was shown to be robust for different data lengths with an increased
performance especially for short reference data lengths compared to the conventional test.
In this chapter, the tests are applied to a laboratory steel frame structure for an evaluation
of the test performance on experimental data.

The experiments were performed within the scope of work from [Hil18] at the Federal
Institute of Materials Research and Testing (BAM), where damage detection of off-shore
wind turbine jacket structures with subspace-based methods was evaluated. A laboratory
steel structure has been designed, such that reversible damage can be introduced to the
structure. The eigenstructure of the down-scaled test specimen is comparable to the modes
of real jacket structures in the lower frequencies within the limits of minimum material
thickness.

In the following, the test setup and the dynamical properties of the laboratory tests
are summarized. Then damage detection with the algorithms from chapter 3 is performed
using the experimental data, and the effect of data length is discussed.
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5.2 Experimental setup and dynamical properties

The laboratory steel frame structure represents a 1 : 10 scaled two-dimensional section
of a jacket-type support structure of an off-shore wind turbine, as it is shown in Fig. 5.1
in the lab of BAM. The structure is of 2.36 m height, 1.92 m width at the bottom, and
1.62 m width at the top. It is made of steel pipe components with an I-sectional steel beam
on the top. At the bottom the structure is bolted to the floor. At the top the structure is
fixed perpendicular to the in-plane-direction.

12 3
4 5

6 7

Figure 5.1 – Laboratory testing structure (left) and sensor positions (right).

The structural parts are mainly welded, except for the area where a reversible damage
can be introduced. This damage area is defined by a K-node, which is fixed to the structure
by means of bolted end plates as demonstrated in Fig. 5.2. The damage is designed such
that the global behavior is affected. By loosening the bolts at the lower brace successively,
the progress of a fatigue crack-like damage can be introduced. A high number of bolts is
used to provide a high resolution of the induced stiffness loss. At the columns 26 and at
the diagonals 18 M6 screws are installed, from which seven screws are used to simulate
damage, while the remaining are needed for structural safety. In the reference state all
bolts are screwed tight. For increasing damage, 1, 2, 3, 5, or 7 bolts are unscrewed.
Loosening 1 and 2 bolts results in less than 1% reduction of the moment of inertia. When
3, 5, and 7 bolts are loosened, this represents a fatigue crack, leading to reduction of the
moment of inertia of about 3%, 10%, and 30%, respectively [Hil18].
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12 3
4 5

6 7

Figure 5.2 – Reversible damage detail (left) and screw configuration (right).

An electrodynamic shaker of type “LDS V406“ (Co. Brüel & Kjaer) equipped with
an extra mass of 5 kg is used to excite the structure with a random white noise signal
in the range of 10 to 1000 Hz. The excitation direction is approximately 30◦ rotated out
of the in-plane-direction. Accelerations are measured with a sampling rate of 2500 Hz at
nine locations in accordance to Fig. 5.1 (right). The sensors have a resonance frequency
of more than 10 Hz and were of type “KD41V“ (Co. MMF Radebeul, 8 pieces) and of
type “7251A“ (Co. Endevko, 1 piece).

The dynamical properties of the steel frame are evaluated in [Hil18] with the covariance
driven SSI. 50 robust modes can be identified under different test scenarios. Also the higher
modes are identified, since it is assumed that they are affected by damage. The table 5.1
recalls the frequencies in the undamaged case.

Further details of the test setup and dynamical properties can be found in [Hil18]. In
the following application, data is used from tests without changes in the environmental
and excitation conditions.
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f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
31.4 48.2 65.1 78.7 81.1 93.9 108.0 149.6 150.4 164.5
f11 f12 f13 f14 f15 f16 f17 f18 f19 f20
168.9 179.5 182.5 192.9 201.7 208.2 211.4 232.9 238.6 280.4
f21 f22 f23 f24 f25 f26 f27 f28 f29 f30
283.1 292.8 304.5 311.4 337.1 360.1 393.2 415.1 431.1 441.7
f31 f32 f33 f34 f35 f36 f37 f38 f39 f40
452.9 486.9 500.8 520.2 524.2 535.3 544.2 562.8 574.0 587.6
f41 f42 f43 f44 f45 f46 f47 f48 f49 f50
595.6 603.4 623.7 633.7 685.5 717.7 750.5 785.6 812.3 856.8

Table 5.1 – Frequencies of the steel frame in Hz from [Hil18]

5.3 Damage detection with uncertain reference null
space

For damage detection, the reference system is defined when all bolts are tightened,
and five damaged states are considered with 1, 2, 3, 5, and 7 loosened bolts. For each
system state, eight data sets are prepared. One data set in the undamaged state is used
to compute the reference matrix Ŝ, as well as the residual covariance Σ̂ and ̂̃Σ for the
conventional and the new test, respectively.

Since in the system identification more than 50 modes are found, parametrization with
respect to the damage sensitive modal parameters is not an easy task. This motivates
for the application of the non-parametric test (3.33), which is the most convenient test
setup with a high practicability, since the system identification step is also avoided in the
reference state. It corresponds to a direct detection of changes in the residual. The number
of degrees of freedom of the test is related to the rank of the converged covariance matrices
Σ or Σ̃ of the tests, which however cannot be evaluated with limited data. Nevertheless,
an upper bound is given by their size, which is limited by the number of data blocks in
their estimation [DMH14]. In this application, nb = 500 data blocks have been used for
the computation of Σ̂ and ̂̃Σ, hence the degrees of freedom of the χ2 test distributions are
limited by 500, where the threshold allowing for 0.1% false positive alarms is at 603.

Fig. 5.3 shows the test values in the undamaged reference state of the conventional
test (left) and when the uncertainty of the reference is considered in the new test pro-
cedure (right) for different reference data lengths M . The testing data length is about
8 seconds with N = 20,480. In accordance with the numerical evaluation in section 3.3
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Figure 5.3 – Test values of the conventional (left) and the new test (right) in the undam-
aged reference state computed with different reference data lengths M .

the conventional test leads to test values clearly above the threshold in Fig. 5.3 (left).
Moreover, the test values depend on the reference data length M used for the computa-
tion of the reference null space and the covariance matrix. They tend to decrease with
increasing M as it could similarly be seen in the numerical simulation in Fig. 3.5. With
the new testing method only the test values for the very short data length M = 5,000
are above the threshold in Fig. 5.3 (right), and indeed it can also be observed in Fig. 3.5
that the test value mean has not converged yet for very small M . For the other used data
lengths, the test values are consistently below the theoretical threshold and do not show
any dependence on M .

The test values in different system states are presented in Fig. 5.4 for both tests, where
the reference data length M = 15,000 was chosen and N = 20,480. Both tests are able to
indicate changes in the system by an increase in the test values, even for damages below

Figure 5.4 – Test values of the conventional (left) and the new test (right) in the reference
and at different damaged states.
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1% stiffness reduction. Two different thresholds are marked: the theoretical threshold from
above and an empirical threshold, that is computed from the values in the reference state
allowing for 0.1% false alarms. Notice that a threshold computed from such a small sample
size is not very reliable. Still, with the new test the empirical threshold coincides with the
theoretical one, thanks to very stable test values. The undamaged and the damaged state
can be distinguished reliably. With the conventional test method, however, the theoretical
and the empirical threshold are significantly different. The method fails to recognize the
healthy state when using the theoretical threshold, while with the empirical threshold the
test sensitivity is small. In particular, the smallest damage of one loose bolt cannot be
detected with the conventional test, even when using the empirical threshold, while this
damage can already be detected with the new test.

The effect of testing data length N is evaluated in Fig. 5.5. Test values, which are
computed with three different testing lengths N , and the empirical and the theoreti-
cal threshold are shown. The reference matrices are estimated from a data set of length
M = 15,000, the thresholds are defined such that the maximum number of false alarms
is 0.1%. When the uncertainties of the reference null space are taken into account with
the new test (right), the reference values are mostly independent from N and the theo-
retical and empirical threshold are similar. The damaged state is better separated from
the reference state, when the testing data length N increases. Thus, damage can be de-
tected even with very small damages, which is in accordance to the formulation of the

Figure 5.5 – Test values of the conventional (left) and the new test (right) in the reference
and at different damaged states for different N .

108



5.4. Summary

close hypothesis (2.26). In contrary, the conventional test method shows an unpredictable
damage detection behavior, when the data length N increases, leading to larger test val-
ues in all states. This was pointed out in the context of Fig. 3.4. Since both tests show
some variance of the test values in the reference state, the small sample size perturbs the
setup of a reliable empirical threshold, making the big advantage of a theoretical based
threshold obvious. Furthermore, the new test shows a better damage sensitivity, where
smaller damages can already be detected compared to the conventional test.

5.4 Summary

In this chapter the damage detection method for a residual with uncertain reference
(chapter 3) has been applied to experimental data from a laboratory steel structure. Since
over 50 modes were found for the structure, a non-parametric test procedure was used,
which avoids the identification of the damage sensitive modes.

The results correspond to the findings in the numerical study. The new test shows
good accordance to theoretically expected values, while the conventional test leads to
higher test values due to the bias that is introduced by neglecting the uncertainties in
the reference state. It was confirmed that the new test is very robust to changes in data
lengths M and N and thus allows for computing the threshold on a theoretical basis.
Such theory-based a priori thresholds offer important benefits, especially when only few
reference data is available and bad reference estimate or small sample size perturb the
setup of an empirical threshold. Moreover, the new test had a better damage sensitivity
than the conventional test in this case study. When the uncertainty of the reference null
space is neglected in the conventional test method, the test values and the test performance
are not predictable and consequently require comprehensive study of the reference state
based on data to e.g. derive reliable thresholds.

5.5 Dissemination

Parts of this chapter have been published in

[Vie+22] E. Viefhues, M. Döhler, F. Hille, and L. Mevel. « Statistical subspace-based
damage detection with estimated reference ». In: Mechanical Systems and Signal Process-
ing 164 (2022)
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Chapter 6

DAMAGE DETECTION OF A

TEMPERATURE AFFECTED LABORATORY

BEAM STRUCTURE

6.1 Introduction

Three strategies for a stochastic subspace-based damage detection (SSDD) approach
that is robust to changes in the environmental conditions such as temperature have been
presented in chapter 4 and validated on numerical data. The approaches are based on
or motivated by the model interpolation approach for linear parameter varying (LPV)
systems from [Zha18] leading to a reference null space that is adapted for the current
parameter state, e.g. for the temperature conditions in the testing state.

Up to now, the interpolation-based temperature rejection approach was validated the-
oretically on numerical data of a mass-spring-damper. A very simple temperature model
in section 4.3 was used that simulates the effect of temperature on the dynamical be-
havior of the structure by decreasing stiffness of the springs with increasing temperature.
In this section the simplest of the developed algorithms, namely the one based on the
interpolated Hankel matrix, is applied to data from a reinforced concrete beam tested in
a climate chamber in the testing facilities of the Federal Institute for Materials Research
and Testing (BAM) at defined temperatures and at three different system states. The
data is obtained by experiments that have been performed by Simon et al. [Sim+20]. It is
shown that the new test behaves robustly towards temperature effects and still provides
a reliable sensitivity towards damages.

In the following the test setup and the dynamical properties of the test specimen are
presented. Then, the damage detection approach with the interpolated Hankel matrix
from (4.13) is applied to the experimental data and the robustness towards temperature
effects and the test sensitivity are discussed and compared to previous approaches.
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6.2 Experimental setup and dynamical properties

A reinforced concrete beam is tested in a climate chamber at defined temperatures
and at different system states. The test setup is shown in Fig. 6.1. The beam of 2.72 m
span is supported at two points. The cross section is reinforced with two bars of 16 mm
diameter at the bottom and no additional stirrups.

Three geophones measure vertical vibration velocities on the top of the beam. The
structure is excited by an external shaker with a white noise signal in the range of 30 Hz
to 2000 Hz, to simulate ambient excitation as it will occur similarly in e.g. bridges under
operational conditions. The shaker is installed upside down (Fig. 6.2) and isolated against
the changing temperature conditions. The data is recorded with 5 kHz.

Three different system states are considered: the undamaged reference state, damage
level 1 after the beam was loaded in the midspan with 20 kN, and damage level 2 after the
structure was loaded up to 28 kN. In the second damage level obvious cracks have been
occurred in the middle of the beam. The load is removed after introducing the damage.

The experimental temperatures are chosen to be -25°C, -5°C, 5°C, 25°C, and 40°C.
The temperatures are measured at several points inside the chamber and with two em-
bedded sensors in the middle of the beam. In each system state and at all five testing
temperatures the velocities are recorded, after reaching a constant temperature level in
the beam. Further details on this experiment are described in [Sim+20].

With a SSI-algorithm the eigenstructure of the system is identified. Due to high noise

plan view

cross-section

geophones

0.20 m

loading

Figure 6.1 – Test setup of the concrete beam with locations of geophones, shaker, and
loading for the damage introduction.
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upside down 
construction 

of shaker

geophones

Figure 6.2 – Concrete beam in the climate chamber.

impact above 500 Hz, the data is sampled down to 400 Hz. Fig. 6.3 shows the first four
eigenfrequencies in dependence of the temperature, which can be clearly identified in
every system state and at every temperature. The first and the second eigenfrequency
are quite close. This is due to the construction of the shaker installation, which works
as a tuned mass damper to the beam structure. Simulation results from a model of the
corresponding structure with a mass damper have shown a good accordance to these first
four eigenfrequencies.

Each frequency is plotted within its 5%-range to give an idea of the quantity of the
temperature and the damage effect. The black full line marks the frequencies in the un-
damaged state. Effects due to temperature become more obvious for the second and the
third frequency. While the damage level 2 leads to significant decrease of the eigenfrequen-
cies of about 5%, the effect of damage level 1 does not become obvious in the first and
the second eigenfrequency. The third and fourth frequencies increase by about 3% due
to damage. This was not expected and cannot be explained from the information gained
from the experiments. However, this fact has no impact on the usability of the data for
the application study.

6.3 Damage detection with temperature effects

For the damage detection the data is sampled down to 400 Hz, and data sets with
350,000 data points are prepared at each temperature state. For the setup of the reference
matrices the first half of the respective data set is used, such that M = 175,000, which is
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Figure 6.3 – 1st to 4th eigenfrequencies at different system states and at different tem-
peratures. The y-axis is scaled to about 5 % of each frequency.

about seven minutes. For the damage detection test the data sets are split into eight data
samples each of length N = 40,000 or 100 seconds. In this first application to real data a
fully data-driven non-parametric test setup (4.19) is used where the residual is computed
from an interpolated Hankel matrix (4.13). The residual covariance is derived with (4.22)
from the interpolated Hankel matrix covariance (4.21) and without consideration of the
uncertainty in the reference null space, i.e. Σ1 = 0 in accordance to the conventional test
in (2.37). Other test variants are further investigated in the subsequent chapter 7.

To illustrate the effect of the changing temperature to damage detection of the concrete
beam, the interpolation based method is compared to 1/ taking a fixed reference at one of
the temperatures (without consideration of the temperature effect), and 2/ the averaging
approach from [Bal+08a] that defines a fixed reference by mixing data from different
reference temperatures.

Fixed reference The tests are done firstly for the case where only data from one
fixed reference temperature is considered in the reference state. This corresponds to the
conventional residual in (2.24). The null space and the residual covariance in (2.37) are
computed from a data set at 5◦C. Fig. 6.4 shows the test values of the hypothesis test
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(2.33) at different testing temperatures in the undamaged state and at the two damage
levels. For the setup of the testing Hankel matrices Ĥ data samples of 100 seconds are
used. From the test values in the reference state for the undamaged structure at 5◦C (grey
bars) a threshold is defined, which allows for false positive alarms of 1% maximum.

It becomes obvious that changes in the temperature in the undamaged state (green
bars) affect the test values in a similar way as the different damages do. This results
in a high number of false alarms in the undamaged state, namely for all cases where
the test temperature is different from the reference temperature. While all test values in
the damaged cases also exceed the threshold, they cannot be distinguished from the test
values in the reference state due to the temperature effect.

This is in accordance to the findings with the numerical simulation data, where in
Fig. 4.3 all test values at temperatures different from the reference temperature are above
the threshold, no matter if they classify the damaged or the undamaged case.

Averaging approach from [Bal+08a] The temperature rejection approach in [Bal+08a]
that was discussed in section 4.2.5 uses data from different temperatures in the reference
state together in one merged data set. From this merged data set the averaged reference
Hankel matrix and its left null space are computed with, as well as the covariance of the
resulting residual. In Fig. 6.5 the test values from this method are presented, where ref-
erence data samples from three reference temperatures, 25◦C, 5◦C, and 40◦C, are merged
in one reference data set. The testing Hankel matrices Ĥ are computed from a 100 sec-
ond data sample. A threshold is defined from data in the reference state, thus of the
undamaged structure at the three reference temperatures (grey bars), allowing for 1%
false alarms.

The structure is correctly classified as undamaged if the testing temperature corre-
sponds to one of the used reference temperatures. Information about all reference states
is contained in the merged reference data set and thus considered in the reference null
space and the covariance matrix.

If the temperature differs from the reference temperatures, the changes in the structure
due to temperature lead to higher test values even in the healthy states exceeding the
threshold. The structure is detected to be damaged. These changes due to new testing
temperatures have a quantitatively similar effect to the test values as damages do. While
damages can be detected at all temperature levels, they cannot be distinguished from the
healthy state at testing temperatures that are not contained in the reference data.
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Figure 6.4 – Fixed reference null space and covariance matrix. Test values at different
testing temperatures in the undamaged and damaged states. Reference data at 5◦C.

Figure 6.5 – Averaged reference null space and covariance matrix. Test values at different
testing temperatures in the undamaged and damage states. Reference data at -25◦C, 5◦C,
and 40◦C.

Figure 6.6 – Interpolated reference null space and covariance matrix. Test values at differ-
ent testing temperatures in the undamaged and damage states. Reference data at -25◦C,
5◦C, and 40◦C.
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Approach with interpolated Hankel matrix With the robust SSDD approach from
chapter 4 using the interpolated Hankel matrix the information about the temperature
depending behavior of the structure at testing temperatures different from the reference
temperatures can qualitatively be carried by an adequate weighting function within the
interpolation step. In Fig. 6.6 test values of the experimental data are presented that are
computed with null space derived from an interpolated Hankel matrix (4.13). The residual
covariance is computed with (4.22) from the interpolated Hankel matrix covariance (4.21).
The uncertainties in the reference null space are neglected, i.e. Σ1 = 0 which corresponds
to the conventional test with (2.37).

In the reference state three reference temperatures are considered 25◦C, 5◦C, and 40◦C
as in the previous paragraph. For the weighting of the respective Hankel matrices Hj in
(4.13) a Gaussian function with a variance of 30, centered at the testing temperature, is
applied. A threshold is computed in the reference state of the undamaged structure at
the three reference temperatures (grey bars), allowing for 1% false alarms.

With this approach the undamaged state can be distinguished clearly from the dam-
aged state for any testing temperature. There is no difference in the test values, whether
data from the testing temperature was available for the reference set up or not. An ade-
quate null space can be found in any case, and false alarms in the undamaged state are
avoided. The damages can be detected reliably.

In general, the test values of the interpolation method are higher than in the other
computation methods. This can be explained from the choice of the weighting of the
local reference models. For any testing temperature, the Gaussian function with variance
of 30 leads to a weighted mixture between all of the used reference models. This means
that even at the reference temperatures, where data for a more precise reference null space
exists, an interpolated reference null space is used, which is affected by the other reference
null spaces. This leads to some bias and as a result to higher test values of the hypothesis
test. However, in the damaged case this effect persists, and damages still can be detected
reliably.

It could be confirmed that the usage of bell-shaped functions centered at the testing
temperature is adequate, if the temperature effects can be assumed to be approximately
linear for each section. However, the choice of the variance of these weighting functions
is quite important as Fig. 6.7 shows. If a sharp weighting function is used (σ2 = 10)
in Fig. 6.7 (top) the test values at the reference temperatures are much lower than at
the temperatures in between, since in the latter case two local models are considered
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for the interpolation, while at the reference temperatures only the local model from the
reference temperature itself is taken into account. This holds for the test values in the
undamaged as well as in the damaged case. When a wide interpolation function is chosen
(bottom), this leads to results that are similar to the averaging approach in Fig. 6.5. The
undamaged structure at temperatures different from the reference temperatures is falsely
classified as damaged. In the damaged case the test values increase. In the present case
the interpolation worked well with a function with σ2 = 30 variance (Fig. 6.6) and it is
recommended not to use weighting functions that neglect nearby local models, even if a
good local model is known from existing reference data. In this case the test values for
testing temperatures different from the reference ones would be higher and lead to more
false alarms.

Figure 6.7 – Effect of weighting function in interpolated reference null space and covariance
matrix. Sharp weighting function (top) and wide weighting function (bottom). Test values
at different testing temperatures in the undamaged and damaged states. Reference data
at -25◦C, 5◦C, and 40◦C.

118



6.4. Summary

6.4 Summary

In this chapter a first test of the robust methods from chapter 4 on real data has been
performed. Experimental data from a concrete beam tested in a climate chamber at five
different temperatures and three different system states has been used. With the goal
to provide a data-driven damage detection procedure strategy 1 from chapter 4 based on
direct Hankel matrix interpolation (4.13) has been applied together with a non-parametric
test procedure. The residual covariance was derived once in the reference state from the
interpolated covariance from (4.22) with Σ1 = 0.

The results correspond to the findings in the numerical study in section 4.3. It could
be shown that the interpolation approach is able to distinguish between damaged and
undamaged states reliably, and false alarms can be avoided, while previous methods fail to
classify the undamaged state correctly when the testing temperature is different from the
temperatures for which reference data is available. Some suggestions were made regarding
the choice of an adequate weighting function.

6.5 Dissemination

Parts of this chapter have been published in

[Vie+21] E. Viefhues, M. Döhler, P. Simon, R. Herrmann, F. Hille, and L. Mevel.
« Stochastic subspace-based damage detection of a temperature affected beam structure ».
In: Proceedings of SHMII-10 2021 - 10th International Conference on Structural Health
Monitoring of Intelligent Infrastructure. Porto, Portugal, 2021, pp. 1–6
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Chapter 7

DAMAGE DETECTION OF A TESTING

BRIDGE EXPOSED TO AMBIENT

TEMPERATURE VARIATIONS

7.1 Introduction

An approach for the stochastic subspace-based damaged detection that is robust to
changes in environmental conditions of a mechanical structure was derived in chapter
4. The environmental effects are considered as external parameters, e.g. temperature,
affecting the dynamical behavior of the structure. In the method a reference null space is
derived that is adapted for the parameter in the testing state. In a numerical study the
developed damage detection tests were proven to be robust to such parameter changes
and led to meaningful global thresholds allowing for sensitive damage detection.

A first application to real data is described in chapter 6, where the algorithms of
strategy 1 from chapter 4 are used with data of a laboratory structure tested in a climate
chamber under defined conditions. In this chapter the robust approaches are applied to
data from a testing bridge located on an outdoor testing field that is exposed to real
environmental conditions. All strategies from chapter 4 are used, and it will be shown
that the test with a temperature adapted reference null space also performs well for data
under more realistic and less controllable conditions.

In the following, the experimental setup and the dynamical properties of the testing
bridge are presented. Then, the three strategies for damage detection robust to tempera-
ture variations from chapter 4 are applied to the experimental data. The test robustness
is evaluated similarly to section 4.3 in several reference setups and compared to previous
temperature rejection approaches.
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7.2 Experimental setup and dynamical properties of
the structure

Within this thesis and related to an interdisciplinary project in the Federal Institute of
Materials Research and Testing Germany (BAM) a multi-sensor equipped testing bridge
with variable pre-stessing is designed and constructed. The 24 m long concrete structure,
displayed in Fig. 7.1, is built on an outside testing field of BAM. Its purpose is to provide
data for this work and for future research on developments and applications of SHM
strategies and new testing hardware [Ung+17; LMK18; ZU18; Pir+19; Lia+21]. Data can
be generated under near-realistic environmental conditions, and the system state can be
varied well defined and reversibly.

Figure 7.1 – Testing bridge.

The bridge is designed as a two-span girder with 12 m span each supported with
floating bearings at two points in each of the three axis as detailed in Fig. 7.2. The U-
shaped cross-section is 90 cm wide and 30 cm high with 15 cm top thickness. The ratio of
static height to length is chosen such that eigenfrequencies are obtained similar to those
from realistic civil engineering structures and the resulting structural mass and damping
allow for artificial and environmental excitation. Two external tendons are located between
the flanges of the cross-section allowing for variations of the pre-stressing between 0 and
1200 kN. The pre-stressing load is applied at the beginning and at the end of the bridge
(Fig. 7.3, left).

122
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Figure 7.2 – Static system of the testing bridge.

Figure 7.3 – Pre-stressing facility (left) and encased shaker (right).

For the evaluation of the temperature rejection approach vibration data is recorded for
14 days while the structure is excited by an 80 kg shaker with white noise signal between 2
and 80 Hz for 10 minutes every half hour. The shaker is encased to be protected from direct
sun and water (Fig. 7.3, right). It is located at 7.8 m from the beginning of the bridge
with an eccentric position as shown in Fig. 7.4. The data is recorded with 5 geophones
located at an eccentric axis (y1 in Fig. 7.4) and one additional geophone at axis y2 to
cover torsional effects sampled at a frequency of 1200 Hz.

Three embedded and one external temperature sensors enable the monitoring of the
temperature conditions. The positions of the embedded sensors are seen in Fig. 7.4. They
are located in the middle span of the bridge. A linear temperature variation over the cross
section is observed. However, the structural temperature during this experiment is derived
with respect to the central sensor without detailed consideration of positive or negative
temperature gradients along the cross-section. Structural temperatures between 8◦C and

123



Chapter 7 – Damage detection of a testing bridge exposed to ambient temperature variations
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Figure 7.4 – Test setup testing bridge with geophones and shaker for excitation.

24◦C are measured.
Before the experiment started, the test specimen has been pre-loaded with a four tons

weighting shifted over the bridge from on side to the other, such that in the case of no
pre-stressing the section is cracked significantly. During the experiment the pre-stressing
was set to 450 kN from day 1 to day 7 and then lowered to 250 kN.

The dynamical properties of the bridge are identified with a covariance-driven SSI al-
gorithm with data sampled down to 40 Hz and filtered between 1 and 20 Hz. Fig. 7.5 (left)
exemplarily shows the stabilization diagram of one data set at 15◦C with pre-stressing
of 450 kN. The first three modes can be identified clearly from each considered data set.
The identification of the fourth mode is afflicted with more uncertainties as marked by
the horizontal bars at the identified modes in the stabilization diagram. The frequencies
at 15◦C are summarized in Tab. 7.1 together with the damping ratios. The respective
modeshapes at 15◦C are presented in Fig. 7.6. They are in accordance to the expected
first four modeshapes of a two-span beam including some torsional effects in the first
mode (blue dot).

Decreasing the pre-stressing load to 250 kN leads to changes in the frequencies of
about 12%, which increases the effect of the temperature, significantly. A smaller effect
due to pre-stressing release to the dynamical properties was expected from results of
previous tests. Those were performed before the pre-stressing of the structure has been
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7.3. Damage detection with temperature effects

Figure 7.5 – Stabilization diagram at 15◦C.

frequency damping ratio
3.54 Hz 1.39 %
5.67 Hz 1.04 %
14.88 Hz 0.90 %
17.73 Hz 2.39 %

Table 7.1 – Frequencies and
damping ratios at 15◦C.

Figure 7.6 – First four modeshapes of the testing bridge.

fully released to 0 kN and the load of four tons has been applied, while the present
experiments are made after this full release. This must be kept in mind when performing
the damage detection and evaluating the test regarding its sensitivity.

The temperature effect to the dynamical properties of the structure can be derived
from Fig. 7.7, where the fourth mode shows no clear dependence on the temperature.

7.3 Damage detection with temperature effects

7.3.1 General settings and temperature effect

The damage detection with the roust methods from chapter 4 is evaluated with the
experimental data sampled down to 40 Hz and filtered between 1 Hz and 20 Hz. Only
data is used that is recorded with activated shaker yielding data sets of 10 minutes length
at several temperatures. The first half of these data sets is considered for the reference
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Chapter 7 – Damage detection of a testing bridge exposed to ambient temperature variations

Figure 7.7 – Temperature effect to the first four eigenfrequencies of the testing bridge.

data, the second part is used for testing.
From the reference data the reference matrix S and the residual covariance from (4.22)

are computed. The damage detection is processed with five data sets of 50 seconds length
at T = [8, 9, ..., 24]◦C and additionally at 10.5◦C and 19.5◦C.

For the interpolation method weights are computed from a Gaussian function with
variance of σ2 = 64 centered at the testing temperature. To improve the results at the
borders, virtual reference points are used that are extrapolated from the two nearest
reference points assuming a linear relationship. When the reference matrix S is computed
from the observability matrix, the first four modes as identified in the previous section
are used as system parameter θ∗j in (4.16) or (4.17).

Two system states are considered: One system with pre-stressing load of 450 kN,
referred to as undamaged and a damaged system with the pre-stressing load decreased to
250 kN. A threshold for damage detection is computed from the data in the undamaged
state at the reference temperatures allowing for 0.1% false alarms.

When the standard damage detection test setup e.g. from (3.2) is applied that uses
reference data from only one fix reference temperature at T = 15◦C for the computation of
the reference matrix and the covariance the test values in Fig. 7.8 are obtained at different
testing temperatures. When the testing temperature is different from 15◦C the test values
are significantly larger than those at the reference temperature. Hence, setting up an
empirical threshold with the test values at the reference temperature leads to false alarms
at any other testing temperature for the undamaged structure. This is in accordance to
Fig. 4.3 for the numerical simulation data. Due to the high impact of the changes in the
pre-stressing on the dynamical properties the test values in the damaged state are very
large and from the experimental data no conclusions can be drawn for the sensitivity
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7.3. Damage detection with temperature effects

Figure 7.8 – Test values with reference data from one fixed reference temperature.

of the robust damage detection. In the following the robust damage detection test from
chapter 4 is applied and compared to results from the average approach from [Bal+08a].

7.3.2 Robust damage detection

First, a reference setup denoted by “A“ is designed that is based on five data sets at the
reference temperatures T1 = 8◦C, T2 = 10.5◦C, T3 = 15◦C, T4 = 19.5◦C, and T5 = 24◦C.
Fig. 7.9 presents the test values in the undamaged and the damaged state when the three
strategies robust to temperature changes and an averaged reference matrix S are used.
The test values at the reference temperatures in the reference state are bold plotted. The
horizontal dashed line denotes the empirical threshold for damage detection leading to a
red dotted false alarm if it is exceeded.

In the undamaged state at the reference temperatures, the test values of the three
interpolation versions follow a flat curve. This is in accordance to the numerical results
in Fig. 4.5. While again the test values of the S(H)-version show some variation due to
inaccuracies in the interpolation of the Hankel matrix, the test values computed from a
observability matrix based null space are very stable. The thresholds, which are based on
values at the reference temperatures, are at a similar range for each testing procedure.
Very few false alarms occur. Thus, compared to the numerical study, the more realistic
temperature and noise effects, confirm or even increase the robustness of the interpolation
approach towards false alarms in the undamaged state.

In contrary, the values computed with the average method are affected by temperature,
even when testing at the reference temperatures. This effect was already observed (more
clear) with the numerical data (Fig. 4.4). At testing temperatures between the reference
points the test values show high variance and despite the high threshold, many false
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Chapter 7 – Damage detection of a testing bridge exposed to ambient temperature variations

Figure 7.9 – Test values of the 4 algorithms for different testing temperatures in the
undamaged and the damaged case, computed for reference setup A.

setup name reference T
A [8.0 10.5 15.0 19.5 24.0]
B [10.5 15.0 19.5]
C [8.0 15.0 24.0]
D [10.5 19.5]
E [8.0 24.0]

Table 7.2 – Reference setups for testing bridge

alarms occur.
With all algorithms damage can be detected clearly at any testing temperature and the

ratios of threshold to test value in the damaged state are in a similar range. However, due
to the high effect of the pre-stressing change to the dynamical system no more conclusion
can be drawn regarding the sensitivity of the tests. In the following, the test performance
is evaluated in the reference state and through the probability of false alarms (PFA).

7.3.3 Effect of reference setup

The previous results revealed the capability of the interpolation method being very
robust towards false alarms, due to the computation of a very well fitting reference null
space and covariance for the testing temperature. This motivates for deeper analysis of
the effect of different reference setups within the temperature rejection methods.

Four additional reference setups are evaluated with the three algorithms robust to
temperature changes and the average approach considering different combinations of ref-
erence temperatures as summarized in table 7.2. Fig. 7.10 shows the test values for the
reference setups “B“ to “E“.

Comparing scenario “A“ and “B“, the robustness of the new temperature rejection
approach is not affected obviously. In both setups the distance between the reference
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S(H) interpolated S(O) interpolated S(O) interpolated

average S

S(H) interpolated S(O) interpolated S(O) interpolated

average S

S(H) interpolated S(O) interpolated S(O) interpolated

average S

S(H) interpolated S(O) interpolated S(O) regression

average S

Figure 7.10 – Test values of the 4 algorithms for different testing temperatures in the
undamaged case, computed for reference setup B, C, D and E from top to bottom.

temperatures is 4.5◦C, but in “B“ only the central reference temperatures are taken into
account in the reference state although testing temperatures outside the reference temper-
ature range occur. With the interpolation approach this is an extrapolation task, which is
handled by the weightings for the considered reference points, similar to the interpolation
between two reference points. Especially the algorithms using the observability matrix
computed from the eigenstructure show very stable test values, due to a good interpola-
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Chapter 7 – Damage detection of a testing bridge exposed to ambient temperature variations

Figure 7.11 – Weights for different reference setups with weighting function W1 (left) and
with optimized weighting functions (right).

tion of the reference null space. With the average method the variation in the test values
increases, in particular at testing temperatures differing from the reference temperatures.

In the setups “C“, “D“ and “E“ the PFA of the new algorithms with temperature
adapted reference null space increases. This is due to the change of the distance between
the reference temperatures in these scenarios. In setup “A“ and “B“ the reference null
space and the covariance are very well interpolated with the chosen weights. In both
cases the distance between the reference temperatures is about 4.5◦C. In the remaining
variants the ∆T is about 9◦C and 16◦C, while the weighting functions are not modified
with respect to this change. Consequently, the chosen weights do not cover the qualitative
temperature depending behavior of the structure in these cases. However, the false alarms
with the average method exceed by far the PFA of the interpolation method.

In an optimization step for the reference setups “C“ to “E“ modified weighting func-
tions are used that are shown in Fig. 7.11. In the left plot the weights are shown that
are generated with the initial weighting function. With respect to the bigger distance ∆T
between the reference temperatures in these setups a wider weighting function is designed
with an increased σ2 = 196 (right). This ensures that not mainly one reference point but
several points are considered for the computation of the reference matrix and the residual
covariance, and that the nearby reference points are weighted similarly. Notice that if in
the limit an extremely wide weighting function is used, the results with the interpolated
Hankel matrix will become similar to the results from the average approach.

The effect of the optimized weights can be seen from the PFA in Fig. 7.12. For scenario
“C“ the temperature adapted reference matrices can be optimized in each strategy by the
choice of a proper weighting function reflecting the temperature behavior of the structure

130



7.4. Summary

Figure 7.12 – Effect of optimized weighting function to false positives for the interpolation
approach in reference setups C, D, and E.

with respect to the reference systems. Notice that the improvement of the algorithm
using the observability matrix with regression analysis for the eigenstructure is due to a
different weighting of the covariance matrices for the interpolated covariance. In setup “D“
significant improvement of the interpolation of the observability matrix can be reached by
a wider weighting function, while for the interpolation of the Hankel matrix information
from only two reference points is too low. In scenario “E“ false alarms cannot be avoided
by changing the weighting function, as the distance between the reference points is very
far and only two reference points are available.

7.4 Summary

In this chapter the temperature rejection approaches from chapter 4 for subspace-
based damage detection were applied to experimental data from a testing bridge that is
exposed to environmental conditions. Experiments have been carried out recording data
for 14 days providing measurements at temperatures between 8 and 24◦C.

The application showed that the new method with the temperature adapted reference
matrices provide robust algorithms with significant reduced false alarm rate when com-
pared to other approaches. In particular when reference data is available at a temperature
range and the structure is tested at a temperature outside of this range this can be solved
properly with the proposed method with extrapolation from the reference points.

The effect of the weighting function design has been analyzed and it could be shown
that the test performance can be improved by choosing a weighting function that is
adapted to the reference setup and the temperature depending behavior.

Compared to results in the numerical study in section 4.3 with the more realistic data
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providing a more realistic effect of the temperatures to the dynamics of the structure
the new algorithms perform better and an optimization of the weighting function for the
interpolation succeeds.

7.5 Dissemination

Parts of this chapter are in preparation for submission to “Mechanical System and
Signal Processing”.
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CONCLUSION

Considered aspects

In vibration-based damage detection in engineering structures automated, data-driven
methods are particularly of interest. In the context of the present thesis developments were
made that aim at higher robustness and sensitivity of such methods for application on
engineering structures.

The developments are based on the covariance-driven stochastic subspace-based dam-
age detection (SSDD) method. In this method the damage indicator is derived from a
residual related to output data covariances. The statistical properties of the damage in-
dicator can be described precisely for the reference and the testing system state when
the statistical properties of the residual are known. Previously, uncertainties of the test-
ing data are considered in the SSDD, but it was assumed that the reference is perfectly
known without uncertainties. This is true in ideal cases but does not hold in real world
applications, since the reference usually is estimated from data and thus contains consider-
able uncertainties. The resulting test behaves unpredictable. Furthermore, environmental
variability perturbs the damage detection with SSDD, similar to many other approaches,
since the residual is sensitive to those changes, too. This has motivated a robust approach
for the method.

The developments within the thesis accounted for the following aspects of robust
vibration-based damage detection with the SSDD method:
• consideration of all uncertainties of the residual in statistical evaluation for damage

detection,
• robustness to environmental variability without explicit temperature model.

Summary, improvements and limits

(1) Damage detection with uncertain reference Damage detection methods that
derive reference models of a system from data are in particular appealing for automated
applications. This is the case in the SSDD, but so far the uncertainties related to those
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estimated reference models have not been considered in the tests leading to inherent bias
and unpredictable test behavior.

In the context of this thesis this gap was closed. The covariance evaluation of the
residual was carried out considering uncertainties related to the testing data and the
estimated reference. Its distribution properties were evaluated on the basis of the local
approach [BBM87]. A general formulation was derived that also applies when the data
length in the reference state is different from the length in the testing state. The associated
hypothesis test has been formulated in a parametric and a non-parametric version and its
statistical properties have been derived from the distribution properties of the residual.
Considering the test statistics as damage indicator, the impact of the new developed
residual is not only academic. The crucial part of defining a threshold between healthy
and damaged state now can be done apriori based on theoretical considerations without
extensive empirical studies on reference data.

The test behavior and thereby the distribution properties of the new residual have
been validated on numerical simulation data of a simple structure. The test showed very
good accordance to the theoretical predicted behavior and the results were independent
from data lengths in the reference and the testing state, system parametrization, and
reference computation method. It was also demonstrated that neglecting the uncertainty
of the reference null space leads to an inherent bias in the residual, which is eliminated
with the new formulation resulting in a damage detection test with significant higher
sensitivity.

The new test has been applied to experimental data of a steel frame structure. The
results correspond to those evaluated on numerical data, and it could be shown that an
upper bound for the threshold can be found apriori from a theoretical value. Further-
more, the covariance computation related to the reference data is also part of the second
contribution on robustness to changing external parameters with further application.

From these developments the practical applications could be improved as follows:
• The behavior of the new test is predictable and independent from data length and

null space computation procedure.
• A damage detection threshold can be defined apriori.
• The approach is also suitable when only relatively few data is available in the

reference state.
• The damage detection is more sensitive due to avoided bias in the residual.
Some limitations can be defined as follows:
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• Careful estimation of the data covariance matrix is required, since its quality affects
the uncertainty quantification of the residual.
• When the non-parametric test is applied only an upper bound for the threshold

can be computed, since a theoretical rank of the (estimated) covariance matrix
cannot be determined.

(2) Damage detection under changing environmental parameters Damage de-
tection of structures exposed to environmental variability often fails, since the environ-
mental effects lead to changes of the dynamical system similar to damage effects.

In this thesis, an approach has been derived for robustness of the SSDD to environ-
mental changes. The procedure is inspired by a model interpolation approach formulated
for a state-space representation from [Zha18] postulating an engineering structure under
environmental changes as a linear parameter varying system with linear time-invariant
behavior at fixed parameter points. Assuming reference data at a few reference parameter
points, a parameter adapted reference null space has been derived using three different
strategies: two interpolation methods for either the covariance Hankel matrix or the modal
parameters and an approach using regression analysis of the modal parameters. The pa-
rameter adapted null space is computed in the testing state for the particular testing
parameter value and then used in the residual definition of the SSDD. The uncertainties
of the interpolated reference null space have been quantified and it was shown how to
compute them directly from the interpolated covariance matrices of either the Hankel
matrix or the modal parameters, depending on the chosen strategy.

The developed strategies have been validated on numerical data of a simple structure
with a non-linear parameter depending behavior and compared to an existing approach
from [Bal+08b] using an average procedure, where, however, the actual temperature is not
needed to be known. It could be shown that the new approach is much more sensitive to
damage, while false alarms due to changes in the environmental conditions could be mostly
avoided. Considerations of different reference setups, i.e. different number and distances
of reference parameter values, illustrated the strengths and weaknesses of the developed
strategies. Robust results could be achieved even when the testing data is recorded under
a parameter outside of the reference parameter interval or when changes in the excitation
covariance are supposed. Again, considering the uncertainties of the reference improves
the test results significantly.

The developed approaches were applied to experimental data from a concrete beam
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in a climate chamber, as well as to data from a testing bridge. This testing bridge was
constructed within this thesis and related to an interdisciplinary project at BAM. It is
subjected to natural daily temperature variations. The bridge is equipped with several
sensor types and provides the possibility to activate and deactivate two external pre-
stressing tendons for the simulation of different structural states. The experimental results
from the developed approach showed similar robustness to temperature variations as the
numerical study.

From these contribution the following improvements for practical applications can be
concluded:
• The robust approach is widely insensitive to changing external parameters without

requiring explicit parameter model formulation.
• The approach works with reference data sets from only few parameter working

points and even succeeds under parameters outside of the reference parameter
interval.
• The rate of false alarms under changing external parameters is reduced compared

to previous approaches.
• The approach is more sensitive to damage under changing external parameters

than previous approaches.
• The approaches are validated under near-realistic conditions.
The following weakness of the approach can be stated:
• The definition of the interpolation function in accordance to the available reference

setup may be a critical task. However, an individual reference design for the inves-
tigated structure and its qualitative parameter depending behavior can optimize
the damage detection performance.

Outlook

It was in the scope of this thesis to contribute to automated damage detection methods
with regard to the special requirements of engineering structures. The methods were
derived theoretically and were validated on numerical and experimental data. While the
developed methods have improved robustness for real-world applications, they also arise
further research questions.

For practical applications it would be important to investigate in more detail the es-
timation of the residual covariance matrix. In the present applications to experimental
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data this was always a critical task, since the covariance estimation from relatively few
data blocks in comparison to the residual dimension may be challenging and can lead to
numerical problems in its inversion for the statistical test. This is also important when
the threshold of the non-parametric test should be derived from the (theoretical) rank
of the residual covariance matrix. Another subject that should be addressed is the fur-
ther investigation of the effect of the weighting functions for robustness to environmental
variation and their optimal choice. In this context also applications for multivariate de-
pendencies should be considered. This is a structure-depending task and thus data from
various, more complex structures would be desirable. Moreover, the validation on data
that was recorded under realistic conditions, i.e. traffic and wind, long term monitoring
etc., should be performed in the next steps.

From a technical point of view the residual covariance related to the parameter adapted
null space corresponding to the regression approach should be derived and evaluated with
respect to the interpolation approaches. Furthermore, the developed strategies for damage
detection under environmental variation should be extended to damage localization and
quantification [DMZ16], as well as to rigorous evaluation of the methods’ sensitivity to
damage [MDV21], to provide solutions for the further steps in the damage diagnosis. This
requires the derivation of a parametric version of the robust approach with the need of
corresponding, parameter dependent sensitivities.
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RESUME IN FRENCH

Introduction

Contexte

La recherche sur les méthodes automatisées de diagnostic d’endommagements basées
sur les mesures vibratoires pour la surveillance de l’intégrité des ouvrages d’art (Structural
Health Monitoring, SHM) a pris de l’ampleur au cours des dernières décennies, car de
nombreuses structures ont atteint la fin de leur cycle de vie et se détériorent. Ces méthodes
sont basées sur le fait que le comportement dynamique d’une structure peut être modifié
par un ou des endommagements. Elles comparent les données mesurées dans un état de
référence (sain) à celles de l’état actuel.

Des conditions particulières doivent être prises en compte pour l’application des méth-
odes de SHM aux ouvrages d’art : Comme l’excitation de la structure n’est généralement
pas mesurée, les méthodes basées uniquement sur l’excitation ambiante sont particulière-
ment intéressantes. De plus, les caractéristiques calculées à partir de données mesurées
ont une variabilité statistique intrinsèque, qui doit être prise en compte avant de décider
si un changement dans une feature ou un paramètre est significatif, indiquant un endom-
magement. Lorsque des changements significatifs sont détectés, il faut distinguer entre
les changements dus à des endommagements et ceux dus à la variabilité des conditions
environnementales afin d’éviter les fausses alertes. Ces problématiques pour le traitement
robuste des données sont au coeur de cette thèse, basée sur la méthodologie suivante.

Méthodologie

La méthode de détection stochastique des endommagements basée sur le sous-espace
(SSDD) présentée dans [BAB00] s’applique aux mesures de sortie d’un système dy-
namique, représenté par un modèle d’espace d’état. Dans un résidu, le noyau gauche
d’une matrice de Hankel construite à partir des covariances de mesures dans l’état de
référence est confrontée à la matrice de Hankel calculée à partir de données du système
actuel. Dans un test d’hypothèse le résidu est évalué statistiquement en tenant compte des
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incertitudes des données dans l’état actuel dues aux bruits (excitations inconnues, bruits
de mesure) par le biais de la matrice de covariance du résidu. Ainsi, les propriétés statis-
tiques du test de détection d’endommagements peuvent être caractérisées précisément
dans les conditions saines et endommagées d’une structure.

Contributions

La méthode SSDD existante jusqu’à présent ne répond pas à certaines exigences fon-
damentales concernant le traitement des incertitudes liées aux données de référence, ainsi
que la prise en compte des changements dans les variables environnementales qui peu-
vent perturber la détection des endommagements. La contribution de cette thèse à ces
problématiques peut être résumée comme suit :

(1) Détection d’endommagements avec incertitudes dans la référence Les al-
gorithmes existants considèrent seulement les incertitudes du résidu qui sont liées aux
données de test dans l’état actuel, et il est supposé que la référence est parfaitement con-
nue. C’est vrai dans des cas académiques idéalisés, mais dans les applications réelles la
référence est généralement estimée à partir de données et peut donc contenir des incerti-
tudes considérables. Par conséquent, avec l’approche existante, les propriétés statistiques
du résidu ne correspondent pas aux propriétés théoriques attendues. Le comportement du
test devient imprévisible et les seuils pour la décision doivent être fixés empiriquement
à partir d’études sur les données de référence. Pour lever ce verrou, les propriétés statis-
tiques théoriques du résidu sont dérivées, conduisant au calcul de la covariance du résidu
qui tient compte à la fois des incertitudes liées aux données de référence et de test. Le test
d’hypothèse associé montre une très bonne conformité avec le comportement théorique
attendu. Avec la nouvelle évaluation du résidu, un seuil peut maintenant être établi a pri-
ori basé sur la théorie, sans études empiriques approfondies sur les données de référence.
De plus, le nouveau calcul améliore la sensibilité de test aux petits endommagements.

(2) Détection d’endommagements sous changements de paramètres environ-
nementaux De nombreuses méthodes automatisées de détection d’endommagements
basées sur les vibrations échouent en raison de la variabilité des conditions environnemen-
tales, car elles peuvent affecter le comportement dynamique des structures d’une manière
similaire aux endommagements [Soh07]. Pour la SSDD, seuls quelques travaux ont été
réalisés sur la robustesse aux changements des paramètres environnementaux tels que
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la température. Toutes ces approches sont basées sur des études empiriques et ne sont
pas optimales lorsque la température dans l’état actuel est différente de la température
moyenne des ensembles de données de référence, ou bien elles nécessitent des ensembles
de données de référence pour autant de scénarios de température que possible. Dans cette
thèse, une approche robuste est dérivée qui s’inspire d’une approche d’interpolation de
modèle. Des stratégies d’interpolation ou d’analyse de régression sont proposées pour
calculer un noyau de référence adapté à la valeur du paramètre environnemental actuel,
et ceci à partir de données dans l’état non endommagé à seulement quelques valeurs de
paramètres environnementaux de référence. Le test de détection d’endommagements est
développé en tenant compte des incertitudes liées au noyau de référence qui est basé sur
l’interpolation ou la régression. Le test résultant s’avère être robuste et toujours sensible
aux dommages. Pour la validation expérimentale, un pont d’essai équipé de plusieurs cap-
teurs est construit dans le cadre de cette thèse sur un champ d’essai extérieur de l’Institut
fédéral allemand de recherche et d’essai des matériaux (BAM).

Chapitre 1 – État de l’art

Habituellement, la détection d’endommagements est considérée comme un proces-
sus triple, comprenant l’extraction d’un résidu sensible aux endommagements à partir
des données, la comparaison du résidu dans l’état de référence et l’état actuel, et enfin
l’évaluation (statistique) de cette comparaison. Les concepts existants pour l’extraction
des résidus utilisent des informations provenant des différentes étapes de la procédure
d’identification du système et peuvent être classés en approches basées sur les paramètres
modaux (par exemple, les fréquences et les déformées modales) et les paramètres associés,
sur les paramètres des modèles de séries temporelles ou les caractéristiques dans le do-
maine fréquentiel, ou sur le signal ou les fonctions de traitement du signal. Les stratégies
d’évaluation existantes vont des méthodes graphiques, telles que les cartes de contrôle,
aux méthodes statistiques, telles que l’analyse des outliers ou les tests d’hypothèse, ces
dernières permettant de prendre en compte mathématiquement les incertitudes intrin-
sèques des résidus (voir Fig. 1.2).

Les méthodes automatisées de détection d’endommagements par vibration qui sont ro-
bustes aux changements des conditions environnementales prennent en compte les paramètres
environnementaux mesurés, par exemple en utilisant des approches de régression ou
d’interpolation ou des méthodes de classification ; soit elles omettent la prise en compte
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explicite des paramètres environnementaux en utilisant des résidus et des indicateurs
d’endommagements robustes, ou des modèles de conditions normales de grande taille,
représentant l’influence des paramètres sur les résidus sensibles aux endommagements.

Chapitre 2 – Contexte des méthodes

Les développements de cette thèse sont basés sur la détection stochastique des en-
dommagements basée sur le sous-espace (SSDD) [BAB00; DMH14]. Cette méthode est
basées sur les propriétés des l’identification sous-espace stochastique (SSI) basée sur les
covariance des données, à l’issue d’un modèle d’espace d’état représentant une structure
mécanique linéaire invariante dans le temps (LTI). Le résidu utilise des matrices de Hankel
contenant des covariances des mesures et est défini comme le produit du noyau gauche
de la matrice de Hankel dans l’état de référence S et de la matrice de Hankel estimée à
partir d’un ensemble de données de mesure actuelles de longueur N dans l’état actuel Ĥ
par

ζ
def=
√
N vec(ST Ĥ).

Sa distribution asymptotique est Gaussienne, avec une moyenne nulle dans l’état sain et
une moyenne différente de zéro dans l’état endommagé. Son évaluation statistique dans un
test d’hypothèse donne une statistique de test de détection des endommagements, dont la
distribution asymptotique est χ2, prenant en compte les incertitudes du résidu liées aux
données de test par la covariance du résidu Σζ . Le teste s’écrit

t = ζTΣ−1
ζ Jζ

(
J T
ζ Σ−1

ζ Jζ
)−1
J T
ζ Σ−1

ζ ζ.

Jζ est la sensibilité asymptotique du résidu par rapport aux paramètres du système dans
l’état de référence. La covariance du résidu a un impact significatif sur la sensibilité du test.
Son calcul est basé sur la covariance empirique de la covariance des sorties du système.
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Chapitre 3 – Détection d’endommagements par méth-
odes sous-espaces tenant compte des incertitudes dans
le noyau de référence

Jusqu’à présent, la covariance du résidu de la SSDD est dérivée à partir de l’incertitude
de la matrice de Hankel, où le noyau gauche de de référence est supposé être parfaite-
ment connu sans aucune contribution à l’incertitude du résidu. Ceci est vrai dans des cas
idéaux, alors que dans les applications du monde réel, la référence S est généralement
estimée à partir de données. Négliger ses incertitudes dans la covariance du résidu a pour
conséquence que le test ne suit plus sa distribution théoriquement attendue de χ2. Cela
devient particulièrement pertinent pour l’application en pratique lorsque peu de données
du système de référence sont disponible, ne permettant pas le calcul d’un seuil empirique,
ou donc un seuil théorique est désirable.

Dans ce chapitre, la théorie pour le résidu de la SSDD sous incertitudes du noyau
de référence est dérivée. Le résidu est nouvellement évalué en le considérant comme une
fonction des deux variables aléatoires Ŝ et Ĥ. Les perturbations de ces deux variables
sont propagées au résidu, conduisant au calcul de sa covariance asymptotique et au test
d’hypothèse associé. L’application du nouveau test aux données numériques montre un
comportement statistique correct et prévisible, permettant également le calcul d’un seuil
théorique a priori comme illustré dans la Fig. 1 (droite), alors qu’au contraire, le test
conventionnel qui néglige les incertitudes de référence s’écarte significativement des valeurs
attendues (gauche). Dans des études ultérieures, le nouveau test montre une plus grande
sensibilité aux petits endommagements (Fig. 2, à gauche), son indépendance vis-à-vis de
la longueur des données (Fig. 2, à droite) et d’autres paramètres de la procédure de calcul.

Chapitre 4 – Détection d’endommagements par méth-
odes sous-espaces sous conditions environnementales
variées

L’application du diagnostic automatisé des endommagements basé sur les vibrations
à la surveillance de l’intégrité des ouvrages d’art (SHM) échoue souvent en raison de
l’évolution des conditions environnementales, car le comportement dynamique des struc-
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Figure 1 – Histogrammes du test dans les états de référence et endommagé, pour le test
conventionnel (gauche) et le nouveau test (droite).

Figure 2 – Probabilité de détection (gauche) and dépendance du test de la longueur de
données M dans l’état de référence (droite).

tures est affecté [Soh07]. Le résidu de la SSDD est également sensible à de tels change-
ments. Nous développons la théorie d’une procédure SSDD robuste à la variabilité envi-
ronnementale, inspirée de l’interpolation du modèle de [Zha18]. Les données enregistrées
à quelques températures de référence seulement sont utilisées pour créer un noyau gauche
de référence adapté à la température actuelle. Trois stratégies de calcul du noyau de
référence sont proposées. La première stratégie utilise un noyau de référence calculé à
partir d’une matrice de Hankel interpolée. La deuxième stratégie interpole les paramètres
modaux conduisant à une matrice d’observabilité interpolée, à partir de laquelle le noyau
de référence est calculé. Dans la troisième stratégie, un noyau gauche est calculé à partir
d’une matrice d’observabilité qui est basée sur les paramètres modaux obtenus à partir
d’une analyse de régression. Conformément au chapitre précédent, la théorie pour le cal-
cul de la covariance du résidu où le noyau est adapté à la température est dérivée. La
méthode est validée dans une étude numérique. Par rapport à une approche existante de
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[Bal+08a] qui échoue lorsque l’effet de la température est plus élevé que l’effet dû aux
endommagements, la nouvelle approche est robuste et toujours sensible aux endommage-
ments comme le montre la Fig. 3. En utilisant le noyau gauche de référence adapté à
la température, le taux de fausses alarmes peut être réduit de manière significative. Les
stratégies basées sur la matrice d’observabilité sont plus performantes que l’interpolation
directe de la matrice de Hankel.

Figure 3 – Valeurs du test pour toutes les strategies développées, ainsi que pour l’approche
existante [Bal+08a] aux températures de test variées et les références prises à 0, 5, 10, 15
and 20◦C.

Chapitre 5 – Détection d’endommagements dans un
cadre en acier en tenant compte des incertitudes dans
la référence

La méthode de détection d’endommagements pour le résidu avec référence incer-
taine est validée sur des données expérimentales provenant d’un modèle de laboratoire
d’une structure de fondation d’éolienne off-shore permettant des changements structurels
réversibles. Les données ont été obtenues dans le cadre des travaux de Hille [Hil18] à
l’Institut fédéral de recherche et d’essais des matériaux (BAM). Une procédure de test
non paramétrique est utilisée pour éviter l’identification des modes sensibles aux endom-
magements.

Les résultats correspondent aux conclusions de l’étude numérique. Dans l’état de
référence, le test conventionnel conduit à des valeurs d’essai plus élevées en raison d’un
biais qui est introduit en négligeant les incertitudes dans l’état de référence (Fig. 4,
à gauche). Le nouveau test, au contraire, montre une bonne conformité aux valeurs
théoriquement attendues (droite), ce qui permet d’utiliser un seuil calculé sur une base
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théorique. De plus, le nouveau test a une meilleure sensibilité aux endommagements que
le test conventionnel, et des études plus poussées ont confirmé que le nouveau test est
très robuste aux changements de longueur des données. Avec le test conventionnel, les
valeurs et les performances du test ne sont pas prévisibles et nécessitent donc une étude
approfondie de l’état de référence basée sur des données suffisamment longues pour, par
exemple, dériver des seuils fiables.

Figure 4 – Valeurs du test conventionnel (gauche) et du nouveau test (droite) dans l’état
de réference et plusieurs états endommagés.

Chapitre 6 – Détection d’endommagements d’une poutre
en laboratoire affectée par la température

Une première application des méthodes robustes du chapitre 4 sur les données réelles
d’une poutre en béton testée dans une chambre climatique est effectué. La poutre est
soumise à cinq températures différentes et à trois états de système différents dans le cadre
des travaux de Simon et al. [Sim+20] dans le hall d’essai de l’Institut fédéral de recherche
et d’essai des matériaux (BAM). La procédure de détection d’endommagements non
paramétrique et entièrement basée sur les données est appliquée en utilisant l’interpolation
directe de la matrice de Hankel pour calculer le noyau de référence adapté à la tempéra-
ture.

Les résultats correspondent aux conclusions de l’étude numérique. L’approche d’interpolation
est capable de distinguer de manière fiable les états sains et endommagés, en évitant les
fausses alarmes comme le montre la Fig. 5 (en haut), alors que les méthodes précédentes ne
parviennent pas à classer correctement l’état sain lorsque la température dans l’état de test
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est différente des températures pour lesquelles des données de référence sont disponibles,
comme l’illustre l’image du bas.

Figure 5 – Valeurs du test avec la stratégie d’interpolation des matrices Hankel (en haut),
et avec l’approche existante [Bal+08a] (en bas). Les données de référence ont été utilisées
à -25◦C, 5◦C, et 40◦C.

Chapitre 7 – Détection d’endommagements sur un
pont d’essai exposé à des variations de température
ambiante

Les approches robustes aux changements de température pour la SSDD sont appliquées
aux données expérimentales d’un pont d’essai (Fig. 6) situé sur un terrain d’essai extérieur
de l’Institut fédéral de recherche et d’essai des matériaux (BAM) exposé à des conditions
environnementales réelles. Les expériences incluant la conceptualisation du pont ont été
réalisées dans le cadre de cette thèse.

Les nouvelles méthodes avec le noyau de référence adapté à la température permet une
détection fiable des endommagements avec une réduction significative du taux de fausses
alarmes par rapport à d’autres approches, comme l’illustre la Fig. 7. En particulier, lorsque
des données de référence sont disponibles dans une plage de température et que la structure
est testée à une température en dehors de cette plage, la méthode proposée permet de
résoudre correctement ce problème par extrapolation à partir des points de référence.
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Dans des études ultérieures, l’effet de la conception de la fonction de pondération est
analysé, ce qui permet d’améliorer les performances du test en choisissant des fonctions
de pondération adaptées au comportement dépendant de la température.

Figure 6 – Testing bridge.

Figure 7 – Test values of the 4 algorithms for different testing temperatures in the un-
damaged and the damaged case, computed for reference setup A.

Conclusions

Dans cette thèse, des développements ont été réalisés dans le but d’améliorer la ro-
bustesse et la sensibilité de la SSDD pour une application sur les ouvrages d’art.

Jusqu’à présent, dans la procédure SSDD existante, les incertitudes liées aux modèles
de référence estimés n’ont pas été prises en compte, ce qui entraînait un biais inhérent et
un comportement imprévisible du test. Cette lacune a été comblée et l’évaluation de la
covariance du résidu a été effectuée en tenant compte des incertitudes liées aux données
d’essai et à la référence estimée. La partie cruciale de la définition d’un seuil entre l’état
sain et l’état endommagé peut maintenant être faite a priori sur la base de considérations
théoriques sans études empiriques approfondies sur les données de référence. La méthode
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développée a été validée sur des données numériques et expérimentales montrant une
bonne conformité avec le comportement théorique attendu et conduisant à une sensibilité
de test plus élevée. Cependant, une estimation minutieuse de la matrice de covariance des
données est nécessaire, car sa qualité affecte la quantification de l’incertitude du résidu.

Deuxièmement, une approche pour la SSDD a été dérivée qui est robuste aux change-
ments environnementaux. La méthode s’inspire d’une approche d’interpolation de modèle
conduisant à un noyau gauche de référence adapté aux paramètres (de température) sans
connaissance explicite de la dépendance de la structure du paramètre. Trois stratégies
différentes ont été proposées, basées sur des approches d’interpolation ou de régression de
la matrice de Hankel ou des paramètres modaux. Les incertitudes du noyau de référence
adapté aux paramètres ont été quantifiées, et il a été montré comment les calculer en fonc-
tion de la stratégie choisie. La validation sur des données numériques et expérimentales a
montré une sensibilité de test significativement plus élevée que les approches précédentes,
et les fausses alarmes dues à des changements dans les conditions environnementales ont
pu être évitées en grande partie. L’approche nécessite une conception minutieuse de la
fonction d’interpolation.

L’estimation de la matrice de covariance du résidu devrait faire l’objet d’une étude plus
approfondie dans le futur, car dans une application pratique, l’estimation de la covariance
à partir d’un nombre relativement faible de blocs de données par rapport à la dimension du
résidu peut être difficile et entraîner des problèmes numériques. Un autre sujet qui devrait
être abordé, bien qu’il s’agisse d’une tâche dépendant de la structure, est l’évaluation de
l’effet des fonctions de pondération pour la robustesse aux variations environnementales et
leur choix optimal. En outre, une version paramétrique de l’approche robuste est nécessaire
pour l’extension à la localisation et à la quantification des endommagements [DMZ16] et
l’évaluation rigoureuse de la sensibilité des méthodes aux endommagements [MDV21].
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Titre : Détection statistique d’endommagements pour les ouvrages d’art par méthodes sous-
espaces sous conditions environnementales

Mot clés : Détection d’endommagements, Méthodes sous-espaces, Vibrations, Quantification

d’incertitude, Variation de température, Ouvrages d’art

Résumé : La détection automatisée d’en-
dommagements basée sur les mesures vi-
bratoires est pertinente pour la surveillance
de l’intégrité des ouvrages d’art. Dans ce
contexte, la détection basée sur les tech-
niques sous-espace (SSDD) compare statis-
tiquement les mesures à un modèle de ré-
férence. Dans cette thèse, une nouvelle ap-
proche est proposée pour améliorer la robus-
tesse de la SSDD pour un usage applicatif
réaliste. Tout d’abord, un test statistique est
formulé tenant compte des incertitudes statis-
tiques liées aux erreurs sur le modèle obtenu
sur des données de référence. Cela conduit à

une description précise des propriétés statis-
tiques du test et des seuils d’alarme. Deuxiè-
mement, une approche a été développée pour
tenir compte des effets environnementaux sur
la SSDD. A partir de mesures de référence
dans plusieurs conditions environnementales
différentes, un test est proposé détectant un
défaut par rapport à une référence obtenue
par interpolation. Les méthodes développées
sont validées par des simulations numériques
et appliquées à des données expérimentales
obtenues en laboratoire et sur structures ins-
tallées en extérieur.

Title: Subspace-based damage detection in engineering structures considering reference un-
certainties and temperature effects

Keywords: Damage detection, Subspace methods, Vibrations, Uncertainty quantification, En-

vironmental effects, Civil structures

Abstract: Automated vibration-based dam-
age detection is of increasing interest for
structural health monitoring of engineer-
ing structures. In this context, stochastic
subspace-based damage detection (SSDD)
compares measurements from a testing state
to a data-driven reference model in a statisti-
cal framework. In this thesis theoretical devel-
opments have been proposed to improve the
robustness of SSDD for realistic applications
conditions. First, a statistical test has been
proposed considering the statistical uncertain-
ties about the model obtained from the refer-

ence data. This leads to a precise descrip-
tion of the test’s distribution properties and
damage detection thresholds. Second, an ap-
proach has been developed to account for en-
vironmental effects in SSDD. Based on refer-
ence measurements at few different environ-
mental conditions, a test is derived with re-
spect to an adequate interpolated reference.
The proposed methods are validated in nu-
merical simulations and applied to experimen-
tal data from the laboratory and outdoor struc-
tures.
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