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RÉSUMÉ EN FRANÇAIS

De nombreux systèmes doivent réagir à des événements avant une date limite stricte
afin de garantir leurs bon fonctionnement. Les avions et les voitures sont des exemples
classiques de systèmes répondant à ces exigences. Ces systèmes sont aujourd’hui équipés
de nombreux capteurs et doivent être capables de répondre suffisamment rapidement
aux commandes qu’ils reçoivent afin d’assurer la sûreté de leurs utilisateurs ainsi que
des personnes qui les entourent. Ces systèmes sont appelés Systèmes temps réel (Real
Time Systems ou RTS en anglais), car ils doivent être conçus de manière à réagir assez
rapidement aux événements à venir en toutes circonstances.

Historiquement, les systèmes temps réel ont utilisé des canaux de communication isolés
(typiquement un bus de donnée CAN) car ils sont plus prévisibles. Cependant, on assiste
à l’émergence de nouveaux systèmes temps réel utilisant des communications sans fil pour
recevoir des commandes, transmettre des données et communiquer avec d’autres systèmes.
Les drones volants sont un bon exemple de ce nouveaux type de systèmes. Un drone volant
est intrinsèquement un système temps réel car il doit toujours adapter sa propulsion en
fonction de son environnement. Il peut être contrôlé à distance, utilisé pour capturer des
images qui doivent être envoyées à l’utilisateur et enfin, il y a une tendance à l’utilisation de
flottes de drones capables de s’organiser pour accomplir une mission. Dans ces situations,
la communication sans fil est essentielle pour communiquer avec l’utilisateur (soit pour
recevoir des commandes, soit pour envoyer des données) et entre les drones.

Ces nouveaux canaux de communication sont également une excellente occasion d’attaquer
ces systèmes. Avec les systèmes temps réel classiques, comme les communications ne se
faisaient que dans un environnement fermé et contrôlé, attaquer un système signifiait
déjà pouvoir communiquer avec lui, ce qui était suffisamment difficile pour empêcher de
nombreuses attaques. Avec ces nouveaux systèmes, il suffit à un attaquant d’être suffis-
amment proche (typiquement à portée du wifi ou du bluetooth du système) pour lancer
une communication et potentiellement attaquer le système. Ainsi, la sécurité des systèmes
temps réel devient de plus en plus importante au fur et à mesure du déploiement de ces
systèmes.
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Caractéristiques des systèmes en temps réel

Tout d’abord, décrivons certaines caractéristiques des systèmes temps réel qui ont un
impact sur leur sécurité. Ces systèmes sont souvent écrits dans des langages bas niveau
(typiquement du C) qui obligent les développeurs à gérer manuellement la mémoire. Ces
langages sont sujets à des erreurs de gestion de la mémoire qui peuvent être exploitées pour
attaquer les programmes. En utilisant ces erreurs, un attaquant peut briser les garanties
du système en modifiant des parties de la mémoire qu’il ne devrait pas pouvoir changer.
Cela peut conduire à un large éventail de problèmes affectant le système. Par exemple,
un attaquant pourrait empêcher le système de répondre ou y exécuter son propre code,
empêchant le système de fonctionner correctement.

Les systèmes temps réel sont également souvent difficiles à mettre à jour, car la
modification du système nécessite de s’assurer à nouveau que toutes les échéances seront
respectées par le système. De plus, les correctifs sont souvent plus difficiles à transmettre
au système car ils ne disposent pas d’une connexion internet et doivent être en pause pour
éviter de manquer des dates limites. Cela signifie que le délai entre la découverte d’une
vulnérabilité et l’application d’un éventuel correctif peut être très long et que le système
doit rester sûr pendant ce temps.

Enfin, les systèmes temps réel doivent être prévisibles afin de garantir les délais du
système. Cela signifie que toute défense déployée pour protéger le système doit également
être prévisible, en particulier dans l’estimation de son temps d’exécution, afin de s’assurer
que le système peut toujours respecter ces garanties. En particulier, cela empêche le
déploiement de nombreuses défenses modernes qui utilisent des sources d’aléatoire pour
rendre plus difficile la tâche de l’attaquant qui doit trouver des informations cruciales
pour monter son attaque1.

Modèle de l’attaquant

De nombreuses attaques existent à différents niveaux d’un système. Certaines attaques se
concentrent sur le réseau et les protocoles pour extraire des informations confidentielles,
contourner les authentifications ou rendre le système indisponible. À l’inverse, certaines
attaques se concentrent sur le matériel utilisé par le système, faisant fuir des informations
par des canaux auxiliaires (utilisant des différences temporelles ou les émissions électro-

1tel que les protections PIE et ASLR
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magnétiques) ou même en injectant des fautes pour modifier le comportement du système.
Dans cette thèse, nous concentrons notre attention sur les attaques logicielles qui

utilisent une vulnérabilité sur la gestion de la mémoire. Nous supposons que l’attaquant a
trouvé une erreur logicielle lui permettant de corrompre la mémoire, c’est-à-dire d’écrire
dans une partie inattendue de cette dernière. Cette erreur peut alors être utilisée par
l’attaquant pour modifier un point arbitraire de la mémoire. À titre d’exemple, l’attaquant
pourrait avoir trouvé un dépassement de tampon qui lui permet d’écrire en dépassant les
limites d’un tableau et de modifier d’autres variables sur la pile. Il pourrait alors utiliser
cette vulnérabilité pour changer des variables importantes dans la pile et modifier le
comportement du programme.

Nous nous concentrons sur ce modèle d’attaquant pour deux raisons. Premièrement,
ces vulnérabilités sont courantes dans le code des langages bas niveau. Rien qu’en 2022, le
MITRE a répertorié 331 enregistrements CVE2 basés sur des corruptions de la mémoire.
La deuxième raison est due à la connectivité accrue des RTS. La gestion de nouvelles
interfaces réseau nécessite des piles réseau complexes, également écrites dans des langages
bas niveau, qui peuvent aussi être vulnérables aux corruptions de mémoire3. Comme
ces piles sont utilisées par de nombreux systèmes, la moindre vulnérabilité dans l’une
d’entre elles pourrait mettre en péril de nombreux systèmes, ce qui en fait des cibles très
intéressantes pour un attaquant.

Thèse

Dans cette thèse, nous présentons nos travaux concernant la sécurité des systèmes temps
réel. Plus précisément, nous avons étudié une protection appelée Intégrité du flux de
donnée (Data-Flow Integrity ou DFI en anglais) qui existait déjà pour les programmes
génériques et nous l’avons adaptée pour prendre en compte les contraintes et caractéristiques
des systèmes temps réel. Cette thèse est composée de cinq chapitres : un chapitre qui in-
troduit le contexte, trois chapitres contenant nos contributions, et une conclusion. Le
chapitre 2 présente une vue d’ensemble sur les systèmes temps réel, les attaques et les
protections contre les corruptions de mémoire ainsi qu’un état de l’art sur la sécurité des
systèmes temps réel. Le chapitre 3 présente notre implémentation et l’analyse du surcoût

2Common Vulnerability Exposure, une base de données qui répertorie les vulnérabilités présentes dans
les programmes couramment utilisés

3comme la série de vulnérabilités URGENT/11 sur la pile TCP/IP de VxWorks, un système
d’exploitation temps réel
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de la protection DFI. Le chapitre 4 présente notre première contribution qui optimise
certaines parties de la protection DFI pour réduire son surcoût le long du Chemin de Pire
Temps d’Exécution. Le chapitre 5 présente une deuxième contribution qui optimise égale-
ment le DFI en supprimant des redondances dans les instrumentations de la protection.
Enfin, le chapitre 6 conclut cette thèse en résumant nos contributions et en proposant des
travaux futurs pour poursuivre ces recherches.
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Chapter 1

INTRODUCTION

Many systems need to respond to specific events before a strict deadline to ensure their
correct behavior. Planes and cars are examples of systems with these requisites. These
systems are now equipped with many sensors and must be able to respond fast enough
to the commands they receive in order to ensure the safety of their users as well as other
people around them. Such systems are labeled Real-Time Systems (RTS) as they must
be designed to ensure that they react before their deadlines to the coming events in all
circumstances. To guarantee that no deadline can be missed by the system, RTS are
validated before being deployed.

To ease this validation, RTS have historically used isolated communication channels
(typically a Controlled Area Network bus) as it is easier to analyze the latencies of such
channels, making them more predictable. However, there is an emergence of new RTS
using wireless communications to receive commands, transmit data and communicate
with other systems. A good representative of these new systems are flying drones. A
flying drone is intrinsically a RTS as it must always adapt its propulsion in function of
its environment. It can be controlled at a distance, used to capture images that must
be sent back to the user and finally, there is a trend in using fleets of drones capable of
organizing themselves to complete a mission. In these situations, wireless communications
are essential to communicate with the user (either to receive commands or send data) and
between the drones.

These new communication channels are also a great opportunity to attack these sys-
tems. With classical RTS, as the communications only happen in a closed and controlled
environment, attacking a system already meant being able to communicate with it, which
was hard enough to prevent many attacks. With these new RTS, an attacker just has to
be close enough (e.g. at the range of the Wi-Fi or Bluetooth of the system) to start a
communication and potentially attack the system. Thus, the security of RTS is becoming
more and more important as these systems are massively being deployed.
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1.1 Real-Time System characteristics impacting the
security

Let’s describe some characteristics of RTS that impacts their security. First, RTS are often
written in low-level languages (typically C) that require the developers to manually
manage the memory. These languages are prone to memory errors that can be exploited
to attack the programs. By using memory errors, an attacker can break the guarantees of
the system by modifying parts of the memory he/she should not be able to. This can lead
to a wide range of issues impacting the system. For example, an attacker could crash the
system or execute its own code on it, preventing the system from functioning correctly.

RTS are also often hard to update as modifying the system requires to re-validate
that no deadline can be missed by the system. Furthermore, patches are often harder to
deploy onto the system as RTS can operate for long periods of time during which they
can not be updated. This means that the window of time between the discovery of a
vulnerability and the application of an eventual patch can be very long. The system must
remain safe during that period of time.

Finally, RTS requires to be predictable in order to guarantee the deadlines of the
system. This means that any defense deployed to protect the system must also be pre-
dictable to ensure that we can still provide these guarantees. In particular, it prevents the
deployment of many modern defenses that use randomness to prevent the attacker from
finding crucial information to mount his/her attack1.

1.2 Attacker model

The manual management of the memory combined with the predictability of RTS makes
them very vulnerable against a common class of vulnerabilities called memory corrup-
tion vulnerabilities. The vulnerabilities in this class uses an error the memory man-
agement to writes and read at unexpected places in memory, modifying the behavior of
the program or corrupting important data. Such vulnerabilities are already very common
as shown by MITRE that listed 331 CVE records2 based on memory corruption in 2022

1Such as the Position Independent Executable (PIE) combined with Address Space Layout Randomiz-
ation (ASLR) that requires a high entropy to effectively protect a program [SPP+04], which makes cache
analyses very pessimistic [FGG18]

2Common Vulnerability Exposure, a database that lists vulnerabilities found in commonly used pro-
grams
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alone. Furthermore, the increased connectivity of RTS requires complex network stacks
that are also written in low-level languages and can also be vulnerable to memory corrup-
tion3. As these stacks are used by many systems, any vulnerability in one of these could
endanger many RTS, making them very interesting targets for an attacker.

In this thesis, we wish to improve the security of real-time systems against memory
corruption vulnerabilities. We focus our work on memory corruption based on a software
attack (i.e. without the attacker physically attacking the system) as these attacks are the
most likely to affect many RTS. Thus, we suppose that the attacker found a software error
allowing him to corrupt the memory, i.e. that he/she is able to write in an unexpected
part of the memory. The attacker can then use this error to modify an arbitrary point in
memory.

As an example, the attacker could have found a buffer overflow that allows him to
write paste the bounds of a buffer and modify other variables on the stack. The attacker
could then use this vulnerability to modify important variables in the stack and modify
the program behavior.

1.3 Thesis

In this thesis, we present our work regarding the security of real-time systems. More
specifically, we studied a protection called Data-Flow Integrity (DFI) that already existed
for general programs [CCH06] and we adapted it for real-time systems.

We first analyze the overhead of this protection on the Worst-Case Execution Time
(WCET) to establish where we should focus our optimizations. This analysis shows that
three parts of the DFI are responsible for most of the overhead of this protection. The
first responsible part verifies that the data loaded by the program is not corrupted at
runtime. The second part computes addresses to a special table containing metadata used
by the first part. Finally, the third part ensures that this table and the program code can
not be modified by the protected program.

Knowing which part of the DFI are the most important sources of overhead, we first
focus our effort to reduce the overhead of the first part on the WCET. To do so, we combine
an Integer Linear Programming solver with data retrieved when estimating the WCET,
reducing the overhead of DFI by a mean 7.6% in our experiments. This contribution was

3Such as the URGENT/11 set of vulnerabilities on the real-time operating system VxWorks’ TCP/IP
stack
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published in the 34th Euromicro Conference on Real-Time Systems.
We then tackle the overhead of the two other parts by detecting redundant com-

putations in consecutive uses of these parts. We present a method that reduces these
redundancies at the basic-block level using available registers. This method presents a
mean 14.4% improvement in our experiments.

This thesis is composed of five chapters: one chapter that introduces some background,
three chapters containing our contributions, and a conclusion. Chapter 2 presents an
overview regarding real-time systems, memory corruptions attacks and defenses as well
as a state-of-the-art about security of real-time systems. Chapter 3 presents our analysis
of the overhead of Data-Flow Integrity. Chapter 4 presents our first contribution that
optimizes one part of the DFI to reduce its overhead along the Worst-Case Execution
Path. Chapter 5 presents a second contribution that also optimizes the DFI by removing
redundancies in the protection instrumentation. Finally, Chapter 6 concludes this thesis
by summarizing our contributions and providing future works to continue this research.
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Chapter 2

BACKGROUND & STATE OF THE ART

Chapter overview

In this chapter, we present some background on real-time systems and security
against memory corruption attacks. We first present real-time systems and how
their properties are guaranteed. We then present memory corruption attacks and
the protections developed against these attacks. Finally, we present a state of the
art of the security for real-time systems.

2.1 Real-Time Systems

Real-time systems (RTS) are systems composed of multiple tasks with constraints on
the execution time of each task. A deadline is associated to each task and represents
how much time the task has to finish. Such systems are present in many parts of our
daily life, from a simple controller on a washing machine to the system controlling a
satellite or a power plant. Ensuring that every task in the system respects its deadline
is thus very important as any deadline miss could compromise the safety of the system
(e.g. a satellite missing a deadline on its navigation task could end up colliding with
debris or another satellite). To guarantee the respect of every deadline, RTS are subject
to a temporal evaluation. First, the maximum execution time, called the Worst-Case
Execution Time (WCET), of each task is estimated in isolation. The WCETs are then
used to verify that, given a specific scheduling policy, the system will meet all its deadlines.

In this section, we first present the different methods to establish the WCET of the
tasks in a system in Subsection 2.1.1. We then dive deeper into the static analysis method
in Subsection 2.1.2, as this is the one we use in the rest of this thesis. Finally, we present
how the WCETs are used to verify the schedulability of the system in Subsection 2.1.3.
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2.1.1 WCET

To ensure that a task has enough time to finish before its deadline, its WCET is estimated
first. The WCET of a task is the maximum time it takes for that task to execute on the
system (in particular, on the system’s hardware) when running in isolation (i.e. without
the interference of other tasks).

Knowing the exact WCET of a given task is often impossible as it requires to analyze all
the possible executions of the program on the system’s hardware. As the number of states
of the program and of the hardware increases exponentially with the size of the program,
such analysis is almost never possible, especially with the extremely complex hardware
architectures that we use nowadays. Thus, the WCET analysis aims at estimating an
upper bound of the WCET that is as tight as possible to the real WCET (that we do
not know). We search for an upper bound of the WCET to ensure that a task cannot run
more than its estimated WCET in any circumstance. This property ensures that we can
use the estimated WCET to verify the schedulability of the system.

In Figure 2.1, we show an example of the distribution of the execution time of a task.
A first point of observation is that the execution time may vary greatly between two
executions. We also see that the distribution is bounded by an upper value, 11s in this
example. This value is the real WCET. However, as we do not know this distribution
perfectly when analyzing a task, we have to estimate this value. In our example, we show
three possible estimations. The first one (9s) is not an upper bound of the real WCET and
is thus an unsafe estimation of the WCET. Such estimation, can lead to false guarantees
that the system meets all its deadlines. The second (12s) and third (15s) values are upper
bounds of the real WCET and are thus safe estimations of the WCET. These values can
both be used to ensure that the system meets its deadlines. However, the 15s value is
more pessimistic than the 12s value, which can lead to pessimism in the schedulability
analysis. In particular, the analysis may respond that the system is not schedulable with
the 15s value while it would be with the 12s value. Thus, we also want the WCET analysis
to return an as tight as possible estimation of the WCET (i.e. an estimation that is close
to the real value).

Numerous tools have been proposed to estimate the WCET using different methods.
The survey [WEE+08] presents many such tools. We can split the methods in three cat-
egories: measure based estimation, static analysis based estimation and hybrid estimation.
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119 12 15
time(s)

occurrence

Figure 2.1: Illustration of the real and three estimated WCETs for a given execution time
distribution of a task

2.1.1.1 Measure based estimation

Measure based estimation uses measurement of the execution time of a task on the system
to estimate the WCET of the task. By measuring numerous execution times (with many
distinct inputs), these methods try to retrieve the execution time distribution of the
task. In particular, such methods do not need to be given a hardware model of the
system to estimate the WCET of the task. However, as these methods only have access
to an estimation of the distribution, they are not sure to capture the real WCET in
their measures. A common way to compensate this risk of under-approximation is to use
Extreme Value Theory (EVT). This theory estimates the risk that a rare event happens
based on previous events. For example, EVT can be used to estimate the risk of an
earthquake of magnitude higher than a given threshold happening in a region, knowing
the history of seismic activity of the region. This theory is based on a given number of
hypotheses that must be verified to use it. Reghenzani et al. [RMF+19] worked on verifying
that the hypotheses of EVT are experimentally valid. The tightness of the estimated
WCET is also important to guarantee the schedulability of the systems. To this regard,
Vilardell et al. [VSM+22] presented a method using Markov’s inequality and power-of-k
functions (functions of the form xk) to reduce the pessimism of methods using EVT.
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2.1.1.2 Static analysis based estimation

To the opposite of measure based estimation, static analysis based estimation uses a model
of the system’s hardware and a static analysis of the task to estimate an upper-bound of
the WCET. The main downside of these techniques is the necessity to provide a model
of the system’s hardware, which can be very complex for modern hardware architectures.
This can lead to a more pessimistic WCET estimate which can later hurt the schedulability
analysis. On the other hand, if the hardware model and the analysis are correct and
provide an over-estimation of the behavior of the real system, static analysis ensures that
the estimated WCET is an upper-bound of the real WCET. This is in particular very
important for critical systems (such as in power plants or in avionics) in which failing to
meet a deadline could cause a catastrophe.

Many tools have been developed to statically estimate the WCET. AiT [FH04] is an
industrial close-source estimator with many hardware models. However, as the tool is
closed-source, researchers cannot implement new methods or hardware models for it. To
test new analyzes, other estimators such as Heptane [HRP17] and OTAWA [CS06] exist.
These estimators are open-source and with a particular focus on some specific analyzes
used to estimate the WCET.

2.1.1.3 Hybrid estimation

Hybrid estimation associates static analysis based estimation and measure based estim-
ation to estimate the WCET. The main idea is to measure many program executions
and to derive the probability distribution of the execution time for blocks of code. These
data are then fed to a static analysis method that searches for the path with the highest
execution time. This provides better guarantees than measure-only estimation while not
requiring to provide a hardware model.

Bernat et al. [BCP03] proposed a probabilistic framework for hybrid estimation based
on measurement of the execution time of the basic-blocks1. This led to multiple works
that have been summarized in a survey by Cazorla et al. [CKM+19].

Bonenfant et al. [BCD+17] proposed to use machine learning to derive an early es-
timation of the WCET of a piece C source code. Machine learning have also been used
by Amalou et al. [APM21] to estimate the WCET of basic-blocks at the binary level and

1Basic-blocks are sequences of instructions such that the only way to branch in the sequence is at the
entry and the only way to branch out of the sequence is at the exit.
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then to combine these estimations into a WCET estimation of the whole task using static
techniques.

2.1.2 Static estimation of WCET

In the rest of this thesis, we focus on static estimation of the WCET as this method
also provides very useful information about the task under estimation. These data can
typically be used to optimize the task in order to reduce its WCET. In this part, we
present the different analyses that are often used when statically estimating the WCET.
By abuse of notation, as we almost never have access to the real WCET, we use the term
WCET to refer to the estimated WCET in the rest of this document.

We present in Figure 2.2 a common sequence of analyzes performed by a WCET
estimator. The WCET estimation is performed on the binary of a program rather than
its source code to ensure that we know precisely which instructions are executed as well
as the memory layout of the program under analysis. This is particularly useful to obtain
a tight result as the WCET analysis depends on the micro-architecture.

Program binary Control-Flow Analysis

Value Analysis

Cache Analysis
Pipeline Analysis

. . .

Path Analysis (IPET) WCEP & WCET

Figure 2.2: Pipeline of analyzes for WCET estimation

A common approach for static WCET estimation is to estimate the WCET of each
basic-block and then find the longest path in the program with the WCET of each basic-
block as weight. This requires to first perform a Control-Flow analysis. This analysis
retrieves the structure of the program from its binary representation and determines a
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superset of the possible paths in the program. In particular, this analysis retrieves the
functions, the basic-blocks and the edges between the basic-blocks as well as the function
calls and loops.

Another important analysis to estimate the WCET and whose results can be used to
optimize the task is the Value analysis. This analysis estimates the value in each memory
cell and each register used by the task. This is a particularly important analysis to detect
infeasible paths in the program, loop bounds and is further used by other analyzes such
as cache analysis. For example, if the value analysis is able to detect that a given register
is equal to five for a conditional jump and the jump is only taken if the value of the
register is less than three, then we can ensure that the jump cannot be taken, removing
a path for the other analyzes (in particular, the search of the longest path). To improve
their precision, value analyzes often provide multiple results on the same part of the
code in different contexts when this part can be reached multiple times [TSH+03]. For
example, in a loop, there might be a context for the first iteration of the loop and another
for subsequent iterations, allowing the analysis to have more precise results on the first
iteration and collapsing the results of all other iterations in the second context results.
This is particularly useful to obtain a good trade-off between the analysis cost (in terms
of time and memory) and its precision.

Finally, another family of analyzes that is crucial for the static estimation of the WCET
is the micro-architectural analysis family. By using abstract timing models of the system’s
architecture, the analyses of this family deduce the possible set of states of the architecture
when executing the basic-blocks of the program, to deduce the WCET of each basic-block
in the different contexts. This family typically regroups the Cache Analysis and the
Pipeline Analysis. The cache analysis aims at determining the state of the caches and,
in particular, at detecting the cache misses and cache hits that could occur and impact
the execution time of the task [FW99]. The pipeline analysis [LTH02] tries to establish
the pipeline behavior. In particular, we are interested in knowing the number of cycles
required to execute a basic-block, taking into account the latencies induced by memory
accesses or conflicts of resources inside the processor. Other analyses can be needed with
complex processors containing features such as branch prediction. In this case, specific
analyses that estimate the impact of such features on the estimated WCET of a basic-
block are required to obtain a tight upper-bound on the WCET for each basic-block.

Once the WCET of each basic-block is estimated, these estimations are combined to
estimate the overall WCET of the task. This last analysis, called Path Analysis, searches
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(a) CFG for the IPET

G = max
xi∈N

∑
wixi

xstart = 1
xend = 1

estart→1 = xstart

x1 = estart→1

e1→2 = x1

x2 = e1→2 + e5→2

e2→3 + e2→4 = x2

x3 = e2→3

x4 = e2→4
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(b) IPET formulation

Figure 2.3: IPET example based on [LM95]
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a path in the Control-Flow Graph (CFG) of the task with the highest estimated execu-
tion time, the so-called Worst-Case Execution Path (WCEP). The classical method to
do so is with the Implicit Path Enumeration Technique (IPET). The IPET encodes
the problem of finding the path with the highest execution time as an Integer Linear
Programming (ILP) problem [LM95]. As an example of this method, we show in Figure
2.3 the CFG (2.3a) of a simple program and the resulting ILP (2.3b). For each basic-block
BBi, we note wi its WCET and xi an ILP variable that represents the number of time
this basic-block is executed in the WCEP. For each edge between BBi and BBj, we note
ei→j an ILP variable that represents the number of time the edge is taken in the WCEP.
The goal of the ILP is to maximize

∑
wixi, that represents the maximal execution time

of the path selected by the ILP.
A first set of structural constraints are used to encode in the ILP the limits due to

the structure of the program. In particular, we encode that each basic-block is executed as
many times as an edge enters it in the path and that each execution of a basic-block leads
to an execution of one of its successor in the CFG. This is expressed by the following
formula:

∑
i∈pred(BBj)

ei→j = xj =
∑

k∈succ(BBj)
ej→k. In this set of constraints, we also find

limits such as xstart = 1 and xend = 1 that express that the task only start and end once
(to estimate its WCET).

A second set of constraints, called functional constraints, encodes information about
the functionality of the program. In the example, we can find constraints about the loop
bounds of the loop that can only have between 1 and 10 iterations. Encoding loop bounds
typically prevents an unbounded ILP problem. This is in this set that we can also find
constraints that encode program specific behaviors which can improve the precision of
the WCET estimation. For example, if BB4 could only be executed once in the loop, a
constraint x4 <= 1 would be added, potentially reducing the estimated WCET if w4 > w3.

2.1.3 Scheduling

Verifying that the system always respects its timing constraints requires the estimation of
the WCET of each task in the system. However, WCETs alone are not enough to ensure
that multiple tasks running in parallel won’t miss their deadlines. Interferences between
the tasks may prevent a task from running, generating a missed deadline. For example, in
Figure 2.4, we present two scenarios with the same set of tasks (T1 and T2) but with two
different scheduling policies. We suppose that T1 requires seven units of time to execute
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while T2 only requires two units of time. With the first policy (Figure 2.4a), the system
never preempts a running task, which leads to a deadline miss for the task T2 as this task
arrives while T1 is already running. On the other hand, with the second policy (Figure
2.4b), the system preempts a running task when another task has less time to complete,
preventing the deadline miss in our example.

These considerations led to many researches on the impact of the schedule and how to
ensure the absence of deadline miss for different systems and schedulers. In this section,
we only provide a light overview of the existing works as a context for the thesis.

0 2 4 6 8 10

T1 T2

Arrival
T1

Arrival
T2

Deadline
T1

Deadline
T2

(a) Example of a scheduling generating a deadline miss
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T1 T2 T1

Arrival
T1

Arrival
T2

Deadline
T1

Deadline
T2

(b) Example of a correct scheduling

Figure 2.4: Example of scheduling policies with two tasks T1 (WCET=7) and T2
(WCET=2)

Depending on the characteristics of the system and of the set of tasks, many methods
have been proposed to ensure the schedulability of the system. A first class of methods is
to find sufficient schedulability conditions that, when verified, ensure that the system is
schedulable with a given scheduling policy. Jie et al. [JRZ10] provide a survey on many
such conditions, in particular for uniprocessor scheduling.

For example, let S = {τ1, τ2, ..., τn} be a task set with (Ti, Wi) the couple (period,WCET)
of τi. We suppose that the deadline of a task, i.e. the maximum time allowed for the task
to execute, is equal to its period. The Earliest Deadline First (EDF) scheduling policy
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always executes the task with the earliest deadline. It supposes that the system can pree-
mpt running tasks and that the system uses a uniprocessor. In the absence of inversion
of priority, typically caused by a task of higher priority (according to EDF) accessing a
shared variable reserved by a task of lower priority, the EDF scheduling policy has the
following sufficient condition: if

n∑
i=1

(Wi/Ti) ≤ 1, then S is schedulable.

Another method to ensure the schedulability of the system is to perform a Response
Time Analysis (RTA) [JP86]. The RTA consists in estimating the response time of
every task in the system, i.e. the time between the arrival of the task (the moment the
task is ready to be scheduled) and the time the task finishes its execution, considering
the interferences of the other tasks. If, for every task in the system, its response time is
lower than its deadline, then the system is schedulable. However, obtaining a safe and
tight upper bound of the interferences between the tasks can become very complicated,
especially with multiple, heterogeneous cores. This can make the analysis too pessimistic
from some schedulable systems.

Finally, the schedulability of the system can be estimated by exploring the space of
possible schedules to ensures the absence of deadline misses. This is in particular useful
when dealing with multiprocessor systems where the previous methods fail. Guan et al.
[GGD+07] proposed to use timed automata to search the schedule space of sets of tasks
with static-priority on a multiprocessor system. By transforming the schedulability prob-
lem into a reachability problem in a timed automaton, Guan et al. can use well known
reachability algorithms to exhaustively search the schedule space and ensure that the
system is schedulable. Yalcinkaya et al. [YNB19] extended this idea to non-preemptive
self-suspending sets of tasks.

The main problem with these methods are the resources required to execute them (in
terms of time and memory). Reachability algorithms for timed automata are known to
be PSPACE, which often makes them intractable on large schedulability problems.

Thus, a new method has emerged since 2017 [NB17] to search the scheduling space
without relying on timed automata. This method uses Schedule Abstract Graphs
(SAG) that abstract all the possible execution orders of the tasks. By using such a graph,
one can prove (or disprove) that the system may not cause a deadline miss. The main
advantage of this method is its computation time. By abstracting and merging some
scheduler states (e.g., when the order of scheduling of a subset of tasks does not modify
the arriving state), evaluating the schedulability with this method can be much faster
than with timed automata, even if the problem remains exponentially complex [RNN22].
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2.2 Security of the memory

The apparition in 1988 of the Morris’ worm [ano21] has shown the importance of protecting
the memory against corruption attacks. These considerations have also started appearing
for RTS as memory corruption can break the guarantees on the system. In this section,
we present the evolution of software-based memory corruption attacks and protections
without considering the real-time properties of a system.

2.2.1 Basic memory corruption attacks and first protections

The most classic memory corruption attack consists in writing data past the bounds of
a buffer. This attack, called buffer overflow, has been described in [One96]. In Figure
2.5, we present an example of a program vulnerable to this attack. This program receives
a password and stores it in a buffer of eight characters. In a normal use-case, the memory
of the program is presented in Figure 2.5b. The password ("aaaa") is contained in the
variable buf and the other parts of the stack are not affected. However, when an attacker
provides a password longer than 8 characters, the program continues to write past the
buffer limits into other variables on the stack. In Figure 2.5c, we present the case of the
input "aaaaaaaabbbb" (eight ’a’ followed by four ’b’). In this case, we can see in memory
that the value of the saved ra has been written over by the attacker. As the saved pc
value is the address to which the program returns when finishing the execution of the
function, this means that the attacker can control which instructions the program will
execute after this function.

The first method to exploit such a vulnerability is to write the binary code of a small
program (typically called a shellcode as it is often used to launch a shell) into the buffer.
Then, by writing past the buffer, we overwrite the saved instruction pointer (i.e. saved ra)
with the address of the buffer. When the function returns, the saved instruction pointer
is restored and the program jumps to the written code and executes it.

To protect against such attacks, a first protection that appeared was to prevent writ-
able parts of a program from being executable. This protection is often referred as W⊕X
(write xor execute) and prevents directly writing the code you want to execute into the
buffer before jumping on it. Another common protection is to randomize where parts of
the program are loaded. This protection, called Address Space Layout Randomiza-
tion (ASLR), was first used to randomize the start address of the stack and the libraries
and thus prevent the attacker from finding where he/she should return to execute its
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1 void get_password () {
2 char buf [8];
3 char c = recv ();
4 for (int i = 0; c != ’\n’; ++i ) {
5 buf[i] = c;
6 c = recv ();
7 }
8 ...
9 }

(a) C code with buffer overflow

0xdeadbeef saved ra

aaaa buf

4 i

\n c
low

addresses

high
addresses

(b) Memory state with normal input
("aaaa") after the loop

bbbb saved ra

aaaaaaaa buf

12 i

\n c
low

addresses

high
addresses

(c) Memory state with invalid input
("aaaaaaaabbbb") after the loop

Figure 2.5: Example of a buffer overflow vulnerability

shellcode. However, other techniques appeared to bypass these protections.

2.2.2 Code reuse attacks and protections

Instead of writing the code to execute into the memory and then execute it, we can use
code that already exists in the program. In practice, most programs loads a standard
library (typically the libc) which contains functions to launch new processus (e.g. execve).
By jumping to one of these functions, we can easily obtain an arbitrary execution of
code (by launching a shell for example). A generalization of this method is to use small
snippets of code that finish by a return instruction (called gadgets) and to link them
together to execute arbitrary code. As there are many such gadgets in most binaries,
finding the right gadgets to execute an arbitrary sequence of instructions is often possible.
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This generalization is called Return-Oriented Programming (ROP) and remains one
of the main methods to use a memory corruption vulnerability inside a program [CW14]
[vdVAS+17].

Stack Program

Return Address 1

Data 1

Data 2

Return Address 2

Return Address 3

low
addresses

high
addresses pop r1

pop r2
ret

asm1
asm2
ret

asm3
ret . . .

1
2

3
4

Figure 2.6: Example of Return-Oriented Programming

In Figure 2.6, we present an example of ROP. The attacker overwrites the stack such
that a first return address ("Return Address 1" in our example) overwrites the return
address of the function with the rest of the stack setup by the attacker as in the figure.
When the program returns, it first jumps to the return address placed on the stack to
a first gadget. In the example, this gadget loads some data placed by the attacker onto
the stack into registers. The program then returns again, this time jumping to the gadget
pointed by "Return Address 2". It then executes a few instructions and returns again,
this time to the address pointed by "Return Address 3". As we see here, the attacker can
ultimately link as many gadgets as he/she needs to create its own program inside the
program.

A first protection against such attacks is to prevent the attacker from knowing the
addresses of the gadgets in memory. This protection, called Position Independent Code
(PIE), extends the ASLR protection to the program code and not just the libraries.
However, it requires to re-compile the program such that the whole program can run
whatever the address at which it is loaded. Each time the program is launched, this
protection loads the program in a randomized part of the virtual memory such that the
attacker can not predict the addresses of the gadgets. The main problem of this protection
is that any data leak about the address of a function (inside the code) can allow the
attacker to retrieve the address at which the program has been loaded, which breaks the
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protection (note that ASLR has the same issue).
To further increase the difficulty for the attacker to find gadgets, finer grain randomiz-

ation have been proposed such as Selfrando2. This protection randomizes the addresses
of the functions in the program at each execution. As with PIE and ASLR, this prevents
the attacker from predicting the addresses of gadgets. However, as each function address
is randomized separately, the attacker needs to leak much more addresses to find enough
gadgets to mount its attack.

Another protection against memory corruption, especially buffer overflows, is the use of
a stack canary. This protection inserts a value, randomized at each program execution,
at each function call between the stack frame (containing the local variables) and the
saved registers. Just before the function returns, this value is checked to ensure it has
not changed. If the value has changed, then the value of the stored registers cannot be
trusted and an exception is raised. However, an attacker can easily bypass this protection
either by leaking the value of the canary to overwrite the canary with the correct value, or
by overwriting directly the registers without modifying the canary (with a well modified
pointer for example).

To provide a stronger protection against ROP, Abadi et al. [ABE+05] presented the
Control-Flow Integrity (CFI) and the shadow stack protections. The shadow stack pro-
tection stores the return addresses of called functions in a so-called shadow stack. When
the function returns, the return address in the stack is compared with the return address
in the shadow stack to verify that they are the same. If it is not the case, a memory
corruption is detected and an exception triggered. This protects against ROP but still
allows attacks that modify function pointers (e.g. to call execve). On the other hand, CFI
ensures that when calling a function, the program does not deviate from a control-flow
graph that have been extracted at compile time. In particular, this means that an attacker
that modifies a function pointer cannot redirect the control-flow wherever he wants but
is forced to choose among a restricted set of functions. By using both CFI and a shadow
stack, the goal is to prevent an attacker from exploiting a memory corruption vulnerability
in the program by preventing any illegal jump.

CFI has two main weaknesses that can be exploited to bypass it. First, as Evans et
al. showed [ELO+15], the precision of the control-flow graph is extremely important to
obtain a good protection. The control-flow graph often contains imprecision, containing
paths that do not exist in the real program (especially due to the precision of pointer/alias

2https://github.com/runsafesecurity/selfrando
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1 char buffer [12];
2 char c = 255;
3 int height = getHeight ();
4 for(int i = 0; c != 0; i++) {
5 c = recv ();
6 buffer[i] = c;
7 }
8 if (height >= 10000)
9 crash_plane ()

Figure 2.7: Example of program vulnerable to a Data-only attack

analyzes). An attacker can use these paths to bend the control-flow and carry its attack
while remaining undetected by the CFI. The second weakness of CFI is the apparition
of new attacks that exploit memory corruption vulnerabilities without modifying the
control-flow [CXS+05]. These attacks target the data-flow of the program instead of the
control-flow and can thus remain undetected even with the best CFI.

2.2.3 Data-flow attacks and protections

Data-flow attacks modify values in the memory of the program that are later used by the
program to take a decision. For example, the attacker could modify a loop counter such
that the loop iterates more time than it is supposed to. This can then lead the program
to read a cryptographic key that the attacker can later use to break into the system.

A more concrete example is present in Figure 2.7. In this example, supposedly placed
in an airplane, the program receives a number of characters that are placed on a buffer of
size 12. As the size of the received data is not checked, it is easy for an attacker to overflow
past the buffer and to overwrite the saved instruction pointer. However, if a protection
such as CFI protects the program, overwriting the instruction pointer would be easily
detected. On the other hand, the attacker could also just modify the height variable with
its buffer overflow, remaining undetected by the protection while forcing the program into
the nefarious function crash_plane.

To protect the systems against data-flow attacks, new protections that ensure the
integrity of the data-flow have been proposed. Castro et al. [CCH06] proposed the Data-
Flow Integrity (DFI) protection that instruments store and load instructions in the
program to verify at each load instruction that the loaded data has been written by a
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store instruction that is supposed to write it (based on a statically analyzed data-flow
graph of the program). In the rest of this document, we use the term DFI instead of DFI
protection for simplification purpose. Akritidis et al. [ACR+08] proposed Write Integrity
Testing (WIT). This protection computes for each store instruction in the program a set
of objects that the instruction can write into. The protection then instruments the program
to ensure that each store instruction writes in one of the object in its set and adds guards
between the objects to detect overflows from one object to another. Compared to DFI,
WIT trades off the protection for better performances. Indeed, while DFI can detect a
large class of attacks including data-only attacks and some information leaks, WIT can
only defend against data-only attacks. However, WIT has a time overhead up to 25%
while DFI can go up to 150% on some benchmarks. Furthermore, as they are both based
on a static analysis of the program to produce their data-flow graph, they can both have
an imprecise data-flow graph which could let an attack slip through [DS16] even if this is
far more complicated than with CFI.

Other protections have also been developed to obtain memory safety (i.e. a pro-
tection that stops all memory corruption exploits) such as CCured [NCH+05], Cyclone
[JMG+02] or Softbound [NZM+09]. These protections use fat-pointers which are pointers
with metadata attached to them to store the bounds of the pointers. However, such point-
ers tend to prevent binary compatibility and to have a large overhead [SPW+13]. Another
notable work in this domain has been the development of CHERI [WWN+15] that aims
at using hardware implemented fat-pointers to improve the security of programs without
too much overhead.

2.3 Security of real-time systems

With the increase in complexity and the addition of new communication channels (e.g.
Bluetooth, Wi-Fi), RTS have become the target of new attacks. Such attacks negatively
impact the safety of these systems as each attack potentially breaks the timing and safety
properties of the system. As these systems are more and more integrated in our daily
life, the risk of attacks on these systems impacts the safety of more and more people.
As an example, Millers et al. [MV15] were able to take the control of the brakes of an
unmodified car using wireless communication while Carsten et al. [CAY+15] presented
multiple vulnerabilities in car systems due to the complexity of these systems. This led
to an increased focus on the security of these systems. In this section, we present security
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issues and proposed solutions specific to real-time systems.

2.3.1 Real-time system specific vulnerabilities

Real-time systems require to be predictable to obtain a tight estimation of the WCET
and to perform the schedulability analysis. However, this increased predictability can be
exploited by the attackers to trigger new vulnerabilities.

A first security issue for RTS is the predictability of the scheduling. As the set of
tasks running on a RTS is easier to predict than on a general system, it is also easier
for an attacker to detect the arrival of specific tasks that he/she wants to target. Chen
et al. [CMP+19] presented such an attack as a side-channel in preemptive fixed-priority
schedulers that can reveal the arrival time of future jobs. Such a side-channel can be used
to launch advanced attacks such as cache side-channel attacks to recover a cryptokey
by targeting a specific task. Kwak et al. [KL18] presented a covert timing channel that
allows two conspiring tasks in a uniprocessor real-time system to communicate using
timing variations. For example, this could be used to extract data (e.g. a cryptokey) from
a specific task into another task, although these tasks are isolated in terms of memory.

Many RTS also use sensors to estimate the state of their environment and decide
the next step of operation. For example, an autonomous car uses cameras and radars to
detect obstacles, signalization and other cars in order to safely move in its environment.
An attacker could disrupt the sensors of one such system in order to feed false-data to the
system. For example, Cao et al. [CXC+19] presented an attack on cars with lidar-based
perception where they could modify the car perception and make the car crash.

Finally, real-time systems are often written in low-level languages such as C or C++
that are known to be vulnerable to memory corruption attacks. The tendency of RTS
to not use non-deterministic hardware mechanisms (e.g. virtual memory and MMU) and
protections (e.g. ASLR) to improve the predictability of the system tends to ease the work
of attackers. For example, the absence of ASLR in a system often means for an attacker
that he can brute-force the address space to find interesting addresses that he can use.

2.3.2 Protecting the schedule

To protect real-time systems against attacks using predictable schedule, a first method has
been to randomize the schedule. However, as the RTA of the system depends on the sched-
ule, the randomization of the schedule must still ensure the schedulability of the system.
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Yoon et al. [YMC+16] presented a protection, called TaskShuffler, that randomizes the
scheduler while maintaining the schedulability of the system. To ensure the schedulability,
the randomizer bounds, for each task τi, the maximum time other lower priority tasks can
execute instead of τi. Vreman et al. [VPK+19] presented an upper-bound on the number of
random schedules that can be obtained for a system while maintaining its schedulability.
This upper-bounds can be used to evaluate whether randomizing the schedule improves
the security or if the configurations can be deduced by the attacker. However, Nasri et
al. [NCB+19] showed that schedule randomization can sometime make the system more
vulnerable to attacks rather than improving the security by transforming an inherently
safe schedule into a schedule where sensitive tasks could appear in a vulnerable order.

Another method, presented by Völp et al. [VHH08], is to modify the scheduler to
prevent timing side-channels. By estimating if a blocking thread could leak information
and using the idle thread (a thread that does nothing), this protection is able to prevent
the leakage of information using timing side-channels. However, it requires a higher budget
for the scheduling and is limited to fixed-priority schedulers.

2.3.3 Adapting existing protection to real-time systems

Real-time systems must be predictable to guarantee their timing constraints. This leads to
many constraints that prevent the use of general protections against memory corruption
attacks as many of these protections either worsen the predictability of the system (such
as ASLR or CFI) or require specific hardware (e.g. a MMU). Furthermore, real-time OSes
tend to be simplified to ease their timing verification and improve their predictability. In
particular, that means that protections often provided by the kernel on general computers
are not present in a real-time OS, which further ease the exploitation by the attackers.

Thus, there is a gap between existing protections for general computers and protections
fit for RTS. A first method to bridge this gap is to adapt the analyses used to estimate
the WCET. Fellmuth et al. [FGG18] proposed to modify the instruction cache analysis
to reduce the pessimism of this analysis in presence of artificially diversified software at
different levels. Their study focused on three levels of artificial diversity: segment-level
(typically ASLR), function-level (the order of the functions in the executable is random-
ized at runtime, similar to Selfrando) and block-level (each basic-block of each function
is randomized). By modifying the instruction cache analysis to handle artificial diversity,
they try to obtain a more precise analysis while providing an important protection for the
program.
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Another method to use general purpose protections in RTS is to adapt them to the
system at hand. For example, Abad et al. [AvdWL+13] proposed a hardware-implemented
CFI with a predictable overhead such that it can be used by RTS while Walls et al.
[WBB+19] proposed RECFISH, a CFI specialized for ARM Cortex-R devices that does
not rely on process isolation provided by the operating system. Both these approaches
modify existing protections (in both these cases: CFI) and adapt them to real-time systems
that have different features and requirements. Mishra et al. [MCG21] presented a survey
on CFI methods specialized for real-time systems. In this survey, in additions to the CFI
techniques already presented, we can also find new methods that rely on using specific
characteristics of RTS. For example, Wolf et al. [WFU+12] and Bellec et al. [BRP20] use
information on the WCET coupled with the CFG to detect anomalies in the control-flow
at runtime via timing anomalies.

Fellmuth et al. [FHP+17] proposed to use information on the WCEP to guide the
artificial diversification of real-time tasks. By knowing the WCEP, the protection can
diversify the program on this path up to a given budget such that the maximum overhead
on the WCET is fixed by the developer. Furthermore, the program can also diversify the
basic-blocks outside the WCEP without impacting the WCET by computing a metric
called criticality [BHJ12] that acts as a timing distance between a basic-block and the
WCEP.

Finally, Yoon et al. [YMC+17] and Kadar et al. [KTF19] used the predictability of
RTS to protect them. They both learned predictable patterns of how system calls are
used by the system. Then, when the system is deployed, they monitor the system calls.
If they detect an abnormal pattern, they consider it indicates the presence of an attack.

In conclusion, real-time systems’ security is still in its infancy. Almost all the works
presented in this section are still very recent (almost all have been presented after 2017)
and new vulnerabilities are discovered every year in these systems. It is thus important
to provide new protections adapted to RTS that are able to resist against attackers that
use more and more sophisticated attacks. This is precisely what we do in this thesis
by adapting DFI to real-time systems and by optimizing it to reduce its impact on the
WCET.
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Chapter 3

ANALYZING DATA-FLOW INTEGRITY

COSTS ON REAL-TIME SYSTEMS

Chapter overview

The goal of this chapter is to analyze the impact of Data-Flow Integrity (DFI)
on the Worst-Case Execution Time in order to target our optimizations presented in
the next chapters. We first present how DFI works and which optimizations already
exist for it in the literature. We then present our implementation of DFI as no
reference implementation exists and we focus our work on real-time systems. Using
our implementation, we empirically analyze the cost of this protection on the Worst-
Case Execution Time, and we determine which parts of DFI are the most likely to
drive this cost. We show that the timing overhead of DFI is mainly concentrated
in 3 parts which are the tag check at each load, the computation of the addresses
in the Runtime Definition Table (RDT) and preventing store instructions from
modifying the RDT.

Data-Flow Integrity (DFI) is a protection against memory corruption attacks in-
troduced in 2006 by Castro et al. [CCH06]. DFI attempts to detect when a loaded value
has been written by an instruction that should not have written it. Before the protected
program loads a value from memory, DFI first loads a metadata (called a tag) associated
to that value. That metadata represents which instruction stored that value in memory.
DFI then checks that this metadata belongs to the set of valid tags for that load. If it
does, the value can be loaded by the program. If not, a memory corruption is detected
and an exception is raised.

As DFI protects the whole memory, it can tackle advanced attack schemes such as
Non-Control Data Attacks [DS17] that use corrupted data without affecting the pro-
gram’s control-flow. This means that DFI can detect a wide range of memory corruption
attacks, including the most recent software-only attacks, and help the system react ac-
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cordingly to survive these attacks. Furthermore, software-implemented DFI only adds a
few instructions before each load and store instruction in the program and does not re-
quire help from the system itself. As these instructions are simple instructions (mostly
arithmetic instructions and fixed target jumps), a WCET estimator should be able to
analyze a program protected with DFI and estimate a coherent WCET without the need
for manually provided information. Thus, the main issue to use DFI for real-time sys-
tems is its memory and time overhead. Indeed, the time overhead of DFI on the average
runtime is known to be important (up to 150% in some experiments [CCH06]). It would
not be surprising to have a similar or higher overhead on the estimated WCET which
would inevitably prevent the use of DFI.

To establish the overhead of DFI on the estimated WCET and find real-time specific
optimizations, we first need an implementation of DFI. However, there is no off-the-shelf
implementation available. Thus, we developed our own version based on the description
presented in [CCH06].

In this chapter, we start by presenting how DFI works in Section 3.1. In Section 3.2, we
explain the implementation choices we made when developing our version of DFI. Finally,
we present a cost analysis of our DFI implementation in Section 3.3 where we detect three
main sources of overhead for DFI. We use this cost analysis to motivate our contributions
presented in the next two chapters.

3.1 Principle of software-implemented DFI

To protect a program, DFI first analyzes and instruments the program at compile time.
The instrumentation of the program then dynamically checks that the program behaves
correctly based on the performed analysis. If at any time the program does not behave
correctly, the instrumentation raises an exception to be handled by the system on which
the program is executing. For example, to ensure that the system still respects its schedule,
one way to handle such an exception could be to have a deteriorated state where the system
only ensures the most critical tasks.

In this section, we present how DFI protects a program and the optimizations pro-
posed in the original paper [CCH06]. We first introduce the static analysis part of DFI in
Subsection 3.1.1. We then present the instrumentation part DFI that handles the protec-
tion at runtime in Subsection 3.1.2. Finally, we present in Subsection 3.1.3 the existing
optimizations for DFI as proposed by Castro et al. [CCH06].
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3.1.1 DFI static analysis

Remark. In this thesis, we often use load and load instruction indifferently as well
as store and store instruction indifferently.

The static analysis used by DFI is based on determining, for each load instruction in
the program, which store instructions may have legitimately written the loaded data. To
do this, we construct, at compile time, a Data-Flow Graph (DFG) which is a bipartite
graph where nodes are load/store instructions and an edge between a store and a load
represents the fact that this load can read data written by this store. A program example
is shown in Figure 3.1 with its DFG presented in Figure 3.2. This example contains the
C code of the program (Figure 3.1a), to understand the goal of this code snippet, and a
RISCV assembly version of the program (Figure 3.1b) on which the DFG is constructed.
In this example, we have some variables and a simple loop that writes received characters
into a buffer. In the DFG, we identify each instruction by its type (store or load) and its
line number. We also add the variable name on which the instruction operates.

Once the DGF is constructed, we associate to each load instruction the set of store
instructions that may have written the loaded data. For example, the variable c read in
line 7 may be written by two distinct stores : line 2 and line 10.

The example program contains a buffer overflow vulnerability at line 6 of the C code
(and line 15 in the assembly code). Indeed, if an attacker sends more characters than the
buffer can hold (i.e., 12 characters), then the attacker can write beyond the buffer in
memory and overwrite other variables such as height. However, such a data-flow is not
present in the DFG because the buffer and height variables are distinct and do not alias
in the program. This is an example of illegal data-flow that DFI aims to detect.

Since the DFI bases its definition of legal and illegal data-flow on the computed DFG,
the DFG must be an over-approximation (i.e., it must contain all) of the program’s legit-
imate data-flow. If this is not the case, then the DFI may raise an exception for a legal
data-flow, which would prevent the program from executing normally. However, if the
computed DFG over-approximates too much the real program’s data-flow (in the worst
case, all the loads are connected to all the stores), then illegal data-flows can no longer be
detected and the DFI cannot protect the program. An important problem when comput-
ing a precise over-approximation of the DFG is the presence of pointers in the program.
Since a pointer can point to multiple variables, any store to the pointed address could
potentially write any of these variables, over-approximating the real data-flow of the pro-
gram. To provide a more precise over-approximation, we use a field-insensitive version

43



Chapter 3 – Analyzing Data-Flow Integrity costs on Real-Time Systems

1 char buffer [12];
2 char c = 255;
3 int height = getHeight ();
4 for(int i = 0; c != 0; i++) {
5 c = recv ();
6 buffer[i] = c;
7 }
8 if (height >= 10000)
9 crash_plane ()

(a) Program C code

1 addi t2 , x0, 255
2 sb t2 , 12( sp) # c
3 call getHeight
4 sw a0 , 16( sp) # height
5 sw x0, 20( sp) # i = 0
6 forLoop :
7 lb t2 , 12( sp) # c
8 beq t2 , x0, endFor # c != 0
9 call recv

10 sb a0 , 12( sp) # c = recv
11 addi t4 , sp , 0
12 lw t2 , 20( sp) # i
13 add t4 , t4 , t2
14 lb a0 , 12( sp) # c
15 sb a0 , 0(t4) # buffer[i] = c
16 lw t2 , 20( sp) # i
17 addi t2 , t2 , 1 # i = i + 1
18 sw t2 , 20( sp) # i
19 jal forLoop
20 endFor:
21 addi t3 , x0, 10000
22 lw a0 , 16( sp) # height
23 blt a0 , t3 , else
24 call crash_plane
25 else:

(b) Program RISCV code

Figure 3.1: Example program
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of the Andersen’s alias analysis [And94] to reduce the set of potential targets for each
memory instruction.

load l.7 (c) load l.14 (c) load l.12 (i) load l.16 (i)

store l.2 (c) store l.10 (c) store l.5 (i) store l.18 (i)

store l.4 (height) store l.15 (buffer)

load l.22 (height)

Figure 3.2: Data-Flow Graph of the program in Figure 3.1

3.1.2 DFI instrumentation

Each store instruction is assigned a unique identifier (called a tag) and each load in-
struction is assigned a valid tag set, which is the set containing the tag of each store
connected to the load in the DFG. The principle of DFI is then to ensure at runtime
that each time a load reads a data in memory, the tag of the store that wrote the loaded
data belongs to the valid tag set of this load. To protect the program at runtime, the DFI
instruments the program using a special table called Runtime Definition Table (RDT)
combined with a few instructions before each store and load in the program.

The RDT associates fixed-sized areas of memory addresses (typically four bytes) with
the tag representing the last store that wrote into this area. In Figure 3.3, we show an
example containing a part of memory and the part associated in the RDT. For each four
bytes into the main memory (i.e. the memory used by the program without DFI), two
bytes are reserved into the RDT. When a store writes into the main memory, it also
writes its tag into the associated space in the RDT. In this example, a four-bytes store
targeting the address 0x10000 in the main memory writes its two-bytes tag at address
0xB0008002 into the RDT. When a load instruction is executed (e.g. loading four bytes
at address 0x10004), the associated tag is retrieved from the RDT (in this example, at
address 0xB0008004). The DFI instrumentation then checks if this tag belongs to the
valid tag set of the load and raises an exception if it is not the case.

45



Chapter 3 – Analyzing Data-Flow Integrity costs on Real-Time Systems

Data memory (0x10000)

0

4

8

1

5

9

2

6

10

3

7

11

0

4

1

5

2

6

3

7

RDT (0xB0008000)

4 5 6 7

4 5

Load

data

tag

0 1 2 3

2 3

Store

data

tag

Figure 3.3: Runtime Definition Table

As the whole protection is based on storing and reading tags into the RDT, the DFI
must ensure that an attacker cannot corrupt the RDT. Indeed, if an attacker can modify
the tag stored in RDT, he/she can associate a valid tag with a corrupted data, breaking the
guarantees of the DFI. To prevent this situation, each store in the program is instrumented
such that it cannot modify neither the RDT, to prevent its falsification, nor the program
instructions, which would also break the protection. To ease this instrumentation, the
RDT is placed as the section with the highest address as presented in Figure 3.4. This
allows to check that the target address of a store does not belong to the RDT by verifying
that the target address is lower than the beginning of the RDT.

Figure 3.5 presents the instrumentation of stores (3.5a) and loads (3.5b) with pseudo-
instructions to remain implementation independent. At runtime, the check_sandbox
pseudo-instruction ensures that the target address of the store (addr) is not in the RDT
nor the program code. The rdt_addr pseudo-instruction computes the address in the
RDT where the tag is to be written or loaded. The store_tag (resp. load_tag) stores
(resp. loads) the tag in the RDT at the previously computed address by the rdt_addr
pseudo-instruction. Finally, check_tag checks whether the loaded tag belongs to the
valid tag set of the load by comparing the loaded tag with each tag in the set. If the tag
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program code

Stack

RDT

low
addresses

high
addresses

Figure 3.4: Memory layout of the programs protected by DFI

is found in the set, the program continues to execute normally. However, if the tag is not
found, an exception is thrown to let the system react to this illegal data-flow. We present
how these pseudo-instructions are implemented in Section 3.2.2.

check_sandbox (addr)
tag_addr = rdt_addr (addr)
store_tag (tag_addr , tag)
initial store(addr ,val)

(a) Store pseudo-instructions

tag_addr = rdt_addr (addr)
tag = load_tag ( tag_addr )
check_tag (tag , valid_tags )
val = initial load(addr)

(b) Load pseudo-instructions

Figure 3.5: Instrumentation steps for load and store instructions

3.1.3 DFI optimizations

To reduce the runtime overhead of DFI, some optimizations have been presented by Castro
et al. [CCH06]. These optimizations are not real-time oriented but as they all try to remove
instructions, they have a similar impact on the WCET as they have on the average case
execution time. We present the four main optimizations: redundant elimination, safe
store optimization, equivalent classes optimization and tag check optimization.

Redundant elimination. The redundant elimination detects pairs of successive
store/load instructions, in the same basic-block, that have the same target address. By
successive, we mean that there is no other memory instruction in between the pair of
instructions (but there could be other instructions such as arithmetic instructions). When
such a pair appears, one of the instructions has a redundant instrumentation that can be
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1 store data1 , addr
2

3 store data2 , addr

(a) Unprotected program

1 check_sandbox (addr)
2 tag_addr = rdt_addr (addr)
3 store_tag (tag_addr , 3)
4 store data1 , addr
5

6 check_sandbox (addr)
7 tag_addr = rdt_addr (addr)
8 store_tag (tag_addr , 4)
9 store data2 , addr

(b) DFI protected program without re-
dundant elimination

1 check_sandbox (addr)
2

3

4 store data1 , addr
5

6

7 tag_addr = rdt_addr (addr)
8 store_tag (tag_addr , 4)
9 store data2 , addr

(c) DFI protected program with redundant
elimination

Figure 3.6: Redundant elimination example

eliminated. For example, in the case of two successive stores, the first store tag is never
used as it is immediately overwritten by the tag of the second store. Thus, we can remove
the parts of DFI that write the tag (rdt_addr and store_tag) in the instrumentation
of the first store. We can also remove the check_sandbox part of the second store as
the store address has already been verified at the first store and both stores target the
same address. An example is illustrated in Figure 3.6 with the code written using pseudo-
instructions. Figure 3.6a presents the original snippet of code without DFI. It is composed
of two stores targeting the same address. In Figure 3.6b, the first store (line 4) is followed
by the second store (line 9), both instrumented. As both store instructions belong to
the same basic-block, we can remove the redundant parts of the instrumentation without
losing the protection as presented in Figure 3.6c.

Another case where we can apply the redundant elimination is when a load follows
a store. In this case, the loaded tag is necessarily the tag of the store and thus, the
load instrumentation can be removed (as the tag should be in the valid tag set of the
load and no exception should be triggered). The last case appears when a load follows
a load. The static analysis should find that both valid tag sets are equal (as there is no
store in between). Thus, passing the first check_tag ensures that the second check_tag
passes, and we can remove the instrumentation of the second load. Note that removing
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these redundant parts does not weaken the protection as the attacker cannot jump in the
middle of a basic-block without already breaking the protection. Indeed, to use an attack
such as ROP (see 2.2.2) to jump in the middle of a basic-block, the attacker would need to
modify a saved register. As such a register is also protected by the DFI and does not alias
with anything else, this kind of attack should be detected by the DFI, thus preventing
the attacker from bypassing the instrumentation.

Safe store optimization. The safe store optimization statically detects store
instructions that cannot write into the RDT or on the program instructions. If such store
instructions are found, then we can remove the check_sandbox pseudo-instruction in
their instrumentation, to reduce the overhead of the instrumentation. This is typically
the case of stores using the stack pointer and a constant offset. As we can ensure that the
stack pointer is not corrupted (because else the DFI would have detected it as the stack
pointer aliases with nothing) and the offset is known at compile time, we can be sure that
this store does not target an address higher than the beginning of the stack. By placing
the RDT after the stack, we can then ensure that such a store won’t access the RDT.

Equivalent classes optimization. The equivalent classes optimization re-
duces the cost of checking tags by reducing the size of the valid tag sets. This optim-
ization searches for groups of tags that always appear together in all the valid tag sets of
the program. Each group can then be collapsed into a single tag shared by all the store
instructions with their tag in this group. This preserves the level of protection of DFI
while reducing the size of the valid tag sets, allowing faster tag checks. In Table 3.1, we
present an example with three valid tag sets S1, S2 and S3. We note the tags with letters,
and we assign to each tag a tag representation, i.e. the value used in the instrumentation.
The valid tag sets are presented in the first part of the table while the equivalent class
optimization is presented in the second part of the table. The other parts are used as
an example for the tag check optimization presented later in this section. In this ex-
ample, we can see how the equivalent class optimization can group two tags (A and
B) into a single tag A which reduces the number of tags to check for the valid tag sets.
Another advantage of this optimization is to reduce the total number of tags required by
the protection, which reduces the required number of byte per tag. In practice, two bytes
per tag are sufficient to store all the tags, even for large programs (as shown in [CCH06]).
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Valid tag sets Tag representations
Without optimization (Part 1)

S1
S2
S3

=
=
=

{A, B, C, E}
{A, B, E}
{A, B, D}

A → 1
B → 2
C → 3

D → 4
E → 5

Equivalent classes optimization A∼B (Part 2)
S1
S2
S3

=
=
=

{A, C, E}
{A, E}
{A, D}

A → 1
C → 3

D → 4
E → 5

Greedy tag check optimization (Part 3)
S1
S2
S3

=
=
=

{A, C, E}
{A, E}
{A, D}

∼
∼
∼

J1, 3K
J1, 1K∪J3, 3K
J1, 1K∪J4, 4K

A → 1
C → 2

D → 4
E → 3

Optimal tag check optimization (Part 4)
S1
S2
S3

=
=
=

{A, C, E}
{A, E}
{A, D}

∼
∼
∼

J1, 3K
J2, 3K
J3, 4K

A → 3
C → 1

D → 4
E → 2

Table 3.1: Valid tag sets optimizations - Part 1: Original tags - Part 2: Group A and B
into A - Part 3: Tag representation of C and D are modified to improve tag checks - Part
4: Optimal tag representations

Tag check optimization. The tag check optimization aims at reducing the
impact of the load instrumentation on the runtime. This optimization is composed of
two parts. The first part improves the way valid tag sets are checked when they contain
consecutive tag representations. For example, the set {1, 3, 4, 5} contains the interval
J3, 5K. In this case, we can check if the loaded tag value is between three and five rather
than checking if it is three, four or five. We show this optimization in Figure 3.7 for
the set {1, 3, 4, 5}. Figure 3.7a corresponds to the naive way of checking the loaded tag
(tag) against this set, with one condition for each element in the set. Figure 3.7b shows
how to check tag interval per interval (considering {1} as J1, 1K). In general, if we note
T the loaded tag value and Jl, hK the interval against which we want to check, we have
T ∈ Jl, hK ⇐⇒ l ≤ T ≤ h. This already reduces the number of checks executed at
runtime to verify the loaded tag. However, it still requires two checks per interval, one
against the lower bound (l) and one against the upper bound (h), except for single-
tag intervals. We can further reduce the number of instructions using unsigned integer
arithmetic by remarking that l ≤ T ≤ h ⇐⇒ 0 ≤ T − l ≤ h − l. By subtracting l and
considering the result as an unsigned integer, we just have to verify that T − l is below
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h − l. If T < l, then T − l would underflow and would thus be a positive integer far
greater than h − l, ensuring that the protection still holds. In Figure 3.7c, we show this
final optimization (with a uint keyword to represent an unsigned check). This shows that
only two checks remain, one against 1 and one against the interval J3, 5K transformed into
an unsigned check against J0, 2K.

if tag == 1 or
tag == 3 or
tag == 4 or
tag == 5:

continue
else:

raise Exception ()

(a) Naive

if tag == 1 or
3 <= tag <= 5:

continue
else:

raise Exception ()

(b) Interval optimization

if tag == 1 or
(uint) tag -3 <= 2:

continue
else:

raise Exception ()

(c) Single check interval

Figure 3.7: Implementations of the check_tag (tag, [1,3,4,5])

The second part of the tag check optimization uses a greedy algorithm that modifies
the tag representation associated to each store to reduce the number of checks required to
verify the loads. The goal of this algorithm is to minimize the number of distinct intervals
composing the largest and the most frequent (in number of loads in the program) valid
tag sets. To do so, it associates a score to each distinct valid tag set in the program. This
score is computed as follows: the number of tags in the set times the number of loads using
this set. Then, the optimization greedily optimizes all the valid tag sets in the decreasing
order of their score.

To optimize a set, the algorithm filters out of the set all the tags that already have a
new tag representation and then assigns consecutive tag representations to the remaining
tags. This places all the tags without representation in a single interval. As the algorithm
is greedy, once it decided on a representation for a tag in a given valid tag set, it does
not change it later when optimizing another valid tag set, which can lead to suboptimal
results. In the example Table 3.1 Part 3, the algorithm first optimizes S1 and thus assign
the consecutive representations 1, 2 and 3 to the tags A, C and E. It then optimizes the
set S2 but there is no tag without representation in this set. Finally, it optimizes the set
S3 and the only remaining tag without representation: D. As the algorithm assigns the
tag representations for A, C and E before examining S2 and S3, it cannot optimize S2.
However, if we had an algorithm that could optimize all the valid tag sets at once, it would
modify the tag representations assigned to A and E to also optimize S2 and S3. As an
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example, we provide in Figure 3.1 Part 4, the result of an optimal tag check optimization.
We can see that, by providing different tag representations, it is possible to check against
each valid tag set with a single interval in our example. We further explore this idea of
using an improved algorithm in Chapter 4 of this thesis.

3.2 DFI Implementation

To perform our analysis of the DFI overhead, we have to implement our own version of
DFI as there exists no reference implementation. Thus, the only reference we have is the
description presented in [CCH06] which we tried to follow as much as possible. However,
there are two key differences between the original DFI and our own implementation as
we want to protect embedded real-time systems. The first difference is the absence of
Memory Management Unit (MMU) and virtual memory in our implementation com-
pared to the original one. We discuss this difference in Subsection 3.2.1. The other key
difference is that we use a RISCV architecture for our implementation where the original
DFI uses x86. This difference and its consequences are presented in Subsection 3.2.2.

3.2.1 Absence of virtual memory

The original DFI has access to an MMU and uses virtual memory. These features are used
for two reasons. First, the virtual memory allows the original DFI to place the RDT at a
fixed address while leaving the first gigabyte of memory for the original program. Second,
the MMU is also used in the original DFI to protect the program code and some other
sections of the program, preventing their modification by an attacker. In particular, this
helps to further reduce the cost of the check_sandbox part as it only has to protect the
RDT against malicious writes and can rely on the MMU to protect the program code.

However, embedded real-time systems rarely integrate an MMU as the use of virtual
memory hurts the predictability of the micro-architecture (in particular cache analyzes)
which worsens the estimation of the WCET. Instead, real-time systems often only have
access to a permission mechanism, such as a Memory Protection Unit (MPU) that can
assign read-write-execute permissions to a limited number of memory regions. As these
systems do not impact the WCET estimation, they are often preferred in the context
of real-time systems compared to a MMU. In the rest of this document, we suppose
that we have access to such a mechanism for a few reasons. First, these mechanisms are
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already available on many processors used for embedded real-time systems. Second, our
implementation can then use the same optimization for the check_sandbox part of DFI
as the original DFI.

As with the original DFI, we place the RDT in a section at a higher address than the
addresses used by the original program, as presented in Figure 3.8. However, this section
is directly placed just after the highest address used by the program (most of the time,
the top of the stack) to avoid wasting memory space.

.text

.rodata

.bss

.stack

.RDT

low
address

high
address

Figure 3.8: Memory layout of the programs protected by DFI, section by section

3.2.2 Using RISCV architecture instead of x86

Another issue with the original DFI [CCH06] is that it was written for x86 architectures.
As we focus our work on embedded real-time systems, we want an architecture used by
this kind of systems. For example, ARM and RISCV architectures are well suited and
adopted for such systems. We choose to use a RISCV architecture as we have a real-time
oriented RISCV softcore at our disposal, called RudolV1, with an FPGA implementation.
Furthermore, this softcore is analyzable by AiT [FH04], the WCET estimator that we use
in our experiments. Another advantage of the RISCV architecture is the simplicity of its
instruction set. In particular, there are very few instructions that can perform loads or
stores, which greatly ease the instrumentation step of DFI.

1https://github.com/bobbl/rudolv
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# Place the base RDT address into t3
lui t3 , hi( RDT_BASE )
# Substract the offset to RDT
subi t3 , t3 , off
# Check RDT access
blt raddr , t3 , ok
# Ckeck failed , throw exception
ebreak
# Check passed
ok:

(a) check_sandbox(raddr+off)

lh t4 , t3 (0)

(b) load_tag(t3)

# Place raddr + off into t3
addi t3 , raddr , off
# Compute the offset of t3 in the RDT
slri t3 , t3 , 2
slli t3 , t3 , 1
# Compute the address in the RDT
lui t4 , hi( RDT_NORM )
add t3 , t3 , t4

(c) rdt_addr (raddr+off)

# Prepare tag
addi t4 , zero , 2
# Store tag
sh t4 , t3 (0)

(d) store_tag(t3, 2)

# Check t4 == 1
subi t4 , t4 , 1
beq t4 , zero , ok
# Check 3 <= t4 <= 5
subi t4 , t4 , 2
addi t3 , zero , 2
bltu t4 , t3 , ok
# Check failed , throw exception
ebreak
# Check passed
ok:

(e) check_tag(t4, {1,3,4,5})

Figure 3.9: Example of a RISCV implementation of the DFI pseudo-instructions (with
the optimizations presented in Section 3.1.3)
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We now present how we implement the pseudo-instructions presented in 3.1.2 on a
RISCV architecture. An example for each pseudo-instruction is presented in Figure 3.9.
In RISCV, every memory instruction is composed of the instruction itself (store or load),
a register that contains the value to store (or will contain the value after the load), a base
register and an integer offset (a 12-bits signed integer). The target address in memory
of the instruction is the sum of the base register and the offset. In this example, raddr
represents the base register of the protected instruction and off is the offset of the same
instruction.

We also need two constants linked to the RDT: RDT_BASE and RDT_NORM.
RDT_BASE contains the starting address of the RDT section while RDT_NORM is
a normalized address equal to RDT_BASE − TEXT_ADDR//2 with TEXT_ADDR
the address of the .text section and // the integer division. The normalized address arises
to optimize the computation of the addresses in the RDT and is in particular different
of the starting address if the program does not start at address 0x0. Indeed, addresses in
the RDT are computed as:

RDT_BASE + ((raddr + off − TEXT_ADDR)//4) ∗ 2

This formula maps every four bytes of the program to two bytes in the RDT. However,
if we used this formula directly, we would need to subtract the constant TEXT_ADDR
at each computation of an address in the RDT. Instead, we ensure that .text section is
aligned (which is mandatory in a RISCV architecture anyway). We can then simplify the
computation of the addresses in the RDT by introducing the RDT_NORM constant,
which is computable at link time. The RDT address formula thus becomes:

RDT_NORM + ((raddr + off)//4) ∗ 2

To ensure that we are able to instrument all the memory instructions (including the
ones that are created due to register scavenging and prologue and epilogue of functions),
we reserve two registers (t3 and t4) to be used by the DFI only. This ensures that
these two registers are always available and thus, that the DFI instrumentation will not
interfere with the program execution (as long as there is no illegal data-flow). Thus, all
the pseudo-instruction implementations use these two registers.

Finally, the check_tag pseudo-instruction requires a valid tag set of reference (nor-
mally obtained with a static analysis). In our example, we choose the arbitrary set
{1,3,4,5}.
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The check_sandbox pseudo-instruction is lowered in RISCV by checking that raddr
is strictly lower than RDT_BASE−off. This is equivalent to check that the target address
is lower than RDT_BASE except we do not need to modify raddr as we need to use
it later for the protected instruction.

In this example, we suppose that the RDT is placed at higher addresses than the
memory used by the original program, allowing to check that the target address is not in
the RDT by only checking that it is lower than the base RDT address.

The rdt_addr pseudo-instruction computes the address in the RDT by computing
first an offset based on the target address and then adding this offset to the RDT address.
The offset should be computed as such: ((raddr + off − TEXT_ADDR)//4) ∗ 2 but we
reduce this to the computation of ((raddr+off)//4)∗2 with the help of the RDT_NORM
constant. The integer division and multiplication is performed using a shift right and a
shift left for improved performances.

The check_tag pseudo-instruction checks the tag contained in the register t4 by
checking first if this tag is equal to one (by comparing t4 − 1 to 0). If the test fails, the
code then tests if the tag is contained in J3, 5K using an optimization explained in 3.1.3.

Finally, there is a last optimization specific to RISCV architecture to reduce the cost of
the rdt_addr DFI part. We call this optimization offset collapsing. This optimization
pre-computes the impact of the integer offset (of the protected memory instruction) on
the associated RDT address. If the integer offset (known at compile time) is a multiple
of four, then we can transform the computation of rdt_addr. In this case, we have
((raddr + off)//4) ∗ 2 = (raddr//4) ∗ 2 + off//2. As we can pre-compute the off//2 part
at compile time, we can add this part as the offset of load/store to the RDT and only
compute the raddr//4 ∗ 2 part at runtime. The advantage of doing so is that we can
remove the first addi instruction of the rdt_addr part. Note that if off is not properly
aligned (i.e. is not a multiple of four), the equality does not hold and we can’t perform
this optimization. For example, with off = 3 and raddr = 1:

2 = ((raddr + off)//4) ∗ 2 ̸= (raddr//4) ∗ 2 + off//2 = 0 + 1 = 1

3.3 Cost analysis

To optimize DFI for real-time systems, we seek to gain a better understanding of its over-
head. Real-time systems are primarily interested in the overhead on the estimated WCET,
as the value of the WCET impacts the schedulability of the system. Thus, we performed
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two experiments to better understand the impact of the DFI on the WCET and to find
out how the overhead is distributed between the different pseudo-instructions that com-
pose the DFI instrumentation (rdt_addr, check_sandbox, check_tag, store_tag
and load_tag).

In this section, we first present the experimental setup of our experiments in Subsection
3.3.1. We then present and analyze a first experiment in Subsection 3.3.2. This experiment
establishes the overhead of the DFI on the WCET and is used as a baseline throughout
the rest of this document. Finally, we analyze a second experiment in Subsection 3.3.3
where we estimate the cost of each part of the DFI.

3.3.1 Experimental setup

Details for all our experiments are resumed in Appendix A. For our experiments, we
use TACLeBench [FAH+16], a real-time oriented benchmark suite. The TACLeBench
benchmarks are divided into 5 groups: app that contains two real applications, kernel
that contains small functions such as computation kernels and a binary search, sequential
that contains benchmarks with large function blocks, test that contains programs that
challenge WCET analysis tools and finally parallel that contains two modified real world
parallel applications.

To compile the benchmarks with DFI we use the compilation workflow presented in
Figure 3.10. Each benchmark is compiled into an LLVM Intermediate Representation
(IR) [LA04] using Clang, the LLVM compiler. We then analyze the IR with a modified
version of the PhASAR [SHB19] data-flow analyzer. This analysis assigns to each store a
tag and to each load its valid tag set. The result of this analysis is annotated in the IR file.
This file is finally fed back the LLVM compiler to produce the executable. We modified
the LLVM backend to add the DFI and to perform the DFI optimizations presented in
Section 3.1.3. Overall, this required to change about 5, 000 lines of code in LLVM and
about 1, 000 lines of code in PhASAR. We compiled the benchmark programs with the -O1
optimization flag. This compilation flag drastically reduces the number of load and store
instructions compared to the -O0 optimization flag as the compiler starts using registers
to store local variables instead of always using the stack.

The DFI instrumentation is done at the end of the backend pipeline, just before
emitting the assembly instructions as this is the only place where we can ensure that
there are no memory instruction that can be further added to the program. Note that
between the data-flow analysis (done at the IR level) and the last stage of the backend,
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C code

Intermediate Representation (IR)

Annotated IR

Executable

LLVM

PhASAR

LLVM
backend

Figure 3.10: DFI instrumentation workflow

some memory instructions can still appear due to the generation of prologue/epilogue
of functions or register spilling. We treat these cases as special cases in the backend by
reserving a special tag for them. In our implementation, we choose to assign them the tag
representation 0.

We target RudolV, a 32bits RISCV softcore dedicated to hard real-time systems with
the M extension (allowing multiplications and integer divisions). RudolV executes each
instruction in a precise number of cycles and avoids caches and branch prediction as they
worsen the predictability of the architecture.

3.3.2 Overhead of DFI on the WCET

We first aim at estimating the overhead of DFI on the WCET. To estimate the WCET,
we use the AiT WCET estimator [FH04]. We compute the overhead of DFI by estimating
the WCET of an executable without DFI (baseline) and of a DFI protected executable
(DFI ). We then compute the normalized overhead as a factor : WCETDFI

WCETbaseline
. Note that

a benchmark with a normalized overhead equal to one means that the DFI do not add
any overhead on the WCET for this benchmark.

To estimate the WCET, we only have to provide a few annotations to AiT. In par-
ticular, we need to provide loop bounds in general, and we need to prevent AiT from
considering DFI exceptions as a normal behavior for the program. Annotations to ignore
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Figure 3.11: Overhead factor of DFI on the WCET using the state-of-the-art DFI
of [CCH06] with the mean as a gray dashed line

the DFI exceptions can be automatically generated. On the other hand, loop bounds an-
notations have to be provided by hand and can be hard to get, especially when compiling
with optimizations flags as the compiler may modify these loop bounds between the source
code and the resulting executable. This is the main reason why we do not activate more
aggressive optimization flags.

We excluded two benchmarks from our experiment (namely Debie and Papabench)
from the parallel testbench as they are supposed to run multiple tasks in parallel while
we consider a bare-metal execution of the programs without relying on a Real-Time
Operating System (RTOS) and thus without supporting parallel execution of tasks. We
also excluded the bitonic, bitcount, fac, quicksort, recursion, ammunition, anagram and
huff_enc benchmarks as it was harder to obtain the recursion bounds than loopbounds
for the AiT WCET estimator with benchmark programs compiled with -O1 optimization
flags. Furthermore, rijndael_dec and rijndael_enc cannot be safely estimated by AiT as
they violate DFI due to an off-by-one read to a buffer. In both these benchmarks, a custom
memcpy function copies a buffer into another buffer. However, this function reads four
bytes past the end of the buffer just before the end of the function. While these bytes are
never used later, this single read triggers the DFI (as the read value is on a saved register
in the stack). As AiT detects this in its value analysis, it considers that a DFI exception
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is triggered and that its WCET analysis is unsafe.
Figure 3.11 shows the normalized overhead factor for the TacleBench benchmarks. 20

out of the 47 benchmarks have an overhead between ×1.03 and ×1.6 while the remaining
27 benchmarks have an overhead between ×1.9 and ×5. The mean overhead is ×2.38. As
observed in [CCH06], DFI can incur a high overhead on the protected program, depending
on the number of store/load instructions of the program. This confirms the need to reduce
the impact of DFI on the WCET.

3.3.3 Overhead per pseudo-instruction

We now search to understand how each part of the DFI instrumentation participates in the
overall overhead of DFI. Thus, we want to separate the overall overhead of DFI between
each pseudo-instruction of DFI. However, it is hard to get these data using the estimation
of WCET. Indeed, the estimation of WCET provides the WCEP, WCET as well as some
data on preliminary analyzes used to obtain this estimation. However, the best granularity
of information we have access to is at the basic-block level. As multiple load/store can be
in the same basic-block, it is very hard to separate the cost of different parts of DFI that
belong to the same basic-block. For this reason, we prefer to adopt another method to
estimate the relative participation of each part of DFI into the overhead of DFI. Instead
of estimating their participation on the WCET, we compute the cost of each part of DFI
along an execution trace of the benchmark and measure the overhead of each part instead
of a worst-case analysis. Note that, while we cannot normally compare execution obtained
through measurement with the estimated WCET, we only seek to better understand which
parts of DFI have the most weight in the overhead and thus even an approximation is
enough.

In this experiment, we use a RISCV simulator called COMET2 to obtain an execution
trace for each benchmark. Based on these trace, we estimate the cost of each pseudo-
instruction for each benchmark.

We know the number of cycles of each instruction as this data is provided by the
RudolV architecture. From the compilation phase, we can extract the first and last ad-
dresses for each pseudo-instruction. Thus, we just have to iterate on the trace, finding
when we are at the starting address of a pseudo-instruction and accumulating cycles into
a counter associated to the pseudo-instruction until we reach the ending address for this

2https://gitlab.inria.fr/srokicki/Comet
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pseudo-instruction. Once we finish iterating the trace, we obtain a counter associated with
each pseudo-instruction containing its overhead in cycles. We then compute the relative
participation (in percentage) of this pseudo-instruction to the overall DFI overhead by
computing the ratio between the counter of the pseudo-instruction and the sum of all the
counter.

We present in Figure 3.12 the median overhead percentage across all benchmarks for
each pseudo-instruction.

check_tag

load_rdt_addr

store_rdt_addr

check_sandbox

load_tag

store_tag

0 25 50 75 100

overhead percent (%)

ps
eu

do
−

in
st
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Figure 3.12: Decomposition of the DFI overhead per pseudo-instruction. The box repres-
ents the interquartile with the bar inside as the median. Whiskers incorporate up to 1.5
times the interquartile. Extreme values (outside the whiskers) are represented as cross
marks

The first point of interest is that the majority of the overhead is due to two pseudo-
instructions : the check_tag pseudo-instruction that represents a median at 30.9% of
the overhead and the load_rdt_addr (resp. store_rdt_addr) pseudo-instruction that
represent a median at 20.6% (resp. 16.5%) of the overhead. When combining load and store
rdt_addr pseudo-instructions, the median percentage reaches 39.0% of the overhead.
From this, we can deduce that we should prioritize the optimization of the check_tag
and the rdt_addr pseudo-instructions.

The second interest is the variation of the distribution in function of the pseudo-
instruction. Indeed, we can see in Figure 3.12 that some pseudo-instruction relative over-
heads are fluctuating more in function of the benchmarks than others. In particular, we
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see that the load_rdt_addr, check_sandbox and check_tag pseudo-instructions
can have multiple outlier points where the benchmark spend more than 50% of its over-
head in these pseudo-instructions. On the other hand, the load_tag, store_tag and
store_rdt_addr seem more stable with no high outlier points. This provides us with
another incentive to focus our work on the three pseudo-instructions: load_rdt_addr,
check_sandbox and check_tag. They represent the majority of the overhead in general
and, even when some benchmarks have peculiar behavior, at least one of these pseudo-
instruction tends to concentrate the overhead.

To confirm this analysis and have a better understanding of which benchmarks gen-
erate the outlier points and why, we present in Figure 3.13 the decomposition of the
overhead for each benchmark.
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Figure 3.13: Decomposition of the DFI overhead per pseudo-instruction for each bench-
mark in the TACLeBench.

The most important outliers are the benchmark adpcm_dec and adpcm_enc for which
the load_rdt_addr pseudo-instructions represents 98% of their DFI overhead. These
two benchmarks performs many loads and computation with pointers and tables. However,
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as in these computation the address changes between each memory instructions (typically
to access different elements of the table), the redundant elimination cannot detect a
constant address and thus cannot remove any redundant load instrumentation. Combined
with small valid tag sets and many variables that can be placed into registers rather than
in memory, thus leaving only very few stores in the program, this results in extreme
examples of programs with DFI overhead dominated by the load_rdt_addr pseudo-
instruction associated to its loads. This kind of behavior tends to appear even in other
benchmarks when they manipulate tables and we present an optimization in Chapter 5
to reduce the overhead of this part of DFI.

Regarding the check_sandbox pseudo-instruction, the main outliers are the bin-
ary_search, filterbank and countnegative benchmarks. These three benchmarks spend
most of their time accessing and storing values in global arrays using variables as in-
dexes in these arrays. This prevents the static analysis from detecting that the store is
safe as it would require that it detects bounds on the variables used as indexes. As the
static analysis we use cannot estimate bounds on these variables, the store are pessim-
istically considered unsafe, which increases the number of check_sandbox required by
the programs. Tackling this issue is more complicated as it requires to modify the optim-
ization that detect safe store so that it can estimate bounds on variables and use these
information to improve its result. This can quickly increase the complexity and time re-
quired by the analysis. Without going to such length, we provide a small optimization in
Chapter 5 as a side product of our main optimization.

The two upper outliers for the check_tag pseudo-instruction are epic and mpeg2,
two benchmarks that contain the largest valid tag set (up to 12 tags), thus explaining
the predominance of this pseudo-instruction. Any optimization that manages to reduce
the number of checks per load would immediately be beneficial, not only for these two
benchmarks but for most benchmarks in general as this pseudo-instruction is one of the
main source of the DFI overhead. We study one such optimization in Chapter 4.

All the lower outliers for all the pseudo-instructions can be explained as benchmarks
that are upper outliers for another pseudo-instruction.

3.4 Conclusion

In this chapter, we presented with more details the DFI and its current optimizations
in Section 3.1. We then presented our own implementation in Section 3.2. Finally, we
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proceeded to an analysis of the time overhead of our implementation. We analyzed its
overall overhead on the WCET and used a measurement-based method to distinguish the
overhead of each pseudo-instruction composing the DFI.

To conclude, the analysis of the DFI overhead shows that the two main sources of over-
head are two pseudo-instructions: check_tag and rdt_addr. The pseudo-instruction
check_sandbox can also lead to a large overhead in some benchmarks but this is less
prevalent in general. Furthermore, optimizing this pseudo-instruction could make the op-
timization intractable for large programs as eliminating this pseudo-instruction requires
to ensure that the protected store cannot corrupt the RDT, which would require to com-
pute the possible range of target addresses for the stores. This leads us to search op-
timizations for the two pseudo-instructions: check_tag and rdt_addr. In Chapter 4,
we focus our attention on finding better tag representations to reduce the overhead of
the check_tag pseudo-instruction in the context of real-time systems. In Chapter 5, we
present an optimization that reduces redundancies of rdt_addr for loads and stores in
the same basic-block that target addresses in the same structure or array.
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Chapter 4

REDUCING LOAD CHECK COSTS WITH

RT-DFI

Chapter overview

This chapter tackles the overhead of DFI on real-time systems. To reduce this over-
head, we present an optimization of the check_tag part of DFI. We developed
a tool, called RT-DFI, that perform this optimization and targets specifically the
WCET. This tool uses the results of the WCET analysis to construct the optimiz-
ation of the check_tag part such that it impacts the WCET. We show with our
experiments that RT-DFI can reduce the overhead of DFI by a mean 7.6% on the
WCET compared to the WCET obtained in Chapter 3.

We saw in Chapter 3 that one of the main source of overhead of the DFI is the part
that checks the tag associated to the loaded data. To reduce its impact, we propose a
new optimization that targets the check_tag pseudo-instruction. This optimization uses
data collected on the WCEP to specifically target loads on this path, with the goal of
reducing the WCET. To do so, this optimization has two parts. First, it finds integers to
represent the tags that identify each store instruction in order to reduce the number of
intervals checked along the WCEP. This part can be seen as a variation of the tag check
optimization presented in Section 3.1.3, specialized for a specific path. The other part
of the optimization searches for a better scheduling of the intervals to check at each load
instruction. The goal is to place the intervals most likely to contain the tag first such as
the WCET estimation can deduce that there is no need to check the tag against all the
intervals.

Our contributions in this chapter are the following:

• We designed an optimization focused on improving the check_tag part of DFI.
This optimization uses data collected on the WCEP to construct an optimization
problem, later solved with an Integer Linear Programming (ILP) solver.
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• We present a tool, called RT-DFI, that compiles the program, uses an external
WCET estimator (in our case AiT ) to retrieve the data on the WCEP, performs
the optimization and can perform multiple passes of this optimization to handle
changes in the WCEP due to previous passes of the optimization.

• We tested RT-DFI on the TacleBench benchmark suite and showed that it reduces
the overhead of DFI on the WCET by a mean 7.6% compared to the WCET obtained
in Chapter 3.

In this chapter, we first present our optimization and how we use WCEP information
in Section 4.1. We then formally define the construction of the ILP problem that our
optimization uses in Section 4.2. Finally, we test our optimization in Section 4.3.

The work presented in this chapter has been published in the conference paper: RT-
DFI: Optimizing Data-Flow Integrity for Real-Time Systems, in ECRTS 2022 - 34th Eur-
omicro Conference on Real-Time Systems.

4.1 Optimizing the DFI impact on WCET

4.1.1 Using WCEP information to optimize tag checks

The tag check overhead can be decomposed into two factors. The first factor is the number
of checks required to cover the whole valid tag set of the load. Since the tags are checked
using intervals, we can improve this factor by modifying the representation of the tags
to reduce the number of intervals that cover the valid tag set. The second factor is the
order in which we check these intervals. The tag check verifies if the tag belongs to each
interval covering the valid tag set, and jumps to the rest of the code as soon as it finds an
interval containing the tag. Thus, we can reduce the tag check overhead by first checking
the most frequent intervals. In the rest of this chapter, we use the term interval order
to describe the order of the checks against the intervals.

RT-DFI uses the context data (number of executions in the WCEP and the possible
tag in memory obtained with the value analysis) to optimize these two factors. To improve
the WCET, we perform the optimization specifically on the WCEP. Thus, we only focus on
contexts present in the WCEP. This approach also decreases the number of loads/contexts
that we consider, reducing the complexity of our optimization problem.

In the rest of this chapter, we assume that the WCET estimator performs a value
analysis and that we have access to its results and more particularly, we can retrieve
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the possible tags stores in memory according to this analysis. The WCET estimator
uses this value analysis to improve the IPET, avoiding paths in each context where the
value analysis detects that these paths are infeasible. For example, the value analysis
may establish that a condition is always satisfied in some context C0. In this case, the
IPET only considers the path when the condition holds for the context C0, even if the
alternative path is more costly for the IPET in general. The same principle applies to the
tag checks, which are series of conditions. Thus, although all the tag checks are present
in the program code, the value analysis may refine the IPET in some contexts. If all the
possible tags (according to the value analysis) are verified before the last check, the IPET
will not even consider the remaining checks as they belong to an infeasible path, thus
improving the precision of the WCET. Even when the value analysis cannot restrict the
possible tag values for a given load, it still considers that the possible values are restricted
by the valid tag set of the load since it only reasons on the legitimate executions of the
program.

1 # Check the tag against J1, 3K
2 subi t4 , t4 , 1
3 addi t3 , zero , 2
4 bltu t4 , t3 , ok
5 # Check the tag against J5, 8K
6 subi t4 , t4 , 4
7 addi t3 , zero , 3
8 bltu t4 , t3 , ok
9 # Check the tag against J10, 11K

10 subi t4 , t4 , 5
11 addi t3 , zero , 1
12 bltu t4 , t3 , ok
13 # check_tag failure
14 ebreak
15 ok: # Remaining of the program

Figure 4.1: Example of check_sandbox (t4, {1,2,3,5,6,7,8,10,11}) and the resulting
path analysis in three contexts: C0 (tag = 7), C1 (tag ∈ {1, 10}) and C2 (tag ∈
{1, 2, 3, 5, 6, 7, 8, 10, 11})

C0 C1 C2

For example, we present in Figure 4.1 a tag check with three intervals, J1, 3K, J5, 8K,
and J10, 11K. We also present the paths considered by the IPET for three contexts C0, C1,
and C2 without optimization. The paths considered by the IPET are represented with
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1 # Check the tag against J5, 8K
2 subi t4 , t4 , 5
3 addi t3 , zero , 3
4 bltu t4 , t3 , ok
5 # Check the tag against J1, 3K
6 subi t4 , t4 , -4
7 addi t3 , zero , 2
8 bltu t4 , t3 , ok
9 # Check the tag against J10, 11K

10 subi t4 , t4 , 9
11 addi t3 , zero , 1
12 bltu t4 , t3 , ok
13 # check_tag failure
14 ebreak
15 ok: # Remaining of the program

Figure 4.2: Optimized for context C0

C0 C1 C2

colored bar on the side of the code. We suppose the value analysis infers that the loaded
tag is equal to 7 in context C0, is either 1 or 10 in context C1, and can take any value of the
valid tag set in context C2, based on the conditions in the path considered in the different
contexts. In the context C0, the considered paths follow the first two checks (against J1, 3K
and J5, 8K) and then jump directly to the rest of the program as the loaded tag is equal
to 7 in this context. Thus, the cost of this snippet of code in the IPET, for the context
C0, is only the cost of the first two checks and not the third.

We want to show how we can use the information from the value analysis to improve
DFI overhead. In Figure 4.2, we show how to optimize the cost for context C0 by placing
the check against J5, 8K as the first check. This leads the IPET to only consider the cost of
this first check in context C0, thus reducing the cost. However, as multiple contexts may
exit on the same snippet of code, it is not always possible to optimize all the contexts
together. For example, optimizing C1 would require to place the checks against J1, 3K
and J10, 11K as the two first intervals, which is in contradiction with the optimization
for context C0. Furthermore, as context C2 has no specific restrictions on the loaded tag
(except it belongs to the valid tag set), switching the place of tag checks would not affect
the cost of such context.

Another possible optimization for context C1 and C2 is to modify the tag represent-
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ations. If the new representations of 1 and 10 belong to the same interval, we can place
this new interval as the first one to check, effectively optimizing context C1. Furthermore,
the only way to optimize C2 is to reduce the number of intervals that cover the valid tag
set by modifying the tag representations.

This example shows how different optimizations are possible in function of the inform-
ation provided by the value analysis. We can either change the interval orders, modify the
tag representations, or both. Modifying the interval orders only has a local impact on the
WCEP. On the other hand, modifying the tag representations has consequences not only
on the load we are focusing on, but also on every other load that has any of these tags in
its valid tag set. Thus, knowing if a tag representation modification is interesting is more
complex than for an interval order modification. Furthermore, multiple contexts for the
same load can have conflicting optimizations. To deal with this problem, we formulate it
using an ILP that provides a good solution along the whole WCEP. In particular, this
ILP takes into account that modifying the tag representations to optimize the contexts
of one load may result in increasing the number of checks of another load.

Depending on the result of the value analysis, we can extract three kind of possible
contexts that have different optimization strategies:

1. Known tag context. Context like C0 where the loaded tag is known. In this case,
the best optimization is to place the interval containing the known loaded tag as soon
as possible such as the cost of checking against the other intervals is not considered
by the IPET.

2. Partially known tag context. Context like C1 where the set of possible loaded
tags is a strict subset of the valid tag set of the load. In this case, the IPET jumps to
the rest of the code once every tag in the set of possible loaded tags as been checked.
Thus, to optimize such context, we need to place first all the intervals that contains
a tag in the set of possible loaded tags. This can be combined with a modification of
the tag representations to check the set of possible loaded tags with fewer intervals.

3. Unknown tag context. Context like C2 where the set of possible loaded tags is
equal to the valid tag set of the load. In this case, the only optimization strategy is
to reduce the number of checks by changing the tag representations.

These different kinds of context represent how much information we have on which
checks are considered or not in the IPET. The goal is then to use the context data to
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improve the tag representation and the interval orders on the WCEP. To do so, we use
an ILP model that searches for a minimal number of tests along the WCEP. In contrast
with the greedy algorithm of the first tag check optimization described in Section 3.1.3
of Chapter 3 (based on [CCH06]), an ILP can provide better solutions based on context
information (see Section 4.3). In particular, while the greedy algorithm only performs
local improvement load per load, an ILP can find optimizations that have a global impact
on multiple loads. Furthermore, the current ILP solvers are very efficient and propose to
set a timeout to stop the solving after a given time, which can be used to obtain a good
solution while having a bound on the time consumed by the solving algorithm.

The optimization flow, presented in Figure 4.3, is the following: the program is com-
piled the first time with DFI and all the optimizations present in the original paper by
Castro et al. [CCH06]. We then use the WCET analysis to construct an ILP that we
optimize to find a better solution on the WCEP. We modify the program with this new
solution. We then repeat the optimization process by creating a new ILP based on the
new program executable, while still maintaining the same level of optimization on the
previous paths. This allows RT-DFI to converge as the WCET reduces or stays the same.
The process stops when the WCET does not improve anymore or after a given number
of iterations.

C code

Executable

DFI Compilation

ILP problem

ILP solution

WCET +
value analysis

ILP solver

(Iterative) Optimization

Result

Figure 4.3: High-level workflow of the RT-DFI optimization
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4.1.2 Principle of the ILP

Our optimization uses an ILP solver to minimize the number of checks on the current
WCEP. Using the ILP, we search an optimized tag representation for the current WCEP
combined with, for each load in the WCEP, an optimized interval order. The goal is to
reduce the overhead of the check_tag pseudo-instruction on the current WCEP. To do
so, we use the result of the value analysis for each load in the WCEP. In particular, for
each load, we segregate the contexts into known/partially known/unknown tag contexts,
and we retrieve the weight of each context in the WCET, i.e., the number of times each
context is executed in the WCEP. We also assume that the cost of a check is the same on
the WCET, whether it checks against an interval or a single tag. This allows us to model
single tags as singleton intervals in our ILP. This assumption holds in our implementation
(see Section 3.1.3), where we generate code that checks intervals as fast as a single tag
using only one branch instruction (with a method explained in [CCH06]).
We construct the ILP with three steps:

1. Tag representation. This step associate each tag in the valid tag set of a load in
the WCEP with an ILP variable which value is the tag representation of the tag. It
also adds constraints to the ILP problem such that two tags do not share a same
representation.

2. Interval orders. This step generates ILP variables and constraints to represent,
for each load in the WCEP, the interval order of each tag contained in its valid tag
set. In particular, constraints are added such that two tags belonging to the same
interval have the same order value and two tags belonging to two different intervals
have different order values.

3. Objective function. This step constructs the objective function the ILP solver
will minimize. The objective function is a weighted sum of the order variables. For
every context of a given load, the number of checks is the maximum of the order
variables of the possible tags of the context (i.e., how much interval must be checked
before we can skip the rest) multiplied by the weight of the context.

For example, we present in Table 4.1 four tags with their tag representations (for the
entire program) and their interval orders (for a given load l). We see that for this load,
tags A and B are tested first, then tag C and finally tag D. We also present 3 contexts
C0, C1 and C2 with their possible tags, the cost associated with each context as well as
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the overall cost. We note w0 (resp. w1 and w2) the weight of context C0 (resp. C1 and
C2) in the WCEP, which is the number of time this context cost is taken into account in
the WCEP. The context C0 has B as its only possible tag which is checked first for this
load. Thus, the IPET only considers the cost of the first interval for this context and the
cost we associate to C0 is 1 (the interval order of B) times w0 (the weight of C0). For
context C1, which has more possible tags (C and D), the IPET considers the worst-case
scenario where the loaded tag is D and is checked with the third interval. Thus, the cost
of this context is the maximum between the interval orders of all its possible tags (i.e.
max(2, 3) = 3) times w1. Finally, for an unknown context such as C2, the IPET must
consider the worst-case possibility which is that the loaded tag is only checked in the last
interval. Thus, it has a cost of 3 (i.e. max(1, 2, 3)) times w2. The objective function is the
sum of each context cost for each load.

Tag Representation Interval Order
(for load l)

A 2 1
B 3 1
C 5 2
D 9 3

(a) Tag representations and interval order.

Context Tags Cost
C0 B max(1) · w0
C1 C,D max(2, 3) · w1
C2 A,B,C,D max(1, 2, 3) · w2

All A,B,C,D
max(1) · w0 +

max(2, 3) · w1 +
max(1, 2, 3) · w2

(b) Contexts and associated costs. w0, w1 and
w2 represent the weight of the contexts (the
number of time they appear in the WCEP).

Table 4.1: An example of how the cost of the contexts are computed by the ILP for an
arbitrary load l, knowing a tag representation and the interval order

To deal with changes of the WCEP we add new constraints to our ILP that prevent
new optimizations from destructing the previous ones, which allows RT-DFI to converge.
These new constraints have the following shape: Oprevious ≤ Vprevious with Oprevious the
previous objective function and Vprevious the previous objective function value. The Oprevious

is constructed the same way as the current objective function, but with the context of
the previous optimization. The Vprevious is just the minimal value of the objective function
found by the previous optimization. These constraints force the ILP to optimize the
current WCEP while maintaining the same level of optimization on the previous path. Of
course, if we have multiple previous WCEPs, we can add one constraint of this shape per
previous WCEP.
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4.2 Formal definition of the ILP for WCET-oriented
tag check optimization

In this section, we present a formal definition of the ILP we use to optimize DFI on the
WCEP. We first give a notation table and describe which data is available to construct
the ILP in Subsection 4.2.1. We explain in Subsection 4.2.2 how to compute the number
of checks for a load when the tag representations and the order of the intervals are known.
We then present in Subsection 4.2.3 the ILP that minimizes the number of checks on the
WCEP by optimizing the tag representations and the order of the intervals at the first
iteration of the algorithm. Finally, we explain in Subsection 4.2.4 the constraints we add
to the ILP to handle potential WCEP changes.

4.2.1 Notation table and problem formal definition

Notation Type Signification
Ja, bK Interval Integer interval between a and b

l Load A protected load
L Set[Load] Set of loads in the WCEP
t Tag A tag
T Set[Tag] Set of tags checked in the WCEP
rt N The tag representation of t (fixed)
sl Set[Tag] Valid tag set of load l
Il,t Interval Interval specific to l containing rt

ϕl,t N Order of Il,t (check order) (fixed)
Cl Context A context for l in the WCEP
TCl

Set[Tag] Possible tags for the context Cl

wCl
N Number of occurrence of Cl in the WCEP

Nl N Number of checks of l in the WCEP
Succ(t) Tag t′ such as rt′ = rt + 1

Table 4.2: Notation table for the mathematical terms

Two tables are used to formally describe the ILP. Table 4.2 contains the mathemat-
ical terms we use while Table 4.3 lists the ILP variables and constants used in the ILP
formulation. In this second table, a few notations represent values also present in the
mathematical domain. The difference between them is that rt or ϕl,t are already determ-
ined (noted fixed) when we use them in the mathematical expressions while Rt and Φl,t

are variables of the ILP that we want the solver to find (noted free).
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Notation Type Signification

M Constant Number greater than any factor in the ILP
(see big-M notation [GNS09])

start Constant Tag Special tag used as the start of tag representation
end Constant Tag Special virtual tag used as the end of tag representation
V Set[Tag] T ∪ {start, end}
vt N Vertex representing tag t

entryt N Number of edges entering vt

exitt N Number of edges exiting vt

et,t′ B (boolean) There is a directed edge from t to t′ (or not)
Rt N Represent rt (free)
λ+

l,t B Represents if Succ(t) ∈ sl or not
Λ+

l,t,t′ B λ+
l,t if Rt < Rt′ else λ+

l,t′

Φl,t N Represent ϕl,t (free)
Φ+

l,t N Φl,t′ for t′ such as t’ = Succ(t)
∆l,t,t′ N Represents ∥Φl,t − Φl,t′∥
∆+

l,t,t′ N Represents ∥Φ+
l,t − Φl,t′∥

Γl,t,t′ N ∆+
l,α,β if Succ(α) ∈ sl else 0 with α, β ∈ {t, t′}, Rα < Rβ

Table 4.3: Notation table for ILP variables and constants

We first recall the problem at hand, and we make explicit which data we have before
the ILP. We then dive into the formal construction of the ILP in the next subsections.
Our goal is to construct an ILP that can select the tag representations (globally) and
interval orders (for each load on the WCEP) to minimize the number of checks on the
current WCEP. To do so, we have data on all the contexts of each load in the WCEP.
For each context Cl of the load l, present on the WCEP, we have the result of the value
analysis (in the worst-case, the result is the valid tag set sl of l) as well as the number of
occurrences of Cl in the WCEP. When we want to iterate the optimization after a change
of WCEP, we also consider that we have the same kind of data for the previous WCEPs
(as we just optimized them) as well as the value of the objective function of the previous
iterations. These data are used in subsection 4.2.4 to never undo previous optimizations.

4.2.2 Computing the number of checks

For this part, we consider that we know every tag representation, written rt. We regroup
the tag representations into intervals for each load l and we assign an arbitrary order to
these intervals. Note that although sl is a set of tags, we can map it to a union of intervals
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t rt Il,t ϕl,t

A 1 J1, 2K 1
B 2 J1, 2K 1
C 4 J4, 4K 2

Table 4.4: Example of the tag representation, constructed intervals and intervals order

containing only valid tags. This union can be made of minimal size as follows: we consider
all tag representations are single-element intervals and we merge adjacent intervals until
there is no more fusion possible. We note Il,t the interval specific to l that contains rt. As
the intervals can be checked in an arbitrary order, we assign to each interval Il,t an index
ϕl,t (starting at 1) which represents the order of the checks of the intervals (the interval
with index 1 is checked first then the one with index 2, etc.). Note that for two tags t and
t′, if rt ∈ Il,t′ then Il,t = Il,t′ and ϕl,t = ϕl,t′ . We also have ∀l,

⋃
t∈sl

rt =
⋃
t∈sl

Il,t.

We provide an example with 3 tags A, B and C in Table 4.4. As the tag representations
are assigned for the entire program, the tag representations of A, B and C have no reason
to be contiguous. We provide the interval of each tag and an arbitrary index for each
interval.

Let Cl be a context for the load l with TCl
the set of values provided by the value

analysis and wCl
the number of occurrences of Cl in the WCEP. We obtain the following

number of checks for Cl in the WCEP:

max
t∈TCl

(ϕl,t) · wCl
(4.1)

This formula appears because the IPET only stops passing by checks once they have
covered all the possible tags of the context, and because the context appears wCl

times
in the WCEP.

The number of checks for a given load is an aggregation of the number of checks for
every context of this load in the WCEP (4.2). The number of checks over the whole WCEP
is the sum over all the loads (4.3).

Nl =
∑
Cl

(max
t∈TCl

(ϕl,t) · wCl
) (4.2)

∑
l∈L

Nl (4.3)
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4.2.3 Transformation into an ILP problem

In the previous part, we described how to compute the number of checks once the tag
representations and the interval orders are known. Thus, to construct the ILP, we only
need to construct these two components. As we describe the ILP, we use a few notation
shortcuts, like (x < y), (x · b) and max(x, y, ...) to represent variables with the same value
as these functions. For more information on how to construct such variables, we refer
to [GNS09].

We choose the tag representations to form a contiguous interval since this mapping
requires the lesser space to store the tags during the program execution, and it maintains
the space overhead of DFI.

In this case, we can sort the tags by their representation. Moreover, every tag, except
the first and last tags of the interval, has a successor and a predecessor. These are pre-
cisely the properties of a path in a directed graph, which is easily expressible as an ILP.
Furthermore, since, in principle, every tag can have any representation, we need to start
from a complete graph to allow all possible paths. Thus, we use a complete directed graph
to construct the tag representations, whose vertices vt represent the tags t.

In this graph, we want to select a vertex-cover path, which provides us with the tag
representations. For a given path, the edge et,t′ from vt to vt′ is present if rt′ = rt + 1.
Note that et,t does not make sense and thus, we never construct it in our ILP. To ease
the construction of the ILP, we introduce two virtual tags, start and end, which are the
start and end of the path. Note that, as we now that start starts the path (resp. end
ends the path), we do not need to add the edges (t,start) (resp. (end, t)).

In Figure 4.4a, we present an example of the graph for four tags, plus start and end.
We also provide in Figure 4.4b an example of a path in this graph from vstart to vend, and
the corresponding tag representation mapping. We obtain this mapping by following the
path and assigning consecutive representations to each tag.

We introduce entryt (resp. exitt), which counts the number of edges entering (resp.
exiting) the vertex vt as well as Rt the variable containing the tag representation of t. The
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vstart

vC

vE

vA

vD

vend

(a) All possible tag representations

vstart

vC

vE

vA

vD

vend

start → 0

C → 1

E → 2

A → 3

D → 4

end → 5
(b) One tag representation and its mapping

Figure 4.4: Example of the tag representation by the ILP

constraints for the path are the following12:

∑
t,t′∈V,t̸=t′

et,t′ = Card(V ) − 1 (4.4)

∀t ∈ V, entryt =
∑

t′∈T \{t}
et′,t (4.5)

∀t ∈ V, exitt =
∑

t′∈T \{t}
et,t′ (4.6)

∀t ∈ T, entryt = 1 (4.7)
∀t ∈ T, exitt = 1 (4.8)

∀t, t′ ∈ V, t ̸= t′, (Rt′ + 1) − Card(T ) · (1 − et′,t) ≤ Rt (4.9)
∀t, t′ ∈ V, t ̸= t′, Rt ≤ (Rt′ + 1) + Card(T ) · (1 − et′,t) (4.10)

entrystart = 0, exitend = 0, Rstart = 0, Rend = Card(V ) − 1 (4.11)

Constraint (4.4) forces the path to have no more edges than necessary for a path passing by
each vertex only once. Constraint (4.5) (resp. (4.6)) defines entryt (resp. exitt). Constraint
(4.7) (resp. (4.8)) forces each vertex except vstart (resp. vend) to have only 1 entry edge
(resp. 1 exit edge). Constraints (4.9) and (4.10) force Rt = Rt′ + 1 if and only if vt is the
vertex next to vt′ in the path. Finally, constraint (4.11) deals with the special cases of
tags start and end. The overall design of this part of the ILP is a classic directed graph

1We use the classic encoding of boolean variable in ILP with false = 0 and true = 1
2Card(S) the cardinal of S
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representation [DFJ54] combined with constraints (4.9), (4.10) and (4.11).
We now explain how the ILP computes the interval orders. We create for each tag t

and each load l a variable Φl,t that contains the interval order of Il,t. In the case t does
not belong to sl, we assign an arbitrary number to Φl,t such that two different tags (both
not belonging to sl) have different indexes and such that these indexes are higher than
the maximum interval index of l (i.e., greater than Card(sl)). As the ILP computes the
tag representations Rt, it must also compute the intervals and their orders, as the number
of intervals and the interval themselves depends on the tag representations. We implicitly
define the intervals with the following lemma:

Lemma 4.2.1. ∀t, t′ ∈ T, Il,t = Il,t′ ⇐⇒ ϕl,t = ϕl,t′

Lemma 4.2.1 expresses that two tags are in the same interval if and only if they have
the same index. Thus, we can encode in the ILP that two tags t and t′ are in the same
interval for the load l if and only if Φl,t = Φl,t′ .

Writing constraints that represent the fact that two tags t and t′ are in the same
interval (for a given l) is complex in the ILP, as it requires checking that every tag with
a representation in between Rt and Rt′ belongs to sl. To handle this problem, we use
Lemma 4.2.2.

Lemma 4.2.2. ∀a ≤ b, ∀S ⊂ N, Ja, bK ⊂ S ⇐⇒ (a ∈ S) ∧ (Ja + 1, bK ⊂ S)

Rather than verifying that all the tags in between Rt and Rt′ belongs to sl, we just
verify that the Succ(t) (considering that Rt < Rt′) belongs to sl and let another part of
the ILP handle the verification of a smaller interval. We can then recursively use the same
Lemma 4.2.2 until we have no more tags in between Rt and Rt′ to check.

We can thus rewrite these two lemmas to obtain the following relation:

∀t, t′ ∈ sl, t ̸= t′, rt < rt′ , ϕl,t = ϕl,t′ ⇐⇒ ϕl,Succ(t) = ϕl,t′ (4.12)

with Succ(t) the tag t′ such that rt′ = rt + 1. Relation 4.12 explains that we can infer
that two tags belong to the same interval by knowing if the successor of one of the tags
belongs to this interval, as long as a few conditions are met. As we do not know whether
Rt < Rt′ before executing the ILP, we use ILP variables that represent ∥Rl,t − Rl,t′∥3, and

3∥x∥ being the absolute value of x
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we build constraints that enforce Relation 4.12.

∀t ∈ sl, Φ+
l,t =

∑
t′∈T

(et,t′ · Φl,t′) (4.13)

∀t ∈ V, λ+
l,t =

∑
t′∈sl

et,t′ (4.14)

∀t, t′ ∈ sl, Λ+
l,t,t′ = (Rt < Rt′) · λ+

l,t + (Rt′ < Rt) · λ+
l,t′ (4.15)

∀t, t′ ∈ sl, ∆l,t,t′ = (Φl,t′ < Φl,t) · (Φl,t − Φl,t′) + (Φl,t < Φl,t′) · (Φl,t′ − Φl,t) (4.16)
∀t, t′ ∈ sl, ∆+

l,t,t′ = (Φl,t′ < Φ+
l,t) · (Φ+

l,t − Φl,t′) + (Φ+
l,t < Φl,t′) · (Φl,t′ − Φ+

l,t) (4.17)
∀t, t′ ∈ sl, Γl,t,t′ = (Rt < Rt′) · λ+

l,t · ∆+
l,t,t′ + (Rt′ < Rt) · λ+

l,t′ · ∆+
l,t′,t (4.18)

∀t, t′ ∈ sl, ∆l,t,t′ <= Γl,t,t′ + (1 − Λ+
l,t,t′) · M (4.19)

∀t, t′ ∈ sl, ∆l,t,t′ >= Γl,t,t′ + (1 − Λ+
l,t,t′) (4.20)

Constraint (4.13) defines Φ+
l,t, a variable that represents ϕl,Succ(t). Constraint (4.14)

defines λ+
l,t, a binary variable equal to 1 if and only if Succ(t) ∈ sl. Constraint (4.15)

defines Λ+
l,t,t′ , a binary variable equals to λ+

l,a with a the tag with the lowest tag represent-
ation between t and t′. Constraint (4.16) (resp. (4.17)) defines ∆l,t,t′ (resp. ∆+

l,t,t′) which
represents ∥ϕl,t −ϕl,t′∥ (resp. ∥ϕl,Succ(t) −ϕl,t′∥). Constraint (4.18) defines Γl,t,t′ , which rep-
resents ∆+

l,α,β if Succ(α) ∈ sl else 0, with α ̸= β ∈ {t, t′} s.a. Rα < Rβ. Finally, constraint
(4.19) (resp. (4.20)) provide an upper bound (resp. lower bound) on ∆l,t,t′ that enforces
the relation expressed in (4.12) and handles the case where Succ(t) and/or Succ(t′) are
not in sl.

All these constraints organize the Φl,t variables such that we obtain the intervals and
their orders. We can then use the Φl,t variables to build the objective function (4.3) (seen
in Subsection 4.2.2) that we want to minimize.

4.2.4 Handling WCEP changes

A common issue when optimizing for the WCET is that, at each optimization, we must
focus on the path with the highest estimated execution time if we want to decrease the
WCET. As each optimization may change which path has the highest estimated execution
time (i.e. is the WCEP) we must be careful to always apply the optimizations on this
path. However, we must also ensure that we do not worsen the estimated execution time
of the other paths, or one might become the new WCEP and ruin the optimization effort.

Our optimization has the same issue. Optimizing our program WCET may change the
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WCEP. To pursue the optimization, we would then want to optimize the new WCEP,
such that we continue to improve the WCET. However, doing so may interfere with the
optimization of the previous WCEP. To ensure that any optimization may only improve
or stabilize the WCET, we add new constraints to the ILP. For each previous WCEP, we
prevent the ILP from increasing the number of checks considered by the WCET analysis
on this path when optimizing a new WCEP. To do so, we add constraints of the form
objectivei <= resulti with objectivei being the objective function of the previous ith

iteration and resulti the minimal value of this objective function, found by the previous
iteration of the ILP solver.

As we use the same kind of variables as the objective function of the current WCEP, all
the constructions explained previously remain the same. This approach also allows us to
reduce the complexity of the ILP when the same tags/loads appear in two distinct WCEP
(be it the previous or current one) as we can use the same variables and constraints to
represent both.

4.3 Experimental results

To validate our optimization, we implemented it in a tool called RT-DFI and applied it to
the TACLeBench benchmark suite. In Section 4.3.1, we present how we implemented RT-
DFI4 and the methodology of our experiments. In Section 4.3.2, we provide and analyze
the results of these experiments.

4.3.1 Experimental setup

We modified the workflow presented in Chapter 3 to add our optimization. Figure 4.5
presents these modifications as the dashed box titled (Iterative) Optimization. We
recall from Chapter 3 that we use a modified version of Clang to instrument the program
with DFI and PhASAR to obtain the DFG required by DFI. After emitting the executable,
we use AiT [FH04] to compute the WCET, obtain the WCEP and perform the value
analysis. RT-DFI extracts these data and generates the ILP problems corresponding to
our optimization described in section 4.2. This ILP problem is then fed to CPLEX [BBL14]
(we used the version 20.1) that solves it and finally, RT-DFI uses the solution to optimize
the LLVM IR. The whole orchestration of the programs (AiT, CPLEX, Clang, PhASAR),

4https://gitlab.inria.fr/nbellec1/rt-dfi
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C code
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Stopping condition : Unchanged WCET
Add constraints for WCET convergence

Result

Figure 4.5: RT-DFI instrumentation workflow

the aggregation of data retrieved from AiT and the compilation chain (in particular the
valid tag sets), the generation of the ILP and the optimization of the LLVM IR is
written in Python 3.8 and represents about 8, 000 lines of code. All the configuration for
each software is recapped in Appendix A.

We focus our experiment on the AiT estimated WCET after executing RT-DFI
compared to our initial implementation of DFI presented in Chapter 3, including the
optimizations. We perform two optimizations based on the data provided by AiT.

RT-DFI. The first optimization is RT-DFI, presented in Section 4.2. For this op-
timization, we executed four iterations for each benchmark, to address potential WCEP
changes. However, we did not see improvement past the first iteration, so we just provided
the improvement after the first iteration in our analysis of the results. We did not bound
the ILP runtime, as all ILP were solved in less than 40 seconds.

Value analysis improvement. The second optimization uses the value analysis of
AiT to improve the valid tag set of our protection. In some cases, we can further reduce
the valid tag sets provided by PhASAR by using the value analysis of AiT. In particular,
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Chapter 4 – Reducing load check costs with RT-DFI

the data-flow analysis used with PhASAR is field-insensitive (as [CCH06]), and thus fails
to distinguish between the cells of an array, which forces the analysis to keep some tags
that could be removed. On the other hand, the value analysis of AiT is performed at
the memory level and can help to refine the valid tag set of PhASAR. However, we can
not use only AiT to obtain the valid tag sets, as their construction use information only
available in the LLVM IR. This improvement of the valid tag sets is a byproduct of using
the value analysis of a WCET solver to optimize the WCEP. We only present it in this
section as the same result could be obtained by improving our data-flow analysis. Since
it provides interesting results, we ought to present it.

4.3.2 Results
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Figure 4.6: Improvement on the overhead of DFI on the WCET with value-analysis op-
timization and RT-DFI compared to our implementation of Castro et al. [CCH06] DFI
presented in Chapter 3 with its optimizations. The cumulated mean is represented as a
gray dashed line.

Figure 4.6 shows for each benchmark the improvement of the WCET in percentage
compared to our initial DFI implementation when improving valid tag sets with the value
analysis (value analysis improvement in the figure) and then with RT-DFI (RT-DFI in the
figure). The mean improvement with both optimizations is 7.6% with a standard deviation
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of 4.4 percentage points. We note that for 29 benchmarks out of the 47, RT-DFI is the
most impactful, while 18 of the benchmarks are more impacted by the value analysis
improvements. However, among these 18 benchmarks, 10 have no improvement by RT-
DFI because every load on the WCEP has a valid tag set with a single tag, thus preventing
any further optimization. These 10 benchmarks are adpcm_dec, complex_updates, cover,
deg2rad, filterbank, fir2dim, iir, isqrt, prime and rad2deg. All these benchmarks have either
a very small WCET without protection or a small DFI overhead (less than ×1.24 if the
WCET without protection is higher than 10, 000 cycles). This tends to prove that having
very small valid tag sets does reduce the overhead to an acceptable level. The overhead of
the smallest benchmark skyrockets as they are mostly composed of load/store instructions.

Our optimization process spent most of its runtime executing the WCET analysis
(∼ 66% on average) or compiling the new executable (∼ 29% on average). For all the
benchmarks, the ILP solver part of RT-DFI took less than 40 seconds per problem to
solve. Thus, the main runtime cost of RT-DFI is due to our iterative process that requires
to re-launch a WCET analysis and re-build an executable at each step. As the number
of steps remains low, we do not think this is an issue for the application of RT-DFI.
Furthermore, as iterative optimization does not seem efficient, we only need two WCET
analysis to perform RT-DFI.

4.3.3 Notes on iterative optimization

As explained before, we did not include the results for more than one iteration of RT-DFI,
as more iterations do not further reduce the WCET. We have two hypotheses as to why
iterations do not provide more improvement:

1. The constraints of the previous WCET prevent improvement on the new WCEP.

2. The WCEP has only small changes that have almost no impact on the final WCET5.

To test hypothesis 1, we relaxed the constraints of the previous WCEPs (objectivei <=
1.05 · resulti) to give more freedom to the solver. There was no overhead reduction past
the first iteration of RT-DFI. While we can argue if the relaxation is enough and that it
should depend on the WCET improvement, this tends to reject hypothesis 1. However, we
must remain prudent and more experiments are required to fully reject this hypothesis.

5in particular, due to the nature of the benchmarks that contains few paths close to the WCEP
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Hypothesis 2 is hard to prove or reject because it is hard to compute path differences
between two binaries, where instruction addresses and control-flow graphs may change due
to the optimization. We manually examined and saw this problem arise for two bench-
marks, namely lift and powerwindow, by visually examining the control-flow graphs and
WCEPs in AiT. However, this method is time-consuming and error-prone. The auto-
matization requires handling changes in the tag representations/interval orders that are
equivalent in terms of ILP and/or WCET but may change many parts of the program.
As this is a complex issue, we do not have enough data to judge this hypothesis at the
moment.

4.4 Conclusion

In this chapter, we presented an optimization that targets the check_tag part of DFI,
specifically for real-time systems. This optimization uses data retrieved when estimating
the WCET to reduce the impact of checking the loaded tag on the WCET. This is a first
step to break down the overhead of DFI for real-time systems. However, as we have seen
in Chapter 3, other parts of DFI have an important weight in the DFI overhead. In the
next chapter, we present a new optimization that targets the rdt_addr part of DFI and
can even reduce the overhead of the check_sandbox part in some specific cases.
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Chapter 5

REDUCING ADDRESS COMPUTATION

REDUNDANCIES

Chapter overview

In this chapter, we tackle the part of the DFI overhead that comes from computing
the addresses in the RDT table (the rdt_addr part of DFI in Chapter 3). The
RDT table stores the tags used by DFI and is thus accessed before each memory
instruction. We first present how repeated access to arrays or structure can gener-
ate redundancies in the RDT address computation. To detect and optimize these
redundant computations, we present a structure called Load Store Chain (LS-
Chain). We show how to construct and use these LSChains at compile time to
perform an intra-basic-block optimization of the DFI. As a byproduct, we can also
use these constructions to reduce the cost of the check_sandbox part of the DFI
that ensures that stores can not corrupt the RDT. We experimentally show that
this optimization effectively reduces the overhead of DFI on the WCET.

We saw in Chapter 3 that about 39% of the overhead induced by DFI comes from
computing the RDT address at each memory instruction. In the presence of an array
(or a structure), this cost can be exacerbated by repeated accesses to the array. We
recall that every memory instruction in RISCV is implemented using a base register
and an offset. When encountering an array, the compiler often stores the address of the
array in a register and executes several memory instructions with that register as base
register, using different offsets to access different elements of the array. This optimizes the
program by updating already computed address with just a fixed offset. On its end, the
DFI instrumentation computes every address in the RDT from scratch, loading the RDT
base address and recomputing the offset in the RDT based on the target address at each
memory instruction. In the case of successive accesses with a known offset, we could use
the same strategy as with arrays for addresses in the RDT, computing a first address in
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the RDT and then updating it with a fixed offset for each successive access.
In this chapter, we study a method to reduce the DFI overhead by removing redundant

computations of the RDT address. Instead of recomputing the RDT address, we perform
an intra-basic-block optimization of the DFI instrumentation by using available registers
to retain and reuse the previously computed RDT address. As this optimization optimizes
all the basic-blocks, it optimizes the average case execution time as well as the WCET.
We first present a motivating example in Section 5.1. We then explain how to detect these
redundancies using a structure we call Load Store Chain and how to reduce DFI overhead
using these redundancies in Section 5.2. Finally, we present an experimental evaluation
of our optimizations in Section 5.3. The work presented in this chapter has not yet been
published but should soon be submitted.

Note that, while we do not apply the RT-DFI optimizations in this chapter, both
optimizations can be applied at the same time and should not interfere one with another
as they impact two distinct part of the DFI.

5.1 Motivating example

The main idea behind the optimizations presented in this chapter is to find redundant
parts of the DFI instrumentation that can be eliminated. As a motivating example, we
present the C code in Figure 5.1a and its assembly language equivalent in Figure 5.1b.
This C code example is a very simple and common code where we write at two locations
in a given integer array named tab. In the assembly code, this translates into two addi
instructions (lines 1 and 2) that define the values to be stored and two store instructions
(lines 10 and 18). We assume that register s1 contains the address of the array tab.
These two store instructions are protected by the DFI instrumentation (rdt_addr and
store_tag) as described in Chapter 3. As these two stores are based on the same register
(s1), the value of this register does not change between these two instructions and both in-
structions can be optimized with the offset collapsing optimization (as defined in Section
3.2.2), both rdt_addr pseudo-instructions compute the same value (i.e. (raddr//4) ∗ 2).
It is therefore possible to use an available register (in this example s3) to store the RDT
address computed at the first store instruction and reuse it for the second store instruc-
tion (instead of computing it again), only adjusting the offset. This is presented in Figure
5.1c. In this case, we can remove the entire rdt_addr pseudo-instruction from the second
store.
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5.1. Motivating example

1 int tab [10];
2 tab [1] = 5;
3 tab [3] = 7;

(a) C code example

1 addi s0 , zero , 5
2 addi s2 , zero , 7
3 slri t3 , s1 , 2
4 slli t3 , t3 , 1
5 lui t4 , %hi( DFI_BASE )
6 add t3 , t3 , t4
7 addi t4 , zero , 1
8 sh t4 , 2(t3)
9 store1:

10 sw s0 , 4(s1)
11 slri t3 , s1 , 2
12 slli t3 , t3 , 1
13 lui t4 , %hi( DFI_BASE )
14 add t3 , t3 , t4
15 addi t4 , zero , 3
16 sh t4 , 6(t3)
17 store2:
18 sw s2 , 12( s1)

(b) DFI protection of two store in-
structions

1addi s0 , zero , 5
2addi s2 , zero , 7
3slri t3 , s1 , 2
4slli t3 , t3 , 1
5lui t4 , %hi( DFI_BASE )
6add s3 , t3 , t4
7addi t4 , zero , 1
8sh t4 , 2(s3)
9store1:
10sw s0 , 4(s1)
11

12

13

14

15addi t4 , zero , 3
16sh t4 , 6(s3)
17store2:
18sw s2 , 12( s1)

(c) Optimized DFI protection of
two store instructions

rdt_addr (s1+4)

rdt_addr (s1+12)

store_tag(t3+2,1)

store_tag(t3+6,3)

Figure 5.1: Motivating example

In larger code, we could find many more memory instructions (loads and stores) that
use the same base register and could be optimized. However, there are a few issues that
must be taken into account to extend this idea.

The first issue is the presence of other instructions between memory instructions.
Indeed, we could for example have a load, some arithmetic instructions and then a store to
a close address as in Figure 5.2. In this case, we would need a register not used by any other
instruction between the first and the last memory instruction of a sequence to optimize.
This could be difficult to find as the more instructions there are in the sequence, the more
registers are likely to be used and thus not available for the optimization. Furthermore,
some registers are already in use before the sequence and we can not use them either
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which can further restrict our choice of registers.

1 lw s1 , 8(s2)
2 addi s1 , s1 , 7
3 slli s1 , s1 , 2
4 addi s1 , s1 , 2
5 sw s1 , 12( s2)

Figure 5.2: Example of multiple memory instructions with arithmetic instructions in
between

This brings us to our other issue: we may want to hold multiple addresses at the same
time as multiple optimizable sequences may interleave as in Figure 5.3. In this case, each
sequence requires its own distinct register. As we may not have enough registers available
for all the sequences, we may need to choose which sequence to optimize.

1 lw s4 , 0(s1)
2 lw s3 , 8(s2)
3 sw s4 , 4(s1)
4 sw s3 , 12( s2)

Figure 5.3: Example of multiple interleaved sequences of memory instructions

To solve these issues and optimize the instrumentation, we introduce the notion of a
Load Store Chain (LSChain).

5.2 Load Store Chains construction and use
Load Store Chain

A Load Store Chain (LSChain) is a chain of consecutive memory instructions
having the same base register and such that no intermediate instruction, except the
last one in the chain, can modify this register. We also associate the base register
to the LSChain.

A LSChain contains all memory instructions where redundant instrumentation could
be found and removed with the optimization presented in the motivating example. A
LSChain also provides a minimum lifetime for any register that could be used to optimize
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it. To perform the optimization on the memory instructions in the LSChain, we must find
an available register from the beginning to the end of the chain. In particular, we note
that several LSChains (with a different base register) can overlap (as seen previously with
Figure 5.3) and thus the optimization of one of them may prevent the optimization of
another one.

We first present how we build LSChains in Subsection 5.2.1. Then, we explain how to
use them to optimize the DFI instrumentation when registers are available in Subsection
5.2.2. Finally, we present an extension that allows us to improve the DFI instrumenta-
tion by using the information retrieved during the construction of the LSChains without
requiring any available register in Subsection 5.2.3.

In this chapter, we study LSChains restricted to a single basic-block and that stop at
function calls. We discuss possible extension in Section 5.4.

5.2.1 Constructing LSChains

As presented above, a LSChain provides a lower bound on the lifetime of the register used
to optimize this LSChain. If no available register can meet this constraint, then we are not
able to optimize the instrumentation for this LSChain. Thus, we have two antagonistic
objectives. On one hand, the longer the chain is, the more memory instructions we can
optimize. On the other hand, a longer chain means saving a register for a longer time,
which increases the pressure on the registers and may preclude other chains from being
optimized.

We choose to study the LSChains basic-block per basic-block (thus without considering
inter basic-blocks LSChains) because many interesting LSChains can already be found at
the basic-block level. Indeed, programs are often written (and compiled) in such a way
that multiple accesses to an array (or a structure) are done in the same basic-block. Thus,
allowing a LSChain to continue beyond the boundaries of a basic-block puts pressure
on the registers of the other basic-blocks. This could typically prevent the optimization
of another, more interesting, LSChain. To illustrate this problem, consider the program
whose structure is shown in Figure 5.4. In this example, we note "r - n" a chain of n
memory instructions with r as its base register. As such, the first basic-block (BB1)
contains a LSChain with eight memory instructions based on the register r1. Then a
conditional branch leads to two possible basic-blocks, BB2 and BB3. In basic-block BB2
(resp. BB3), we have a new LSChain containing four (resp. five) memory instructions
for the register r6 (resp. r4) and then a new memory instruction on the register r1. If
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we use inter basic-block LSChains, then BB1’s LSChain extends to BB2 and BB3, also
propagating the register pressure when optimizing it. If there is only one register available
in BB2 and/or BB3, it follows that an entire chain would not be optimized just to extend
the chain starting in BB1 by a single instruction. On the other hand, if we use intra-basic-
block LSChains, the three interesting LSChains (which contain more than one memory
instruction) are independent and can be optimized as long as there is a single register
available.

As LSChains could still be used for inter-basic-block optimizations in some cases, we
present some ideas to extend our optimizations in Section 5.4.

r1 - 8
BB1

r6 - 4
r1 - 1

BB2
r4 - 5
r1 - 1

BB3

Figure 5.4: Example of problem with inter basic-block LSChain

To build the LSChains in each basic-block of a program, we perform a backward
analysis on the basic-block. Note that, as we work only on basic-block, the analysis itself
is simple as there is no control-flow by definition of a basic-block. This analysis is done just
before instrumenting the program with DFI to avoid discrepancies between the analysis
and the instrumentation due for example to changes in the register allocation or new
load/store instructions appearing after the analysis. The analysis initializes an empty
LSChain for each possible register in our architecture. It then iterates over the instructions
of the basic-block, adding to the R register LSChain any memory instructions using R
as its base register. When it encounters an instruction that modifies the register R, the
current LSChain for R is saved and a new empty LSChain for R is created.

For example, on Figure 5.5, we present a few lines of code containing three overlapping
LSChains for two registers : sp and a1. The scope of each LSChain is represented by a
bar along the code, separated for each register. Each chain also has an identifier (written
in the bar). The number also identifies the order in which the chains are found during
the backward analysis. In this example, the backward analysis first detects the memory
instruction at line 9. This instruction uses the sp register as its base register and thus, the
instruction is added to the LSChain of the sp register. Since this is the first instruction
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for this LSChain, this chain is given the identifier LS1. The analysis then encounters the
sw instruction line 8, which use the register a1. This instruction is added to the current
LSChain for register a1 (LS2). Upon encountering the instruction at line 7, the analysis
adds it to LS2. Then, an instruction modifying a1 is found (line 6), LS2 is saved, and
another empty chain is created for a1 (LS3). The next encountered instruction at line 5
is added to this new LSChain (LS3), the instruction at line 4 is added to LS1, and the
instruction at line 2 is also added to LS3. Note that the instruction at line 3 is not a
memory instruction but since it only affects the register a0, it has no effect on LS1 and
LS3. Finally, the last instruction (line 1) is added to LS1 and the analysis ends.

1 sw s1 , 12( sp)
2 sw s2 , 8(a1)
3 lui a0 , 261888
4 sw a0 , 24( sp)
5 lw a2 , 12( a1)
6 add a1 , a1 , a3
7 sw a2 , 4(a1)
8 sw s0 , 0(a1)
9 sw a3 , 40( sp)

Figure 5.5: Example of LSChain construction

sp a1

LS1

LS2

LS3

In the end, LS1 contains the memory instructions lines 9, 4 and 1 with the sp base
register. LS2 contains the memory instructions lines 8 and 7 while LS3 contains the
memory instructions lines 5 and 2, both with base register a1.

5.2.2 Exploiting LSChains to remove redundant RDT address
computation

We now present how we use the constructed LSChains to optimize the DFI instrumenta-
tion. We first introduce three conditions that must be satisfied by a LSChain to be able
to optimize it. Furthermore, we present how we compute the available registers for a LS-
Chain. Finally, we show how we select the LSChains for optimization when the register
pressure is too high, preventing the optimization of all LSChains.

In the rest of this section, we consider that we only use available registers to optim-
ize the LSChains. In particular, we do not consider the spilling of registers (saving and
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restoring registers to memory) to optimize a LSChain. Indeed, spilling would introduce
new memory instructions that would also have to be instrumented and taken into ac-
count in the computation of the LSChains. This would complicate the optimization of the
LSChains, and it would be necessary to evaluate for each LSChain whether we can spill
a register and whether the cost of spilling would be outweighed by the gain of the op-
timization. Thus, we restrict the optimization to LSChains that have a register available
throughout the LSChain to avoid these problems.

The three conditions to be able to optimize a LSChain (without considering register
pressure due to other LSChains) are the following:

C1 The LSChain must have two or more instructions. Otherwise, we would have no
redundant instructions.

C2 We must find a register available throughout the LSChain to store the previous tag
address of the base register, so that no register spill is necessary.

C3 The offset difference between any two memory instructions in the LSChain must be
a multiple of four.

The third condition C3 arises because we allocate two bytes in the RDT for four bytes
in the data memory. This relation implies that four aligned bytes in the main memory
are all mapped to the same two bytes in the RDT. Thus, when the difference between
two offsets in a LSChain is a multiple of four, we are sure that we can statically compute
the address difference in the RDT because for every four bytes of difference in the main
memory, we add two bytes to the RDT address, whatever the value contained in the base
register (aligned or not). On the other hand, if the offset difference is not a multiple of
four, the exact address difference in the RDT depends on the alignment of the initial
address. For example, suppose the first address in the LSChain is 0x4 and the second 0x6.
In this case, both addresses are mapped in the RDT to the address 0x2 ((addr//4) ∗ 2).
If the addresses were 0x6 and 0x8, the difference between the offsets would be the same
(i.e. two), but they would be mapped to two different addresses in the RDT (0x2 and
0x3 respectively). If we tried to optimize these LSChains, we would have to correct the
address at each memory instruction in the LSChain, which is as expensive as recomputing
the address or requires more registers per chain to propagate the correction. Note that
we can know when the address difference is a multiple of four as the address difference is
equal to the offset difference, the base register being constant along the LSChain. Thus,
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5.2. Load Store Chains construction and use

we restrict ourselves to LSChains that are optimizable without putting too much pressure
on the registers, and we add this third condition.

To compute the available registers along a LSChain, we use the liveness information
provided by the compiler. For each instruction in the lifetime of the LSChain (whether it
is in the LSChain or not), we can ask the compiler which registers are alive1 or dead2. We
then combine all these sets to find the registers that are never alive along the LSChain.
We also remove from this set the registers reserved for the DFI instrumentation as well
as any registers that are written but never used (in this case, they are never alive, but are
modified along the LSChain).

When too many LSChains are intertwined, they can put too much pressure on the
registers. In this case, we have to choose which LSChains we optimize and which we do
not. To make this selection, we first sort the LSChains in the decreasing gain they allow,
i.e. the number of instructions they contain. Since the optimization computes the address
once and then reuse it for every other instruction in the same LSChain, the length of
a LSChain minus one represents the number of memory instruction we can optimize by
selecting the chain. Once we have sorted the LSChains, we try to optimize them in this
order. We greedily select an available register for the first LSChain and optimize the
LSChain with that register. We then remove this register from the available registers of
each LSChain interleaving with the one we have just optimized. If one of these LSChain
has no more available register, we cannot optimize it and thus, we remove it from our set
of optimizable LSChains. We apply the same process to the next optimizable LSChain
in order. We stop when we have no more optimizable LSChain that have not yet been
optimized.

5.2.3 Beyond RDT address computation redundancy

Our main motivation for the use of LSChains is to avoid recomputing addresses
between two DFI-protected memory instructions. However, we also use LSChains to fur-
ther reduce the redundancies in other parts of the DFI instrumentation. In particular,
multiple check_sandbox pseudo-instructions can be merged into a single one.

To merge multiple check_sandbox, we can use the fact that, if the highest targeted
address in a LSChain is safe, then all other addresses are also safe. As the RDT is set as
the highest writable section of the program, we only need to execute the check_sandbox

1alive, which contains a value later used by the program
2dead, which value is not used later by the program, thus the register can be used to store a new value
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1 check_sandbox (tab +4)
2 tag_addr = rdt_addr (tab +4)
3 store_tag (tag_addr , 1)
4 store data , tab +4
5

6 check_sandbox (tab +12)
7 tag_addr = rdt_addr (tab +12)
8 store_tag (tag_addr , 3)
9 store data , tab +12

Figure 5.6: Example of sandbox redundancy

replaces

with the highest offset (since the base register is constant along the LSChain) in the first
occurrence of a check_sandbox in the LSChain and remove all other occurrences in the
LSChain.

An example of this optimization is shown in Figure 5.6. In this example, which
is a translation of Figure 5.1a with check_sandbox, we have two store instructions
with the pseudo-instructions that protect them. In this case, the optimization of the
check_sandbox replaces the first check_sandbox (line 1) with the second (line 6)
and remove the second. As these two stores belong to the same LSChain, we are sure
that the register containing tab is not modified between them and thus checking that
tab + 12 is not inside the RDT ensures that tab + 4 is not in it either. We recall that an
attacker can not jump in the middle of a basic-block as this would require to break the
DFI protection beforehand.

5.3 Experimental results

In this section, we evaluate our optimizations using the same tool chain as in Chapter 3
to compile our program with DFI.

We added our redundancy analysis and optimizations to the pass that instruments the
program with DFI to directly generate the optimized DFI instrumentation. We use the
same benchmarks as in the previous chapters and focus on the real-time property of the
programs, since we are interested in real-time programs.
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Figure 5.7: WCET overhead improvement of the redundancy optimization (rdt_addr
+ check_sandbox) compared to our implementation of Castro et al. [CCH06] DFI
presented in Chapter 3 with its optimizations, the mean over all benchmarks is marked
with a doted line.

To measure the gain of our optimizations, we first estimate the WCET (in number of
cycles) of binaries without DFI protection. This measure represents our baseline for each
benchmark. We consider that, for a given benchmark, any increase in the WCET past its
baseline is part of the DFI overhead. We then estimate the WCET of binaries with the
DFI protection including the optimizations presented in Chapter 3. From this estimate, we
compute the DFI overhead without the optimizations presented in this chapter (in Section
5.2). Similarly, we estimate the WCET of the binaries with the optimizations presented in
this chapter and compute the DFI overhead with these optimizations. Finally, we calculate
the ratio between the two overheads to see how much the DFI overhead has been reduced
by our optimizations.

We present the result in Figure 5.7. For each benchmark, we reported the improvement
in DFI overhead between the binary without and the binary with our optimizations.
This improvement is presented as a percentage reduction of the overhead. Across all
benchmarks, our optimizations reduce the overhead by an average of 14.4% (dotted line
in the figure) with some spikes at 40%.
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For most of the benchmarks with less than 5% improvement, we find two reasons for
the small improvement. First, in some cases, most of the WCET is spent in a single loop
without the possibility of applying our optimizations (e.g., due to pointer redirection or
because there is only one memory instruction in the loop). Second, most of the WCET
is spent on software floating-point functions that are not instrumented by DFI as they
do not dereference any pointer and thus can not corrupt the memory. This reduces the
potential for improvement of our optimizations. In the second case, since most of the
WCET is spent in functions that are not instrumented by DFI, the overhead of the DFI
without our optimizations is already very low (less than 5%), limiting the potential of any
optimization of the DFI.

5.4 Discussion

Through this chapter, we have presented a method to detect and reduce redundancies
between the instrumentation of consecutive memory instructions. This method is based on
the detection and exploitation of LSChains. In this section, we discuss possible extensions
that we could study in future works to improve the results.

The first possible extension of our approach is related to the size of the LSChains. As
presented earlier, we chose to restrict the LSChains to a single basic-block to avoid putting
too much pressure on the registers. Therefore, a first extension would be to relax this
constraint and allow inter-basic-block LSChains. One method to construct such LSChains
at the function level might be to start with the LSChains that we know how to construct at
the basic-block level. Then, we could try to merge the LSChains at the interface between
two basic-blocks. To do so, we merge LSChains two-by-two with a first LSChain (that
we call LSend) at the end of a basic-block and the second LSChain (that we call LSstart)
at the start of one of its successor. To merge these two LSChains, two conditions are
required:. First, they must both be based on the same register. Second, the register value
must not change between the end of LSend and the beginning of LSstart. Given these two
conditions, we can have a new inter-basic-block LSChain that starts at the beginning of
LSend and end at the end of LSstart.

We present an example in Figure 5.8. Figure 5.8a presents a CFG with the LSChains
based on register r for each basic-block. Note that in this case, we do not check whether
the LSChains are optimizable because two non-optimizable LSChains could become op-
timizable when we merge them. This is the case for all the LSChains except LS1 in our
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example as they all contain only one instruction. We can then merge LSChains at the
basic-block interface. In this example, we can merge LS1 with LS2 and LS4, LS4 with
LS5, LS3 with LS5 and LS5 with LS6 and LS7. In the end, we get a directed acyclic
graph of memory instructions with multiple beginnings and ends. This graph is presented
in Figure 5.8b for our example and has two beginnings (LS1 and LS3) and three endings
(LS2, LS6 and LS7).

As we wrote earlier, the main problem with inter basic-block LSChains is register
pressure. With longer chains (potentially spanning the entire function), the register pres-
sure may be too high to find available registers for optimization. This could ruin our
optimization and degrade performance. Therefore, we also need a way to prevent this
degradation. One idea would be to allow the optimization to split a long LSChain into
smaller LSChains. This has two advantages. First, in the worst case, we could split the
inter-basic-block LSChains between each basic-block to regain intra-basic-block LSChains
and thus ensure not to degrade the WCET compared to our current optimizations. Second,
we could split long LSChains that put too much pressure to obtain multiple LSChains,
some of which we could optimize, potentially even across basic-block boundaries. How-
ever, using this method would require the development of a new heuristic to decide when
and where to split the LSChains.

Another extension could be to allow the spilling of one or several registers to optimize
a LSChain. As mentioned earlier, this presents multiple issues for updating the DFI pro-
tection, the constructed LSChains but also requires studying when the trade-off between
the cost of spilling and the gain of optimization is worthwhile.

A final extension would be to improve the heuristic to select the LSChains to optimize
when the pressure on the registers is too high. Our current heuristic, although showing
interesting results in practice, can also lead to suboptimal solutions in some extreme cases.
An example of such a case is presented in Figure 5.9.

In this example, we have three LSChains: one with four memory instructions based
on the register a1 (LS1) and two other LSChains based on the register t2 and which
both contain three memory instructions (LS2 and LS3). LS1 starts before and ends after
LS2 and LS3. If there were only one register available for all these LSChains, our heur-
istic would choose to optimize LS1, thus optimizing three instructions, whereas we would
prefer to optimize LS2 and LS3 because that would optimize four instructions. In theory,
we could add many more LSChains based on register t2 and containing three memory
instructions before LS1 ends, reducing as much as we want the ratio between an optimal
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load r1, 0(r)

load r1, 4(r)

BB1

store r1, 8(r)

addi r, r, 4

store r1, 0(r)

BB2

load r1, 8(r)
BB3

store r1, 16(r)
BB4

store r1, 12(r)

addi r, r, 4

BB5

store r1, 20(r)

addi r, r, 16

BB6

LS1

LS2

LS3

LS4

LS5

LS6 LS7

✗

(a) Control-Flow Graph with the LSChain per basic-block
BB1

✗

BB2

BB3

BB4

BB5 BB6

LS1

LS2

LS3

LS4

LS5

LS6 LS7

(b) Resulting LSChain Graph

Figure 5.8: Example of a Control-Flow Graph with its load/store graph
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1 sw t2 , 12( a1)
2 lw s1 , 12( t2)
3 lw s1 , 12( t2)
4 lw s1 , 12( t2)
5 sw t2 , 12( a1)
6 lw s1 , 12( t2)
7 lw s1 , 12( t2)
8 lw s1 , 12( t2)
9 sw t2 , 12( a1)

10 sw t2 , 12( a1)

Figure 5.9: Example of worst-case behavior of the heuristic

a1 t2

LS1

LS2

LS3

solution and the solution provided by our heuristic. A significant improvement would be
to find a heuristic with a guarantee on the produced solution compared to an optimal
solution (in terms of number of optimized memory instructions). This requires, in partic-
ular, formalizing the optimization problem, finding a better heuristic and proving that it
approximates an optimal solution by a given function.

5.5 Conclusion

In this chapter, we have shown how to optimize DFI by reducing redundancies between
the instrumentation of multiple memory instructions. To do this, we first construct the LS-
Chains at the basic-block level and use the available registers to optimize the instrumenta-
tion along these LSChains. We then presented an heuristic for managing register pressure
without having to spill registers. We evaluated our optimizations on the TACLeBench
benchmark suite and showed that they reduce the DFI overhead on the WCET by an av-
erage 14.4% and up to 40% on a few benchmarks. Finally, we identified possible improve-
ments for this method, including using inter-basic-block LSChains, splitting LSChains
when the register pressure is too high and finding an improved heuristic.
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Chapter 6

CONCLUSION & FUTURE WORK

Chapter overview

In this chapter, we summarize our work, discuss the limitations of our approach,
and we provide some ideas to lift these limitations and push our research.

6.1 Summary of the contributions

In this thesis, we proposed to adapt DFI protection to the constraints of real-time systems.
A major issue of DFI for real-time systems is its overhead on the WCET. Thus, we focused
our research on identifying the causes and reducing the overhead of DFI on the WCET.

We first presented our implementation of the DFI protection as well as a detailed
analysis of its overhead in Chapter 3. This analysis showed that the overhead was mostly
the result of three components of the DFI: the verification of the tags at each load, the
computation of addresses in the RDT performed at each memory instruction and the
verification before each store that the targeted address does not modify the program
instructions nor the RDT.

In Chapter 4 we presented a first method that uses information collected when estim-
ating the WCET coupled with an ILP solver to reduce the cost of the tag verification
part. This optimization optimizes the representation of the tags belonging to the WCEP
as well as the order of the checks at each load to reduce the overall number of checks on
the WCEP which reduces the overhead of DFI on the WCET.

In Chapter 5 we discussed the presence of redundancies in the instrumentation inserted
by the DFI. We then proposed a method to reduce this redundancy at the basic-bock
level, by detecting chains of loads and stores based on a constant register. Identifying and
removing these redundancies allows us to heavily reduce the overhead due to the RDT
address computation but also (on a lesser extend) to remove some sandbox checks that are
redundant. Thus, this method allows to tackle the overhead of the other two components
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responsible for a large part of the DFI overhead.

6.2 Limitations & Future Works

The main limitation to our contributions is that we are unable to protect tasks that use
shared data. Indeed, as our Data-Flow Graph Analysis constructs the graph for each task
individually, it is unable to detect that shared data could be written by other tasks in the
system. Furthermore, to avoid false-positive, the analysis would need to take into account
all the possible interleaving of accesses to the shared data, which can greatly increase the
complexity of such analysis and worsen the precision of the data-flow graph. On the other
hand, if we were to protect a task without its shared data, this would create a hole in
our protection, which the attacker could use undetected. While we still believe that our
solution can be used to protect individual tasks in a system, it prevents us from protecting
many tasks that uses shared data to communicate. This is particularly troublesome as an
attacker able to corrupt a shared data could use it to attack other tasks in the system,
effectively propagating its attack from task to task.

Thus, a first possible improvement would be to develop a DFG analysis that can deal
with shared variables between multiple tasks. A first rough solution could use our current
DFG analysis combined with a taint analysis with each shared variable tainted with a
different value. Once each task have been analyzed, we could combine all the results to
find the tag associated to each shared variables across all tasks and extend the valid tag
set of every load using a given shared variable. However, such an analysis has a few issues.
First, it would largely over-approximate the real behavior of the system as we would not
take into account any constraint on the interleaving of the tasks. Second, each task would
need distinct tags with distinct tag representations to ensure that an attacker can not use
a tag in one task to confuse the protection in another task. Finally, that would mean that
we could not optimize the tasks separately. Indeed, changing the tag representations in
one task may create conflicts with the tag representations in another task and separate
into more intervals the tag checks when loading shared variables of other tasks. Thus, we
would need to modify our RT-DFI to optimize multiple tasks at once (potentially using
information on the schedule). More generally, this issue requires more work to develop
and assess the precision of such an analysis and ensure DFI can still be optimized.

These thesis contributions reduce the overhead of DFI to help integrate it on RTS.
However, DFI protection remains an effective but costly protection. To further reduce this
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cost, some research presented hardware-assisted DFI [Rac19] [FHL+22]. The major issue
with these protections in our context is that they rely on new hardware caches and buffer
that can stall the pipeline when there is a burst of memory accesses. The overhead of such
stalls on the WCET remains to be evaluated. As an indication, Feng et al. [FHL+22] have
a mean overhead of 17.6% with their hardware DFI on the average execution time, due
to these stalls. In a RTS, such stalls have to be modeled to be taken into account by the
WCET estimator. In particular, this would require a new static analysis of the code that
could find potential stalls as well as their duration.

More generally, this thesis context is the security of real-time systems. We use inform-
ation available specifically to real-time systems to improve the security of these systems
and optimize the protection we adapt. We believe that using data such as the WCET
or the scheduling to design targeted protections could be very interesting. For example,
we also published a work, [BRP20], that protects a task by detecting fine-level timing
deviation based on data extracted from the WCET estimator. Doing so, we can obtain a
protection that protects against attacks that deviates the control-flow. Another example,
that we did not pursue in this thesis, is to estimate the distribution of execution time
of the tasks on the system and then use these distributions to detect abnormal patterns
that could indicate that an attacker is modifying the normal behavior of the task. All
these example transform the predictability of real-time systems, which is often considered
an issue in security, into a strength that helps detect abnormal behavior and potential
attacks.

Finally, in this thesis, we considered out of scope how the system reacted to the
detection of an intrusion, considering that it could switch to a degraded mode to prevent
future attack and protect its user and its environment. However, the question of how
the system can survive past the attack, prevent further attacks and continue operating
normally (and safely) is very important and further researches are required to find new
methods for the systems to survive attacks while guaranteeing that all deadlines are met
and the safety of its environment.
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Appendix A

EXPERIMENTAL SETUPS

In this appendix, we present all the configurations we use for our experiments. We start
by presenting the benchmarks in Section A.1. The software tools are presented in Section
A.2 while the hardware we use is presented in Section A.3.

A.1 Benchmarks

For our experiments, we use TACLeBench [FAH+16]. This benchmark suite is composed
of five groups of benchmarks:

1. kernel contains small kernel functions such as a binary search or a md5 hash.

2. sequential contains large function blocks (e.g. cryptographic or compression al-
gorithms).

3. test contains three synthetic programs designed to challenge the WCET analysis
tools.

4. parallel contains two modified real-world parallel applications, Debie and PapaBench.

5. app contains two real applications, lift and powerwindow.

A full benchmark description can be found in [FAH+16]. Out of the five groups, we did
not run our experiments on the parallel group as we consider a bare-metal execution of
the programs without relying on a Real-Time Operating System (RTOS), which defeats
the purpose of the parallel group. We also excluded the bitonic, bitcount, fac, quicksort,
recursion, ammunition, anagram and huff_enc benchmarks as it was hard to obtain the
recursion bounds for the AiT WCET solver. Furthermore, rijndael_dec and rijndael_enc
violates the DFI principle due to a use-before-initialization error and thus, we cannot
obtain a trace for them.
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A.1.1 Notes on the security

Even without mounting a real attack scenario, RT-DFI detected errors on three bench-
marks. The first two errors were detected by AiT in rijndael_dec and rijndael_enc. They
are due to an off-by-one read to a buffer that loads a stack-saved register and triggers DFI.
As AiT detects this in its value analysis, it considers that DFI exception is triggered and
that its WCET analysis is unsafe. This means that providing AiT with a DFI-protected
program can help find bugs that can be corrected before reaching the market. The third
error appeared when executing sha using Qemu to test our DFI implementation. DFI de-
tected a read to a saved register when executing the function sha_wordcopy_fwd_aligned.
This function writes, at each iteration, a word into a buffer and then reads the word for
the next iteration. Thus, at the last iteration, a word is read past the buffer, which triggers
DFI. Note that this error is detected at the execution by DFI but not when using the
analysis of AiT. This shows that even simple benchmarks can have non-trivial errors that
are not detected, and the requirement for improved security protection in RTS.

A.2 Software

We list here all the software used for our experiments.

• LLVM / Clang version 10.0.0, a compiler toolchain written in C++, modified with
about 8000 lines of code (LoC) to emit the DFI and its optimizations (already exist-
ing and presented in this thesis). We compile the benchmarks with -O1 optimization
flags.

• PhASAR, a data-flow analysis framework on the LLVM IR written in C++, mod-
ified with about 1000 LoC to obtain the DFG we need for DFI.

• Qemu, a fast emulator used to execute programs compiled for RISC-V systems
without a RISC-V processor.

• Comet, a simulator of RISC-V processor. We use this software to efficiently execute
the RISC-V software step by step to obtain execution traces.

• AiT , a static WCET estimator. To estimate the WCET of our compiled bench-
marks, we have to provide a few annotations. Provided the following annotations:

– We used the base unrolling factor (that is equal to 2) for the loops.
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– We provided the loop bounds for each loop in the benchmarks.

– For DFI protected binary, we added annotations that prevent AiT from consid-
ering raising an exception (for the DFI) as the normal behavior of the program,
such that AiT does not take into account this case in the WCET.

A.3 Hardware

We target RudolV, a 32bits RISCV softcore dedicated to hard real-time systems with
the M extension (allowing multiplications and integer divisions). RudolV executes each
instruction in a precise number of cycles and avoids caches and branch prediction as they
worsen the predictability of the architecture. The cost of each instruction is presented in
Table A.1.

Instruction class Examples Cycles
arithmetic ADD, SUB, LUI 1
barrel shifter SLL, SRL 1
not taken branch BEQ, BLT 1
memory access LH, LW, SH, SW 2
CSR access CSRRW, CSRRS, CSRRC 2
taken branch BEQ, BNE, BLT 3/4
unconditional jump JAL, JALR 3/4
exception ECALL, EBREAK 3/4
RV32M MUL, DIV, DIVU, REM, REMU 35

Table A.1: Cycle to execute the instructions in the RudolV architecture (Extracted from
https://github.com/bobbl/rudolv)
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Titre : Amélioration de la sécurité des systèmes embarqués, temps réels et critiques

Mot clés : Système temps réel, Sécurité, Corruption mémoire, Intégrité du flux de donnée

Résumé : Les systèmes temps-réels em-
barquent de plus en plus de moyen pour com-
muniquer sans fils avec des utilisateurs exté-
rieurs. Ces mêmes moyens peuvent être dé-
tournés pour attaquer ces systèmes, brisant
les garanties de ces derniers et pouvant en-
gendrer des accidents. Pour protéger les sys-
tèmes temps-réels contre ces nouvelles at-
taques, il est nécessaire de développer de
nouvelles protections prenant en compte les
spécificités de ces systèmes.

Dans cette thèse, nous cherchons à amé-
liorer la sécurité des systèmes temps-réels

contre des attaques dites par corruption de
mémoire. Ces attaques utilisent une mauvaise
gestion de la mémoire dans un programme
pour modifier son comportement. Nous nous
intéressons en particulier à une défense appe-
lée Intégrité du flux de donnée, qui peut pro-
téger contre une vaste classe d’attaque par
corruption de mémoire. Nous adaptons cette
protection au contexte des systèmes temps-
réels en optimisant le temps d’exécution dans
le pire cas, une métrique fondamentale pour
garantir la bonne exécution de ces systèmes.

Title: Security enhancement in embedded hard real-time systems

Keywords: Real time systems, Security, Memory corruption, Data-Flow Integrity

Abstract: Real-time systems have more and
more ways to communicate wirelessly with ex-
ternal users. These same means can be hi-
jacked to attack these systems, breaking their
guarantees and potentially causing accidents.
To protect real-time systems against these
new attacks, it is necessary to develop new
protections taking into account the specificities
of these systems.

In this thesis, we seek to improve the se-
curity of real-time systems against so-called

memory corruption attacks. These attacks use
a bad memory management in a program to
modify its behavior. We are particularly inter-
ested in a defense called Data Flow Integrity,
which can protect against a large class of
memory corruption attacks. We adapt this pro-
tection to the context of real-time systems by
optimizing the worst-case execution time, a
fundamental metric to ensure the correct ex-
ecution of these systems.
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