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RÉSUMÉ EN FRANÇAIS

Contexte

La configuration est le ciment du monde numérique. Malléable initialement, elle se façonne
et se tord au gré des envies de l’utilisateur, devenant l’unique support de ses choix au sein
de l’environnement virtuel qu’il se construit ; souvent à l’origine de défaillances, comme en
témoignent récemment OVH et Facebook, la configuration assure ou non la solidité des lignes
de produits logiciels, colmatant ou exposant leurs failles de sécurité ; enfin, une fois choisie,
elle fige les préférences de l’utilisateur et virtualise fidèlement chacune de ses caractéristiques,
garantissant l’intégrité de son identité numérique.

De manière plus terre à terre, une configuration permet de modifier le comportement d’un
logiciel en fonction des besoins de son utilisateur. En pratique, ce dernier dispose d’un jeu
d’options, auxquelles il peut attribuer des valeurs. Pour reprendre un exemple d’actualité : est-
ce que la visioconférence doit être enregistrée ? (oui ou non) Quelle taille d’icône pour afficher
ses participants ? (petite, moyenne ou grande) Combien de participants au maximum ? (12, 15,
23, etc.) L’ensemble de ces choix forme une configuration. Une fois fournie au logiciel, celui-ci
adapte son exécution conformément aux valeurs d’options qui compose cette configuration. Le
logiciel est alors qualifié de configurable.

Qu’ils soient basiques ou complexes, tous les logiciels modernes sont plus ou moins con-
figurables. Même un programme aussi simple que hello world, dont l’unique but est de saluer
celui qui l’exécute, devrait en pratique proposer une option pour s’adapter à la langue de ses
utilisateurs, et donc être configurable. À l’extrême inverse, Linux et ses 20 000 options de con-
figuration mettent à l’épreuve notre compréhension du logiciel. Il est impossible de simplement
lister l’ensemble des 220000 configurations acceptées par le noyau Linux.

Mais toutes les configurations logicielles ne se valent pas. Suivant celle choisie, le logiciel
s’exécutera d’une manière plus ou moins efficace en terme de performance. Par exemple, le
temps et l’énergie moyens nécessaires à l’encodage d’une vidéo augmenteront lorsque l’utilisateur
exigera d’obtenir une meilleure qualité d’image. Du fait de la complexité grandissante des logiciels
et des nombreuses interactions existant entre leurs options, il est difficile pour un humain de
déterminer quelle configuration doit être choisie pour optimiser les performances logicielles.

En revanche, l’apprentissage automatique s’est révélé particulièrement efficace pour capturer
les interactions au sein de l’espace de configuration d’un logiciel. En particulier, dériver les mod-
èles (prédictifs) de performance, associant une valeur de performance à chaque configuration,
permet de configurer automatiquement les logiciels, c’est-à-dire de déterminer quelle configura-
tion doit être choisie (1) par défaut ou (2) afin de le spécialiser pour une tâche définie.
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Problème

Le logiciel s’exécute au sein d’un environnement composé d’éléments variables, comme le
matériel utilisé, l’architecture du système, le système d’exploitation, la nature des entrées du
logiciel, etc. Tous ces éléments peuvent influer sur la couche logicielle, modifiant l’impact des
options sur les performances. Nous définissons l’ensemble de ces interactions, et leur influence
sur les logiciels configurables comme la variabilité profonde. Ces interactions peuvent avoir une
influence directe sur notre manière de configurer les logiciels. Si l’effet des configurations change
avec l’environnement d’exécution des logiciels, alors une configuration optimale pour un environ-
nement ne le sera peut-être pas pour un autre environnement. En conséquence, nous ne devrions
pas fournir une configuration par défaut fixe pour tous, mais au contraire l’adapter à chaque
utilisateur.

La variabilité profonde impacte directement la validité des modèles de performance: si les
distributions de performance changent avec l’environnement d’exécution, alors les modèles qui
les prédisent doivent être ré-entraînés à chaque modification d’environnement. Par exemple, ad-
mettons qu’un développeur entraîne un modèle de performance avec des configurations mesurées
directement sur son environnement de travail. S’il n’a pas le même système d’exploitation que
l’utilisateur final et que son choix d’environnement (modèle d’ordinateur, système d’exploitation,
etc.) influe sur l’effet des configurations qui ont servi à entraîner le modèle, alors l’utilisateur
final ne pourra ou ne devra pas utiliser le modèle de performance du développeur, invalide dans
son cas. Dans ces conditions, pré-entraîner des modèles de performance semble complètement
inutile, car les développeurs n’auront jamais exactement le même environnement d’exécution que
l’utilisateur final. Autrement dit, les modèles de performance entraînés par tous les chercheurs
ne seront jamais pleinement opérationnels pour les utilisateurs des logiciels configurables.

Objectifs

À travers cette thèse, nous souhaitons d’abord envoyer un message à destination des chercheurs
en variabilité logicielle, à savoir que la variabilité profonde représente un problème ma-
jeur rencontré par les praticiens développant et configurant nos logiciels mais pas
(encore suffisamment) traité par la recherche. Elle peut menacer la validité de cer-
taines techniques proposées dans l’état de l’art, notamment les modèles de perfor-
mances.

L’objectif de cette thèse est double.
Premièrement, il s’agit de démontrer, quantifier et illustrer empiriquement l’existence de la

variabilité profonde. Si ce problème est connu par les ingénieurs et les développeurs confrontés
à l’optimisation de performance, il doit être remonté au niveau des chercheurs en variabilité
logicielle, afin que ces derniers s’en emparent, le lient aux progrès technologiques récents et les
adaptent en conséquence, diminuant ainsi le fossé existant entre l’état de l’art de la recherche
et son application pratique.

Nous cherchons ensuite à limiter les conséquences de la variabilité profonde, et même à en
profiter pour définir de nouvelles techniques. En particulier, nous souhaitons exploiter la vari-
abilité profonde pour étendre la durée de vie des modèles de performance existants. Enfin, nous
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l’utilisons afin d’entraîner des modèles de performance qui seront résilients et se généraliseront
à différents environnement d’exécution.

Contributions

Tout d’abord, nous définissons la variabilité profonde, concept que nous avons défendu dans
différentes communautés de recherche, notamment les systèmes configurables et l’ingénierie des
performances.

Puis, pour démontrer que la variabilité profonde constitue un problème de taille, nous
analysons et rassemblons des preuves empiriques témoignant de l’existence et de l’ampleur de
la variabilité profonde. Par exemple, nous démontrons l’existence d’interactions non linéaires
existant entre les options de configurations des systèmes logiciels et les données qu’ils prennent
en entrée. Nous montrons également l’existence d’interactions linéaires et non-linéaires entre les
options choisies lors de la compilation du logiciel et celles choisies lors de son exécution.

Pour arriver à cela, nous collectons des données sur les performances des systèmes config-
urables, mesurées dans divers environnements d’exécutions. Ces données sont ouvertes, disponibles
et libres d’utilisation. Nous fournissons également des containers docker pour faciliter la répli-
cation du protocole de mesure.

Nous explorons également de nouvelles techniques permettant de faire avancer l’état de
l’art des modèles de performance, en y intégrant la variabilité profonde. Par exemple, nous
démontrons l’usage de l’apprentissage par transfert entre différents systèmes logiciels exécutant
la même tâche (par exemple entre deux encodeurs vidéos comme x264 et x265).

Enfin, nous apportons des pistes de solutions pour résoudre le problème de la variabilité
profonde. Nous proposons des profils d’environnements logiciels homogènes en performance,
qui permettent de réduire le coût des mesures nécessaires à la compréhension de la variabilité
profonde. Puis, nous proposons d’enrichir les modèles de performance en y intégrant des infor-
mations sur l’environnement d’exécution du logiciel, comme par exemple des caractéristiques
sur les données d’entrée. Appliquées à plus large échelle, ces contributions pourraient changer
notre manière d’entraîner des modèles de performance.

Contenu du manuscrit

Le chapitre 1 présente et définit les éléments nécessaires à la compréhension de cette thèse,
puis le chapitre 2 propose un panorama de l’état de l’art concernant la variabilité logicielle et
les modèles de performance.

Nous découpons ensuite le contenu original du manuscrit suivant trois axes :

1. Le premier axe se focalise sur l’impact de différentes couches de variabilité sur les dis-
tributions de performance, et l’interaction entre ces couches et les options des logiciels
configurables. Nous décomposons cet axe en trois chapitres, le chapitre 3 qui définit la
variabilité profonde, le chapitre 4 s’intéressant aux données fournies en entrée des logiciels
configurables, et le chapitre 5 aux interactions entre options choisies à la compilation et à
l’exécution.
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2. Le deuxième axe propose d’étendre la durée de vie et l’applicabilité des modèles de per-
formances, en profitant notamment de la variabilité profonde. Une nouvelle fois, nous le
décomposons en deux chapitres distincts, le chapitre 6 exploitant les similitudes entre en-
vironnements et le chapitre 7 exploitant les similitudes entre logiciels pour réutiliser au
maximum les modèles de performance.

3. Le troisième et dernier axe explore l’entraînement de modèles de performance robustes à la
variabilité profonde. Nous prouvons le concept sur les données d’entrée des logiciels dans
le chapitre 8.

Enfin, le chapitre 9 conclue le manuscrit et présente des idées pour poursuivre sur ce sujet.
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SUMMARY

Context

All software systems are more or less configurable. In practice, this implies that they accept
configurations. A configuration makes it possible to modify the behaviour of a software according
to the needs of its user. In practice, the user has a set of options, to which he can assign values.
To take a example: should the video conference be recorded? (yes or no) What size icon should
be used to display the participants? (small, medium or large) What is the maximum number
of participants? (12, 15, 23, etc.) All these choices form a configuration. Once provided to the
software, it adapts its execution in accordance with the values of the options that make up this
configuration. The software is then qualified as configurable.

But not all software configurations are equal. Depending on which one is chosen, the software
will run more or less efficiently in terms of performance. For example, the average time and energy
required to encode a video will increase when the user demands better image quality. Because
of the increasing complexity of software and the many interactions between its options, it is
difficult for a human to determine which configuration should be chosen to optimise software
performance.

In contrast, machine learning has proven to be particularly effective in capturing the interac-
tions within the configuration space of software. In particular, deriving (predictive) performance
models, associating a performance value with each configuration, allows software to be automat-
ically configured, i.e., to determine which configuration should be chosen (1) by default or (2)
in order to specialise it for a defined task.

Problem

The software runs in an environment made up of variable elements, such as the hardware
used, the system architecture, the operating system, the nature of the software inputs, etc.
All these elements can influence the software layer, changing the impact of the options on
performance. We define all of these interactions, and their influence on configurable software as
"deep variability". These interactions can have a direct influence on how we configure software.
If the effect of configurations changes with the environment in which the software is run, then
an optimal configuration for one environment may not be optimal for another environment. As
a result, we should not provide a fixed default configuration for all, but instead adapt it to each
user.

Deep variability directly impacts the validity of performance models: if performance distri-
butions change with the execution environment, then the models that predict them must be
re-trained with each environment change. For example, let us say a developer trains a perfor-
mance model with configurations measured directly on his working environment. If he does not
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have the same operating system as the end user and his choice of environment (computer model,
operating system, etc.) influences the effect of the configurations used to train the model, then
the end user will not be able to or should not use the developer’s performance model, which is
invalid in his case. Under these conditions, pre-training performance models seems completely
useless, as developers will never have exactly the same execution environment as the end user.
In other words, the performance models trained by all researchers will never be fully operational
for users of configurable software.

Goal

Through this thesis, we first send a message to researchers in software variability, namely that
deep variability represents a major problem encountered by practitioners developing
and configuring our software but not yet sufficiently addressed by research. It can threaten
the validity of some of the techniques proposed in the state of the art, especially performance
models. The objective of this thesis is twofold.

First, we exhibit, quantify and empirically demonstrate the existence of deep variability. If
this problem is known by engineers and developers confronted with performance optimisation,
it must be brought up to the level of software variability researchers, so that the latter can take
hold of it, link it to recent technological advances and adapt them accordingly, thus reducing
the gap between the state of the art of research and its practical application.

We then seek to limit the consequences of deep variability and even to use it to define new
techniques. In particular, we aim to exploit deep variability to extend the lifetime of existing
performance models. Finally, we use it to train performance models that will be resilient and
generalise to different execution environments.

Contributions

We first define deep variability, a concept that we have advocated in different research com-
munities, including configurable systems and performance engineering.

Then, to prove that deep variability is a significant problem, we analyse and gather empirical
evidence of the existence and magnitude of deep variability. For example, we demonstrate the
existence of non-linear interactions between the configuration options of software systems and
the data they take as input. We also show the existence of linear and non-linear interactions
between the options chosen during the compilation of the software and those chosen during its
execution.

To achieve this, we collect data on the performance of configurable systems measured in
various execution environments. This data is open, available and free to use. In each case, we
provide docker containers to facilitate the replication of the measurement protocol.

We also explore new techniques for advancing the state of the art of performance models by
incorporating deep variability. For example, we demonstrate the use of transfer learning between
different software systems performing the same task (e.g., between two video encoders like x264

and x265).
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Finally, we provide insights to address the problem of deep variability. We propose software
environment profiles that are homogeneous in performance. Using them would reduce the cost of
the measurements required to understand deep variability when benchmarking software systems.
Then, we propose to enhance the performance models by integrating information about the
software execution environment, such as features on the input data. Applied on a larger scale,
these contributions could change the way we train performance models.

Content

Chapter 1 introduces and defines the elements necessary for the understanding of this thesis,
then Chapter 2 proposes an overview of the state of the art concerning software variability and
performance models.

We then divide the original content of the manuscript along three axes:

1. The first axis focuses on the impact of different layers of variability on performance distri-
butions, and the interaction between these layers and configurable software options. We
decompose this axis into three chapters: Chapter 3 defines deep variability, Chapter 4 is
interested in the data provided as input to the configurable software and Chapter 5 in the
interactions between options chosen at compile time and at run time.

2. The second axis proposes to extend the lifetime and applicability of performance models,
taking advantage of deep variability. Once again, we break it down into two distinct chap-
ters, Chapter 6 exploiting the similarities between environments and Chapter 7 exploiting
the similarity between distinct software systems to reuse the performance models as much
as possible.

3. The third and last axis explores the training of performance models robust to deep vari-
ability. We prove the concept on the input data layer in Chapter 8.

Finally, Chapter 9 concludes the manuscript and presents ideas for further work on this
topic.
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Chapter 1

BACKGROUND

This chapter introduces the context and the key concepts needed to smoothly address the
remainder of the manuscript. It is a combination of knowledge extracted out of these different
books [1, 2, 3] that we summarise and illustrate with various original and concrete examples.
As this thesis, this background lies at the intersection of three domains; configurable systems,
performance engineering and machine learning.

1.1 Configurable Systems

The core topic of this thesis is the study of software systems that can be customised and
modified according to the needs of their users. We start by introducing software product lines
to present how they should be conceived. Then, we present how to customise them. Finally, we
detail the consequences of this customisation on their performance.

1.1.1 Software Product Lines

Software Product Lines are a fundamental concept on which we rely for this thesis, since it
historically allowed to include various functionalities in software systems and to build config-
urable systems. We start by presenting the concept of product line in real life before defining its
version applied to software systems.

A product line is an industrial technique designed to increase the productivity of machines or
employees in charge of building a family of products — assets or goods sharing similar properties
— as the hot beverages drawn in the bottom right of Figure 1.1.

Customisation

1

1

3

2

4

2 3 4

Massive Production

Small

Coffee Tea Chocolate

Medium Big

Water Milk

Sugar Milk

Pick a cup Add flavor Pour the liquid Add extra(s)

Figure 1.1 – A Hot Beverage Product Line
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The first strength of product lines lies in the reuse of the same protocol. In the proposed
example, the common protocol to prepare a hot drink — on top of Figure 1.1 — consists in
four steps: 1. grab a cup; 2. put flavor; 3. pour the liquid; 4. add extra ingredients in the chosen
cup. Apart from any debate on the consequences of integrating human beings as part of these
protocols, following them factually diminishes the times required to switch between the different
steps of the product conception and between each product. As a result, it significantly speeds
up the individual creation of a product [2]. But in practice, the major advantage of a common
protocol is a reduced cost of production, since similar infrastructures are not duplicated anymore
but shared for the production of multiple products.

The second strength of product lines is the possibility to customise the different steps of the
creation. Everyone is different in a family of products and deserves a special treatment. If the
order of the steps are the same for all, each step can be adapted for each product. For instance,
in our example (bottom left of Figure 1.1) one could change: 1. the size of the cup, small, medium
or big; 2. the plant used to bring the flavor of the beverage, coffee, tea or chocolate; 3. the liquid
used in the beverage, water or milk; 4. the kind and number of extra ingredients to add in the
final drink, sugar or milk. In the end, it provides a way to produce variable products, just by
selecting a combination of different steps.

A third and last strength of product lines is their ability to handle and embed constraints
during the design of the infrastructure. Though product lines allow to select different choices
in practice, as defined earlier, we may not be able to produce all the combinations of options.
In our example, some combinations do not make sense; one could argue that pouring milk in a
cup flavored with coffee is a gastronomical nonsense that should be explicitly forbidden. In the
design of the product line, its designer can restrain the possibility to use milk when coffee has
been chosen before, embedding the constraint directly into the supply chain.

In summary, product lines conciliate the standardisation of the creation of products and the
need to adapt them to the final customer. Although its initial cost — in terms of design and
implementation — is higher compared to the basic uncustomisable supply chain, it is worth
deploying to allow the massive production of various and customized assets [3].

In a similar way, the concept of product lines has been successfully applied to software
systems. Instead of producing a set of goods, the idea is to create a variant of software systems.
According to Clemens et al. [4], the so-called Software Product Line (SPL) is "a set of software-
intensive systems sharing a common, managed set of features that satisfy the specific needs of a
particular market segment or mission and that are developed from a common set of core assets
in a prescribed way."

We retrieve the three main advantages brought by physical product lines. First, SPL max-
imise the amount of reused components among a family of software systems [1] and provide a
unique codebase to implement and debug, which facilitates their deployment and reduces their
cost of maintenance. Second, they make it possible the massive customisation of software sys-
tems through the use of software options. From a user’s perspective, it allows to able or disable
some functionalities without manually changing the source code, which could be frightening for
beginners. In the end, the user just has to modify the value of some run-time parameters to
execute another software.
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Third, they integrate the way to develop and use these options by-design, abstracting the
complexity of dealing with their interactions and offering a simple and friendly user interface to
manipulate them.

SPL have been applied to deploy some modern systems, ensuring that the resulting software
is both working and configurable.

1.1.2 Software Variability

According to Svahnberg et al. [5], "software variability is the ability of a software system
or artifact to be efficiently extended, changed, customized or configured for use in a particular
context." The more unalike the variants generated out of a SPL and the more diversified their
functionalities, the larger the variability. Extending variability increases the range of what we
can do with the SPL: since we want to maximize the possibilities of customisation for end-
users, variability is often of great value. But with -great- variability comes a great cost; more
maintenance [1], a higher attack surface [6], several sources of bugs [7], a higher requirement of
knowledge to master the software that can repel new users [8], higher risk of technical debt, etc.
Therefore, researchers are interested in developing techniques to handle the cost of variability.

We will concretely illustrate the various notions presented in the rest of this chapter with
our showcase software system, the video encoder x264.1

Configuration Options

To action this variability and make the freedom brought by SPL accessible to everyone,
developers encapsulate the different functionalities into software features. These are often called
configuration options in the text. A feature is defined as "a prominent or distinctive user-visible
aspect, quality, or characteristic of a software system" [9]. A feature is a subpart of a software
systems designed to deliver a functionality to the user via an increment of code. There are
numerous mechanisms to deliver features: configuration files, command-line parameters, feature
toggles or flags, plugins, etc. For instance, Figure 1.2a shows an excerpt of x264 source code,
namely the file cabac.c, in charge of implementing different functionalities related to the external
option --no-cabac. This file also handles all the internal interactions between this option and the
rest of the code.

Configuration options can be of three different kinds. As --no-cabac, some of them are
Boolean, they have two possible values, activated or deactivated. There are also numerical op-
tions with a range of integer or float values, like --ref n, n ∈ [|1 : 16|]. Options with string
values also exist and the set of possible values is usually predefined, as --profile or --preset in
Figure 1.2c.2

To explain how to use the potential of options and communicate their knowledge to prac-
titioners, developers rely on the documentation. As explained in the documentation 3 of x264

detailed in Figure 1.2b, the option --no-cabac disables the CABAC functionality for the current
1See the website at https://www.videolan.org/developers/x264.html and the source code at https://

github.com/mirror/x264
2This graph was made with FeatureIDE [10]
3See https://en.wikibooks.org/wiki/MeGUI/x264_Settings#no-cabac
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execution of x264. Often, it is also common to include in the documentation (1) the potential
effects of software options and (2) the interactions between software options. For example, and
as shown in Figure 1.2c, setting the value ‘ultrafast’ of the --preset option implies the activation
of --no-cabac,4 while the ‘Baseline’ value of the --profile option implies its deactivation.5

Once in possession of all this knowledge, users are informed enough to know whether they
should activate or deactivate --no-cabac in their case. Two executions of x264 are shown in
Figure 1.2d, the top one without and the bottom one with --no-cabac.

1 #i n c l u d e "common/common . h "
2 #i n c l u d e " macroblock . h "
3
4 #i f n d e f RDO_SKIP_BS
5 #d e f i n e RDO_SKIP_BS 0
6 #e n d i f
7
8 s t a t i c i n l i n e void cabac_mb_type_intra ( /∗ . . . ∗/ ) {
9 i f ( i_mb_type == I_4x4 | | i_mb_type == I_8x8 ) {

10 x264_cabac_encode_decision_noup ( cb , ctx0 , 0) ;
11 }
12 #i f !RDO_SKIP_BS
13 e l s e i f ( i_mb_type == I_PCM ) {
14 x264_cabac_encode_decision_noup ( cb , ctx0 , 1) ;
15 x264_cabac_encode_flush ( h , cb ) ;
16 }
17 #e n d i f
18 e l s e {
19 /∗ . . . ∗/
20 }
21 }

(a) Excerpt of the source code of x264, file cabac.c (b) Documentation of x264, --no-cabac option

(c) Constraints of the --no-cabac option (d) The --no-cabac option in practice

Figure 1.2 – Journey of the --no-cabac option, from the head of developers to the hands of x264
end-users

Configurations

Software systems are qualified as configurable when configurations can modify their execu-
tions. A configuration consists in assigning a value to each software feature. For example, in the
bottom part of the Figure 1.2d, first command-line:

— the "x264" command specifies we want to execute the x264 video encoder;

— as described above, --no-cabac is an option disabling the CABAC functionality;

— -quiet is an option limiting the verbosity of the command-line output of the software;
4See http://dev.beandog.org/x264_preset_reference.html
5See https://sites.google.com/site/linuxencoding/x264-ffmpeg-mapping
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— video.mkv indicates the location of the video to be compressed;

— the option -o, alias of --output here set to the test.264 file, indicates the location of the
compressed video.

The "x264" command aside, the whole line is part of the configuration accepted by x264. By
simplicity, users only have to explicit the changes w.r.t. the default values. Other options are
assumed to keep their default value. Considering the 118 options of x264, most of the config-
uration is hidden on this example. The software system does not accept all the configurations.
Some options are mandatory to fill in e.g., --output the location of the video to be compressed
in the previous example. A configuration without a value for a mandatory option should make
the software crash. In the same way, some constraints, more restrictive than those exposed in
Figure 1.2c, prevent the use of two values — or options — in the same configuration and can also
provoke a bug. Although it is not the main purpose of this document, related research directions
aim at modelling and express these constraints to only allow valid configurations.

1.1.3 Performance Properties

As long as the configuration is accepted and the software works, it is likely that no one will
complain. But it does not necessarily imply that there is no room for optimisation. To measure
the efficiency of a software, researchers measure its performance properties. In the case of x264,
a performance property can be the size of the compressed video, the encoding time, the power
consumption, the bitrate, etc. Configurations play a major role in the optimisation of configurable
systems as depending on the configuration provided to the software, its performance values will
be affected, as shown by Figure 1.2d. After two different video encodings, the first without and
the second with --no-cabac, we can already observe a small difference in performance in terms
of bitrate and encoded sizes, of about 14%. This small experiment validates the documentation
(Figure 1.2b): disabling --no-cabac truly reduced the size of the encoded video in our case.

1.1.4 On the Complexity of Predicting Performance

But not all cases are as simple to understand as the previous one. The complexity of software
systems tend to grow over the years, which includes an increase of their number of files and lines
of code but also of their number of external options. For instance, the number of files used in
the Linux kernel has been multiplied by 4.2 since 2005, resulting in 20 millions of lines of code
added through the years, for a total of nearly 15 000 supplementary kernel options, as shown in
Figure 1.3a. For colossal configuration spaces like this, it is not always possible to have access
to a complete documentation for each couple of option and performance property or even to
understand the individual effect of each option [11]. Moreover, options can interact with each
other [12] and alter performance properties [13]. If they do so, it is not sufficient to only consider
the individual effect of each option, but necessary to also include the combination of these effects
to correctly configure the software [11].
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1.2 Performance Models

Performance models originally referred to models predicting the performance value of mi-
croprocessors based on their architecture [14]. In 2013 however, Guo et al. [15] proposed to use
machine learning to automate the performance prediction of software systems. So, since ten
years in the configurable system community, performance models are known as machine learn-
ing algorithms linking the configurations of a software system to their performance value. In
this section, we first present the notions related to machine learning, the toolbox hidden behind
performance models. We then detail how to train and use a performance models in practice.

1.2.1 Machine Learning

According to Arthur Samuel [16], Machine Learning (ML) is a "field of study that gives
computers the ability to learn without being explicitly programmed." ML is a subpart of artificial
intelligence automating the decision related to a task through the use of a mathematical model
calibrated with data. This kind of models can achieve a broad range of tasks, like identify the
content of images, translate and transcript text or even play games in an autonomous way. The
recent increase of computing power allowed to exploit the progresses made (more than) twenty
years ago like convolutional neural networks (1989) [17] or energy-based models (2006) [18],
giving ML a second burst of life since 2012.

In this thesis, we place ourselves in the context of generalisation learning. Once the pattern
of the data are recognised and embedded in the model, we expect that the model will be able
to reproduce what has been learnt before when confronted to unseen situations. To ensure the
generalisation of the prediction, we only fed the model with a part of the data (training set)
and evaluate the validity of the model with another subset of the data (validation set) not
overlapping with each other. If the accuracy of the model is not good enough on both parts, we
say that the model is underfitted, it requires either more data to learn from or a more complex
model to capture the patterns. If the predictions of the model are only accurate on the training
set and not on the validation set, we say that it overfits on the data, the model is focused on
mimicking the patterns of the training set and will not generalise well to unseen cases. The goal
is to obtain the same level of accuracy on both sets. Alternatively, for the algorithms requiring
a choice and an optimisation of model (hyper)parameters, a third part of the data — the test
set — can be used to ensure that the chosen parameters for the model are not only valid for the
training and validation sets (another kind of overfit). Although it exists, we do not adopt this
paradigm in this document since it is not (yet) in the state-of-the-art practice of performance
models. As a result, we consider the test and the validation sets as the same subpart of the data.

We often distinguish three types of learning: supervised, unsupervised, and reinforcement
learning. For a supervised approach, we have access to the value of the property we are predicting
during the training. The goal of the model is just to link a property value to the data. For
instance, if the task involves the prediction of digits depicted in images, the label of the digit
is known for all images of the training set. In an unsupervised approach, we do not know a
priori the variable of interest and its value is intrinsically dependent of the model. A typical
illustration of unsupervised learning is the clustering i.e., how to separate the data into groups,
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but it also contains more diverse tasks like associations between individuals, prediction in time,
etc. With a reinforcement approach, the model is seen as an agent evolving in an environment,
where the agent has to choose between several policies. Based on the output of his actions, we
update the reward associated to each action, the goal being to converge to the best policy in this
environment w.r.t. to the objectives of the agent. In this document, we mostly rely on supervised
learning for the classical performance models and periodically use unsupervised algorithms. We
mostly consider cases where the property to predict is a quantitative (or numerical) variable.
In terms of vocabulary, we refer to it as a regression problem, as opposed to a classification
problem, where the goal would be to predict a set of labels instead of a distribution of numerical
values.

After presenting the general principles of machine learning, we present the main algorithms
trained throughout the document, namely:
1. Linear Regression [19] (LR), estimating the performance value with a weighted sum of vari-

ables. It is not designed for complex cases;
2. Decision Tree [19] (DT), using decision rules to separate the configurations into sets and then

predicting the performance separately for each set;
3. Random Forest [19] (RF) , an ensemble algorithm based on bagging, combining the knowledge

of different decision trees to make its prediction;
4. Gradient Boosting Tree [19] (GB), also derived from Decision Tree. Unlike Random Forest

training different trees, gradient boosting aims at improving one tree by specialising its rules
of decision at each step;

5. Neural Networks [17] (NN), a combination of layers of perceptron units communicating with
each other and combined together to predict the results.

1.2.2 Sampling, Measuring, Learning

Machine learning techniques have been widely considered in the literature to learn software
configuration spaces [15, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33]. These works measure
the performance of a configuration sample under specific settings to then build a machine learning
model capable of predicting the performance of any other configuration. The resulting model is
called a performance predictive model — or performance model in short.

The training of a performance model typically requires three steps: sampling, measuring,
learning [21]. First, this method first requires to gather data, in our case to sample configurations
i.e., listing a set of valid software configurations of interest. The current state-of-the-art solution
to sample configurations involves the use of a feature model [9, 34], capturing the different
constraints between software options and thus generating valid configurations, accepted by the
software. One example of tiny feature model is presented in Figure 1.2c. Then, we measure this
set of configurations. For each, we compute the performance property and store the configuration
coupled with their performance values. We present the structure of a dataframe of configurations
and performance properties in the left part of Figure 1.3b. In this dataframe, C1, ..., Cn are
the n configurations (rows), f1, ..., fm the values of the m features (columns) and P1, ...,Pk the
values of the k performance properties (columns) corresponding to these configurations. Finally,
it is possible to learn from this data, as presented in the right part of Figure 1.3b. We train a
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(a) Why? The growing complexity of
Linux (b) How? Sampling, Measuring, Learning (Credits to [21])

(c) Predicting performance out of configurations (d) Prediction error of ML techniques

Figure 1.3 – Why and how to automate the performance prediction of software systems?

performance model on it, linking each configuration to its performance value, in the hope that
the model can be generalised to a set of unknown configurations. For instance, in Figure 1.3c,
we display the graphical representation of the decision tree trained on the data of Figure 1.3b to
predict the output sizes of compressed videos out of x264 configurations. We used is a decision
tree here, but the principle would remain the same for other algorithms. Each node represents
a subset of the configurations. To illustrate the different numbers, the node on the left of the
second line represents a subset of 10% of the configurations, all having a --subme value under 0.5.
Their compressed size is estimated at 5.3MB, which results in a Mean Absolute Error (MAE)
of 0.4MB.

The training is done using different numbers of configurations in the training set, we then
display the resulting MAE for the validation set in Figure 1.3d, using the model presented in
Figure 1.3c. The more configurations fed to the model, the more accurate its estimation of the
performance values; with 10% of the configurations used in the training set, the average error
is estimated at 10%, while with 90% of the configurations, we can expect to reach about 4% of
error. In general, practitioners seek to train performance models in a data-efficient way [35] i.e.,
to measure the least possible configurations. In our case, we only need 30% of the configurations
to train an accurate model, so the rest of the configurations may be a waste of resources in a
real-world context.
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1.2.3 Benefits

A medical study [36] has shown and quantified the limitations of the human brain in terms
of concentration (20→30 seconds) and in the amount of information kept in the short-term
memory (7 elements). Our brain is made to reason at high levels, which seems not compatible
with the processing of numerous tabular data composed of millions of cells. Given the scale
of some feature, most of our brains would not be able to just compute the weighted sum of
all configuration options, as it is for instance required for linear regressions. So, we guess that
for complex systems, with more than a dozen of options, we would not be able to achieve a
performance prediction with the accuracy of the current state-of-the-art practice of performance
models. Besides, the execution of a performance model is in general quicker than what we would
need to predict performance. For small systems like x264, generating ten repetitions of the curve
of Figure 1.3d only requires few seconds. So, the first and main benefit of performance models
is to allow the performance prediction of software systems, a task that humans are bored to or
can simply not achieve.

A second benefit of performance models is to allow us to understand the effect of the different
configuration options on performance and interpret which option is responsible of performance
changes [13, 31]. With this knowledge in mind, developers of software systems can focus on the
influential features and users can change the values of interesting software options w.r.t. their
performance goals. It can also be used to simplify the maintenance of the software and assign
priorities to features based on their estimated impact on performance: if the impact of a feature
is always negligible on software performance, maybe it is not a priority to maintain this feature
as part of the software system.

Besides from increasing our understanding of software systems, performance models can be
derived to automatically configure software systems [29, 30]. Out of a set of configurations, we
can apply the performance model to predict their values of performance. Then, we can reverse
the performance model: we select the configuration resulting in the best performance value and
set it as the default configuration. Alternatively, we can specialise software systems thanks to
performance models [37, 38]. We select a configuration leading to the best performance value
meeting the user requirements or constraints. A third benefit of performance models is the
automatic configuration or specialisation of software systems.

1.2.4 Drawbacks

The main drawback of performance models is the cost of measuring all the configurations [35]
required to train the model. Typically, the sampling phase requires to measure at least hundreds
of configurations, which can be time- and energy-consuming. The cost of measuring so many
configurations can be prohibitive if the performance prediction is not essential for the end-user.

Moreover, if the measures are the responsibility of the developers, it requires to carefully set
up the environment, remove the noise and ensure the validity of performance measurement so the
values correspond to the production environment. This also requires an additional performance
engineering effort, in addition to the complexity of mastering the machine learning techniques
and tools needed to train the model.

Another potential weakness would be the lack of generalisation of the model, if it is trained
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on the developer environment but then applied on the user side [39]. No one can guarantee
that the accuracy of the initial model will hold when applied to the user environment. This last
drawback is the starting point of this thesis, we develop it in the rest of the manuscript.

Typographic Convention. For the rest of this thesis, we adopt the following typographic
convention: emphasized will be relative to a software system, --slanted to its configuration
options and small to its performance properties.
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Chapter 2

STATE-OF-THE-ART

In the current state-of-the-art of performance modelling, it is assumed that the only cause
of software variability is the choice of configurations. And indeed, changing its configuration
options makes a software performance vary. But other elements of the executing environment
could also be an additional source of variability. Our message to the scientific community is two-
folded. First, we want to acknowledge that the software environment is impacting its performance
in a non trivial way with non-linear feature interactions. Second, if these elements change the
performance distributions of software systems, our practice of performance models have to evolve
accordingly and take these elements into account.

This chapter is divided into three sections. The first one proposes a literature analysis of
research papers to study the current state-of-the-art practice. The second gathers research works
showing the effect of the software environment on its performance. The third lists all the possible
solutions (to the best of our knowledge) that can be used to improve the practice of performance
modelling.

2.1 Browsing the Related Work

In this section, we explore the significance of the problem of the performance prediction under
different executing environments in research. Specifically, we want to state whether researchers
are aware of the issue and how they deal with it in their papers. Is the interaction between
software configurations and the rest of the environment well-known in research?

Protocol

First, we aim at gathering research papers predicting the performance of configurable systems
with a performance model. We focused on the publications of the last ten years. To do so,
we analyzed the papers published (strictly) after 2011 from the survey of Pereira et al. [21] -
published in 2019. We completed those papers with more recent papers (2019-2021), following
the same procedure as in [21]. We have only kept research work that trained performance models
on software systems. We read each selected paper and answered different questions: Q-A. Is there
a software system processing input data in the study? If not, the impact of input sensitivity
in the existing research work would be relatively low. The idea of this research question is to
estimate the proportion of the performance models that could be affected by input sensitivity.
Q-B. Does the experimental protocol include several inputs? If not, it would suggest that the
performance model only captures a partial truth, and might not generalize for other inputs fed
to the software system. Q-C. Is the problem of input sensitivity mentioned e.g., in threat? This
question aims to state whether researchers are aware of the input sensitivity issue, and estimate
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Table 2.1 – Browsing research papers. Q-A. Is there a software system processing input data in
the study? Q-B. Does the experimental protocol include several inputs? Q-C. Is the problem
of input sensitivity mentioned e.g., in threat? Q-D. Does the experimental protocol include
several hardware platforms? Q-E. Does the paper train a performance model on compile-time
options? Q-F. Does the paper train a performance model on run-time options? Q-G. Does the
paper propose a solution to generalise performance models across environments? Justifications
in the companion repository.

ID Authors Conference Year Title Q-A Q-B Q-C Q-D Q-E Q-F Q-G
1 Guo et al. [35] ESE 2017 Data-efficient performance learning for [...] X X
2 Jamshidi et al. [40] SEAMS 2017 Transfer learning for [...] X X X X X
3 Jamshidi et al. [24] ASE 2017 Transfer learning for performance [...] X X X X X X
4 Oh et al. [41] ESEC/FSE 2017 Finding near-optimal configurations [...] X X
5 Kolesnikov et al. [42] SoSyM 2018 Tradeoffs in modeling performance [...] X X X
6 Nair et al. [27] ESEC/FSE 2017 Using bad learners to find good [...] X X X X
7 Nair et al. [43] TSE 2018 Finding Faster Configurations using FLASH X X X X X
8 Murwantara et al. [44] iiWAS 2014 Measuring Energy Consumption for [...] X X X X X
9 Temple et al. [45] SPLC 2016 Using Machine Learning to [...] X

10 Temple et al. [38] IEEE Soft. 2017 Learning Contextual-Variability Models X X X
11 Valov et al. [26] ICPE 2017 Transferring performance prediction [...] X X X X X
12 Weckesser et al. [46] SPLC 2018 Optimal reconfiguration of dynamic [...] X
13 Acher et al. [47] VaMoS 2018 VaryLATEX: Learning Paper Variants [...] X X X
14 Sarkar et al. [20] ASE 2015 Cost-Efficient Sampling for [...] X X
15 Temple et al. [48] Report 2018 Towards Adversarial Configurations for SPL X
16 Nair et al. [49] ASE 2018 Faster Discovery of Faster System [...] X X X
17 Siegmund et al. [13] ESEC/FSE 2015 Performance-Influence Models for [...] X X
18 Valov et al. [50] SPLC 2015 Empirical comparison of regression [...] X X
19 Zhang et al. [51] ASE 2015 Performance Prediction of Configurable [...] X X X
20 Kolesnikov et al. [52] ESE 2019 On the relation of control-flow [...] X X
21 Couto et al. [53] SPLC 2017 Products go Green: Worst-Case Energy [...] X X X
22 Van Aken et al. [54] SIGMOD 2017 Automatic Database Management [...] X X X X X
23 Kaltenecker et al. [55] ICSE 2019 Distance-based sampling of [...] X X
24 Jamshidi et al. [25] ESEC/FSE 2018 Learning to sample: exploiting [...] X X X X X X
25 Jamshidi et al. [56] MASCOTS 2016 An Uncertainty-Aware Approach [...] X X X X
26 Lillacka et al. [57] Soft. Eng. 2013 Improved prediction of non-functional [...] X X X X X
27 Zuluaga et al. [58] JMLR 2016 ε-pal: an active learning approach [...] X X X X
28 Amand et al. [59] VaMoS 2019 Towards Learning-Aided Configuration [...] X X X X
29 Alipourfard et al. [60] NSDI 2017 Cherrypick: Adaptively unearthing the [...] X X X X X
30 Saleem et al. [61] TSC 2015 Personalized Decision-Strategy based [...] X X X
31 Zhang et al. [62] SPLC 2016 A mathematical model of [...] X X
32 Ghamizi et al. [63] SPLC 2019 Automated Search for Configurations [...] X X X X
33 Grebhahn et al. [64] CPE 2017 Performance-influence models of [...] X
34 Bao et al. [65] ASE 2018 AutoConfig: Automatic Configuration [...] X X X X
35 Guo et al. [15] ASE 2013 Variability-aware performance [...] X X
36 Švogor et al. [66] IST 2019 An extensible framework for software [...] X X X
37 El Afia et al. [67] CloudTech 2018 Performance prediction using [...] X X X
38 Ding et al. [68] PLDI 2015 Autotuning algorithmic choice for [...] X X X X X
39 Duarte et al. [69] SEAMS 2018 Learning Non-Deterministic Impact [...] X X X X X X
40 Thornton et al. [70] KDD 2013 Auto-WEKA: Combined selection and [...] X X X X
41 Siegmund et al. [71] ICSE 2012 Predicting performance via automated [...] X X X X X X
42 Siegmund et al. [72] SQJ 2012 SPL Conqueror: Toward optimization [...] X X X
43 Westermann et al. [73] ASE 2012 Automated inference of goal-oriented [...] X X X
44 Velez et al. [74] ICSE 2021 White-Box Analysis over Machine [...] X X X
45 Pereira et al. [75] ICPE 2020 Sampling Effect on Performance [...] X X X X
46 Shu et al. [76] ESEM 2020 Perf-AL: Performance prediction for [...] X X X
47 Dorn et al. [77] ASE 2020 Mastering Uncertainty in Performance [...] X X
48 Kaltenecker et al. [78] IEEE Soft. 2020 The Interplay of Sampling and [...] X X
49 Krishna et al. [23] TSE 2020 Whence to Learn? Transferring [...] X X X X X X
50 Weber et al. [79] ICSE 2021 White-Box Performance-Influence [...] X X X
51 Mühlbauer et al. [80] ASE 2020 Identifying Software Performance [...] X X X
52 Han et al. [81] Report 2020 Automated Performance Tuning for [...] X X X
53 Han et al. [82] ICPE 2021 ConfProf: White-Box Performance [...] X X X
54 Valov et al. [83] ICPE 2020 Transferring Pareto Frontiers [...] X X X X
55 Liu et al. [84] CF 2020 Deffe: a data-efficient framework [...] X X X X X X
56 Fu et al. [85] NSDI 2021 On the Use of ML for Blackbox [...] X X X X
57 Larsson et al. [86] IFIP 2021 Source Selection in Transfer [...] X X X X X X
58 Chen et al. [87] ICSE 2021 Efficient Compiler Autotuning via [...] X X X X
59 Chen et al. [88] SEAMS 2019 All Versus One: An Empirical [...] X X X
60 Ha et al. [89] ICSE 2019 DeepPerf: Performance Prediction [...] X X
61 Pei et al. [90] Report 2019 DeepXplore: automated white box [...] X X X
62 Ha et al. [91] ICSME 2019 Performance-Influence Model for [...] X X
63 Iorio et al. [92] CloudCom 2019 Transfer Learning for [...] X X X X X
64 Koc et al. [93] ASE 2021 SATune: A Study-Driven Auto-Tuning [...] X X X X X
65 Ding et al. [31] ESEC/FSE 2021 Generalizable and Interpretable [...] X X X X X X

Total 61 39 29 17 8 60 15
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the proportion of the papers that mention it as a potential threat to validity. Q-D. Does the
experimental protocol include several hardware platforms? We then verify if the experimental
protocol of research papers includes different models of hardware, to see if the conclusion could
be altered when reproducing the experiment with changed hardware platforms. Q-E. Does the
paper train a performance model on compile-time options? Options of configurable systems
can be changed during the compilation of the system. We check whether the paper is changing
the default compile-time configurations i.e., if the trained performance models are related to
the compile-time variability of the system. Q-F. Does the paper train a performance model on
run-time options? Options of configurable systems can be changed during the execution of the
system. We check whether the paper is changing the default run-time configurations i.e., if the
trained performance models are related to the run-time variability of the system. Q-G. Does the
paper propose a solution to generalise performance models across environments? Finally, we
check whether the paper proposes a solution to predict the performance of configurable systems
whatever their executing environments.

Evaluation

Table 2.1 lists the 65 research papers we identified following this protocol, as well as their
individual answers to Q-A→Q-G. A checked cell indicates that the answer to the corresponding
question (column) for the corresponding paper (line) is yes. Since answering Q-B and Q-C only
makes sense if Q-A is checked, we grayed and did not consider Q-B and Q-C if the answer to Q-A
is no. We also provide full references and detailed justifications in the companion repository.1

We now comment the average results:
Q-A. Is there a software system processing input data in the study? Of the 65 papers, 60

(94%) consider at least one configurable system processing inputs.
Q-B. Does the experimental protocol include several inputs? 63% of the research work

answering yes to Q-A include different inputs in their protocol. But what about the other
37%? It is understandable not to consider several inputs because of the cost of measurements.
However, if we reproduce all experiments of Table 2.1 using other input data, will we draw the
same conclusions for each paper? Based on the results of Chapter 4 (page 50), we encourage
researchers to consider at least a set of inputs in their protocol.

Q-C. Is the problem of input sensitivity mentioned e.g., in threat? Only half (47%) of the
papers mention the issue of input sensitivity, mostly without naming it or using a domain-specific
keyword e.g., workload variation [26]. For the other half, we cannot guarantee with certainty that
input sensitivity concerns all papers. But we shed light on this issue: ignoring input sensitivity
can prevent the generalization of performance models across inputs. This is especially true for
the 37% of papers answering no to Q-B and thus considering one input per system. Among
them, only 14% of these research works mention it in their publication.

We discuss the state-of-the-art practice related to Q-A, Q-B and Q-C in Section 2.2.1.
Q-D. Does the experimental protocol include several hardware platforms? Most of the

papers kept in this study chose a unique model of hardware to run their experiment. 17 papers
proposed to either partly change the used hardware platform (e.g., by changing the amount of

1List of papers at https://github.com/llesoil/input_sensitivity/blob/master/results/RQS/RQ6/extended.md
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RAM or the L1 cache) or even the model of hardware used. We briefly discuss the state-of-the-art
practice related to Q-D in Section 2.2.2.

Q-E. Does the paper train a performance model on compile-time options? 8 research works
(12%) observe the compile-time variations of software systems. But the compilation of systems
or programs has not caught so much attention in the state-of-the-art practice of performance
models.

Q-F. Does the paper train a performance model on run-time options? And indeed, a wide
majority (60 over 65 papers) of the research works are targeting to predict the run-time variations
of software systems. None among them study the interaction between compile-time and run-time
options. We briefly discuss the state-of-the-art practice related to Q-E and Q-F in Section 2.2.3.

Q-G. Does the paper propose a solution to generalise performance models across environ-
ments? We identified 15 papers [54, 68, 69, 93, 24, 26, 25, 23, 83, 86, 92, 44, 57, 84, 31] proposing
contributions that may help in better managing the problem of generalising the performance
prediction over different executing environments. However, most of them have been designed to
operate over only parts of the computing environments [24, 26, 25, 23, 83, 86, 92] and should
be extended. Other works [54, 68, 69, 93, 84] only apply it to a specific domain (database [54],
compilation [68], cloud computing [69, 84, 31] or program analysis [93]) with open questions
about applicability and effectiveness in other areas. We detail the content of these contributions
in Section 2.3.

2.2 Impact of the Software Environment on Performance

Numerous research papers mention the effects of the executing environment of a software
on its performance: hardware [94, 95, 96], operating systems [96, 97, 98, 99, 100], variants [101,
80], versions [101, 102, 103, 104], compilation options [105, 106] and input data [107]. As a
consequence, stating that the software environment is modifying the scale of performance is not
new. In contrast, we want to prove the existence of complex interactions between the software
and the rest of the stack, study their impact on performance properties and acknowledge their
consequences on the current practice of performance models.

To the best of our knowledge, there are two open research directions related to these works:
(1) a systematic and comprehensive assessment of the influence of individual elements onto the
distribution of software configurations: only a few hardware, input data, or software configura-
tions are usually considered; (2) empirical knowledge about how these elements composed and
interact each other, for example how hardware and input data both influence the performance
properties of a configurable system.

In this section, we gather research works related to (1) and (2) on a per-element basis.

2.2.1 Input Sensitivity

Numerous research works have proposed to model performance of software configurations,
with several use-cases in mind for developers and users of software systems: the maintenance and
understanding of configuration options and their interactions [13], the selection of an optimal con-
figuration (tuning) [41, 30, 43], the performance prediction of arbitrary configurations [75, 78, 21]
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or the automated specialization of configurable systems [37, 38]. These works measure the per-
formance of a sample of several configurations under specific settings to then build a performance
model. Input data further challenges these use-cases, since both the software configuration and
the input spaces should be handled. Inputs also question and can threaten the generalization
of configuration knowledge e.g., a performance prediction model for a given input may well be
meaningless and inaccurate for another input.

On the one hand, some works have been addressing the performance analysis of software sys-
tems [108, 109, 110, 111, 112, 113] depending on different input data (also called workloads or
benchmarks in the literature), but all of them only considered a rather limited set of configura-
tions. To illustrate this, let us provide few examples coming from the video encoding community:
Maxiaguine et al. [114] classify multimedia streams in groups depending on their characteris-
tics and study their performance (i.e., multimedia processing time and I/O rate) on MPSoC
platforms. Netflix conducts a large-scale study for comparing the compression performance of
x264, x265, and libvpx [115]. 5000 12-second clips from Netflix catalog were used covering a wide
range of genres and signal characteristics. However, only two configurations were considered and
the focus of the study was not on predicting performance. As in the video encoding area, the
input sensitivity issue has also been identified in some other domains: SAT solvers [116, 117],
compilation [118, 68], data compression [119], database management [54, 120], cloud comput-
ing [69, 84, 31], etc. These works purposely leverage the specifics of their domain. However,
it is unclear how proposed techniques could be adapted to any domain and all systems of the
configurable system community. We aim at generalising these works, the goal being to provide a
domain-agnostic study of performance according to the input data fed by configurable systems
whatever the underlying domain.

On the other hand, works and studies on configurable systems usually neglect input data e.g.,
using a unique video for measuring the configurations of a video encoder in [13]. Valov et al. [83]
proposed a method to transfer the Pareto frontiers (encoding time and size) of performance across
heterogeneous hardware environments. The inputs (video) remain fix however, which is a threat
to validity. Very recently, reinforcement learning has been applied for improving the rate control
policy of the VP9 video encoder [121], using the YUGC dataset [122]. Their work focuses on a
specific part of the encoder and thus parameter options. In addition, reinforcement learning was
used to improve the policy on average of all inputs and not according to the individual specificity
of inputs. Pereira et al. [75] study the effect of sampling on x264 configuration performance
models for 19 input videos on two performance properties.

We aim to combine both dimensions by performing an in-depth, controlled study of several
configurable systems to make it vary in the large, both in terms of configurations and inputs. We
thus favor generic and domain-agnostic approach as part of this thesis. Importantly, most of the
domain-specific works pursue the objective of optimizing the performance of a software system
according to a given input (workload) while the work of the configurable system community
aim at predicting the performance of any configurations. We want to bridge the gap between
these two areas of research with the second use case in mind. Our key goal is to investigate how
configuration knowledge can generalize or be transferred among all inputs.
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2.2.2 Hardware Platforms

The study of Valov et al. [26] suggests that changing the hardware has reasonable impacts
since linear functions are highly accurate when reusing prediction models. There are related work
showing hardware variability [123] but not in addition to the variability brought by configura-
tions of software systems. Most of the configurable systems researchers have shown only linear
interactions between the software system and the hardware platforms on which it is executed.

For instance, Jamshidi et al. [24] conducted an empirical study on four configurable sys-
tems, varying software configurations and environment conditions, such as hardware, input, and
software versions. It is a pioneer work w.r.t. the content of this thesis. Moreover, without iso-
lating the individual effect of hardware platforms or input data on software configurations, it
is challenging to understand the existing interplay between these elements. Compared to these
approach, we aim at only studying elements of the software environment one by one.

2.2.3 Compile-time Variability

The problem of choosing which optimizations and flags of a compiler to apply [124, 125] has
a long tradition. Since the mid-1990s, machine-learning-based or evolutionary approaches have
been investigated to explore the configuration space of compilers [126, 127, 128, 129, 130, 105,
131]. Such works usually consider a limited set of run-time configurations in favor of a broad
consideration of input programs. The goal is to understand the cost-effectiveness of compiler
optimizations or to find tuning techniques for specific inputs and architectures.

Another direction focuses on the features of software systems that can be chosen at compile-
time rather than what could be optimised thanks to the compiler. Leveraging these compile-
time options has been considered in the literature to find bugs [7], to specialize the resulting
software system [6]. But as shown in Table 2.1, only few works are really targeting the compile-
time options with performance goals and none of them actually study the interactions between
compile- and run-time variability. Our goal is to understand the interplay between compile-
time options and run-time options, with possible consequences on the generalization of the
configuration knowledge.

2.3 Existing Solutions

Most of the studies support learning models restrictive to specific static settings (e.g., inputs,
hardware and version) such that a new prediction model has to be learned from scratch once
the environment change [21]. Besides the solutions provided by the ML community, like fine-
tuning the model [132] — updating the weights of the model for the new data — for each
new environment, the literature provides solutions that are specifically designed for configurable
systems.

2.3.1 Transfer Learning

The current state-of-the-art solution to handle environment changes of software systems is
called Transfer Learning (TL) [133, 25, 26, 134, 135]. TL has been considered to reuse measure-
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ments and ML models across different computing environments, the promise being to reduce
the efforts and costs of measuring new configurations. TL exploits what have been learnt on a
source environment to apply it a target environment, using either the similarities between envi-
ronments [25, 26, 134] or selecting the best source environment [23]. TL has also been applied to
SPL in many contexts, like reconfiguration [133] or multi-objective optimisation [133] or defect
prediction [136]. However, in our case, we only consider the case of performance prediction.

In this context, Valov et al. [26] were the first to show that linear models are effective to
transfer knowledge between couples of source and target hardware environments. They proposed
Model Shift (MS), training two performance models, one predicting the performance of the
source and one handling the differences of performance distributions between the source and
the target. This last model was in their case, linear. However, as discussed in the rest of the
manuscript, environments can significantly alter performance distributions in a non linear way.
There is not necessarily a linear correlation and relationship, as for hardware changes. In the
recent literature, few improvements have been made to MS. For instance, Jamshidi et al. define
Learning to Sample (L2S) [25] that combines an exploitation of the source and an exploration
of the target and samples a list of well-chosen configurations to transfer the knowledge from the
source to the target. As many other transfer learning works, L2S is applied between different
executing environments (e.g., hardware changes), but not yet on input changes (from one source
input to a target input). However, L2S is highly sensitive to the selection of a source for a given
target. There is this open question on how to a priori select the pairs source-target. Krishna
et al. provide an answer to this issue by proposing BEETLE [137]. The principle is to find
one "bellwhether" environment i.e., a source environment that lead to better transfer results
whatever the target. BEETLE has been designed to find optimal configurations, not to predict
performance of any configurations, as in our study. The idea of BEETLE is orthogonal to the rest
of the techniques and could be combined with most of them. Once a bellwhether environment
is identified, it is quite easy to apply the Model shift approach or even L2S.

Martin et al. develop TEAMs [138], a transfer learning approach predicting the performance
distribution of the Linux kernel using the measurements of its previous releases. They were the
first to use transfer learning by considering a source software system (here a former version
of the same system) and a target software system instead of environments. To go further on
this topic, heterogeneous Transfer Learning [139, 140, 141] is an extension of (homogeneous)
transfer learning handling the differences between the source and the target feature spaces —
configuration spaces when studying software variability or features when considering software
systems. It creates a representation of the feature space, in between the source and the target, and
finally transforms both feature spaces so they fit in this representation. Applied to the transfer
across software systems, it would handle the changes of features between the configuration
space of the source software and the configuration space of the target software. In many areas,
related work compares the performance of different tools performing the same task [142, 143,
144, 145, 146, 147]. These empirical evidences could be relevant; if two software systems have
similar performance distributions, they are good candidates for the transfer. Following the idea
of TEAMs, we could apply transfer learning across different software systems, to reduce the cost
of training a new performance model for each system.
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The literature around TL evolves at a rapid pace. There are consequently recent improve-
ments that are not included as part of the manuscript. For instance, we did not include the
causalities in the performance model to improve the transfer [148, 149], but it is another promis-
ing research direction to explore in terms of interpretable (transfer) learning. Also, we did
not show the results of TL techniques considering multiple source environments, with different
weights applied to each of them [150].

Overall, the transfer learning is currently the best approach to handle environment changes.
However, the main drawback of transfer learning is the need to measure few configurations on
the target environment, which can be a threat to the deployment or the applicability of TL
techniques. In the real-world, the computation of these measurements

2.3.2 Contextual Performance Models

The relation between the software layer and its environment is not new and has been already
studied with other use cases in mind: including the context of systems in feature models [151],
searching for context-aware requirements [152], context-oriented programming [153] or recon-
figuration according to the context [154, 155]. In the reconfiguration case, there is even a wide
literature related to self-adaptive systems [156] that we do not detail in this document because
related papers do not train performance models. But to the best of our knowledge, the design
of context-aware techniques has not caught so much attention in the configurable system com-
munity — transfer learning could be seen as a way to avoid the problem — and especially in
the associated works proposing performance models.

However, Temple et al. propose to learn contextual performance models [38], including fea-
tures of the context (here the executing environment) as part of the data processed by the model.
Training contextual-like models (for instance [54, 68, 69, 93] of Table 2.1 in their respective do-
mains, even if they do not explicitly use this terminology) could be a viable alternative to TL if
some properties of the environment are added to the model. Instead of adapting the model for
each new environment, the idea would be to train the model so it is by-design general enough
to covers all the possible target environments.

The existence of a general solution applicable to all domains and software configurations
remains an open question. For example, is may not be always possible to extract properties of
the environment that are actually useful to train a contextual performance model. In addition of
that, some properties may not be relevant for the performance prediction, and may not improve
the performance model. We further explore this state-of-this art practice with input data and
compare it to a transfer learning baseline in Chapter 8 (page 108).
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Part II

Empirical Evidence of Deep
Variability

In this part, we empirically prove that the executing environment of a software system
matters when measuring and predicting its performance. In fact, few elements of
the environment can interact with each other but also with the software systems,
changing its performance distribution. As a result, software variability is deeper
than expected. In Chapter 3 (page 42), we define and illustrate the concept of deep
variability. We further explore two aspects of deep variability in Chapter 4 (page 50)
and Chapter 5 (page 66), namely the input data and the compilation of software
systems.
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Chapter 3

INTRODUCING DEEP VARIABILITY

Configuring software is a powerful means to reach functional and performance goals of a
system. However, many layers (hardware, operating system, input data, etc.), themselves subject
to variability, can alter performance of software configurations. For instance, configurations’
options of the x264 video encoder may have very different effects on x264’s encoding time when
used with different input videos, depending on the hardware on which it is executed. We coin
the term deep (software) variability to refer to the interactions of all external layers modifying
the behavior or non-functional properties of a software. Deep variability challenges practitioners
and researchers: the combinatorial explosion of possible executing environments complicates
the understanding, the configuration, the maintenance, the debug, and the test of configurable
systems. There are also opportunities: harnessing all variability layers (and not only the software
layer) can lead to more efficient systems and configuration knowledge that truly generalizes to
any usage and context. In this chapter, we introduce the notion of deep software variability with
its related challenges and opportunities.

3.1 Definition

Software variability has caught the attention of various scientific communities, like the soft-
ware product line community. Therefore, research work have been published to improve the
practices of handling the maintenance of highly configurable systems with a consequent num-
ber of options, of selecting default values of software options or understanding their effect on
performance [13, 31]. But often, these research works are focused on the software system and
neglected the rest of the elements. For instance, they consider one model of hardware with one
version of operating system in their protocol, which is completely understandable owing to the
cost of running the experiment. However, it has been shown that the software environment, in
a broad sense, can interact with its configuration, thus changing its validity [12] or its scale
of performance [25, 95]. That is, only considering the software elements might hide important
bugs or provide non-optimal values for configuration options of the software. Beyond making
more complex any kind of performance prediction, it also raises the issue of reproducible results,
particularly stringent in the performance evaluation community.

Environment properties can be organised into variability layers, as the four ones depicted on
Figure 3.1: hardware, operating system, software and input data.
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Figure 3.1 – Deep Variability of x264

Definition. We call Deep Variability the interactions of all variability layers that could
modify the behavior or non-functional properties of a software. Deep variability could be
seen as an extension of software variability encompassing all its executing environment,
and the natural extension of software variability taking into account the differences of
executing environments between all the users of the software system.

We propose to break the study of deep variability down to five steps:

1. Identify variability layers that impact software’s non-functional properties

2. Test software and benchmark their performance in multiple environments

3. Improve knowledge about how configurable systems interact with their environments and
integrate it in their documentation

4. Transfer performance across environments and generalise the knowledge to build perfor-
mance models robust to changes of environments

5. Specialize the environment for the software and configure each layer to improve software
performance i.e., achieve cross-layer tuning

We illustrate each of these steps with concrete examples in Section 3.2 and emphasize the
related problems, challenges and opportunities in Section 3.3.

3.2 Motivational Example

Let us illustrate the concept of deep software variability with x264. In Figure 3.2, we show
the duration of the video compression (in seconds) and the size of the encoded video (in MB),
for two configurations 1 under two different environments.2 Performance were measured with two
different input videos 3 and the same version of x264.4 The remainder of this section describes

1 1⃝: --mbtree activated, 2⃝: --mbtree deactivated
2 A⃝: Ubuntu 20.04 LTS on a Dell Latitude 7400, B⃝: Debian 10.4 on a Raspberri Pi 4 model B
3animation for the Animation_1080P − 3d67.mkv video, vertical for the V erticalV ideo_1080P − 2195.mkv

video, both extracted from the Youtube User General Content Dataset [122]
4x264 version 0.155.2917, git commit 0a84d98
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five challenges related to the deep variability of x264.

Figure 3.2 – Combinatorial explosion of cross-layer configurations for measuring the deep vari-
ability of x264

Impacts of variability layers. According to Figure 3.2, changing environment A⃝ for envi-
ronment B⃝ would make the compression approximately 15 times longer. However, the compres-
sion durations of configurations 1⃝ and 2⃝ remain stable, and roughly proportional between A⃝
and B⃝ for both videos. There are more complicated cases, where the variability layers change the
relative importance of configuration options. For an example, switching from configuration 1⃝
to configuration 2⃝ (deactivating the feature --mbtree) decreases the size of the encoded anima-
tion video (33MB ↘ 21MB), while it increases the size of the encoded vertical video (28MB ↗
34MB). It becomes difficult to determine the effect that --mbtree may have on the size of the
output video. Similar results have been reported in the literature [50, 25, 75]: hardware, input
data, software version (or a combination thereof) can impact performance properties of x264.

Testing and benchmarking. To go further that the example of Figure 3.2, we could
envision a general x264’s performance model that has to work in environments A⃝ and B⃝, but
for 10 input videos and 20 boolean features of x264; assuming that each video is compressed
in ten seconds, testing exhaustively the 21 millions of possible configurations would take about
8 months of computation. Regardless of the time needed to compute these measurements, it
would require both a lot of human and computational resources to test multiple environments
and a framework allowing to measure performance on a higher level than the software layer e.g.,
automatically testing multiple workloads and input videos. In short, deep variability exacerbates
the combinatorial explosion problem.
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Improve documentation. For both environments and both input videos, switching from
configuration 1 to configuration 2 increases the number of frames encoded per second; x264’s
users could benefit from this information. Occasionally, requirements between layers can break
the build of x264. For instance, manually compiling x264 (version 0.152.2854, git commit
e9a5903) on Ubuntu 18.04 LTS requires the upgrade of the Linux package nasm (version >

2.13),5 unless one deactivates --asm during the compilation, specifying the configuration option
--disable-asm. To the best of our knowledge, this information is neither centralised nor included
in the official documentation; we have to search in forums and discussions, where developers
gave the answer to this problem. Add software dependencies and the effects of a variability layer
on software performance would certainly improve the documentation of x264.

Generalize the configuration knowledge. Between environments A⃝ and B⃝, both the
hardware and its operating system are changed. What would be x264 performance on the en-
vironment C⃝, composed of the hardware platform used in A⃝ and the operating system used in
B⃝? Can we estimate them without measuring configurations in environment C⃝ just with mea-
surements of environments A⃝ and B⃝? As long as we are unable to quantify the marginal effect
of each layer, changing a single property of the environment makes us incapable of predicting
x264 performance.

Cross-layer tuning. By generalizing the measures of Figure 3.2 to other environments, a
streaming website could then automatically choose an environment, and configure a server fully
dedicated to the encoding of the animation video. In order to achieve this specialization, experts
would have to remove the layers’ variability, selecting the optimal configuration corresponding
to this setting and hopefully increasing the overall performance of x264.

3.3 Challenges and Opportunities

For each step, we describe the current problems encountered by users or developers, the
challenges that researchers could tackle, and the potential benefits of facing them.

Impacts of variability layers. Figure 3.1 shows an example of these layers and possible
impacts on two performance (encoding time and size), for instance:

— Hardware: material part of the computer on which the software is executed. Examples
of properties: computer or server model and brand, amount and type of Random-Access
Memory available, Graphics Processing Unit frequency and memory, etc.

— Operating system: the operating system and dependencies that could be used by the soft-
ware. Examples of properties: operating system distribution and version, activated Linux
kernel modules, packages that are installed or embedded, etc.

— Software: how the software was configured and built. Examples of properties: any configu-
ration option (--no-cabac for x264), how the software was compiled (compiler and version),
the version of the software, etc.

— Input data: the raw data fed and processed by the software. Examples of properties: a
video for x264, a word or a sentence for a translator, a C program for a compiler, etc.

5We cross-checked the information provided in this webpage
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Problem. Software practitioners may not be aware of the impacts of some layers over some
performance properties. In fact, it is hard to know a priori which and to what extent configura-
tions’ layers do have an impact on software. For software variability researchers seeking to train
predictive performance models, these variability layers can disrupt the model’s training and
weaken the results, preventing their generalization and making them useless to operate under
different conditions. Challenges. Can we predict how much combination of variability layers will
change non-functional properties of a software? Owing to the cost of executing cross-layer con-
figurations’, identifying the influential layers remains a challenge; their importance might vary
depending on the subject system, the targeted non-functional property as well as the software
configurations considered. While characterizing the impact of variability layers individually is
necessary, it is not sufficient. As observed for software options, we conjecture that cross-layer
configurations interact and can alter software performance and configuration option’s effects.
Chapters 4 and 5 (pages 50 and 66) are two existing cases empirically proving the existence
of such interactions. Opportunities. Once their effects have been identified and quantified, the
influential variability factors can be leveraged to improve software performance, while the others
remain fixed and can be forgotten.

Testing and benchmarking.

Problem. Since each user applies the software on his input data, with his dependencies on his
laptop, there are almost as many possible environments as users. Because of the combinatorial
explosion of possible environments, it becomes time-consuming to test all possible environment
performance. Moreover, testing all variability layers requires to test variability on the system
level, which is not supported by existing tools. Challenges. 1. How to sample a good bench-
mark of environments? A good benchmark should be representative of the real usage of the
software. If its allocated budget could be infinite, the benchmark would contain not only a wide
variety of possibilities within a layer — like different brands and models of hardware platforms
— but also cross-layer diversity, for instance several variants of software running in different
versions of operating systems. But with a limited budget, it seems difficult to obtain a good cov-
erage of all exiting environments without missing corner case environments. 2. Can we build a
framework that tests configurable systems in multiple environments? In general, testing software
configurations requires to automatically observe their properties, being functional or related to
performance. Deep software variability further challenges the automation: (1) each layer may
come with its own specific tooling; (2) integrating all layers together to test the software is not
straightforward: for instance, instrumenting the tests of a software configuration in variants of
hardware and operating systems. 3. Can we detect corner cases configurations of layers that
eventually cause software’s performance bugs? As exemplified in Figure 3.2, a change in the
input data or hardware can cause performance differences. There are two hypotheses worth in-
vestigating. First, such differences are expected and can be explained. For example, it is normal
that a given software option has more or less effect when processing a specific input. A second
hypothesis is that performance differences among variability layers are in fact a manifestation of
a software bug that causes an accidental and unexpected decrease in performance. For validating
or refuting the "bug or feature" hypothesis, software developers and domain experts of the dif-
ferent layers should be involved e.g., by reviewing performance results or formalizing expected
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impacts of layers. Opportunities. Some software bugs, especially related to performance, never
manifest in a fixed environment. The diversification of the different layers is an opportunity to
test the robustness and resilience of the software layer in multiple environments. Another obser-
vation is that an absolute number like execution time has little meaning in itself and in a fixed
environment. On the contrary, some performance issues are noticeable under the conditions the
distributions are put in perspective and compared to others. That is, another opportunity to
detect unexpected performance differences relatively to different configuration layers. Overall,
developers and practitioners can exploit deep software variability to detect more (performance)
bugs.

Improve documentation.

Problem. Assisting users in charge of configuring software is still an open issue per se; deep
software variability amplifies this problem, since impacts of different layers are only partially
reported in the documentation. Due to the lack of documentation on the relative effects of con-
figuration options, practitioners have to directly ask experts in forums or open topics to make
their software work, or just to configure it properly. Challenges. Can developers include deep
software variability constraints and effects in the documentation? The challenge is to develop
user-friendly documentation that alerts users to the effects of deep software variability, its re-
quirements, and gives them an overview of how the software should be configured for their
environment. This documentation could be used as a pretext to centralize measurements from
volunteers, benefiting to the community members ; users could compare their usage of the soft-
ware to others running it in similar environments. Opportunities. Building such a documentation
would encourage the fine-grained, informed customization of configurable systems. When the ef-
fects of software options are captured, users may try to optimize and conveniently replace the
default software configuration. Advanced users could even build their own variant of the soft-
ware, working in their environment and fulfilling their own needs. Furthermore, different experts
can participate to the customization process, each focusing on their domain of expertise with
the help of a precise documentation.

Generalize the configuration knowledge.

Problem. Changing a simple property of its executing environment can alter the performance
of a software. For instance, operating systems evolve frequently, introducing numerous changes
in software environments; performance models have to evolve and adapt their prediction fol-
lowing the same rule. Unfortunately, practitioners cannot afford to train one new model per
environment. Challenges. Is it possible to accurately predict software performance for any en-
vironment? The goal is to train a general model that aims at predicting software performance
for any user’s environment robust to major changes, like changing simultaneously the hardware
and the input data. Another achievement is to identify the limits of the model, and include the
tests as a part of the learning process when transferring performance leads to poor predictions.
Opportunities. Being able to transfer performance from one environment to another avoids the
need to build a performance model for each environment, thus saving time and energy resources.
From the user’s point of view, it allows to estimate the performance of a configuration without
testing it, facilitating the configuration of the software for its environment.

Cross-layer tuning.
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Problem. Some operating systems and packages may include options that may be over-
adapted to the environment in which they run. It can lead to performance bugs when the same
configuration is applied to another software environment. On the contrary, a software always
configured with the default values will not benefit from the optimization coming from its environ-
ment (e.g., parallelization if the default sticks to sequential tasks), wasting energy and computing
time. Challenges. How can we tune the software for one specific execution environment? Instead
of enduring deep software variability, the goal is to pre-select the right environment for the soft-
ware, tuning each layer separately in such a way it improves the overall software performance.
The tuning process may have a cost since it requires to know which variability layer has an effect
on software, what will be its interactions with other layers, and how to configure it in symbiosis
with the rest of the environment. This cost should be confronted to the underlying benefits.
Opportunities. Since cross-layer tuning works on multiple variability layers, in comparison to
a simple software tuning, we expect it to largely outperform default values configurations in
terms of performance (energy consumption, execution time, etc.) while keeping the same level
of service. Cross-layer tuning should be more efficient at accomplishing a unique task; however,
it requires to restrict some flexibility and forget some variability of each layer.

3.4 Conclusion

In this chapter, we proposed deep software variability and described its many challenges
and opportunities. As illustrated with x264 and partly observed in the literature, many layers
(hardware, operating system, input data, etc.), themselves subject to variability, can alter the
configurable software layer. Deep software variability calls to investigate how to systematically
handle cross-layer configuration.

In fact, deep software variability concerns all scientists that aim at publishing reproducible
research works [157]; if your results are not consistent from one environment to another, your
conclusions could be either weakened or invalidated. Many scientific domains are potentially
impacted. Applied to ethical decisions [158], deep software variability could also have dramatic
consequences; what would you do if a machine learning model deciding on the release of a
prisoner changes its prediction when modifying its executing environment?

Remainder of this manuscript
The rest of this thesis addresses different aspects of the deep variability problem. Our results

mainly contribute to the first, second and fourth steps proposed before, namely identifying im-
pactful variability layers, testing and benchmarking environments and generalising performance
models across environments. We did not much progresses related to the third step related to
the documentation improvement, and only a little regarding the fifth, also known as cross-layer
tuning.

To finish, we position the rest of the chapters w.r.t. to these different steps. Chapter 4
(page 50) proves that input data constitute an important variability layer that should be taken
into account (first step). In the same vein, Chapter 5 (page 66) proves that compile-time options
interact with run-time options, so that there exists interactions inside the software layer. We
also scratch the surface of cross-layer tuning (fifth step), because we demonstrate in RQ4 that
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an inside-layer tuning is possible i.e., tune both compile- and run-time to achieve a performance
goal. Chapter 6 (page 84) relates to transfer of performance models across executing environ-
ments (fourth step). We also show similarities between executing environments that are directly
reusable in the context of testing and benchmarking software systems (third step). Chapter 7
(page 95) relates to the transfer of performance models across software systems (fourth step).
Finally, Chapter 8 (page 108) is a proof of concept of a performance model generalizing the
knowledge (fourth step) over different layers (here both the software and the input data layers).
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Chapter 4

EXPLORING THE INPUT SENSITIVITY OF

CONFIGURABLE SYSTEMS

This chapter is addressing the deep variability problem on the input data layer. It details,
to the best of our knowledge, the first systematic empirical study that analyzes the interactions
between input data and configuration options for different configurable systems. Through four
research questions, we characterise the input sensitivity problem and explore how this can alter
our understanding of software variability.

Figure 4.1 – How do inputs fed to software systems impact performance of configurations?

4.1 Problem Statement

4.1.1 Motivational Example

The x264 encoder typifies the issue of input sensitivity. For example, Kate, an engineer
working for a VOD company, wants x264 to compress input videos to the smallest possible size.
As illustrated in Figure 4.1, she executes x264 with two configurations C (with options --no-
mbtree --ref 1) and C’ (with options --no-cabac --ref 16) on the input video I1 and states that
C is more appropriate than C’ in this case. But when trying it on a second input video I2, she
draws opposite conclusions; for I2, C’ leads to a smaller output size than C. Now, Kate wonders
what configuration to choose for other inputs, C or C’? More generally, do configuration options
have the same effect on the output size despite a different input? Do options interact in the same
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way no matter the inputs? These are crucial practical issues: the diversity of existing inputs can
alter her knowledge of x264’s variability. If it does, Kate would have to configure x264 as many
times as there are inputs, making her work really tedious and difficult to automate for a field
deployment.

4.1.2 Sensitivity to Inputs of Configurable Systems

Configuration options of software systems can have different effects on performance (e.g.,
runtime), but so can the input data. For example, a configurable video encoder like x264 can
process many kinds of inputs (videos) in addition to offering options on how to encode. Our
hypothesis is that there is an interplay between configuration options and input data: some
(combinations of) options may have different effects on performance depending on input.

Researchers observed input sensitivity in multiple fields, such as SAT solvers [116, 117],
compilation [118, 68], video encoding [114], data compression [119]. However, existing studies
either consider only default or a limited set of configurations, a limited set of performance
properties, or a limited set of inputs [115, 108, 109, 110, 111, 112, 113]. It limits some key
insights about the input sensitivity of configurable systems. Valov et al. [26] studied the impact
of hardware on software configurations, but fixed the input fed to software systems. Jamshidi et
al. [24] explored how environment conditions (hardware, input, and software versions) impact
performances of software configurations. Besides considering a limited set of inputs (e.g., 3
input videos for x264), their study did not aim to isolate the individual effects of input data
on software configurations. As a result, it is impossible to draw reliable conclusions about the
specific variability factors - among hardware, inputs and versions.

4.2 The Input Dataset

We start by collecting measurements of 8 software systems processing input data and detail
hereafter the methodology we follow to gather these measurements. Figure 4.2 depicts the step-
by-step protocol we respect to measure performance of software systems. Each line of Table 4.1
should be read following Figure 4.2: System with Steps 1 and 2; Configurations #C with Step 3;
the nature of inputs I and their number #I with Step 4; Performance P with Steps 5 and 6; Docker
links a container for executing all the steps and Data the datasets containing the performance
measurements. Figure 4.2 shows in beige an example with the x264 encoder. Hereafter, we
provide details for each step of the protocol.

Steps 1 & 2 - Software Systems. We consider 8 software systems. We choose them
because they are open-source, well-known in various fields and already studied in the literature:
gcc [118, 87], the compiler for gnu operating system; ImageMagick [159], a software system
processing pictures and images; lingeling [160, 117], a SAT solver; nodeJS [161], a widely-used
JavaScript execution environment; poppler [162, 163], a library designed to process .pdf files;
SQLite [38, 24], a database manager system; x264 [24, 75], a video encoder based on H264
specifications; xz [26, 80], a file system manager. We also choose these systems because they
handle different types of input data, allowing us to draw conclusions as general as possible.
For each software system, we use a unique private server with the same configuration running
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Table 4.1 – Subject Systems. See Figure 4.2 for notations.

System Domain Commit Configs #C Inputs I #I #M Performance P Docker Dataset
gcc Compilation ccb4e07 80 .c programs 30 2400 size, ctime, exec Link Link

ImageMagick Image processing 5ee49d6 100 images 1000 100 000 size, time Link Link

lingeling SAT solver 7d5db72 100 SAT formulae 351 35 100 #confl.,#reduc. Link Link

nodeJS JS runtime env. 78343bb 50 .js scripts 1939 96 950 #operations/s Link Link

poppler PDF rendering 42dde68 16 .pdf files 1480 23 680 size, time Link Link

SQLite DBMS 53fa025 50 databases 150 7500 15 query times q1-q15 Link Link

x264 Video encoding e9a5903 201 videos 1397 280 797 cpu, fps, kbs, size, time Link Link

xz Data compression e7da44d 30 system files 48 1440 size, time Link Link

over the same operating system.1 We download and compile a unique version of the system. All
performance are measured with this version of the software.

Figure 4.2 – Measuring performance - Protocol

Step 3 - Configuration options C. To select the configuration options, we read the doc-
umentation of each system and manually extract the options affecting the performance of the
system. For instance, according to the documentation of x264, the option --mbtree "can lead
to large savings for very flat content" and "animated content should use stronger --deblock set-

1The configurations of the running environments are available at: https://github.com/llesoil/input_
sensitivity/tree/master/replication/Environments.md
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tings". 2 Out of these configuration options, we then sample #C configurations by using random
sampling [164]. In the previous example, after the selection of --mbtree and --deblock, the sam-
pling step would generate multiple configurations with combinations of options’ values: C1, with
--mbtree activated and --deblock set to "0:0"; C2, with --mbtree deactivated and --deblock set
to "-2:-2"; C3, with --mbtree deactivated and --deblock set to "0:0". To ensure that each value
of a software option is well represented in the final set of configurations, we statistically test
the uniformity of its values. To do so, we apply a Kolmogorov-Smirnov test [165] to each op-
tion of our eight software systems.3 In the previous example, for a boolean option like --mbtree
that can be either activated or deactivated, a valid Kolmogorov-Smirnov test guarantees that
--mbtree is activated in roughly 50% of the configurations. To mitigate the threat of only using
random sampling, we also considered various informed configurations picked in the documenta-
tion. For instance, for x264, we considered the ten presets configurations recommended by the
documentation.4

Step 4 - Inputs I. For each system, we select a different set of input data: for gcc, PolyBench
v3.1 [166]; for ImageMagick, a sample of ImageNet [167] images (from 1.1 kB to 7.3MB); for
lingeling, the 2018 SAT competition’s benchmark [160]; for nodeJS, its test suite; for poppler,
the Trent Nelson’s PDF Collection [168]; for SQLite, a set of generated TPC-H [169] databases
(from 10MB to 6 GB); for x264, the YouTube User General Content dataset [122] of videos
(from 2.7MB to 39.7 GB); for xz, the Silesia and the Canterbury corpus [170]. We choose them
because these are large and freely available datasets of inputs, well-known in their field and
already used by researchers and practitioners.

Steps 5 & 6 - Performance properties P. For each system, we systematically execute
all the configurations of C on all the inputs of I. For the #M resulting executions, we measure
as many performance properties as possible: for gcc, ctime and exec the times needed to compile
and execute a program and the size of the binary; for ImageMagick, the time to apply a Gaussian
blur [171] to an image and the size of the resulting image; for lingeling, the number of conflicts
and reductions found in 10 seconds of execution; for nodeJS, the number of operations per second
(ops) executed by the script; for poppler, the time needed to extract the images of the pdf, and
the size of the images; for SQLite, the time needed to answer 15 different queries q1→ q15; for
x264, the bitrate (the average amount of data encoded per second), the cpu usage (percentage),
the average number of frames encoded per second (fps), the size of the compressed video and
the elapsed time; for xz, the size of the compressed file, and the time needed to compress it. It
results in a set a tabular data, one for each input and each software system, consisting of a list
of configurations with their performance property values.

Replication. To allow researchers to easily replicate the measurement process, we provide
a docker container for each system (see the links in the Docker column of Table 4.1). We also
publish the resulting datasets online (see the links in the Data column) and in the companion
repository with replication details

2See the documentation of x264 at https://silentaperture.gitlab.io/mdbook-guide/encoding/x264.html
3Options and tests results are available at: https://github.com/llesoil/input_sensitivity/tree/master/

results/others/configs/sampling.md
4See http://www.chaneru.com/Roku/HLS/X264_Settings.htm#preset
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4.3 Performance Correlations between Inputs (RQ1)

When a developer provides a default configuration for its software system, one should ensure
it will perform at best for a large panel of inputs. That is, this configuration will be near-
optimal whatever the input. Hence, a hidden assumption is that two performance distributions
over two different inputs are somehow related and close. In its simplest form, there could be
a linear relationship between these two distributions: they simply increase or decrease with
each other. RQ1. To what extent are the performance distributions of configurable
systems changing with input data? To answer this, we compute and compare performance
distributions of different inputs. For software systems, unstable performance distributions across
inputs induce that their optimal configuration change with their inputs. In particular, the default
configuration should be adapted according to their input data.

Protocol

Based on the analysis of the Input Dataset (see Section 4.2), we can now answer the first
research question. To check this hypothesis, we compute, analyze and compare the Spearman’s
rank-order correlation [172] of each couple of inputs for each system. It is appropriate in our
case since all performance properties are quantitative variables measured on the same set of
configurations. The correlations are considered as a measure of similarity between the config-
urations’ performance over two inputs. We compute the related p-values: a correlation whose
p-value is higher than the chosen threshold 0.05 is considered as null. We use the Evans rule
[173] to interpret these correlations. In absolute value, we refer to correlations by the following
labels; very low: 0-0.19, low: 0.2-0.39, moderate: 0.4-0.59, strong: 0.6-0.79, very strong: 0.8-1.00.
A negative score tends to reverse the ranking of configurations. Very low or negative scores have
practical implications: a good configuration for an input can very well exhibit bad performance
for another input.

Evaluation

We first explain the results of RQ1 and their consequences on the poppler use case i.e., an
extreme case of input sensitivity, and then generalize to our other software systems.

Extract images of input pdfs with poppler. The content of pdf files fed to poppler may
vary; the input pdf can contain a 2-page extended abstract with plain text, a 10-page conference
article with few figures or a 300-page book full of pictures. Depending on this content, extracting
the images embedded in those files can be quicker or slower for the same configuration. More-
over, different configurations could be adapted for the conference paper but not for the book
(or conversely), leading to different rankings of extraction time and thus different rank-based
correlation values.

Figure 4.3a depicts the Spearman rank-order correlations of extraction time between pairs of
input pdfs fed to poppler. Each square(i,j) represents the Spearman correlation between the time
needed to extract the images of pdfs i and j. The color of this square respects the top-left scale:
high positive correlations are red; low in white; negative in blue. Because we cannot describe
each correlation individually, we added a table describing their distribution. Results suggest a
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(a) poppler, time. (b) x264, bitrate.

Figure 4.3 – Spearman rank-based correlations

positive correlation (see dark red cells), though there are pairs of inputs with lower (see white
cells) and even negative (see dark blue cells) correlations. More than a quarter of the correlations
between input pdfs are positive and at least moderate - third quartile Q3 greater than 0.52.

Meta-analysis. Over the 8 systems,5 we observe different cases. There exists software systems
not sensitive at all to inputs. In our experiment, gcc, imagemagick and xz present almost
exclusively high and positive correlations between inputs e.g., Q1 = 0.82 for the compressed
size and xz. For these, un- or negatively-correlated inputs are an exception more than a rule.
In contrast, there are software systems, namely lingeling, nodeJS, SQLite and poppler, for
which performance distributions completely change and depend on input data e.g., Q2 = 0.09
for nodeJS and ops, Q3 = 0.12 for lingeling and conflicts. For these, we draw similar conclusions
as in the poppler case. In between, x264 is only input-sensitive w.r.t. a performance property;
it is for bitrate and size (see Figure 4.3b but not for cpu, fps and time e.g., 0.29 as deviation for
size against 0.08 for time.

RQ1. To what extent are the performance distributions of configurable systems
changing with input data? We show that: (1) depending on the inputs, the rank-based
correlations of performance distribution can be high, close to zero, or even negative; (2) since
configuration rankings can change with input data, the best configuration for an input will
not be the best configuration for another input. The consequence is that one cannot blindly
reuse a configuration prediction model across inputs and that developers should not provide
to end-users a unique default configuration whatever the input is.

5Detailed RQ1 results for other systems are available at: https://github.com/llesoil/input_sensitivity/tree/
master/results/RQS/RQ1/RQ1.md
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4.4 Effects of Options (RQ2)

But configuration options influence software performance, e.g., the energy consumption [53].
An option is called influential for a performance when its values have a strong effect on this
performance [25, 134]. For example, developers might wonder whether the option they add to
a configurable system has an influence on its performance. However, is an option identified as
influential for some inputs still influential for other inputs? If not, it would become both tedious
and time-consuming to find influential options on a per-input basis. Besides, it is unclear whether
activating an option is always worth it in terms of performance; an option could improve the
overall performance while reducing it for few inputs. If so, users may wonder which options to
enable to improve software performance based on their input data. RQ2 - To what extent
the effects of configuration options are consistent with input data? In this question,
we quantify how the effects and importance of software options change with input data. If this
change is significant, tuning these options to optimize performance should be adapted to the
current input.

Protocol

To assess the relative significance and effect of options, we use two well-known statistical
methods [19], also widely used in the context of interpretable machine learning and configurable
systems [21, 19, 24]. For instance, Jamshidi et al. [24] used similar indicators to measure the
sensitivity of configurations regarding computing environment conditions (hardware, input, and
software versions).

Random forest importance. The tree structure provides insights about the most essential
options for prediction, because such a tree first splits w.r.t. options that provide the highest
information gain. We use random forests [19], a vote between multiple decision trees: we can
derive, from the forests trained on the inputs, estimates of the options importance. The compu-
tation of option importance is realized through the observation of the effect on random forest
accuracy when randomly shuffling each predictor variable [19]. For a random forest, we consider
that an option is influential if the median (on all inputs) of its option importance is greater than

1
nopt

, where nopt is the number of options considered in the dataset. This threshold represents
the theoretic importance of options for a software having equally important options.

Linear regression coefficients. The coefficients of an ordinary least square regression weight
the effect of configuration options. These coefficients can be positive (resp. negative) if a bigger
(resp. lower) option value results in a bigger performance. Ideally, the sign of the coefficients
of a given option should remain the same for all inputs: it would suggest that the effect of an
option onto performance is stable. We also provide details about coefficients related to feature
interactions [50, 20] in RQ2 results.

Each algorithm is using 100% of the configurations in the training set. We also compute the
Mean Absolute Percentage Error (MAPE) for all the systems, inputs and non functional prop-
erties when predicting the performance with random forests and linear regression. For random
forest, we can ensure that our models are giving a good prediction, the median value of the
MAPE across all inputs being systematically under 5% for each couple of software systems and
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performance properties. For Linear Regression, results tend to show higher values of MAPE,
suggesting that the configurations spaces are too hard to learn from for such simple models.

Evaluation

We first explain the results of RQ2 and their concrete consequences on the bitrate of x264 -
an input-sensitive case, to then generalize to other software systems.

(a) Importance

(b) Effect

Figure 4.4 – Importance and effect of configuration options - x264, bitrate

Encoding input videos with x264. Figures 4.4a and 4.4b report on respectively the boxplots
of configuration options’ feature importance and effects when predicting x264’s bitrate for all
input videos.6 On the top graph, we displayed the boxplots of the distribution of importance

6Detailed RQ2 results for other systems are available at: https://github.com/llesoil/input_sensitivity/
tree/master/results/RQS/RQ2/RQ2.md
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for each option (y-axis). On the bottom graph, we displayed the boxplots of the distribution of
regression coefficients for each option (y-axis). Each red square is representing a model trained
on one input, and all of them constitute the resulting distribution.

Other variants of feature importance and linear regression (permutation importance,7 drop-
column importance 8 and Shapley values 9) have been computed to ensure the robustness of
results in the companion repository. They reached similar results, which confirms our conclusions
with the chosen indicators.

Three options are strongly influential for a majority of videos on Figure 4.4a: --subme,
--mbtree and --aq-mode, but their importance can differ depending on input videos: for instance,
the importance of --subme is 0.83 for video #1365 and only 0.01 for video #40. Because influen-
tial options vary with inputs, performance models and approaches based on feature selection [19]
such as performance-influence model [13, 79] may not generalize well to all input videos.

Most of the options have positive and negative coefficients on Figure 4.4b; thus, the specific
effects of options heavily depend on input videos. It is also true for influential options: --mbtree
can have positive and negative (influential) effects on the bitrate i.e., activating --mbtree may
be worth only for few input videos. The consequence is that tuning the options of a software
system should be adapted to the current input, and not done once for all the inputs.

Meta-analysis. For gcc, imagemagick and xz, the importance are quite stable. As an extreme
case of stability, the importance of the compressed size for xz are exactly the same, except for two
inputs. For these systems, the coefficients of linear regression mostly keep the same sign across
inputs i.e., the effects of options do not change with inputs. For input-sensitive software systems,
we always observe high variations of options’ effects (lingeling, poppler or SQLite), sometimes
coupled to high variations of options’ importance (nodeJS). For instance, the option --format
for poppler can have an importance of 0 or 1 depending on the input. For all software systems,
there exists at least one performance property whose effects are not stable for all inputs e.g.,
one input with negative coefficient and another with a positive coefficient. For x264, it depends
on the performance property; for cpu, fps and time, the effect of influential options are stable for
all inputs, while for the bitrate and the size, we can draw the conclusions previously presented.

RQ2. To what extent the effects of configuration options are consistent with
input data? Two lessons learned: (1) the importance of software options changes with
input data, implying that an option can be influential only for few input data, but not for
the rest of the inputs; (2) the effect of software options on performance properties vary with
input data. An option can have a positive influence for an input and at the same time a
negative influence for another input. As a result, tuning the options of a software system
should depend on its processed inputs.

7See results at https://github.com/llesoil/input_sensitivity/blob/master/results/RQS/RQ2/RQ2_
permutation.ipynb

8See results at https://github.com/llesoil/input_sensitivity/blob/master/results/RQS/RQ2/RQ2_
drop.ipynb

9See results at https://github.com/llesoil/input_sensitivity/blob/master/results/RQS/RQ2/RQ2_
shapley.ipynb
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4.5 Impact of Inputs on Performance (RQ3)

RQ1 and RQ2 study how inputs affect (1) performance distributions and (2) the effects of
different configuration options. However, the performance distributions could change in a negli-
gible way, without affecting the software user’s experience. Before concluding on the real impact
of the input sensitivity, it is necessary to quantify how much this performance changes from one
input to another. RQ3. How much performance is lost when reusing a configuration
across inputs? In particular, we estimate the loss in performance when configuring a software
while ignoring the input sensitivity to inputs. To put it more positively, this loss is also the
potential gain, in terms of performance, to tune a software system for its input data.

Protocol

To estimate how much we can lose, we first define two scenarios S1 and S2:
S1 - Baseline. In this scenario, we value input sensitivity and just train a simple performance

model on a target input. We choose the best configuration according to the model, configure
the related software with it and execute it on the target input.

S2 - Ignoring input sensitivity. In this scenario, let us pretend that we ignore the input sensitivity
issue. We train a model related to a given input i.e., the source input, and then predict the
best configuration for this source input. If we ignore the issue of input sensitivity, we should
be able to easily reuse this model for any other input, including the target input of S1.
Finally, we execute the software with the predicted configuration on the target input.

In this part, we systematically compare S1 and S2 in terms of performance for all inputs, all
performance properties and all software systems. For S1, we repeat the scenario ten times with
different sources, uniformly chosen among other inputs and compute the average performance.
For both scenarios, due to the imprecision of the learning procedure, the models can recommend
sub-optimal configurations. Since this imprecision can alter the results, we consider an ideal case
for both scenarios and assume that the performance models always recommend the best possible
configuration.

Performance ratio. To compare S1 and S2, we use a performance ratio i.e., the performance
obtained in S1 over the performance obtained in S2. If the ratio is equal to 1, there is no difference
between S1 and S2 and the input sensitivity does not exist. A ratio of 1.4 would suggest that
the performance of S1 is worth 1.4 times the performance of S2; therefore, it is possible to gain
up to (1.4 − 1) ∗ 100 = 40% performance by choosing S1 instead of S2. We also report on the
standard deviation of the performance ratio distribution. A standard deviation of 0 implies that
we gain or lose the same proportion of performance when picking S1 over S2.

Evaluation

This section presents the evaluation of RQ3.10 Figure 4.5 presents the loss of performance
(y-axis, in %) due to input sensitivity for the different software systems and their performance
properties.

10Detailed RQ3 results for other performance properties are available at: https://github.com/llesoil/input_
sensitivity/tree/master/results/RQS/RQ3/RQ3.md
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Figure 4.5 – Performance loss (%, y-axis) when ignoring input sensitivity per system and per-
formance property (x-axis)

Key result. The average performance ratio across all the software systems is 1.38: we can
expect an average drop of 38% in terms of performance when ignoring the input sensitivity.11

Meta-analysis. For software systems whose performance are stable across inputs (gcc, xz

and imagemagick), there are few differences between inputs. For instance, for the output size of
xz, there is no variation between scenarios S1 (i.e., using the best configuration) and S2 (i.e.,
reusing a the best configuration of a given input for another input): all performance ratios (i.e.,
performance S1 over performance S2) are equals to 1 whatever the input.

For input-sensitive software systems (lingeling, nodeJS, SQLite, and poppler), changing
the configuration can lead to a negligible change in a few cases. For instance, for the time to
answer the first query q1 with SQLite, the median is 1.03; in this case, SQLite is sensitive to
inputs, but its variations of performance -less than 4%- do not justify the complexity of tuning
the software. But it can also be a huge change; for lingeling and solved conflicts, the 95th

percentile ratio is equal to 8.05 i.e., a factor of 8 between S1 and S2. It goes up to a ratio of
10.11 for poppler’s extraction time: there exists an input pdf for which extracting its images is
ten times slower when reusing a configuration compared to the fastest.

In between, x264 is a complex case. For its low input-sensitive performance (e.g., cpu and
etime), it moderately impacts the performance when reusing a configuration from one input to
another - average ratios at resp. 1.42 and 1.43. In this case, the rankings of performance do
not change a lot with inputs, but a small ranking change does make the difference in terms of
performance.

On the contrary, for the input-sensitive performance (e.g., the bitrate), there are few variations
of performance: we can lose 1 − 1

1.11 ≃ 9% of bitrate in average. In this case, it is up to the
compression experts to decide; if losing up to 1 − 1

1.32 ≃ 24% of bitrate is acceptable, then we
can ignore input sensitivity. Otherwise, we should consider tuning x264 for its input video.

11To compute this result, we removed SQLite biasing the results with its 15 performance properties
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RQ3. How much performance is lost when reusing a configuration across inputs?
In average, ignoring the sensitivity to inputs leads to a performance drop of 38%, which
suggests we cannot ignore input sensitivity. On the good side, performance can be multiplied
up to a ratio of 10 if we tune other systems for their input data.

4.6 Threats to Validity

This section discusses the threats to validity related to our protocol.
Construct validity. Due to resource constraints, we did not include all the options of

the configurable systems in the experimental protocol. We may have forgotten configuration
options that matter when predicting the performance of our configurable systems. However, we
consider features that impact the performance properties according to the documentation, which
is sufficient to show the existence of the input sensitivity issue. The use of random sampling also
represents a threat, in the sense that the measured configurations could not be representative
of a real-world usage of the software systems. To mitigate this threat, we toke care of selecting
documented and informed options, typically part of custom configurations and profiles, that
are supposed to have an effect of performance. We mainly relied on documentation and guides
associated to the projects. The validity of the conclusions can depend on the choice of systems
under test. In the context of Chapter 7 (page 95), we conducted an additional experiment to
ensure the robustness of our results for x265, an alternative software to x264. Results 12 show
that the performance distributions are different from x264 to x265 (except for size) but the input
sensitivity problem holds for x265 when it is observed for x264.

Internal Validity. First, our results can be subject to measurement bias. We alleviated
this threat by making sure only our experiment was running on the server we used to measure
the performance of software systems. It has several benefits: we can guarantee we use similar
hardware (both in terms of CPU and disk) for all measurements; we can control the workload of
each machine (basically we force the machine to be used only by us); we can avoid networking
and I/O issues by placing inputs on local folders. But it could also represent a threat: our
experiments may depend on the hardware and operating system. To mitigate this, we conducted
an additional experiment on x264 over a subset of inputs to show the robustness of results
whatever the hardware platforms.13 The measurement process is launched via docker containers.
If this aims at making this work reproducible, this can also alter the results of our experiment.
Because of the amount of resources needed to compute all the measures, we did not repeat the
process of Figure 4.2 several times per system. We consider that the large number of inputs under
test overcomes this threat. Moreover, related work (e.g., [75] for x264) has shown that inputs lead
to stable performance measurements across different launches of the same configuration. Finally,
the measurement process can also suffer from a lack of inputs. To limit this problem, we took
relevant dataset of inputs produced and widely used in their field. For RQ3, we consider oracles
when predicting the best configurations for both scenarios, thus neglecting the imprecision of

12See at https://github.com/llesoil/input_sensitivity/blob/master/results/others/x264_x265/x264_
x265.ipynb

13See the companion repository at https://github.com/llesoil/input_sensitivity/blob/master/results/
others/x264_hardware/x264_hardware.ipynb
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performance models: these results might change on a real-world case.
External Validity. A threat to external validity is related to the used case studies and

the discussion of the results. Because we rely on specific systems and interesting performance
properties, the results may be subject to these systems and properties. To reduce this bias, we
selected multiple configurable systems, used for different purposes in different domains.

4.7 A Score to Quantify Input Sensitivity

In this section, we use the previous results to propose a score quantifying the level of input
sensitivity of a software system.

Table 4.2 – Summary of the input sensitivity on our dataset

System Perf.
Correlation Most infl. opt. Impact (%) IS (0→1)

[Cmin, Cmax] Effect [min, max] 100 ∗ (Q2 − 1) Score
(RQ1) (RQ2) (RQ3)

gcc
ctime [0.72, 0.97] [-0.26, -0.18] 13 0.32
exec [-0.69, 1] [-0.21, 0.64] 27 0.92
size [0.48, 1] [-0.03, 0] 7 0.27

imagemagick time [-0.24, 1] [-0.18, 0.95] 4 0.39

lingeling
# conf [-0.9, 0.92] [-0.79, 0.91] 15 0.75
# reduc [-0.99, 1] [-0.79, 0.91] 10 0.7

nodejs ops [-0.87, 0.95] [-1<, 0.93] 17 0.79

poppler
size [-1, 1] [-1<, >1] 7 0.64
time [-0.94, 1] [-0.93, >1] 37 0.98

SQLite
q1 [-0.78, 0.87] [-0.69, 0.58] 2 0.45
q15 [-0.3, 0.94] [-0.59, 0.6] 3 0.37

x264

bitrate [-0.69, 1] [-0.55, 0.28] 21 0.84
cpu [-0.31, 1] [-0.1, 0.84] 7 0.47
fps [0.01, 1] [-0.62, 0.23] 6 0.37
size [-0.69, 1] [-0.58, 0.28] 21 0.84
time [0.02, 1] [-0.17, 0.45] 7 0.39

xz
size [0.14, 1] [-0.02, 0.94] 0 0.22
time [-0.03, 0.97] [-0.98, -0.15] 6 0.37

To support the discussions, we rely on a table that summarizes the major results of RQ1,
RQ2 and RQ3 by providing different indicators per software system and per performance prop-
erty. Specifically, Table 4.2 reports the standard deviation of Spearman correlations (as in RQ1),
the minimal and maximal effects of the most influential option (as in RQ2), the average relative
difference of performance due to inputs (as in RQ3). Out of the results of Table 4.2, we can
make further observations. First, input sensitivity is specific to both a configurable system and
a performance property. For instance, the sensitivity of x264 configurations differs depending
on whether bitrate or cpu are considered. Second, there are configurable systems for which inputs
threaten the generalization of configuration knowledge, but the performance ratios remain af-
fordable (e.g., SQLite for q1). Intuitively, one needs a way to assess the level of input sensitivity
per system and per performance property. We propose a metric that aggregates both indicators
of RQ1, RQ2 and RQ3. We define the score of Input Sensitivity as follows:
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IS = 1
4 ∗ |Cmax − Cmin| + 1

2α ∗ min(Q2 − 1, α)

where Cmin and Cmax are the minimal and maximal Spearman correlations Q2 is the median
of the performance ratio distribution, and α a threshold representing the maximal proportion of
variability due to inputs we can tolerate. The first part of the formula quantifies (in [0, 0.5], as
|Cmax − Cmin| is in [0, 2]) how the input sensitivity changes the configuration knowledge (RQ1

and RQ2). For instance, a textbook case of software system with no input sensitivity would
have only performance correlations of 1, leading to a first part equal to 1

4 ∗ |1 − 1| = 0. But
if the correlations are completely opposite between different inputs, this first part would be
equal to 1

4 ∗ |1 − (−1)| = 2
4 = 0.5. The second part quantifies (in [0, 0.5]) the impact of input

sensitivity (RQ3) in the actual performance. For instance, a software system with no impact
of input sensitivity would have only performance ratios equals to 1, leading to Q2 = 1 and
1

2α ∗min(Q2−1, α) = 0. Conversely, for high performance ratios, Q2−1 >> α, min(Q2−1, α) = α

and 1
2α ∗ min(Q2 − 1, α) = α

2α = 0.5 IS thus varies between 0 (no input sensitivity) and 1 (high
input sensitivity). We compute IS for each couple of systems and performance properties of our
dataset, with α fixed at 25% (see Table 4.2). Empirical evidences show that IS values are robust
and trustworthy when using the measurements of 15 inputs or more.14

IS scores are reported in Table 4.2 as follows: systems and performance properties with
scores higher than 0.5 as input-sensitive (lightgray), and those with IS greater than 0.8 as
highly input-sensitive (gray). IS scores highlight the input sensitive cases e.g., 0.98 for the time
of poppler, 0.84 for the bitrate and the size of x264. Systems like xz or imagemagick exhibit
low IS scores that reflect their low sensitivity to inputs. As a small validation, we also compute
the IS of x264 for input videos used in [75]. We retrieve scores of 0.31 and 0.66 for the time and
the size of x264.15

4.8 Implications, Insights and Open Challenges

Our study has several implications for different tasks related to the performance of soft-
ware system configurations. For each task, we systematically discuss the key insights and open
problems brought by our results and not addressed in the state of the art.

Tuning configurable systems. Numerous works aim to find optimal configurations of a
configurable system. Key insights. Our empirical results show that the best configuration can
be differently ranked (see RQ1) depending on an input. The tuning cannot be reused as such,
but should be redone or adapted whenever a system processes a new input. Another key result
is that it is worth taking input into account when tuning: relatively high performance gains can
be obtained (see RQ3). Open challenges. The main challenge is thus to deliver algorithms and
practical tools capable of tuning the performance of a system whatever the input. A related issue
is to minimize the cost of tuning. For instance, tuning from scratch - each time a new input is
fed to a software system - seems impractical since too costly.

Performance prediction of configurable systems. Numerous works aim to predict the
performance of an arbitrary configuration. Key insights. Looking at indicators of RQ1 and RQ2,

14See https://github.com/llesoil/input_sensitivity/tree/master/results/RQS/RQ5/RQ5-evolution.ipynb
15See https://github.com/llesoil/input_sensitivity/tree/master/results/RQS/RQ5/RQ5-other_ref.ipynb
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inputs can threaten the generalization of configuration knowledge. That is, a performance pre-
diction model trained out of one input can be highly inaccurate for many other inputs. Open
challenges. The ability to transfer configuration knowledge across inputs is a critical issue. Trans-
fer learning techniques have been explored, but mostly for hardware or version changes [26, 138]
and not for inputs’ changes. Such techniques require measuring several configurations each time
an input is targeted. It also requires training performance models that can be reused. We further
explore this direction in Chapter 8 (page 108). Owing to the huge space of possible inputs, this
computational cost can be a barrier if systematically applied.

Understanding of configurable systems. Understanding the effects of options and their
interactions is hard for developers and users yet crucial for maintaining, debugging or configuring
a software system. Some works (e.g., [79]) have proposed to build performance models that are
interpretable and capable of communicating the influence of individual options on performance.
Key insights. Our empirical results show that performance models, options and their interactions
are sensitive to inputs (see indicators of RQ2). To concretely illustrate this, we present a minimal
example using SPLConqueror [72] a tool to synthesize interpretable models. We trained two
performance models predicting the encoding sizes of two different input videos fed to x264.
Unfortunately, the two related models do not share any common (interaction of) option.16 Let
us be clear: the fault lies not with SPLConqueror, but with the fact that a model simply does
not generalize to any input. Open challenges. Hence, a first open issue is to communicate when
and how options interact with input data. The properties of the input can be exploited, but they
must be understandable to developers and users. Another challenge is to identify a minimal set
of representative inputs in such a way interpretable performance models can be learnt out of
observations of configurable systems. We give insights to reduce the cost of measuring the joint
space of inputs and configurations in Chapter 6 (page 84).

Effectiveness of sampling and learning strategies. Measuring a few configurations (a
sample) to learn and predict the performance of any configurations has been subject to intensive
research. The problem is to sample a small and representative set of configurations that leads
to a good accuracy. Key insights. A key observation of RQ2 is that the importance of options
can vary across inputs. Therefore, sampling strategies that prioritize or neglect some options
may miss important observations if the specifics of inputs are not considered. We thus warn
researchers that the effectiveness of sampling strategies for a given configurable system can be
biased by the inputs and the performance property used. Open challenges. Pereira et al. [75]
showed that some sampling strategies are more or less effective depending on the 19 videos and
2 performance properties of x264. Kaltenecker et al. [78] empirically showed that there is no
one-size-fits-all solution when choosing a sampling strategy together with a learning technique.
We suspect that input sensitivity further exacerbates the phenomenon. Using our dataset, we
are seeing two opportunities for researchers: (1) assessing state-of-the-art sampling strategies;
(2) designing input-aware sampling strategies i.e., cost-effective for any input.

Detecting input sensitivity. Practitioners and scientists should have the means to de-
termine whether a software under study is input-sensitive w.r.t. the performance property of
interest. Key insights. We propose several indicators (as part of RQ1, RQ2, and RQ3) as well

16See the performance models for the first and the second input videos.
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as IS a simple, aggregated score to quantify the level of input sensitivity. Such metrics can be
leveraged to take inform decisions as part of the tasks previously discussed. Open challenges.
Detecting input sensitivity has a computational cost. Selecting the right subset of configurations
and input data is thus a key issue. Our empirical experiments suggest that a limited number
of inputs can be used to quantify input sensitivity. To evaluate the input sensitivity score IS,
considering around 15 inputs leads to a trustworthy (and green?) score, that can be reasonably
cheap to compute. We do not need to spend as many resources as in this chapter in each research
paper subject to input sensitivity. Other indicators and metrics can also be proposed to quantify
sensitivity to inputs. Our study is the first to providence evidence of input sensitivity. We also
share data with 1 976 025 measurements that can be analyzed and reused to consolidate config-
uration knowledge. However, further empirical knowledge is more than welcome to understand
the significance of input sensitivity on other software systems and performance properties.

4.9 Conclusion

We conducted a large study over the inputs fed to 8 configurable systems that shows the
significance of the input sensitivity problem on performance properties. We deliver one main
message: inputs interact with configuration options in non-monotonous ways, thus making it
difficult to (automatically) configure a system. By ignoring it, the input sensitivity could threaten
the generalisation of results in the configurable system community. To address it, any research
work related to configurable systems should at least cover few different inputs as part of the
experimental protocol.

Our previous analysis of the literature (see Chapter 2) has shown that input sensitivity has
been either overlooked or partially addressed on specific domains. We have pointed out several
open problems to consider related to tuning, prediction, understanding, and testing of config-
urable systems. These results have been retrieved and confirmed by Mühlbauer et al. in a very
recent publication [174]. In light of the results of this chapter, we encourage researchers to con-
front existing methods and explore future ideas with our dataset. It is an open challenge to solve
the issue of input sensitivity when predicting, tuning, understanding, or testing configurable sys-
tems. In particular, a direct follow-up work aim at adapting the current practice of performance
models to overcome input sensitivity and train models robust to the change of input data (see
Chapter 8 in page 108).

Reproducible Science

Code and data has been made available in the companion repository at https://github.

com/llesoil/input_sensitivity. A preprint of the related submission — still in major
revision at JSS at the time being — can be consulted at https://arxiv.org/abs/2112.

07279. For each subject system, we built a docker container to make it easy to reproduce
the measurement process, kept the code of the container and put the dataset in Zenodo,
see Table 4.1 (page 52).
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Chapter 5

INTERPLAY BETWEEN COMPILE-TIME

AND RUN-TIME VARIABILITY

Many software projects are configurable through run-time options, but also through compile-
time options. Related work has shown how to predict the effect of run-time options on perfor-
mance. However it is yet to be studied how these prediction models behave when the software is
built using different compile-time options. For instance, is the best run-time configuration always
the best w.r.t. the chosen compilation options? In this chapter, as a subset of the deep variability
problem, we investigate the effect of compile-time options on the run-time performance distribu-
tions of software systems. In a way, this chapter details a replication of the previous chapter but
with the compilation layer instead of the input data. Our results show there exists cases where
the compiler layer effect is linear, which is an opportunity to generalize performance models
or to tune and measure run-time performance at lower cost. We also prove there can exist an
interplay by exhibiting a case where compile-time options significantly alter the performance
distributions of a configurable system. In terms of performance prediction, there exists cases
where this kind of interactions will threaten the validity of performance models, only valid for
the default compile-time option.

5.1 Problem Statement

5.1.1 Motivational Example

To build its own custom version of x264, a user has to follow a well-known protocol, as
presented in Figure 5.1. The first step consists in downloading the last version of the software
system sources, with the help of the git clone command — or simply by saving a zip file containing
the source code with the file manager and unzipping it (see ’Download’ level).

Then, to transform the source code of x264 into a binary file that can actually be executed,
one should compile the code. To do so, the user passes the command "./configure && make" in the
root folder of the source code. Through this process, more parameters can be added to personalize
the build of the binary file and thus configure the encoder at compile time (see ’Compile’ level).
Considering the x264 encoder, all the "platform-specific assembly optimizations" are activated
by default when compiling the software, there is a hidden --enable-asm after the ‘./configure‘
command. But a user can personalize it and disable these optimisations by explicitly adding the
option --disable-asm as a parameter. Like these optimizations, many other configuration options
can be leveraged at compile time 1; there exists options to activate the needed functionalities

1See the list of x264’s compile-time options: https://github.com/mstorsjo/x264/blob/master/configure
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This chapter investigates how compile-time options (red) can affect software performance and
how compile-time options interact with run-time options (green).

Figure 5.1 – Cross-layer variability of x264

like for instance --disable-avs, to fit requirements related to the hardware or operating system,
etc.

Once the binary executable of x264 is built, it is possible to run it as a command-line
(‘Run‘ level). Once again, the execution of this command can be personalized by adding other
command-line parameters changing the execution of the encoder at run time. For instance, it is
also possible to configure x264 at run time by using --me, a textual option specifying the type of
motion estimator algorithm x264 should select, Transformed Exhaustive (tesa), UMHexagonS
(umh) or others.

The x264 encoder is highly-configurable both at compile time and at run time. Some of
these options have a suggested impact on performance (’Use’ level). The idea defended in this
chapter is that these two levels of configuration options can interact with each other, changing
the performance values of the software system and thus make more complex the performance
prediction of software systems. As an example, in the left part of Figure 5.1, when the option (at
compile time) --enable-asm is combined to the option’s value --me tesa (at run time), it leads
to an execution of 10.6 seconds while it lasts more than a minute (81.4 seconds) for the same
option at run time, but with the option --disable-asm at compile time.

5.1.2 Interplay between Compile-time and Run-time Options

Beyond x264, many projects propose to configure the software at two different levels, either
at compile time or at run time. On the one hand, compile-time options can be used to build a
custom system that can then be executed for a variety of usages. The widely used "./configure
&& make" is a prominent example for configuring a software project at compile-time. On the
other hand, run-time options are used to parameterize the behavior of the system at load-time
or during the execution. For instance, users can set some values to command-line arguments
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for choosing a specific algorithm or tuning the execution time based on the particularities of a
given input to process. Both compile- and run-time options can be configured to reach specific
functional and performance goals.

Compile-time options should be defined and dealt with like run-time options. When a soft-
ware system is called, default run-time options’ values are internally used and constitute a default
run-time configuration. Similarly, it is possible to use "./configure" without setting explicit val-
ues. In this case, default values are assigned and form a default compile-time configuration. Just
like run-time options, compile-time options can interact with each other and impact the perfor-
mance of software systems [6]. From a terminology point of view, we consider that a compile-time
configuration is an assignment of values to compile-time options.

Existing studies consider either compile-time or run-time options, but not both and the
possible interplay between them. For instance, all run-time configurations are measured using a
unique executable of the system, typically compiled with the default compile-time configuration
i.e., using ./configure without overriding compile-time options’ values. Owing to the cost of
measuring configurations, this is perfectly understandable but it is also a threat to validity. In
particular, we can question the generality of performance models if we change the compile-time
options when building the software system: Do compile-time options change the performance
distribution of run-time configurations? If yes, to what extent? Is the best run-time configuration
always the best? Are the most influential run-time options always the same whatever the compile-
time options used? Can we reuse a prediction model whatever the build has been?

In this chapter, we investigate the effect of compile-time options together with run-time
options on the performance distributions of 4 software systems. For each of these systems, we
measure a relevant performance metrics for a combination of nbc compile-time options and nbr

run-time options (yielding 2nbc+nbr possible configurations) over a number of different inputs. We
show that the compile-time options can alter the run-time performance distributions of software
systems, and that it is worth tuning the compile-time options to improve their performance. We
aim to address four research questions, each coming with their hypothesis. All the data, code
and figures related to this chapter are freely available and can be found in this github repository:
https://github.com/llesoil/ctime_opt.

The use of different compile-time configurations may change the raw and absolute perfor-
mance values, but it can also change the overall distribution of configuration measurements.
Given the vast variety of possible compile-time configurations that may be considered and ac-
tually used in practice, the generalization of run-time performance should be carefully studied.

5.2 The Compile-time Dataset

We first create a dataset capturing the interactions between compile-time and run-time
options.

Selecting the subject systems

The objects of this experiment are a set of software systems that respect the following criteria:
1. The system must be open-source, so we can download the source code, compile and execute
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it; 2. The system must provide at least 5 compile- and run-time options; 3. Ideally, the software
system should have been considered by research papers on software variability. The selected
software systems must cover various application domains to make our conclusions generalizable.
As a baseline for searching for software systems, we used: 1/ research papers on performance
and/or variability; 2/ the website openbenchmarking 2 that conducts a large panel of benchmarks
on open-source software systems; 3/ our own knowledge in popular open-source projects.

System S Commit #C #R #I # Measures P Docker
nodeJS 78343bb 50 30 10 15000 operation rate (ops) Link
poppler 42dde68 15 16 10 2400 output size, time Link
x264 b86ae3c 50 201 8 80400 output size, time, fps, kbs Link
xz e7da44d 30 30 12 10800 output size, time Link

Table 5.1 – Table of considered configurable systems (see Algorithm 1 for the notations)

Measuring performance

Algorithm 1 - Measuring performance of the chosen systems
1: Input S a configurable system
2: Input C compile-time configurations
3: Input R run-time configurations
4: Input I system inputs
5: // The inputs choices for each system are listed in Table 5.1
6: Init P performance measurements of S
7: Download the source code of S
8: for each compile-time configuration c ∈ C do
9: Compile source code of S with c arguments

10: for each input i ∈ I do
11: for each run-time configuration r ∈ R do
12: Execute the compiled code with r on the input i
13: Assign P[c, r, i] the performance of the execution
14: end for
15: end for
16: end for
17: Output P

Protocol. For each of these systems we measured their performance by applying the protocol
detailed in Algorithm 1.

Lines 1-4. First, we define the different inputs fed to the algorithm, the first one being the
configurable system S we study. Then, we provide a set of compile-time configurations C, as well
as a set of run-time configurations R related to the configurable system S. Finally, we consider
a set of input data I, processed by the configurable system S. Lines 5-6. Then, we initialize
the matrix of performance P . Line 7. We download the source code of S (via the command
line git clone), w.r.t. the link and the commits referenced in Table 5.1. We keep the same
version of the system for all our experiments. If needed, we ran the scripts (like autogen.sh for

2Consult the website at openbenchmarking.org
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xz) generating the compilation files, thus enabling the manual configuration of the compilation.
Lines 8-16. We apply the following process to all the compile-time configurations of C: based
on a compile-time configuration c, we compile the software S (de-)activating the set of options
of c. Then, we measured the performance of the compiled S when executing it on all inputs of
I with the different run-time configurations of R. Line 17. We store the results in the matrix
of performance P (in .csv files). We then use these measurements to generate the results for
answering the research questions.

Hardware. To avoid introducing a bias in the experiment, we measure all performance
sequentially on the same server - model Intel(R) Xeon(R) CPU D-1520 @ 2.20GHz, running
Ubuntu 20.04 LTS. This server was dedicated to this task, so we can ensure there is no interaction
with any other processes running at the same time.

Replication. To allow researchers to easily reproduce our experiments, we provide docker
containers for each configurable system. The links are listed in Table 5.1 in the "Docker" column.

5.3 Run-time Performance Distributions (RQ1)

A hypothesis is that two performance models f1 and f2 over two compile-time configurations
c1 ∈ C (resp. c2) are somehow related and close. In its simplest form, there is a linear mapping:
f1 = β × f2 + α. In this case, the performance of the whole run-time configurations increases
or decreases; we aim to quantify this gain or lose. More complex mappings can exist since
the underlying performance distributions differ. Such differences can impact the ranking of
configurations and the statistical influence of options on performance. Owing to the cost of
compiling and measuring configurations, we aim to characterize what configuration knowledge
generalizes and whether the transfer of performance models is immediate or requires further
investment. RQ1. Do the run-time performance of configurable systems vary with
compile-time options? A first goal of this paper is to determine whether the compile-time
options affect the run-time performance of configurable systems.

Protocol

To do so, we compute and analyse the distributions of all different compile-time config-
urations for each run-time execution of the software system: given a input i and a run-time
configuration r, we compute the distribution of P[c, r, i] for all the compile-time configurations
c of S. All else being equal, if the compile-time options have no influence over the different exe-
cutions of the system, these distributions should keep similar values. In other words, the bigger
the variation of these distributions, the greater the effect of the compile-time options on run-
time performance. To visualize these variations, we first display the boxplots of several run-time
performance and few systems in Figure 5.2. Note that for x264 (Figures 5.2a and 5.2c), only an
excerpt of 30 configurations is depicted. We then comment the values of the difference between
the first and the third quartiles of a distribution, the InterQuartile Range (IQR) for each couple
of system S and performance P. In order to state whether these variations are consistent across
compile-time configurations, we then apply Wilcoxon signed-rank tests [175] (significance level
of 0.05) to distributions of run-time performance, and report on the performance leading to
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(a) x264, I#8 (sports video), size (b) xz, I#5 (reymont file), compression time

(c) x264, I#4 (lyric video), encoding time (d) nodeJS, I#3 (fs script), operation rate

Figure 5.2 – Boxplots of runtime performance distributions for different compile-time configu-
rations. Each boxplot (S, I, P) is related to a system S, an input I and a performance P.

significant differences. This test is suited to our case since our performance distributions are
quantitative, paired, not normally distributed and have unequal variances.

Evaluation

We distinguish according to different performance properties.
First, the size is an extreme case of a stable performance that does not vary at all with the

different compile-time options. As shown for the size of the encoded sports video in Figure 5.2a
(boxplots), it stays the same for all compile-time configurations, leading to an average IQR of
2.3kB, negligible in comparison to the average size (3.02MB). This conclusion applies for all the
sizes we measured over the 8; the size of the compressed file for xz (IQR=2.6B for I#8 having
an average size of 2.85MB) and the size of the image folder for poppler (IQR = 16B, avg =
2.36MB for I#2). For the size of x264, 46% of the Wilcoxon tests do not compute because the
run-time distributions were equals and all values are the same for all sizes.

The variation of the time depends on the considered system. Overall, for the execution time
of poppler, it is stable - standard deviation of 29ms, for an execution of 2.6 s. For xz, and as
depicted in Figure 5.2b, it seems to also depend on the run-time configurations. For instance,
the distribution of the first run-time configuration R#1 executed on I#5 has an IQR of 40ms
but this number increases to 0.37 s for the distribution of R#9. For the encoding time of x264

and the I#4, we can draw the same conclusion; suddenly, for a given run-time configuration
(R#102 to R#103) the execution times increases not only in average (from 0.9 s to 133 s), but
also in terms of variations w.r.t. the compile-time options (IQR from 1.0 s to 223 s). Since the
number of frames for a given video is fixed, these conclusion are also valid for the number of
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encoded fps (x264).
For the number of operations executed per second (nodeJS), the IQR values of performance

distribution are high: as shown in Figure 5.2d for I#3, in average 19 per second, for 83 operations
per second. However, unlike x264, these variations are quite stable across the different run-time
configurations. A Wilcoxon test confirms a significant difference between run-time distributions
of C#1 and C#11 (p = 4.28 ∗ 10−6) or C#4 and C#7 (p = 1.24 ∗ 10−5).

RQ1. Do the run-time performance of configurable systems vary with compile-
time options? Properties like size are extremely stable when changing the compile-time
options. Performance models predicting the sizes can be generalized over different compile-
time configurations. However, we found other performance properties, like the operation
rate for nodeJS, or the execution time for x264, that are sensitive to compile-time options.

5.4 Quantify Compile-time Performance Variations (RQ2)

As an outcome of RQ1, we found performance properties — like the operation rate for
nodeJS— for which the way we compile the system significantly changes its run-time perfor-
mance. But how much performance can we expect to gain or lose when switching the default
configuration (i.e., the compilation processed without argument, with the simple command
line ./configure) to another fancy configuration? RQ2. How much performance can we
gain/lose when changing the default compile-time configuration? In other words, RQ2

states whether it is worth changing the default compile-time configuration in terms of run-time
performance. Moreover, RQ2 tries to estimate the benefit of manually tuning the compile-time
options to increase software performance.

Protocol

To quantify this gain or loss, we compute the ratios between the run-time performance
of each compile-time configuration and the run-time performance of the default compile-time
configuration. A ratio of 1 for a compile-time option suggests that the run-time performance of
this compile-time option are always equals to the run-time performance of the default compile-
time configuration. Intuitively, if the ratio is close to 1, the effect of compile-time options is
not important. An average performance ratio of 2 corresponds to a compile-time option whose
run-time performance are worth twice the default compile-time option’s performance in average.
Section 5.4 details the average values and the standard deviations of these ratios for each input
(row) and each couple of system and performance (column) kept in RQ1. We add the standard
deviation of run-time performance distributions to estimate the overall variations of run-time
performance due to the change of compile-time options.

To complete this analysis, and as an extreme case, we also computed the best ratio values in
Section 5.4. By best ratio, we refer to the minimal ratio for the time (e.g., reduction of encoding
time for x264 or the compression time for xz) and the maximal ratio for the operation rate
(increasing of the number of operations executed per second for nodeJS) and the number of
encoded fps (x264). As for Section 5.4, the best ratios are displayed for each input.
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Evaluation

S nodeJS poppler x264 xz
P ops time fps time time

I#1 0.8 ± 0.3 1.0 ± 0.0 0.6 ± 0.4 3.3 ± 2.4 1.0 ± 0.0
I#2 0.8 ± 0.4 1.0 ± 0.0 0.6 ± 0.4 3.5 ± 2.5 1.2 ± 0.5
I#3 0.9 ± 0.2 1.0 ± 0.0 0.6 ± 0.4 3.5 ± 2.6 1.1 ± 0.3
I#4 1.0 ± 0.1 1.0 ±0.0 0.6 ± 0.4 3.3 ± 2.4 1.0 ± 0.0
I#5 0.7 ± 0.4 1.0 ± 0.0 0.6 ± 0.4 3.5 ± 2.6 1.0 ± 0.0
I#6 1.1 ± 0.2 1.0 ± 0.0 0.6 ± 0.4 3.4 ± 2.5 1.0 ± 0.0
I#7 1.0 ± 0.0 1.0 ± 0.1 0.6 ± 0.4 3.8 ± 2.8 1.0 ± 0.0
I#8 0.8 ± 0.4 1.0 ± 0.0 0.6 ± 0.4 3.3 ± 2.4 1.0 ± 0.0
I#9 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0
I#10 0.8 ± 0.3 1.0 ± 0.0 1.0 ± 0.1
I#11 1.1 ± 0.2
I#12 1.0 ± 0.0

(a) Average ± standard deviation

S nodeJS poppler x264 xz
P ops time fps time time

I#1 1.06 0.95 1.12 0.94 0.95
I#2 1.08 0.98 1.14 0.93 0.98
I#3 1.48 0.98 1.12 0.95 0.97
I#4 1.68 0.97 1.27 0.83 0.96
I#5 1.18 0.97 1.1 0.94 0.96
I#6 2.3 0.95 1.68 0.51 0.97
I#7 1.01 0.84 1.35 0.94 0.94
I#8 2.28 0.97 1.12 0.93 0.97
I#9 1.04 0.95 0.97
I#10 1.09 0.92 0.97
I#11 0.97
I#12 0.91

(b) Best (min for time, max for ops & fps)

Table 5.2 – Table of run-time performance ratios (compile-time option/default) per input. An
average performance ratio of 1.4 suggests that the run-time performance of a compile-time
option are in average 1.4 times greater than the run-time performance of the default compile-
time configuration.

As a follow-up of RQ1, we computed the gain/lose ratios for the sizes of poppler, x264, xz.
They are all around 1.00 in average, and less than 0.01 in terms of standard deviations, whatever
the input is. The same applies with poppler or with xz and their execution times, as shown
in Section 5.4. There are few variations, less than 3% for the standard deviation of all inputs
for poppler. For xz and time, we can observe the same trend. But we can observe an input
sensitivity effect: for some inputs, like I#2 or I#11, the performance vary in comparison to
the default one (stds at 0.48 and 0.23). Maybe the combination of an input and a compile-time
option can alter the software performance.

Overall, there is room for improvement when changing the default compile-time options. For
an example, with the operation rate of nodeJS, the average performance ratio is under 1 (like
0.86 for I#3, 0.8 for I#1 and I#10). Compared to the default compile-time configuration of
nodeJS, our choices of compilation options decrease the performance, by about 20%. Besides,
the standard variations are relatively high: we can expect the run-time performance ratios to
vary from 41% between different compile-time options for I#5, or 11% for I#4. So it can be
worse than losing only 20% of operation per second. However, for I#8, there exists a run-
time configuration for which we can double (∗2.28) the number of operation per second) just
by changing the compile-time options of nodeJS. We can draw the same conclusions for the
execution time of x264. Similarly, our compile-time configurations are not effective: it takes
more than three times as long as the default configuration for all the inputs. But in this case,
the best we can get is a decrease of 10% of the execution time, which will not have a great impact
on the overall performance. We can formulate a hypothesis with Figure 5.2c to explain these bad
results: maybe few run-time configurations (R#103 to R#109) take a lot of time to execute, thus
increasing the overall average of performance ratios. Here, it would be an interaction between
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the run-time options and the compile-time options.

RQ2. How much performance can we gain/lose when changing the default
compile-time configuration? Depending on the performance property we consider, it is
worth to change the compile-time options or not. For nodeJS, it can increase the operation
rate up to 128% when changing the default configuration. For x264, we can gain about
10% of execution time with the tuning of compile-time options. It is worth to tune the
compile-time options to optimize these performance properties.

5.5 Interplay between Compile-time and Run-time Options (RQ3)

RQ1 and RQ2 highlight few systems and performance properties for which we can increase
the performance by tuning their compile-time options. Now, how to achieve this tuning process,
and choose the right values to tune the performance of a software system is a problem to address.
There are certainly compile-time options with negative or positive impacts on performance, typ-
ically debugging options. Hence an idea is to tune the right compile-time options to eventually
select optimal run-time configurations. A hypothesis is that compile-time options interact with
run-time options, which can further challenges the tuning. Depending on the relationship be-
tween performance distributions (RQ1), the tuning strategy of compile-time options may differ.
Then, RQ3. Do compile-time options interact with the run-time options? Before tun-
ing the software, we have to deeply understand how the different levels (here the run-time level
and the compile-time level) interact with each other. The protocol of RQ1 states whether the
compile-time options change performance, but the compilation could just change the scale of
the distribution without really interacting with the run-time options.

Protocol

To discover such interactions, we compute the Spearman correlations [172] between the
run-time performance distributions of software systems compiled with different configurations.
The Spearman correlation allows us to measure if the way we compile the system change the
rankings of the run-time performance. Two uncorrelated run-time performance distributions
with different compile-time options suggests that compile-time options change the rankings
of run-time performance. It would and empirically show the interplay between compile-time
and run-time options. We depict a correlogram in Figure 5.3a. Each square(i,j) represents the
Spearman correlation between the run-time performance of the compile-time configurations C#i
and C#j. The color of this square respects the top-left scale: high positive correlations are red;
low in white; negative in blue. Because we cannot describe each correlation individually, we
added a table describing the distribution of the correlations (diagonal excluded). As in the last
chapter, we apply the Evans rule [173] when interpreting these correlations. In absolute value, we
refer to correlations by the following labels; very low: 0-0.19, low: 0.2-0.39, moderate: 0.4-0.59,
strong: 0.6-0.79, very strong: 0.8-1.00.

To complete this analysis, we train a Random Forest Regressor [176] on our measurements
so it predicts the operation rate of nodeJS for a given input I. We fed this ensemble of trees
with all the configuration options i.e., all the compile-time options C and the run-time options
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R related to the performance P are used as predicting variables in this model. We then report
the feature importance [177, 19, 178] for the different options (run-time or compile-time) in
Figure 5.3b. Intuitively, a feature is important if shuffling its values increases the prediction
error. Note that each Random Forest only predicts the performance P for a given input I. The
idea of this graph is to show the relative importance of the compile-time options, compared to
the run-time options.

Evaluation

(a) Correlogram (Spearman) of the same run-time
performance distributions for different compile-
time configurations for I#10

(b) Random forest importances (top I#3, bot-
tom I#10) for predicting P - both compile- C
(red) and run-time R (green) options matter

Figure 5.3 – Illustration of the interplay between the run-time and the compile-time configura-
tions (S = nodeJS, P=operation rate)

For x264 and xz, there are few differences between the run-time distributions. As an illus-
tration of this claim, for all the execution time distributions of x264, and all the input videos,
the worst correlation is greater than 0.97 (>0.999 for x264 and encoded size, 0.55 for xz and
time). This result proves that, if the compile-time options of these systems change the scale of
the distribution, they do not change the rankings of run-time configurations and so do not truly
interact with the run-time options.

Then, we study the rankings of the run-time operation rate for nodeJS for different compile-
time configurations, and details the Figure 5.3a. The first results are also positive. There is a large
amount of compile-time configurations (top-left part of the correlogram) for which the run-time
performance are moderately, strongly or even very strongly correlated. For instance, the compile-
time option C#16 is very strongly (0.91) correlated with C#24 in terms of run-time performance.
Similarly, compile-time options C#40 and C#23 are strongly correlated (0.73). There are less
favorable cases when looking at the middle and right parts of the correlogram. For an example,
C#27 and C#13 are uncorrelated -very low correlation of 0.01. Worse, switching from compile-
time option C#8 to C#29 changes the rankings to such an extent that their run-time performance
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are negatively correlated (−0.35). In between, poppler’s performance distributions are overall
not sensitive to the change of compile-time options, except for the input I#3 (for which the
correlations can be negative).

To complete this analysis, we discuss Figure 5.3b. The feature importance for predicting the
operation rate of nodeJS for I#3 are distributed among the different options, both the run-
time and compile-time options. If it does not prove any interaction, it signifies that to efficiently
predict the operation, the algorithm has to somehow combine the different levels of options. For
the input I#10, it is a bit different, since the only influential run-time option (the one with great
importance) is --jitless. When looking at a decision tree (see additional results in the companion
repository), the first split of the tree uses in fact this run-time option --jitless, and then split
the other branches with the compile-time options --v8-lite-mode and --fully-static.

RQ3. Do compile-time options interact with the run-time options? xz, poppler

and x264’s performance rankings are not sensitive to the change of compile-time options.
On the other hand, nodeJS’s performance changes at run time with different the compile-
options, showing an instance of interaction between compile-time options and run-time
options.

5.6 Cross-Layer Tuning (RQ4)

RQ3 exhibits interactions between the compile-time options and the run-time options. Now,
the goal is to be able to use these interactions to find a good configuration in order to optimize
the performance. RQ4. How to use these interactions to find a set of good compile-
time options and tune the configurable system? Even though it is a part for the solution
brought to the deep variability problem, we kept it in this part to be consistent with the rest of
the compile-time study.

Protocol

As in RQ3, we used a Random Forest Regressor [176] to predict the operation rate of nodeJS.
For this research question, we split our dataset of measurements in two parts, one training part
and one test part. The goal is then to use the Random Forest Regressor to predict the perfor-
mance of the configurations of the test set, and then keep the one leading to the best performance.
In order to estimate how many measurements we need to predict a good configuration, we vary
the training size (with 1%, 5% and 10% of the data). We also compute the best configuration of
our dataset, that would be predicted by an oracle. We then compare the obtained configuration
with the default configuration of nodeJS, i.e., the mostly used command-line, without argument,
using a compiled version of nodeJS without argument. We plot the performance ratios between
the predicted configuration and the default configuration of node for each input in Section 5.6.
A performance ratio of 1.5 suggests that we found a configuration increasing the performance
of default configuration by 1.5 − 1 = 50%.
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Evaluation

Our results on x264, xz, and poppler show that their performance distributions are remark-
ably stable whatever their compile-time options. That is, interactions between the two kinds
of options are easy to manage. This is a very good news for all approaches that try to build
performance models using machine learning: if nbc and nbr are the number of boolean options
present in R and C, it makes it possible to reduce the learning space to something proportional
to 2nbc + 2nbr instead of 2nbc+nbr = 2nbc × 2nbr . There are three practical opportunities (that
apply to x264, xz, and poppler):

Training Size
Inputs 0.01 0.05 0.1 Oracle
I#1 0.94 1.039 1.045 1.06
I#2 1.051 1.086 1.085 1.099
I#3 1.167 1.37 1.386 1.505
I#4 1.123 1.226 1.232 1.251
I#5 0.96 1.004 1.005 1.007
I#6 1.005 1.069 1.09 1.104
I#7 0.986 0.987 0.987 0.988
I#8 1.035 1.047 1.05 1.054
I#9 1.034 1.037 1.038 1.039
I#10 1.003 1.021 1.021 1.044

Table 5.3 – Performance ratios between the best predicted configuration and the default config-
uration for nodeJS and the operation rate, for different training sizes and inputs

However, for nodeJS, it requires additional measurements (as shown in Section 5.6). If we
had access to an oracle, we could search for the best configuration of our dataset (in terms of
performance), and replace the default configuration by this one. Depending on the input script,
it will improve (or not) the performance. For instance, with the input I#2, we can expect to
gain about 10% of performance, while for I#9 and I#10, it would be only 4%. The worst case
is without contest I#7, for which we lose about 1% of operation rate. But for inputs I#3 and
I#4, it increases the performance by respectively 50% and 25%. We see these cases as proofs of
concept; we can use the variability induced by the compile-time options to increase the overall
performance of the default configuration. And if we do not have much data, it is possible to
learn from it: with only 1% of the measurements, we can expect to gain 16% of performance on
I#3. It steps up to 1.37% for 5% of the measurements used in the training. The same applies
for the input I#4: 12% of gain for 1% of the measurements and 23% for 5%.
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RQ4. How to use these interactions to find a set of good compile-time options
and tune the configurable system? If the run-time options of a software system are
not sensitive to compile-time options (x264, xz, and most of the time poppler), there is
an opportunity to tune "once and for all" the compilation layer for both improving the
run-time performance and reducing the cost of measuring. However, for nodeJS and one
specific input of poppler, we found interactions between the run-time and compile-time
options, changing the rankings of their run-time performance distributions. We prove we
can overcome this problem with a performance model using these interactions to outperform
the default configuration of nodeJS.

5.7 Threats

Construct validity. While constructing the experimental protocol and measuring the per-
formance of software systems, we only kept a subset of all their compile-time and run-time
options. The study we conducted focuses on performance measurements. The risk was to handle
options that have no impact on performance, letting the results irrelevant. So we drove our selec-
tion on options which documentation gives indications about potential impacts on performance.
The relevance of the input data provided to software systems during the experiment is crucial.
To mitigate this threat we rely on: performance tests (and the input data they use) developed
and used by nodeJS; widely-used input data sets (xz and x264); a large and heterogeneous data
set of PDF files (poppler).

Internal Validity. Measuring non-functional properties is a complex process. During this
process, the dependencies of the operating system can interact with the software system. For
instance, the version of gcc could alter the way the source code is compiled, and change our
conclusion. To mitigate this threat, we provided one docker container and fixed the configuration
of the operating system for each subject system. However, and due to the measurement cost,
we did not repeat the measurements several times. To gather measurements, we use the same
dedicated server for the different subject systems. Thus, we can guarantee it was the only
process running. The performance of the software systems can depend on the hardware they are
executed on. To mitigate this threat we use the same hardware and provided its specifications
for comparison during replications. Another threat to validity is related to the performance
measured per second (e.g., the number of fps for x264). For fast run-time executions, tiny
variations of the time can induce high variations of the ratio over time. To alleviate this threat,
we make sure the average execution time stays always greater than one second for all the input.
To learn a performance model and predict which configuration was optimal, we used a machine
learning algorithm in RQ4, namely Random Forest. These algorithms can produce unstable
results from one run to the next, which could be a problem for the results related to this research
question. In order to mitigate this threat, we have kept the average value over 10 throws.
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5.8 Discussion

Tuning at lower cost. Finding the best compile-time configuration among all the possible
ones allows one to immediately find the best configuration at run time. It is no longer necessary
to measure many configurations at run time: the best one is transferred because of the linear
relationship between compile-time configuration. Finding the best compile-time configuration
is like solving a one-dimensional optimization problem: we simply compare the performance
of a compilation operating on a fixed set of run-time configurations. Intuitively, it is enough
to determine whether a compilation improves the performance of a limited set of run-time
configurations. Theoretically, it is possible to compare the compilations’ performance on a single
run-time configuration. In practice, we expect to measure r′ run-time configurations with r′ ≪
2nbr

Measuring at lower cost: a common practice to measure run-time configurations is to use a
default compile-time configuration. However, RQ1 results showed that it is possible to accelerate
the execution time and thus drastically reduce the computational cost of measurements. That
is, instead of using a default ./configure, we can use a compile-time configuration that is optimal
w.r.t. cost. Then, owing to the results of RQ3, the measurements will transfer to any compile-time
configuration and are representative of the run-time configuration space. The minimisation of
the time is an example of a cost criteria; other properties such as memory or energy consumption
can well be considered. It is even possible to use two compile-time configurations and executable
binaries: (1) a first one to measure at lower cost and gather training samples; (2) a second one
that is optimal for tuning a performance.

Impacts for practitioners and researchers. For the benefit of software variability prac-
titioners and researchers, we give an estimate of the potential impact of tuning software during
compilation. We also provide hints to choose the right values of options before compiling software
systems (see RQ4). This may be of particular interest to developers responsible for compiling
software into packages (like apt or dnf). For engineers who build performance models or test
the performance of software systems, we show there are opportunities to decrease the underlying
cost of tuning or measuring run-time configurations. We also warn that performance models may
not generalize, depending on the software and the performance studied (as shown in our study).
At this step of the research, it is hard to anticipate such situations. However we recommend
that practitioners verify the sensitivity of performance models w.r.t. compile-time options. Our
results are also good news for researchers who build performance models using machine learning.
Many works have experiments with x264 [179, 15, 180] and we show that for this system the
performance is remarkably stable. xz considered in [80] also enters in this category. That is, there
is no threat to validity w.r.t. compile-time options. To the best of our knowledge, other systems
(nodeJS and poppler) have not been considered in the literature of configurable systems [21].
Hence we warn researchers there can be cases for which this threat applies.

Understanding the interplay. Our results suggest that compile-time options affect specific
non-functional properties of software systems. The cause of this interplay between compile-time
and run-time options is unclear and remains shallow for the authors of this paper. The results
could be related to the system domain, or the way it processes input data; trying to characterize
the software systems sensitive to compile-time options without measuring their performance is
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challenging, but worth looking at. We are looking forward discussing with developers to know
more about why it appears in these cases, and not for the other software systems.

What about the compiler flags? In our study design we consider compile-time options
and not the compiler flags. Though there is an overlap, there are many compile-time options
specific to a domain and system. As future work, we plan to investigate how compiler flags
(including -02 and -03 for gcc) relate to run-time configurations. More generally, the variability
of interpreters and virtual machines [181, 182, 183] can be considered as yet another variability
layer on which we encourage researchers to perform experiments.

Impact on performance prediction. The performance of a system, such as execution
time, is usually measured using the same compiled executable (binary). In our case, we consider
that the way the software is compiled is subject to variability; there are two configuration
spaces. Formally, given a software system with a compile-time configuration space C and a run-
time configuration space R, a performance model is a black-box function f : C × R → R that
maps each run-time configuration r ∈ R to the performance of the system compiled with a
compile-time configuration c ∈ C. The construction of a performance model consists in running
the system in a fixed compile-time setting c ∈ C on various configurations r ∈ R, and record
the resulting performance values p = f(c, r). Measuring all configurations of a configurable
system is the most obvious path to, for example, find a well-suited configuration. It is however
too costly or infeasible in practice. The training data for learning a performance model of a
system compiled with a configuration c ∈ C is then Dc = {(R#i, P#i) | i ∈ J1 : nK} where n is
the number of measurements. Statistical learning techniques, such as linear regression, decision
trees, or random forests, use this training set to build prediction models.

Generalization and transfer. Performance prediction models pursue the goal of generaliz-
ing beyond the training distribution. A first degree of generalization is that the prediction model
is accurate for unmeasured and unobserved run-time configurations – it is the focus of most of
previous works. However, it is not sufficient since the performance model may not generalize to
the compile-time configuration space. Considering Figure 5.1, one can question the generaliza-
tion of a performance prediction model learned with a default compile-time configuration: will
this model transfer well when the software is compiled differently?

5.9 Conclusion

Is there an interplay between compile-time and run-time options when it comes to perfor-
mance? Our empirical study over 4 configurable software showed that two types of systems exist.
In the most favorable case, compile-time options have a linear effect on the run-time configu-
ration space. We have observed this phenomenon for two systems and several non-functional
properties. There are then opportunities: the configuration knowledge generalizes no matter
how the system is compiled; the performance can be further tuned through the optimisation of
compile-time options and without thinking about the run-time layer; the selection of a custom
compile-time configuration can reduce the cost of measuring run-time configurations. We have
shown we can improve the run-time performance of these two systems, at compile-time and at
lower cost.
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However, our study also showed that there is a subject system for which there are interac-
tions between run-time and compile-time options. This challenging case changes the rankings
of run-time performance configurations and the performance distributions. We have shown we
can overcome this problem with a simple performance model using these interactions to out-
perform the default compile-time configuration. The fourth subject of our study is in-between:
the compile-time layer strongly interacts with run-time options only when processing a specific
input. For the 9 other inputs of our experiment, we can take advantage of the linear interplay.
Hence it is possible but rare that there is an interplay between compile-time options, run-time
options, and inputs fed to a system.

These interactions are part of the deep variability problem explored throughout this part. We
show that a combination of layers — here the compilation and run-time, sometimes combined
with the input data — can interact, thus changing the performance distributions of config-
urable systems. These kind of complex interactions should be taken care of when designing our
performance models, to ensure a robust performance prediction.

Reproducible Science

Code and data are available in the companion repository at https://github.

com/llesoil/ctime_opt. The related submission can be consulted at https://hal.

archives-ouvertes.fr/hal-03286127/. For each subject system, we built a docker con-
tainer to make it easy to reproduce the measurement process.
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Part III

Exploit Deep Variability to Extend
the Lifespan of Performance Models

Multiple research studies predict the performance of configurable software using ma-
chine learning techniques, thus requiring large amounts of data. Since measuring all
those configurations is resource-consuming, we aim at recycling the previous perfor-
mance models created in other conditions. In the state-of-the-art, transfer learning
serves this purpose and has been successfully applied on different hardware plat-
forms, software versions or variants. To avoid restarting from scratch each time we
need to train a new model, we propose to exploit deep variability and use the simi-
larity between different executing environments (Chapter 6 at page 84) and software
systems (Chapter 7 at page 95) to optimise the transfer. If the two systems or envi-
ronments share commonalities, the idea is that we should be able to reuse what has
been learnt before. It is a positive aspect of deep variability.
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Chapter 6

REUSE PERFORMANCE MODELS

ACROSS ENVIRONMENTS

To extend the lifetime of performance models, a first direction to explore is to reuse them
across distinct executing environments. To do so, we aim at forming clusters of similar executing
environments before applying any learning process. If the software environments are alike, we
are placing ourselves in the case of a simple case of transfer learning, with few differences to
actually learn and embed in the models and it makes it easier to reuse performance models
across environments. The purpose of this chapter is to show the existence of such clusters of
environments, homogeneous in terms of performance. We want to use what has been done
in the domain of deep variability to automatically generate them, in order to prioritise the
transfer of performance between similar executing environments. Also, it is a way to reduce the
dimensionality of the deep variability problem, and to extract example cases that will capture
the essence of deep variability.

6.1 Motivational Example

Most of the time, a commit will optimize performance properties for a vast majority of users’
environments. But maybe not for all of them. Software performance is sometimes sensitive to
different variability layers of its execution environment, such as the hardware, the operating
system or the input data processed by the software. Existing interactions between different
variability layers can modify or disturb our understanding of software variability and thus change
its underlying performance [184]. Since the performance decreases in a heterogeneous way across
all tests, tasks and projects,1 it sometimes makes more complex the developer life when reviewing
code or pull requests.

In this example, we consider MongoDB, a well-known Data Base Management System.2 Previ-
ous work on MongoDB has shown that thanks to testing infrastructures like Evergreen [185], it is
yet possible to identify change points [186]. These change points mark out modifications of the
code made by developers that significantly alter software performance and measure their impact
on the daily usage of the software. This motivational example shows that (1) change points have
various effects depending on the underlying software environment but, more importantly, that
(2) there exists commonalities that can be exploited across the distinct environments, so that
we can identify performance profiles of software environments.

1See also https://github.com/mongodb/mongo/pull/23
2See https://www.mongodb.com
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Reuse Performance Models across Environments

Figure 6.1 – Joint evolution of MongoDB change points (top) and performance values (bottom)
- The same thread level conducts to the same performance evolution

On the top graph of Figure 6.1,3 we display the change points detected by the test infrastruc-
ture over time, as well as their effect and impact on the performance (y-axis, percentage change).
Bubble sizes represent the Z-scores [187] related to the change points. On the bottom, we plot
the evolution of performance i.e., Time Series (TS) for six different executing environments but
considering the same project, task, variant of hardware and test for each. Like that, we are able
to observe the effect of a change point on the different Time Series, each TS representing one
possible environment having its own evolution. The interesting part starts in the middle of May
and ends in June 2021 ; around the 15th of may, the performance property suddenly drops for
TS #1, TS #4 and TS #5 while it increases for TS #2, TS #3 and TS #6. This suggests that
two groups of TS and the related software environments react differently to the same commit.4

We explain this result by looking at the thread level set when executing MongoDB. With the
thread level fixed at 1, the performance property 5 increases. With a thread level of 512, the
performance drops. We would have to train at least two ML models to predict the performance
of MongoDB in these cases. But it might be overkill to train six performance models — one per
time series — since the evolution are the same for TS #1, TS #4 and TS #5. In other words,
we want to gather environments related to TS #1, TS #4 and TS #5 together, environments
related to TS #2, TS #3 and TS #6 together and train a performance model for each group.

3Dataset: Expanded Metrics, Project: sys-perf, Task: industry benchmark wmajority, Hardware: Linux 3 node
replSet, Test: csb 50 read 50 update w majority

4Change point seems to refer to https://github.com/mongodb/mongo/commit/
72ed8227aa029afd554aa5809d36529ac145c3e8

5Here, the performance property is the 99th percentile of allocated memory in Megabytes
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In this chapter, we form clusters of homogeneous executing environments sharing similar per-
formance distributions (through space, stability across software configurations) or performance
evolution (through time, stability across software versions, as in this example).

6.2 Groups Inputs across Space (RQ1)

Following the input sensitivity problem presented in Chapter 4, this research question ex-
plores the limits of this problem and give insights on how to address it concretely. Though all
inputs are different, the number of possible interactions between the software systems and the
processed inputs is limited. Therefore, there might exist inputs interacting in the same way
with the software, and thus having similar performance profiles. RQ1. What is the benefit
of grouping the inputs in terms of variability? For this question, we form, analyze and
characterize different groups of inputs having similar performance distributions and show the
benefits of these groups to address the input sensitivity issue.

Protocol

For mitigating input sensitivity, an idea is to group together inputs based on their perfor-
mance distributions. The inputs belonging to the same group are supposed to share common
properties and be processed in a similar manner by the software [68]. We perform hierarchical
clustering [188] to gather inputs having similar performance profiles. This technique considers
the correlations between performance distributions as a measure of similarity between inputs.
Based on these values, it forms groups of inputs minimizing the intra-class variance (discrepancy
of performance among a group) and maximizing the inter-class variance (discrepancy of perfor-
mance between different groups of inputs). As linkage criteria, we choose the Ward method [188]
since in our case, (1) single link (minimum of distance) leads to numerous tiny groups (2) cen-
troid or average tend to split homogeneous groups of inputs and (3) complete link aggregates
unbalanced groups. As a metric, we kept the Euclidian distance - used as default. We manually
select the final number of groups. For each group, we then report on few key indicators sum-
marizing the specifics of inputs’ performance: the Spearman correlations between performance
distributions of inputs (RQ1), the importance and effects of options (RQ2) as well as few prop-
erties characterizing the inputs e.g., the spatial complexity of an input video or the number of
lines of a .c program. We compare their average value in the different groups.

Evaluation

We illustrate the results of this section using the bitrate of x264 when encoding input videos.6

In Figure 6.2, we first compute the correlations between performance of all input videos, as in
Figure 4.3b. Then, we perform hierarchical clustering on x264 measurements to gather inputs
having similar bitrate distributions and visually group correlated videos together. The resulting
groups are delimited and numbered directly in the figure. For instance, the group 1⃝ is located
in the top-left part of the correlogram by the triangle 1⃝).

6The results for the rest of software systems can be consulted in the companion repository at https://github.
com/llesoil/input_sensitivity/blob/master/results/RQS/RQ4/groups.ipynb
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Figure 6.2 – Performance groups of input videos - x264, bitrate

Group description. In total, we isolate four groups of input videos. These groups are presented
and described in Table 6.1:

— Group 1⃝ is mostly composed of moving or action videos, often picked in the sports or news
categories and with high spatial and chunk complexities;

— Group 2⃝ gathers large input videos, with big resolution videos, taken for instance in the High
Dynamic Range category. They typically have a low spatial complexity and a high temporal
complexity;

— Group 3⃝ is composed of "still image" videos i.e., input videos with few changes of background,
with low temporal and chunk complexities. A typical example of this kind of video would be
a course with a fixed board, chosen in the Lecture or in the HowTo category;

— Group 4⃝ is a group of average videos with average properties values and various contents.

Performance Correlations. In a group of inputs, performance distributions of inputs are
highly correlated with each other - positively, strong or very strong. The input videos of the
same group have similar bitrate rankings; their performance react the same way to the same
configurations of x264. However, the group 1⃝ is uncorrelated (very low, low) or negatively
correlated (moderate, strong and very strong) with the group 2⃝ - see the intersection area
between triangles 1⃝ and 2⃝. In this case, a single configuration of x264 working for the group
1⃝ should not be reused directly on a video of the group 2⃝. So, these groups are capturing the
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Table 6.1 – Performance groups of input videos - x264, bitrate
Group 1⃝ Action 2⃝ Big 3⃝ Still image 4⃝ Standard

# Inputs 470 219 292 416

Input Properties
Spatial ++ Spatial –– Spatial –– Width -
Chunk ++ Temporal ++ Temporal –– Height -

Width ++ Chunk –– Temporal -

Main Category
Sports HDR Lecture Music
News HowTo Vertical

Avg Correlation
0.82 ± 0.11 0.79 ± 0.14 0.85 ± 0.09 0.74 ± 0.17

(e.g., like in fig. 4.3)
Imp. ––--mbtree 0.09 ± 0.09 0.47 ± 0.2 0.34 ± 0.22 0.05 ± 0.07

(fig. 4.4a) ––--aq-mode 0.27 ± 0.19 0.13 ± 0.13 0.04 ± 0.07 0.15 ± 0.18
Effect ––--mbtree 0.33 ± 0.19 -0.68 ± 0.18 -0.42 ± 0.15 -0.11 ± 0.15

(fig. 4.4b) ––--aq-mode -0.5 ± 0.14 0.36 ± 0.21 -0.14 ± 0.14 -0.29 ± 0.18

difference of performance between inputs; once in a group, input sensitivity does not represent
a problem anymore.

Effect of options. Within a group, the effect and importance of options are stable and the
inputs all react the same way to the same options, while they differ between the different groups.
For instance, for the group 1⃝, --aq-mode is influential (Imp = 0.27), while it is not for the group
3⃝ (Imp = 0.04). Likewise, the effects of --mbtree vary with the group of inputs; for the group 1⃝,
activating --mbtree always increases the bitrate (Effect = +0.33), while for the groups 2⃝, 3⃝ and
4⃝, it diminishes the bitrate (Effects = -0.68, -0.42, -0.11 respectively). Under these circumstances,
configuring the software system once per group of inputs is probably a reasonable solution for
tackling input sensitivity.

Reusing configurations. For the bitrate of x264, reusing a configuration from a source input to
a target input generate a lower performance drop if the source and the target inputs are selected
in the same group (e.g., 13% for group 2) compared to a random selection (34% in general). If
we are able to find the best configuration for one input video in a group, this configuration will
be good-enough for the rest of the inputs in this group.

Classify inputs into groups. In short, grouping together inputs seems a right approach to
reduce input sensitivity. However there is now a problem: we need to map a given input into a
group a priori, without having access to all measurements. Since these four groups are consistent
and share common properties, one domain expert or one machine learning model could classify
these inputs a priori into a group without measuring their performance just by looking at the
properties of the inputs.

Benefits for benchmarking. These groups allow to increase the representativeness of profiles
of inputs used to test software systems, while greatly lowering the number of inputs of this set.
In the companion repository, we operate on previous results to create a short but representative
set of input videos dedicated to the benchmarking of x264: we reduce the dataset, initially
composed of 1397 input videos [122], to a subset of 8 videos, selecting 2 cheap videos in each
group of performance.7

Meta-analysis. We also computed the results for other systems — see Table 4.1 (page 52)
— input-sensitive systems. Results tend to show similar results as for x264 and the bitrate. For

7See the resulting benchmark and its construction at: https://github.com/llesoil/input_sensitivity/tree/
master/results/RQS/RQ4/x264_bitrate.md
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instance, with poppler, grouping tend to gather inputs with the same influence and effect of
options; for the size, the importance of format is influential in groups 2 and 4 but not in groups 1
and 3; for the execution time, in groups 1 and 2, -jp2 has a positive effect overall while a negative
effect for groups 3 and 4. When the groups discriminate inputs with different effects of options,
reusing configurations lead to better results e.g., the average performance loss of 49% vanishes
when grouping the inputs (in the four groups, 1%-4%-12%-2% when reusing a configuration
inside the group). The same applies for Nodejs: --jitless is influential for groups 2, 3 and 4 but
not for group 1. Tthe average performance drop of 44% becomes 7.4%-6.7%-13.7%-9.0% in the
four groups. For non input-sensitive systems, we do not observe such difference between the
groups. Grouping seems to be ineffective; the same effect of options are observed; it does not
change the performance loss, already low e.g., for the execution time of imagemagick, 6% in
general and 1%-1%-2%-6% in the groups.

RQ1 - What is the benefit of grouping the inputs in terms of variability? Grouping
inputs together is beneficial to apply in input-sensitive systems: the performance distribu-
tions, the influence of options, and the effect of options are alike between inputs of the same
group. To classify inputs in one of those groups, the characteristics of inputs can be used
without measuring any configuration. These groups can also be derived to create short but
representative sets of inputs designed to benchmark software systems.

6.3 Group Hardware Platforms across Time (RQ2)

According to the hardware platform of the final user, the performance of MongoDB may
evolve differently. In this section, we quantify and study these differences of evolution, by answer-
ing the following research question: RQ2 - What is the benefit of grouping the hardware
platforms in terms of evolution?

6.3.1 Protocol

Dataset. In this question, we use the MongoDB Dataset. We refer to the MongoDB Dataset
for the one used in the ICPE 2022 Data Challenge 8 for all our experiments.9 Specifically, we
use the Legacy Performance Dataset [186].

Metric. We first need a measure to quantify the similarities between time series. We rely on
Dynamic Time Warping [189] (DTW). Unlike Euclidian distance - a point by point comparison,
it is able to detect a pattern common to two time series even if this pattern does not appear at
the same time for both series.

Time series pre-processing. We remove all the time series having less than two measurements.
Since two time series do not necessarily have the same time stamps (e.g., TS #3 and TS #6 in
Figure 6.1), we only compare them during their common period of definition. For instance, to
compare TS #3 and TS #6, we would remove the values of TS #3 before the starting time of
TS #6 and after the last value of TS #6. When there exists a point in one time series that does

8See https://icpe2022.spec.org/tracks-and-submissions/data-challenge-track/ and https://www.
daviddaly.me/2021/10/questions-on-icpe-2022-data-challenge.html for additional explanations

9Download the dataset at https://zenodo.org/record/5138516
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not have a corresponding point in the other one, we interpolate the value with a linear function
based on the two values closest to the missing one. To avoid biasing the results with different
scales, we standardise [190] the performance values.

Implementation. For each project, each test and each workload, we compute the DTW be-
tween the time series related to different hardware platforms. Then, we average the DTW values
for each pair of variants of hardware. We consider the resulting value as a measure of similarity
between the time series of two different hardware platforms. In Figure 6.3a, each column and
each line represents a variant of hardware, on which MongoDB is executed; the intersection of
a line and a column shows this resulting DTW value between the variant of the line and the
variant of the column. If there is no time series with common project, test and workload be-
tween two variants, we leave it blank. Due to space issue, names of variants are cut down to 20
characters.10

Interpretation. When two times series have exactly the same evolution, their DTW is equal
to zero. Then, the greater the differences between time series, the greater the DTW value. We
show four pairs of time series with their measure of DTW values in Figures 6.3b to 6.3e to help
interpret Figure 6.3a.11

6.3.2 Results

The first result is a good news w.r.t. stability: 25% of couples of hardware have a very low
average DTW value i.e., inferior to 1.70 and half of them have a low DTW value i.e., inferior
to 4.48. This is represented by clusters of dark red cells in Figure 6.3a. Knowing the evolution
of MongoDB for one of these hardware platforms is enough to predict or estimate the evolution
for all the other hardware platforms, as shown in Figure 6.3b or Figure 6.3c. In other words, we
can reduce the benchmarking cost for all these variants of hardware, because they have similar
performance evolution. As a MongoDB developer, it shows consistency between these hardware
platforms, which is reassuring; optimizations made to MongoDB over time will generalize to
most users’ executing environments.

Then, we highlight of set of hardware platforms for which the evolution of performance differs
over time. In Figure 6.3a, they are mostly located on the top-left corner. A good example that
shows how their evolution differ is depicted in Figure 6.3d. It seems that there is no common
pattern of evolution between the different variants of hardware. As a result, the hardware layer
deserves to be carefully benchmarked in such a way we understand how they react to code
changes.

Finally, we isolate few hardware platforms with higher DTW values. They are blue cells in
Figure 6.3a and their differences of evolution are typified by Figure 6.3e. High DTW values
can be explained by the presence of outliers in their performance distributions. We suspect two
potential factors at the origin of these outliers: i) either we incidentally create outliers when
standardising the performance or ii) this is a problem related to the performance infrastructure.
Further experiments are needed to conclude about the root cause.

10See https://github.com/llesoil/icpe2022/blob/main/results/fig2.png for Figure 6.3a with full names
11Details about Figures 6.3b to 6.3e environments properties can be consulted at

https://github.com/llesoil/icpe2022/blob/main/Data%20Challenge.ipynb
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(a) Heatmap of average DTW between times series related
to different variants of hardware

(b) DTW = 0.38

(c) DTW = 3.23

(d) DTW = 5.39

(e) DTW = 15.31

Figure 6.3 – Performance evolution of MongoDB according to hardware platforms

RQ2 - What is the benefit of grouping the hardware platforms in terms of evolu-
tion? In general, there is no big evolution of performance distributions related to hardware
platforms, which indicates performance models can easily be reused across different versions
in the case of MongoDB. Grouping the hardware platforms allows to detect the few corner
cases for which we observe unstable performance evolution.

6.4 Group Inputs across Time (RQ3)

We now study the stability of performance evolution for different inputs (or workloads) fed
to MongoDB. How many percents do we gain or lose between each commit? Does this value
vary with the workloads? Do the workloads processed by MongoDB change its performance
evolution? To address this, we answer the following research question: RQ3 - What is the
benefit of grouping the inputs in terms of evolution?

6.4.1 Protocol

Dataset. As in the previous question, we use the MongoDB Dataset.
Metric. We define the Daily Relative Percentage Change (DRPC), a metric designed to

measure the relative difference of performance (in percentage) per day:
DRPC(t) = 100

d(t,t+1) ∗ p(t+1)−p(t)
p(t) where p(t) is the performance value at the time t and

d(t, t + 1) is the number of days between t and t + 1. We divide by the number of days between t

and t + 1 to avoid artificially increasing the results when there are few measurements separated
by long time periods. We then average the results in absolute value for each date of measurement
t, which provides the average DRPC related to a time series.
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(a) DRPC distributions per workload

(b) DRPC = 1.61%, "genny_canaries" work-
load

(c) DRPC = 25.07%, "UserAcq-ActorFin"
workload

Figure 6.4 – Performance evolution of MongoDB according to different workloads.

Time series pre-processing. We remove all the time series having less than two measurements,
because the metric is impossible to compute in this case.

Implementation. As inputs, we consider the 22 workloads of the dataset; for each, we gather
the time series including performance measurement on this workload and compute the average
DRPC. In Figure 6.4a, we display the boxplots of DRPC distributions per workload. We also
display some examples of evolution for two workloads with the detail of percentage change values
in Figures 6.4b and 6.4c.12

Interpretation. The DRPC measures the stability of the evolution of MongoDB performance
and quantifies the daily average percent change between two measurements. For a constant
performance distribution, the DRPC is equal to zero. The greater the DRPC, the greater (and
the more unstable) the evolution.

6.4.2 Results

Figure 6.4a illustrates how the variability of workloads affects the evolution of MongoDB.
The daily percentage change of performance fluctuates with workloads; it can be very low or
really high e.g., median at 0.15% for the "genny_canary" workload or at 26.9% for the "UserAcq-
ActorFin" workload. In Figures 6.4b and 6.4c, we plot the detail of percentage changes for these
two workloads to show the difference of scale between their evolution of performance - up to a
factor of 10 between their percentage changes.

Beyond the median values of the percentage changes, the results also show a difference in
stability in the evolution of workload performance; while few stable workloads have a low IQR
e.g., "Genny-Setup" (IQR = 0.14%), others can have various ranges of percentage changes e.g.,
"shell/benchurn" (IQR = 4.97%) or "UserAcq-ActorFin" (IQR = 8.87%). These stable workloads
are reliable. For them, it is quite easy to detect an outlier, since their performance value rarely
exceeds a given threshold. We guess they can be used as reference to detect a regression in
the code. If such workloads observe a big decrease of performance, it is the sign that an error
occurred in one of the last code modifications.

12Details about the environments used in Figures 6.4b and 6.4c can be consulted at https://github.com/
llesoil/icpe2022/blob/main/Data%20Challenge.ipynb
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RQ3 - What is the benefit of grouping the inputs in terms of evolution? Depend-
ing on the input data, performance distribution can evolve differently over time. We can
group inputs to find inputs with stable performance evolutions i.e., for which performance
variations are negligible across time. For these, performance models can easily be reused or
adapted, without -too much- changes.

6.5 Discussion

Other Variability Layers. In this paper, we have considered two variability layers part
of the deep variability problem, namely hardware and input data (or workload). Other vari-
ability layers can well be considered in the future, for example i) operating system: the Linux
kernel is highly configurable and may have an impact on performance evolution of MongoDB; ii)
compile-time options and flags: the way MongoDB has been built 13 can change the performance
distributions. For instance, Chapter 5 (page 66) reports on preliminary evidence of complex
interactions between run-time options (e.g., command line parameters) and compile-time op-
tions (e.g., using ./configure) with different effects of non-functional properties of software,
we could construct profile of similar compilations. Another limitation of our work is that we
have not studied the interactions between variability layers. That is, we have focused on forming
groups based on the individual effects of each variability layer. As future work, we could inves-
tigate whether hardware together with workload changes the performance of a software system.
A hypothesis is that specific combinations of hardware and workload cause a shift in perfor-
mance. The identifying of such interactions typically requires controlled measurements of pairs
of workload–hardware and is arguably costly to instrument at scale.

Testing and benchmarking configurable systems. With limited budget, developers
continuously test the performance of configurable systems for ensuring non-regression. Testing
software configurations on a single, fixed input can hide several interesting insights related to
software properties (e.g., performance bugs). To reduce the cost of measurements, the ideal
would be to select a set of input data, both representative of the usage of the system and cheap
to measure. We believe our work can be helpful here. On the x264 case study, for the bitrate, we
isolate four encoding groups of input videos - see Table 6.1 in RQ1. Within a group, the videos
share common properties, and x264 processes them in the same way i.e., same performance
distributions, same options’ effects and a negligible impact of input sensitivity. In the companion
repository, we propose to reduce the dataset of 1397 input videos [122] to a subset of 8 videos,
selecting 2 cheap videos in each group of performance. Automating this grouping could drastically
reduce the cost of testing. An approach applicable to any kind of input and configurable software
is yet to be defined and assessed.

Transferring the knowledge. Besides testing or benchmarking, these groups of inputs or
hardware platforms share commonalities. For instance, groups of input videos processed by x264

formed in RQ1 are consistent in terms of domain expertise, they are characterised by the same
content, the same input properties, and their performance distributions are also alike. According
to our results, the inputs of one group are promising candidates to apply transfer learning. In

13See https://github.com/mongodb/mongo/blob/master/docs/building.md
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terms of performance prediction, it indicates that only a performance model could be trained per
group of inputs, which would significantly reduce the problem of input sensitivity emphasized
in Chapter 4 (page 50).

6.6 Conclusion

In this chapter, we identified clusters of software environments that behave the same way
w.r.t. to performance. These clusters capture the essence of deep variability: the performance
distributions are alike inside a cluster, but different when compared to other clusters. Identify
these clusters have two major benefits. First, rather than testing and benchmarking random
environments in the wild, we can use our results to pick a set of environments per cluster. By
doing so, we select environments that are actually different and constitute a good sample of all
existing performance profiles. In other words, we reduce the dimensionality of the deep variabil-
ity problem. Second, in terms of performance prediction, identifying those clusters simplifies the
problem of deep variability presented before: once in a cluster, it is easy to reuse a configuration
or a performance model. Once in a group, the correlations of performance are alike, exhibit-
ing stability across space or time in terms of performance. And if the correlations of software
performance are the same, then the effects of options and the order of configurations are also
similar, which implies we only have to adapt the scale of the performance distribution. So, be-
tween the different environments of a group, we are in a favorable condition for a simple transfer
learning case (only linear interactions between the environment and the software stack) easy
to handle [26]. It emphasizes the bright side of deep variability, allowing to reuse performance
models across environments in a smart way.

Reproducible Science

Code and results for RQ1 are available in https://github.com/llesoil/input_

sensitivity/tree/master/results/RQS/RQ4. Code and results for the example, RQ2

and RQ3 are publicly available in https://github.com/llesoil/icpe2022, as well as
the related publication at https://hal.archives-ouvertes.fr/hal-03624309/.
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Chapter 7

REUSE PERFORMANCE MODELS

ACROSS SOFTWARE SYSTEMS

To extend the lifetime of performance models, we also seek to reuse measurements of config-
urations and models as much as possible. This chapter is a proof of concept showing that we are
able to transfer performance models from one software system to another. In Section 7.1, we form
clusters of software systems sharing similarities. Then, we design a study involving two video
encoders — namely x264 and x265 — coming from different code bases to prove the concept
of transfer learning across distinct software systems in Section 7.2. Our results are encouraging
since transfer learning outperforms traditional learning for two performance properties (out of
three). We also discuss the open challenges to overcome for a more general application of transfer
learning across software systems.

7.1 Identify Similar Software Systems (RQ1)

With the multiplication of the number of concurrent organizations, standards or beliefs,
we are overwhelmed by the number of concurrent systems designed for the same purpose and
executing the same task. Should one use Amazon Web Service or Google Cloud Platform?
x264 or x265? Tensorflow or PyTorch? While each of these software systems is coming with its
own original implementation, they share a common set of core features needed to configure the
main aspect of the execution, which is encouraging to potentially reuse the performance models
across systems. But if the intersection between two configuration spaces is too small, maybe one
should not reuse the knowledge across the two related software systems. The same applies if
their performance distribution are too far from each other.

This section shows that, based on open source data, we are capable of forming clusters of
software systems, good candidates for the reuse of performance models. Moreover, we can derive
these clusters to identify couples of software systems that are (1) from the same domain (2)
share similar performance distributions and so are good candidates for a reuse of performance
models. We answer the following research question: RQ1 - Can we identify couple of similar
software systems?

7.1.1 Protocol

In this part, we analyze the Phoronix Dataset to highlight groups of software systems sharing
similarities. The construction of this dataset is detailed in Section 9.4 (page 136). In short, this
dataset gathers the average performance of different hardware platforms on multiple software
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systems.
We first compute a matrix of performance, with the models of hardware platform in rows

and the software systems in columns. In this matrix, a value represents the average performance
of the software system on this model of hardware platform. As the performance scales vary with
each software system, we standardize [190] their values previous to the analysis to easily compare
the different software system and avoid biasing the learning process. After this standardization,
all the performance distributions of one software system are centered on 0, with a standard
deviation at 1.

To compare the different performance distributions of each software systems, we then apply
a Principal Component Analysis (PCA) [191] to this matrix. The purpose of this technique
is to create a new representation of the data on which we can directly compare the different
performance of software systems. Technically, the PCA projects the matrix in a space with a
smaller dimension than the initial space representing the data. By doing so, we create common
dimensions to all the software systems and make it easier to compare all the software systems
together. We kept two components — two dimensions of this new space — based on the Kaiser
rule [191] i.e., keeping only the components with more than the average of explained variance.
We then apply a K-Means algorithm on the projected data to form clusters of similar systems
based on their performance values in this new space.

7.1.2 Evaluation

In Figure 7.1, we display the result of the principal component analysis of the Phoronix
software systems, on the first two factorial planes capturing in total 78.2% of the information.
We standardise the performance of the different systems so that their scale does not influence
the construction of the axes. The closer two systems are to each other, the more similar are
the performance distributions of the SKUs on these systems. Out of the model of K -means, we
distinguish four clusters of systems.

Figure 7.1 – Principal Component Analysis of 358 software systems based on the performance
of 642 hardware platforms. The stars are the centroids of four clusters identified by K -means.
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While it is sometimes difficult to find a logic behind each cluster, natural groupings of systems
occur in this classification; for example, cluster 1 (blue) contains (among others) the systems
build-godot, build-apache, build2, build-gdb, build-ffmpeg, build-php, build-eigen

and build-linux-kernel, all suites involving the build of a software system. Similarly, within
cluster 4 (black), we find (among others):

— pts-oidn, graphics-magick, toybrot and toktx, all processing images
— x264, x265, vp9, avifenc, hevc and av1, all video encoders
— ttsiod-renderer, OSPray, lulesh, openfoam, lammps, tachyon, kripke, gromacs and gpaw

working on 3d simulation

These initial results suggest that measurements could be saved by testing the new processor
models only on certain systems, representative of (part of) their cluster. Also, it justifies the
natural choices we could have made when grouping systems together with objective indicators
of performance. In particular, the couple of video encoders x264 and x265 used in the rest of
this chapter are in the same clusters, and their two points are close to each other in the graph.
So they validate the two conditions mentioned earlier, in the sense that they (1) target the same
domain and (2) share similar performance distributions.

RQ1 - Can we identify couple of similar software systems? Mining open data
makes it possible to find couples of similar software systems, sharing common performance
distribution across hardware platforms. It is a way to rationalise the (absence of) reuse of
performance models across distinct software systems.

7.2 Transfer Learning across Distinct Software Systems: A Proof
of Concept (RQ2)

Then, we propose to apply transfer learning to distinct software systems performing the same
task, such as compilers (e.g., gcc and llvm), container managers (e.g., podman and docker), etc.
Intuitively, the model trained on one software could be used -at least partially- to train the other
performance model, as depicted in Figure 7.2 for x264 and x265. This section presents the first
minimal example showing that under certain conditions, it is possible to transfer performance
models across software systems. We also discuss the limitations of our work and highlight the
open challenges to face when scaling to other software systems. Data 1 and code 2 are publicly
available. We then address: RQ2 - Can we transfer performance across distinct software
systems? We aim at comparing the transfer learning to simple supervised learning and quantify
how much we gain, both in terms of measurements and accuracy, when switching from simple
learning to transfer learning. More specifically, we want to ensure that transfer learning does
indeed outperform simple learning and avoid any instance of negative transfer.

7.2.1 Protocol

To answer the second research question, we design the following study.
1Dataset available at https://zenodo.org/record/5662589
2Code available at https://github.com/llesoil/TL_cross_soft
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Figure 7.2 – Can x264 be used to predict x265 performance?

The VideoLAN Dataset

Prior to the training of performance models, we gather configurations of two video encoders,
as well as their performance value. This dataset will be used in all the remainder of this section.

Figure 7.3 – Differences between x264 and x265

Software Systems. We select x264 and x265,3 two video encoders, as depicted in Figure 7.3.
x264 and x265 realize the same task, but with different compression standards (resp. H.264
and H.265). It has a profound impact on the visual quality algorithms internally implemented.
Though x265 has the ambition to borrow heavily from x264’s features, x265 is not directly
based on x264 source code. x265 is fully developed in C++ (and assembly) whereas x264 is
written in C. x265 also implements novel algorithms such as CU-Tree the successor to x264’s
macroblock-tree. Overall, x264 and x265 are two distinct software projects (i.e., x264 is not a
version or a fork of x265). Importantly, both are developed by VideoLAN, which makes it easier
to find similarities between them (same options, same conventions, etc.). From this respect, x264

and x265 can be seen as a favorable yet challenging case of transfer learning across systems.
Configuration Options. We search for common configuration options in their documentation.

3See x264 and x265 webpages: https://www.videolan.org/developers/x264.html and https://www.
videolan.org/developers/x265.html
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For instance, and according to their documentation, both x264 and x265 implement the features
–ref and –preset. –ref could be set to 1, 8 or 16 while –preset can be fast or slow. Possible
resulting configurations like (slow, 1) or (fast, 16) are accepted and valid for x264 and x265.
In the end, we keep 35 configuration options common to x264 and x265 (out of resp. 118 and
168).4 We exploit these common features and make their values vary to generate a set of 3125
configurations working for both systems. We check the uniformity of the resulting distribution
of options’ values with a Kolmogorov-Smirnov test [165].5

Input Data. We select eight input videos extracted from the Youtube UGC Dataset [122],
well-known in the community of video compression. For this selection, we vary the content
(LiveMusic, Sports) and the resolution (360P, 480P) of videos.

Performance Properties. We then use x264 and x265 to transcode these eight videos from
the mkv to the mp4 format. During each execution, we measure the percentage of cpu usage,
etime the elapsed time in seconds and the file size of the resulting video in bytes.

Executing Environment. We measure all performance sequentially on a dedicated (and warmed-
up) server - model Intel(R) Xeon(R) CPU D-1520 @ 2.20GHz, running Ubuntu 20.04 LTS.

Comparing performance

To get started, we first study the differences of performance between different software sys-
tems executing the same task. If they are alike, we can probably use similarities between their
performance distributions when training the model. We analyze the differences between the
distribution of performance properties of x264 and x265. As a measure of (dis)similarity, we
compute their Spearman rank-based correlation [172]. It is suited for our case since all perfor-
mance properties are quantitative variables relative to the same configurations. If both encoders
obtain the same rankings in terms of performance, the correlation is close to 1, and there is a
good chance of getting good results with transfer learning. If they react differently to the same
configurations, the correlation is close to 0 and the transfer might be challenging to achieve.

Transferring performance

As displayed in Figure 7.2, we try to transfer the performance from x264 (i.e., source soft-
ware) to x265 (i.e., target software). We use Model Shift (MS), a simple and state-of-the-art
transfer learning approach defined by Valov et al. [26].

The protocol should be read following Figure 7.4:
1. First, it trains a shifting function, mapping the performance distribution of the source on
the target software’s performance distribution, 2. Then, it trains a performance model on the
source software, 3. Finally, it predicts the performance distribution of the source software and
applies the shifting function to the predictions, in order to estimate the performance of the
target software system.

We compare MS to a simple baseline acting as a control approach, training a performance
model directly on the target software, without using any measurement of the source. We call this

4The list of selected configuration options can be consulted here: https://anonymous.4open.science/r/TL_
cross_soft-855B/replication/x26x/README.md

5Results can be consulted at: https://anonymous.4open.science/r/TL_cross_soft-855B/replication/
x26x/x264_x265_options.ipynb
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Figure 7.4 – Model Shift, a transfer learning approach

baseline No Transfer. For both, we used a Random Forest algorithm [192] to predict software
performance, without tuning its hyperparameters. We separate the dataset of the target into
training and test, varying the size of the training set. In the evaluation, we compare and display
the MAPE [19] between the predicted values (i.e., predicted by the approaches) and the real
values (i.e., measured on the test set of the target software). To reduce the variance induced
by machine learning randomness, we repeated the process five times and display the average
MAPE for the test sets. We rely on the python library scikit-learn [193]. 6

7.2.2 Evaluation

Table 7.1 – Correlations between the performance distributions of x264 and x265 for eight input
videos

Video cpu etime size
Animation 0.05 0.74 0.98
CoverSong 0.0 0.73 0.98
Gaming -0.02 0.81 0.99
Lecture 0.07 0.75 0.98
LiveMusic 0.01 0.77 0.99
LyricVideo 0.14 0.73 0.96
MusicVideo 0.07 0.75 0.99
Sports -0.0 0.78 0.98

Comparing performance

Among the three performance properties, we can distinguish three cases: between x264 and
x265, the cpu consumption has an average a correlation close to 0 (lower than 0.1), the elapsed

6A description of our python environment can be consulted at: https://github.com/llesoil/TL_cross_soft/
replication/requirements.txt
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(a) Animation - etime (b) MusicVideo - etime (c) Sports - etime (d) CoverSong - cpu

(e) Lecture - cpu (f) Gaming - size (g) LiveMusic - size (h) LyricVideo - size

Figure 7.5 – Mean Average Percentage Error (y-axis, lower is better) when transferring x264 to
x265 performance depending on the training size (x-axis, log scale), for eight input videos and
three performance properties

time etime is overall positively correlated (about 0.75), and there is almost no differences between
the sizes of the resulting mp4 videos (correlations close to 1). Transferring sizes is likely to be
easy and transferring cpu consumption will probably be too difficult. The elapsed time etime is
in between. Out of three performance properties, two are highly correlated whatever the input
video. x264 and x265 seems to be good candidates for transfer.

Transferring performance

In Figure 7.5, we depict the results varying for different inputs and performance properties:

— The transfer of cpu consumption is almost always negative. For example, after 15 configura-
tions in the training set for the CoverSong video, in Figure 7.5d, the baseline is always more
accurate than transfer learning. For the Lecture video, in Figure 7.5e, it is even always a
negative transfer.

— For etime, the transfer is cost-effective at first, until a given training size e.g., 65 for Fig-
ure 7.5c. After this threshold, the error of the baseline keeps dropping while the errors
stabilise for the transfer. For the Animation video, in Figure 7.5a, and for a budget of 500
configurations, No Transfer decreases to a MAPE of 35 ± 1.3% and Model Shift stays at
220 ± 21%.

— Finally, for the encoded sizes of videos, Model Shift is at least equivalent to the baseline
whatever the number of configurations and the video. This can be explained by the high
correlations observed in Table 7.1. At first, the transfer is really outperforming the baseline
e.g., in Figure 7.5h, for 5 configurations, the transfer has an error of about 106 ± 64% while
the baseline amounts to 1071 ± 556%.
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RQ2 - Can we transfer performance across distinct software systems? The ef-
fectiveness of the transfer varies with the performance property we consider. Overall, it is
possible to outperform the No Transfer baseline for two performance properties (out of
three), especially when the budget (i.e., the number of configurations in the training set)
is low. As noticed by [24], the greater the correlation between performance distributions,
the more accurate the transfer. As a concrete piece of advice for developers, this correlation
could be a cheap indicator to estimate a priori whether transfer techniques are adapted
between two systems.

7.2.3 Threats to Validity

Due to the cost of measurements (58 days of system time), we did not measure performance
more than once. Therefore, the performance distribution of x264 and x265 could change with
new measurements. To address this threat, we check the results for eight different input videos;
given their consistency, we are confident that similar conclusions could be drawn by reproducing
the experiment. Another threat to validity is related to the use of machine learning algorithms,
which leads to non-deterministic results. To mitigate this threat, we display the average result
of five runs of the model. When benchmarking, we only select the configuration options common
to x264 and x265, ignoring a large majority of features. This represents a potential threat to
validity when generalising the transfer to the whole configuration space.

7.3 Discussion

Although our experiment is encouraging to further explore this research direction, it does
not cover all possible cases of transfer learning between software systems. In this section, we
identify three lines of research and for each (1) we point out the limitations of our study; (2)
we discuss the open challenges to overcome when transferring performance between distinct
software systems; (3) we describe the potential approaches and solutions.

7.3.1 Find Transferable Software Systems.

Limitation. A threat to our study is the choice of x264 and x265. There might be other pairs
of systems for which non-functional properties are dissimilar e.g., with a correlation of zero,
the transfer learning might perform poorly. For x264 and x265 our experiments show that two
non-functional properties out of three are positively and strongly correlated. Open challenge. We
cannot guarantee the effectiveness of transfer learning for every pair of software systems. What
is difficult is to know whether transfer will work for a given pair of software systems. Possible
Solution. For now, the only reasonable assumption we can make is to choose software systems
within the same domain e.g., compilers like gcc, llvm or clang, container managers like podman

or docker, learning libraries like theano, pytorch or tensorflow, text editors like emacs, gedit

or vim, video encoders like vp9, x264, or x265 Measures on how performance distributions differ
(e.g., with correlations) across systems can provide a first indicator on whether transferring is
worth. RQ1 also provide a way to pre-select software systems part of the same cluster, alleviating
the threat of an arbitrary choice. However, the automation of the selection is far from being
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obvious. We may want to filter software that has enough measurements available, that will
share common options.

7.3.2 When and How to Transfer?

Limitation. The results of Section 7.2 show limits of transfer learning: after a given training
size, the interest in adding noisy measures – such as source data – decreases. This learning size is a
switching point, as shown by Figure 7.5a: before this point, it is preferable to use transfer learning
and after this point, we should switch to simple learning. This point seems difficult to estimate a
priori i.e., without any measurement. This may depend on the complexity of the configuration
space: the more complex the configuration space, the more configurations are needed to make an
accurate prediction. And the more configurations needed to be accurate, the larger the switching
point. Open Challenge. It is challenging to know when to apply transfer learning and when to
switch to non-transfer learning. These results could also be better (or worse) with other transfer
learning techniques. The challenge here is to determine the best learning approach to use for a
pair of software systems. Possible Solution. Empirical studies comparing different approaches on
representative pairs of systems would be of great help in addressing this challenge. Specialized
learning algorithms, capable of handling distribution shifts across software systems, are also
expected.

7.3.3 What to Transfer?

Limitation. Our choice of configuration options is another limitation of our study. We have
deliberately considered a favorable case: since x264 and x265 have been developed by the same
team, the two systems share a common set of configuration options with the same range of
values.

Table 7.2 – The difficulty of aligning two configuration spaces

Problem x264 x265 vp9

Features do not have the same name --level --level-idc
One system’s feature encapsulates the others’ --fullrange --range ’full’
A feature is not implemented X --rc-grain
A feature value is not implemented --me ‘star’ X
Features do not have the same default value --qpmax [51] --qpmax [69]
Different requirements or feature interactions .yuv ⇒ --input-res .yuv ⇏ --input-res
Feature ranges differ between source and target --crf [0-51] --crf [0-51] --crf [0-69]

Open Challenge. In general, the configuration spaces will often be very different between
the source and the target systems, making the sampling of configurations difficult in practice.
The challenge is to map the configuration space of the source to the configuration space of the
target. We illustrate these differences between configuration spaces with vp9, x264, and x265 in
Table 7.2 7:

7One can verify our illustrations with the lists of features, available at:
https://cinelerra-gg.org/download/CinelerraGG_Manual/VP9_parameters.html for vp9,
http://www.chaneru.com/Roku/HLS/X264_Settings.htm for x264,
https://x265.readthedocs.io/en/2.5/cli.html for x265.
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— The same feature is implemented in the source and the target with different names e.g.,
--level for x264 and --level-idc for x265;

— The same feature is implemented in the source and the target, but a value is only implemented
in one software system e.g., unlike for x265, the motion-estimator feature --me of x264 does
not implement the ’star’ pattern search;

— The feature of one system encapsulates one feature (or more) of the other e.g., activating
--fullrange in x264 is equivalent to choose --range full for x265;

— The feature is only implemented in one software system e.g., the feature --rc-grain of x265

does not exist for x264;
— The feature does not have the same default value for the source and the target e.g., --qpmax

is set to 51 by default for x264 and set to 69 by default for x265;
— Both software systems do not have the same requirements or feature interactions e.g., for

x265, passing a input video in the yuv format does not work unless you specify --input-res,
while it does for x264;

— The same feature is implemented in the source and the target, but the scale of the values
differ between the source and the target. For instance, the constant rate factor --crf goes
from 0 to 63 for vp9 but from to 0 to 51 for x264 and x265, which is problematic when
comparing a value (e.g., --crf = 35) that will not have the same meaning for all systems. We
could even imagine a situation where the values of a configuration option are increasing for
one system and decreasing for the other.

In addition, and as acknowledged by [194], the study of configuration options also requires
domain knowledge, which is also true when mapping the configuration spaces of different software
systems.

Possible Solutions. Mapping configuration spaces could be envisioned using recent advances
in the variability community. We propose a very simple protocol: (1) Align features [195, 196]
between systems; (2) Meticulously model both configuration spaces e.g., with feature models [9,
34]; (3) Analyse [197] and instrument [198, 199] them in order to create a resulting feature
model generating configurations accepted by both systems. If the objective is purely to predict
performance, heterogeneous transfer learning may be a possible black-box alternative that infers
the existing relationships between distinct configuration spaces.

7.4 Conclusion

This section shows it is challenging yet possible to transfer performance between distinct
configurable software systems, using two video encoders (namely x264 and x265). We also discuss
the limitations of our work and highlight the open challenges to overcome when generalising the
applicability of transfer learning across distinct systems.

The variability induced by the choice of the system under test can be seen as part of the
deep variability problem. With expertise, one could tell what couple of software systems could
be used. We show that we can retrieve it by mining open data initiatives like Phoronix. Reusing
the combination of the two protocols could help reusing performance models, and thus sparing
some energy for the same accuracy in terms of performance prediction.
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Reproducible Science

All the code and results for the first part of this chapter can be found at https://github.

com/llesoil/poc_phoronix. The dataset collected out of the OpenBenchmarking.org
web scrapping is available at https://zenodo.org/record/5535465. For the proof of
concept of transfer learning across distinct software systems, the data, code and results
can be found at https://github.com/llesoil/TL_cross_soft, as well as the related
publication at https://hal.inria.fr/hal-03514984/.
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Part IV

Train Performance Models Resilient
to Deep Variability

Deep Variability is an issue for performance prediction. There exists interactions be-
tween different elements of the software environment altering software performance.
And if software variability is deeper than expected, so should be the models trained
to predict software performance. In this part, we want to promote the training of
extended performance models that would be robust to a change of software envi-
ronment and encapsulate deep variability. In Chapter 8 (page 108), we prove the
concept by training an input-aware performance model, that can generalise on two
distinct layers, the input data and the software layers.

107



Chapter 8

TRAIN INPUT-AWARE PERFORMANCE

MODELS

Most modern software are widely configurable, featuring many configuration options that
users can set or modify according to their needs, for instance to maximise some performance
metric. So, various research work has been invested to predict key performance of the software
(speed, size, energy, etc.) depending on the user’s choices for its configuration. However software
performances also obviously depend from its input data e.g., a JavaScript script embedded in a
web page interpreted by Node.js or an input video encoded with x264 by a streaming platform.
Owing to the huge variety of existing inputs, it is yet challenging to automate the prediction of
software performance whatever their configuration and input. To the best of our knowledge, this
chapter is the first domain-agnostic empirical evaluation of learning techniques addressing this
problem. We empirically prove that measuring performance of configurations on multiple inputs
allows capitalising on this knowledge and to train performance models robust to the change of
input data. It is a first proof of concept showing that embedding deep variability in performance
models is yet possible. This example could (and should) be extended with other layers of the
software environment.

8.1 Problem Statement

8.1.1 Input-Aware Performance Models

As presented in Chapter 4 (page 50), the performance of a given software also obviously
depends on its input data [200, 201, 114, 202, 87], like a video compressed by a video encoder [114]
such as x264, a program analysed by a compiler [87, 68] such as gcc or a database queried by
a DBMS [202] such as SQLite. All these kinds of inputs might interact with the configuration
space of the software [68]. For instance, an input video with fixed and high-resolution images fed
to x264 could reach a high compression ratio if configuration options like --mbtree are activated.
The same option will not be suited for a low-resolution video depicting an action scene [114]
with lots of changes among the different pictures, leading to different performance distributions,
as for input videos in Figure 8.1.1

This chapter proposes to provide the end user with a performance model that could be both
reusable in practice and robust to a change of inputs, taking into account both the configurations
and the inputs Figure 8.1. This requires the performance model to learn the complexity of the
configuration space, but also the interactions between its inputs and the software configuration

1Videos 1 and 2 are extracted from our dataset (Animation_1080P-5083 and Animation_1080P-646f)

108



Train Input-aware Performance Models

Figure 8.1 – The performance prediction problem: how to predict software performance consid-
ering both inputs and configurations?

space. In addition, and since these performance models typically need a substantial amount of
data to accurately estimate software performance, we aim at reducing the cost of training the
model by reducing the number of considered inputs and configurations, while ensuring a reliable
prediction. How to select the input data and the configurations of the software to optimize the
training of such a model? How to ensure a performance prediction robust to the change of input
data?

To the best of our knowledge, this is the first domain-agnostic empirical evaluation of learn-
ing techniques applied on this performance prediction problem. Based on the requirements of
the user, we propose to apply different learning approaches, different algorithms and different
processing of data.

8.1.2 Offline and Online Costs

As illustrated above with the example of the --mbtree option, most software systems can be
configured based on the input data they process. Since we cannot know a priori the input of
the final user, tuning the software for this input has an online cost e.g., the time needed to test
different configurations and to understand which one would be the best, or at least good enough.
We often want to keep this online cost as small as possible to avoid affecting the user experience.
Fortunately, when designing the software, developers can train a model for predicting system
configurations based on the input data fed to it. We call offline cost the cost related to the
training of such a model, also including the computation of measurements. Figure 8.2 illustrates
this difference between offline and online.

When researchers implement performance predictive models, these two aspects also have to
be assessed: (1) prior to the use of the model, the offline budget is attributed to the organization
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Figure 8.2 – Difference between Offline and Online

in charge of its training; (2) posterior to the training of the model, the online budget highly
depends on the requirements of end users. As depicted in Figure 8.2, the offline budget includes
the computation of measurements, but also the training of the model. In comparison, the online
budget is mostly spent for the computation of input properties e.g., the width, height or com-
plexity of input videos - see Section 8.2. But the online budget sometimes includes additional
performance measurements, here to adapt the model to the current input. The general goal is
to ensure good performance predictions, while reducing the online budget and keeping a reason-
able offline budget. These trade-offs should be adapted to the end-user needs. The distinction
between offline and online learning has been given little consideration (most works only applying
either "offline" or "online" learning), certainly because of the lack of consideration of input data
that can, as empirically shown, alter predictive performance models of configurations.

8.1.3 User Stories

We present hereafter three different profiles of users that can face the performance prediction
problem, each having its own constraints and objectives, as shown in Table 8.1:

— User A does not like to prepare much and cannot stand waiting. This user wants quick answers,
even if it implies to sacrifice quality of service and end up with a low accuracy of the prediction
model. It results in low offline budget and no online budget;

— In contrast, user B seeks to find a trade off between offline and online budgets. To obtain a
high accuracy, this user is ready to spend time and attributes a high offline budget to train
the model. However, this investment should be somehow profitable, the idea being to keep the
online budget as short as possible;
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— Finally, user C is committed to high quality standards. But C does not want specifically to
capitalise on the inputs i.e., no offline budget. To reach a high accuracy, C is ready to wait
and measure whatever is needed at prediction-time i.e., high online budget.

User Offline budget Online budget Expected Accuracy
A Low None Low
B High Low High
C None High High

Table 8.1 – The users, their constraints, and their goal

From this partitioning of user profiles, we see that some critical questions arise. The perfor-
mance prediction problem can be addressed through an empirical evaluation. Similarly, selecting
the ideal learning approach for establishing the performance prediction model can also be solved
through a dedicated empirical analysis.

8.2 Using Properties to Discriminate Inputs

We reuse the measurements of the Input Dataset, as defined in Section 4.2 (page 51). To
differentiate the inputs directly in the learning process, we computed and added input proper-
ties [68] to the existing dataset: for the .c scripts compiled by gcc, the size of the file, the number
of imports, methods, literals, for and if loops and the number of lines of code (LOCs); for the
images fed to imagemagick, the image size, width and height, category and its average (r, g, b)
pixel value; for SAT formulae processed by lingeling, the size of the .cnf file, the number of
variables, or operators, and operators; for the test suite of nodejs, the size of the .js script, the
LOCs, number of functions, variables, if conditions and for loops; for the .pdf files processed by
poppler, the page height and width, the image and pdf sizes, the number of pages and images
per input pdf; for databases queried by SQLite, the number lines for eight different tables of the
database; for input videos encoded by x264, the spatial, temporal and chunk complexity, the
resolution, the encoded frames per second, the CPU usage, the width and height were already
computed; for the system files compressed by xz, the format and the size. We consider these
properties as a proxy to understand the wide diversity of existing inputs.

8.3 Implementation of Performance Prediction Models

In this section, we define the different performance models used in the rest of this chapter.

Non-Learning Baseline

Average is a baseline returning the average value of the configurations in the training set.
These few configurations are measured in an online setting.

Learning Algorithm

We consider multiple supervised machine learning algorithms, namely OLS Regression, Decision Tree,
Random Forest and Gradient Boosting Tree. These are prevalent algorithms and commonly used
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Figure 8.3 – The learning approaches to address the performance prediction problem

for tabular data. We do not consider deep learning or neural networks since we do not have lots
of measurements in an online setting, which is usually a requirement, and since these methods
are still commonly outperformed by random forests or gradient boosting [203, 204]. We train
each machine learning algorithm with its default parameters, if not stated otherwise. The op-
timal parameters for an algorithm are dependent on the dataset, its size, and the performance
property. As a result, they are necessary to be adjusted on a per-case basis.

Learning Approach

We define hereafter the learning approaches used in the evaluation. All are illustrated in
Figure 8.3 and Table 8.2 reports a summary of their costs.

Transfer Learning. In performance modelling [15], Transfer Learning [25, 133, 138] is
typically applied to capitalise on the data that are measured offline and apply it to improve the
accuracy of the performance predictive model used online. In practice, it uses the measurements
and the model obtained on a source input (offline) to reduce the budget needed to train a model
on another input, the target input (online). In the rest of the evaluation, we implement the
transfer approach Model Shift [26].

Supervised - Offline (& Online). Here, we consider supervised learning models trained in
an input-aware manner [68, 38], i.e., supervised offline leverages input properties as part of the
dataset in addition to the classical measurements of configurations. Then there is no additional
performance measurement of configurations at run time or prediction time, the “offline model”
is simply reused for any input. It results in a negligible online cost.

Supervised - (Full) Online. Supervised online models require to compute and gather the
performance measurements of configurations for each new input at run time or prediction time.
It corresponds to the traditional baseline of the literature when a prediction model is learned
from scratch for any change in the “environment” (new version, hardware, or input). Note that
this approach can be very costly for end-users.
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Separation Training-Test

We randomly split each set of configurations into a training and a test part for various
training proportions – from 10% to 90% of the configurations used in the training set. The
training set is available for data selection and training of the models, whereas the test set is
purely dedicated to evaluate the trained models. To avoid biasing the results with different
samplings of configurations, we fix the random seeds so the different techniques work with the
same training and test sets.

Approach Offline Cost Online Cost Accuracy
Supervised Online *** ***
Supervised Offline *** *
Transfer Learning *** * ***

Table 8.2 – The approaches and their costs - * = low, *** = high

8.4 Selecting Algorithm (RQ1)

The production of a relevant performance prediction model involves the selection of the most
appropriate algorithm for that task. Therefore, we first ask RQ1. How to compare differ-
ent machine learning algorithms for establishing a relevant performance prediction
model? In order to address this question, we quantify the errors and the benefits of tuning
hyperparameters of several relevant algorithms used in the literature. We also compare these
results with a non-learning approach to the problem, used as a baseline for comparison. We
decompose RQ1 into three different questions.

Protocol

Why using machine learning?

Our first goal is to state whether machine learning is suited to address the performance
prediction problem. To assess the benefit of using machine learning, we compare the Average
baseline to different learning algorithms. We implement them in an online setting, i.e., we use
the supervised online approach; given the input of the user, we want to estimate its performance
distribution. This is a prediction for one input at a time.

Which machine learning algorithm to use?

This evaluation is also the opportunity to compare these learning algorithms and search
the one outperforming the others. We also study the evolution of their prediction errors with
increasing training sizes. We consider those listed in Section 8.3. After training them on the
training set, we predict the performance distribution of the test set and compute the prediction
error. We repeat it for all combinations of system, input, and performance property. As prediction
error, we rely on the Mean Absolute Percentage Error [19]. In Figure 8.4, we display the average
MAPE values (y-axis) for various training sizes (x-axis).
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What is the benefit of hyperparameter tuning?

Finally, we want to estimate how much accuracy we could expect to gain when we tune
the hyperparameters of learning algorithms. To do so, we rely on a grid search [205] for hyper-
parameter tuning. We compute the training durations and prediction errors of these learning
algorithms, with and without tuning their hyperparameters, and report the average difference
for both.

Evaluation

Why using machine learning?

Figure 8.4 shows the benefits of using machine learning compared to the Average baseline.
It appears that machine learning techniques clearly outperform the average performance value
predicted by the baseline for all training sizes. The key indicator to study is the evolution of
errors with increasing training proportions; while the baseline’s accuracy does not progress with
additional measurements, the learning algorithm improve their prediction, from 12% to 3% error.

Figure 8.4 – Which (learning) algorithm to use?

Which machine learning algorithm to use?

While machine learning is generally beneficial, the prediction quality varies between the
different algorithms. For instance, OLS Regression generally leads to bad results, e.g., 28% of
error with 10% of the configurations. Unlike the OLS regression, tree-based learning algorithms
take advantage of the addition of new measurements. For a budget of 50% of the configurations,
their median prediction goes under the 5% of error, which is encouraging. We want to emphasize
that this result of 5% is only valid in average; the prediction will be better for few software
systems, e.g., imagemagick or x264, but will not stand for others, e.g., lingeling or poppler.
Though there is no big difference between these three learning algorithms, we observe slightly
better predictions for Random Forest compared to Decision Trees, and for Gradient Boosting
compared to Random Forest.
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What is the benefit of hyperparameter tuning?

Our results found that hyperparameter search improves the MAPE result on average by
8 ± 16% within a range of 3 → 37% but also requires on average 120 times more training time
when doing a grid search of estimator parameters. It is to be noted that is an improvement in
percent, not percentage points. While the exact overhead of hyperparameter search is dependent
on the number of configuration options of the model and the search method, we note that the
overall benefit on the datasets is limited. This is especially confirmed by the observation that
the best found hyperparameters were changing depending on both the system and the size of
the training dataset. For simplicity of the setup, the rest of the evaluation uses the default
parameters of each model, if not otherwise noted.

RQ1. How to compare different machine learning algorithms for establishing
a relevant performance prediction model? Machine learning is suited to address the
performance prediction problem. We recommend tree-based learning over OLS Regression.
These tree-based algorithms reach decent levels of errors with reasonable online budgets,
between 5% and 10% relative error for most of the cases, and potentially improved by 8%
when tuning their hyperparameters.

8.5 Selecting Inputs (RQ2)

RQ1 studies the effectiveness of machine learning. However, different ways of selecting in-
puts during the data collection or different number of inputs could alter the accuracy of the
final performance model. Then, we address RQ2. How to create an appropriate dataset
for training a performance prediction model? Prior to the prediction, we have to select a
list of inputs whose measurements will constitute the training dataset. We call this process in-
put selection. RQ2 investigates what choice of input selection technique (e.g., all inputs, random
selection of inputs, most diverse inputs, etc.) leads to the best results in terms of performance
prediction. Depending on the offline budget of our users, we propose and compare various tech-
niques of input selections. We separate RQ2 into three different questions.

Protocol

How many inputs do we need to learn an accurate performance prediction model?

From the perspective of a user in charge of the training, adding an input to measure incurs
a computational cost and should be justified by an improvement of the model. So, what is the
effect of adding new inputs on the accuracy of performance prediction models? How many inputs
do we need to reach a decent level of accuracy? We aim at minimising the number of inputs
used in the training while maximising the accuracy of the obtained model. To do so, in this part
of the evaluation, we train different performance models using various numbers of inputs and
compare their prediction errors.

Then, once the number of inputs is fixed, we search if there is any benefit in precisely and
methodologically selecting the inputs for data collection and model training. Does it bring any
improvement over random selection of inputs? Do the different inputs used in the training set
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change the final performance prediction accuracy? Depending on the offline budget of the user,
we have different objectives.

How to select the input data for an offline setting?

If the offline budget is consequent a.k.a. the offline setting, the goal is to constitute a repre-
sentative set of inputs to learn from, in order to build a performance model that will generalise
as much as possible. We care about selecting diverse and representative inputs, in order to pre-
dict accurate results whatever the input data. For this setting, we compare the following input
selections:
1. Random - Using a uniform distribution to decide which inputs should be included in the

training;
2. K-means - Based on the properties of the different inputs, we apply K-means clustering to

differentiate clusters of inputs with distinct characteristics. To increase the diversity in the
selection, we then pick the inputs closest to the centre of the clusters;

3. HDBScan - Similar to the previous technique but with another clustering algorithm, namely
the HDBScan, using density-based instead of means-based 2;

4. Submodular (Selection) - This technique computes a similarity matrix between the different
inputs of a software system and optimises facility location functions to choose a representative
set of inputs.3

For this offline setting, we implement the supervised offline approach with a Gradient Boosting
(best in Section 8.4). Once the input selection technique chose the input, we include all related
measurements in the training set. The test set is then composed of the measurements of all
other inputs, not selected. To avoid biasing the machine learning model with different scales
of performance distribution, we choose to standardise [190] all performance properties. But it
has a drawback: since their values are close to zero, it artificially increases the MAPE values.
To overcome this, we switch to the Mean Absolute Error (MAE) [19]. Since the performance
property is standardised, we consider that models with MAE values inferior to 0.2 are good – way
better than the expected average distance 2

π ≃ 1.13 [206] between two points selected uniformly.
We repeat the prediction 20 times and depict the average MAE (y-axis, left) in Figure 8.5 for
different input selection techniques (lines) and number of inputs (x-axis) on a per-system basis.
We added the number of training samples (y-axis, right). Except for gcc and xz, x-axis are in
log scale.

How to select the input data for an online setting?

If the offline budget is low, a.k.a. the online setting, then we must be efficient and focus on
predicting the performance distribution for the current input of the user. For this setting, we
implement a transfer learning approach: the input of the user becomes the target input, and
the candidate input to select the source input. In this online setting, the goal of input selection
becomes to find one good source input that is as close as possible to the current input of the
user - in terms of characteristics and performance. The choice of a good source should improve

2We rely on this implementation: https://hdbscan.readthedocs.io/
3We rely on this implementation: https://apricot-select.readthedocs.io/
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Figure 8.5 – Offline Setting - Influence of input selection and the number of inputs.

the performance prediction of the transfer learning approach [137]. We propose the following
input selections:
1. Random - Same baseline as in the offline setting;
2. Closest (Input) Properties - Two inputs sharing common characteristics might also share

common performance distributions. Following this reasoning, to improve the performance
prediction, we have to select an input whose properties are similar to the current input’s
properties. To do so, we compute the MAE between the properties of the current input and
the properties of all the candidate inputs. We pick the input obtaining the smallest MAE
value;

3. Closest Performance - We use the few measurements already measured on the current input.
For these, we compute the Spearman correlation between the performance distribution of the
current input and all the candidate inputs. Finally, we select the candidate input with the
highest performance correlations;

4. Input Clustering (& Random) - With the help of a K-Means algorithm, we form different
clusters of inputs based on their properties. We randomly pick a candidate input in the
cluster of the current input.

For this question, we use Gradient Boosting. We display the median MAPE results over 10
predictions for all software systems, performance properties and number of inputs in Table 8.3.

Evaluation

How many inputs do we need to learn an accurate performance predictive model?

Measuring inputs differs across software systems: measuring 5 inputs represents 5∗201 = 1005
configurations for x264 but only 5 ∗ 30 = 150 for xz. Figure 8.5 shows that the performance
model reaches its lower error threshold when considering about 20 inputs. Results are thus easier
to interpret on systems with more inputs compared to gcc and xz. There exists however more
difficult cases, e.g., Node.js and poppler, in our experiment that might require more inputs to
improve the accuracy of the prediction. To get a consistent prediction, we recommend the user to
measure at least 25 inputs with a sufficient number of configurations per input, see Section 8.5.
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How to select the input data for an offline setting?

As a reminder, in the offline setting, we seek to train a generalized model for all inputs; the
selected inputs are supposed to be representative of the diverse set of inputs to be expected during
deployment. Figure 8.5 presents our results. As expected, with an increased number of selected
inputs, the influence of the input selection decreases. The input selection is especially important
for small numbers of inputs. The evaluation shows that our techniques kmeans, submodular
and hdbscan fail to beat the random baseline when selecting the inputs prior to the training
of the model. There is no clear outperforming technique of input selection. These results could
be explained by multiple factors: (1) the input properties processed by the input selections are
not sufficient to differentiate the inputs (2) our baseline focuses on selecting different profiles of
inputs, while it may be more efficient to select a set of average-like inputs. Out of this result,
we advise keeping it simple and to adopt the random baseline. We challenge researchers to beat
random.

How to select the input data for an online setting?

Input Selection MAPE (%) Training Time (sec)
Random 5.22 0.02
Closest Properties 4.17 0.05
Closest Performance 3.82 0.07
Input Clustering 4.70 0.02

Table 8.3 – Online Setting - Influence of input selection

As a reminder, in the online setting, we specifically build a model for the current input
and select a similar input to transfer the knowledge from. Table 8.3 details the results of the
different input selection. Unlike the offline setting, our input selection techniques were able to
beat the random baseline, the best input selection technique being the Closest Performance
with an average MAPE around 3.8, followed by the Closest Properties (4.2) and the Input
Clustering (4.7). Wilcoxon signed-rank tests [175] (with significance levels at 0.05) confirm that
predictions related to different input selections are significantly different from those using the
random baseline: p = 0.0 for Closest Performance, p = 1 ∗ 10−184 for Closest Properties and
p = 1 ∗ 10−27 for the Input Clustering. Therefore, and to continue to provide guidance for users,
we advise using the Closest Performance to select the input in an online setting. But beyond
the raw comparison of error values, beating the Random baseline with the Closest Property
technique is a strong result. Empirically, it validates that these input properties are valuable to
compute and should be included in the models to improve the machine learning prediction. The
evaluation shows that training times are negligible.
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RQ2 - How to create an appropriate dataset for training a performance pre-
diction model? In an offline setting, we recommend to select at least 25 inputs using a
uniform distribution to pick the inputs, i.e., the random baseline. In an online setting, we
recommend to use the performance correlations technique, gaining about 1.4 point of error
compared to a random selection of inputs. Our results empirically validate the use of input
properties when predicting performance of software systems.

8.6 Selecting Configurations (RQ3)

Since inputs and configurations interact with each other to change software performance,
input selection is sensitive to the sampling of configurations i.e., in the way we select the con-
figurations used to feed the model. In this section, we vary the budgets of (1) inputs and (2)
configurations used to constitute the training set fed to the model. The red thread of this section
is the following question: RQ3. How does the number of measured configurations affect
the performance prediction model? To answer RQ3, we train performance models fed with
different numbers of inputs and budgets of configurations.

In this research question, we compare the accuracy of models according to the numbers of
inputs and configurations used during their training, answering these questions:

Protocol

What is the best tradeoff between selecting inputs and sampling configurations?

For a fixed number of configurations, we study the evolution of the accuracy with the number
of considered inputs. Is it better to measure lots of configurations or numerous inputs? Since the
evaluation is designed to improve the generalization of the model, it mostly relates to models
trained in an offline setting. Therefore, we implement the supervised offline approach, fix the
algorithm to Gradient Boosting and use the random baseline as input selection technique.We
repeat the experiment 20 times. In Figure 8.6, we depict the MAE (colour) for various numbers
of inputs (x-axis) and configurations (y-axis).

How many configurations should we select to accurately predict performance?

Rather than just selecting the inputs, we want to understand the effect of the existing
interactions between the inputs and the configurations on the performance model. How does the
budget of configuration affect the prediction of the model given a fixed number of inputs?

Evaluation

What is the best tradeoff between selecting inputs and sampling configurations?

According to Figure 8.6 results, diversifying the inputs seems to be more effective than
selecting different configurations to train an input-aware performance model. But for a fixed
budget of inputs, there is a slight improvement of accuracy when increasing the number of
configurations. As a result, both should be combined to obtain the best possible model. Overall,
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Figure 8.6 – Error of performance models (low MAE = better) according to different budgets
(inputs & configurations).

the ideal budget – both in terms of inputs and configurations – highly depends on the expected
level of errors combined with the difficulty of learning predictive performance model for the
software under test. For instance, predicting performance of imagemagick is relatively easy, with
an average MAE value at 0.06. For this software system, picking 25 inputs is almost already a
waste of resources, we do not need that much data - 5 inputs is already enough with 30% of the
configurations. Other systems are harder to learn from e.g., lingeling with an average MAE of
0.76. For these, we recommend increasing the number of inputs and configurations. The MAE
obtained on the training set should be used as a proxy to estimate the difficulty of predicting
the performance of the software under test. The greater its value, the greater the budget needed
to learn an accurate model.

How many configurations should we select to accurately predict performance?

We advise to use in average 50 configurations per input - about 30% of configurations for
most of systems. After this amount of configurations, the progression of the error level when
increasing the number of inputs is stabilising: the model has enough information to be generalized
to unseen configurations. To give concrete numbers illustrating the cost of measuring this budget
of configurations for one input, 50 configurations are measured in about eight minutes for x264,
in about six minutes for imagemagick or in about ten seconds for gcc.

RQ3 - How does the number of measured configurations affect the performance
prediction model? To learn an accurate performance model on our software systems, we
can advise to include at least 50 configurations per input. Users should adapt their budget
according to the prediction error obtained on their configurations.
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8.7 Selecting Approaches (RQ4)

Depending on the user profile, different trade-offs between offline and online budgets may be
sought. It is critical to determine which learning algorithm to select and with which expected
accuracy for each type of user profile. To this end, we ask the fourth and last question of this
chapter, RQ4. Which approach to recommend based on the user profile and need? To
concretely address it, we compare the state-of-the-art approaches listed in Section 8.3. The final
outcome of this research question is a set of rules deciding which learning approach we should
use to overcome the performance prediction problem depending on our constraints.

Protocol

Is it better to use the transfer learning or the supervised online approach?

Depending on the online budget of the user, it can be worth (or not) to transfer the knowledge
from one input to another. If the online budget is high, we guess there is no need to transfer, i.e.,
we do not use transfer learning. If this budget is low, we can benefit from the transfer learning
approach. How much online budget justifies the decision for transfer learning? To answer this,
we implement both approaches with different numbers of configurations on the target input.
We use Gradient Boosting and predict the performance spanning all systems and performance
properties. Due to outliers drastically increasing the average value, we compute the median
MAPE instead of the average. In Figure 8.7a, we display the MAPE value (y-axis) for different
budgets of configurations (x-axis).

Should we train performance models offline or online?

To answer this question, we compare the supervised offline approach to the supervised online
approach. We use Gradient Boosting as learning algorithms. To be able to compare them, we rely
on the MAE. We predict performance implementing both approaches and compute the MAE
value for different training size - varying from 10% to 90% of the configurations available per
input. In Figure 8.7b, we display the results for both approaches, i.e., the average MAE on all
software systems and performance properties.

Evaluation

Is it better to use the transfer learning or the supervised online approach?

With the input selection technique set to Closest Performance, the transfer approach always
outperforms the supervised online approach, as shown in Figure 8.7a. This strong result demon-
strates the importance of capitalising on the existing measurements, measured in an offline
setting. If we are able to create a representative sets of inputs for each software system, then the
transfer learning becomes the best approach to use. But since we pick the source input among
all the inputs of our dataset, we add the comparison of transfer learning with a random input
selection baseline, thus putting ourselves in the real situation of a user with a low offline budget
i.e., not able to select a good source input. Even in this case, we still outperform the supervised
approach for less than 55% of the configurations. But this transfer with random selection has an
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expiration date; after a training proportion of 55% - represented by the arrow on the graph, it
leads to negative transfer: the added measurements (of the source) become noisy data interfering
with the training of the target model. If the online budget is low, transfer learning should be
used. But with a huge online budget, it might be better to use the supervised online approach.

(a) Transfer Learning VS Supervised Online. (b) Supervised Offline VS Supervised Online.

Figure 8.7 – Errors of the different techniques when training input-aware models

Should we train performance models offline or online?

Figure 8.7b shows the evolution of the two supervised approaches, offline and online. The
first point we notice is the slow progression of the supervised offline approach, only from 0.37
to 0.30 between 10% and 90% of configurations. A possible explanation is that it is so hard
to generalise over the input dimension that it hides the benefit of adding configurations. While
when considering only one input at a time, this difference of performance distributions does
not bother the training of machine learning model. Nevertheless, comparing the raw numbers
provides a straight answer to the initial question: unless the online budget is really low, if the
choice between a supervised offline and a supervised online approach occurs, one should definitely
prefer the online approach. But this finding has to be contextualised. From the point of view
of the final user, an online prediction computing measurements will always last longer than an
offline prediction, using an already-trained model. As a consequence, users should always prefer
the online approach compared to the offline approach when they have an online budget (even a
small one). The supervised offline approach should be adopted for lack of a better solution, as
the last approach to implement when users cannot afford to measure configurations in an online
setting.

RQ4 - Which approach to recommend based on the user profile and need? We
are able to (1) train input-aware performance models and (2) recommend users learning
approaches adapted to their offline and online budgets.

8.8 Discussion

Each part of the evaluation provides a recommendation for our three user profiles defined in
Section 8.1.3, depending on the trade-off between their offline and their online budgets in Ta-
ble 8.1. This discussion summarizes our findings while answering RQ1 → RQ4 and turns these

122



Train Input-aware Performance Models

findings into recommendations and actionable rules, thus guiding the user to solve the perfor-
mance prediction problem. How to help users predicting their software performance,
whatever be the input data and their configuration?

Depending on the available online budget, we distinguish the following cases:

— If the user has a high online budget (e.g., User C) we recommend using the supervised online
approach (Section 8.7) with a Gradient Boosting Tree implementation (Section 8.4) and tuned
hyperparameters (Section 8.4). In that case, users can expect low prediction errors - under 5%
most of the time;

— If the user has a low online budget, we can also recommend the supervised online approach
but cannot guarantee outstanding performance estimations e.g., 12% of errors with 10% of the
configurations. But in this case, if a representative set of inputs has already been measured i.e.,
with a big offline budget (as for User B) we recommend using the transfer learning approach
(Section 8.7) with a Gradient Boosting algorithm and using the closest performance input
selection technique (Section 8.5). Our experiments show that the performance predictions of
User B, whom is counting on inputs in an offline setting, will outperform the online predictions
of User C whatever be the budget of configurations - under 3% of error (Section 8.7) for
reasonable budgets of configurations;

— If the user has no online budget (e.g., the User A), then the available offline budget is key. If
the offline budget is low, there is no silver bullet: since we cannot guarantee low errors with our
models, it is probably better to avoid predicting than providing a poor estimation of software
performance. If the user can benefit from numerous inputs e.g., more than 25 (Section 8.5),
then we can advise to use the supervised online approach (Section 8.7) implementing a Gradient
Boosting algorithm and with a random selection of inputs (see Section 8.5). We expect an error
level around 8% and 10% depending on the number of measured configurations per input.

Figure 8.8 summarises these rules of thumb into a flow diagram. We also depict likely loca-
tions of users A, B and C at the end of the decision process, based on our previous recommen-
dations, as well as the expected relative errors.

As a limitation of our work, we highlight that it is difficult to learn the performance dis-
tribution for a few software systems e.g., lingeling, poppler, and even Node.js For these
systems, the prediction errors are above 20% when implementing a supervised offline approach
with tight budgets of configurations or inputs. Though, note that the average results may not
exhibit this issue. Note also that if these rules are applied on a concrete case, a consequent effort
in terms of measurements is then requested i.e., to measure more than the general and averaged
threshold of 25 inputs. The requested amount of inputs on a per-system basis is documented in
the companion repository of this chapter.4

8.9 Threats to Validity

A first threat to validity relates to the input properties computed in Section 8.2. Since we
are not domain experts of each of the eight software systems considered in this experiment, we
cannot validate the construction of such properties, i.e., it is likely that there is an opportunity

4See https://github.com/HelgeS/variability/tree/data/src/when_to_stop_measuring_inputs.ipynb
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Figure 8.8 – Lessons Learned - A flow diagram for users

to craft more expressive input properties. To the best of our knowledge, which input properties
to use in order to improve the performance prediction remains an open and unanswered question.
Furthermore, we neglect their computational cost; this can threaten the results of Section 8.5 or
overestimate the benefit of the supervised offline approach. A second threat to validity is related
to the randomness in machine learning methods, subject to modifications in their predictions.
To reduce these stochastic effects, we (1) fix the random seed to feed the same training and test
sets to all models and have comparable results and (2) repeat the experiments 20 times.

8.10 Conclusion

Due to the interactions between inputs and configurations, predicting the performance prop-
erty of a software system whatever the input data is non-trivial. In this chapter, we propose
to train input-aware performance models i.e., performance models that work whatever the in-
put data. We empirically evaluated the effectiveness of different machine learning techniques
compared to these techniques. In terms of deep variability, it is a first step towards embedding
deep variability into performance models, it pushes a bit the limit of performance modelling,
including the input data as part of the model (in addition to the configuration options).

It is also the occasion to propose to evaluate the cost of performance models differently
according to their offline and online costs. The distinction between offline and online in our
context relates to the time when measurements are made and used for training. The offline
setting resembles the standard supervised ML approach: an initial dataset of representative
measurements is collected, and the prediction model is trained. It is then used for predictions
on any input without changes. This is useful when the user has only a small budget and cannot
make additional measurements at prediction-time. This is different in the online setting. Here we
can start from the previously trained model, but can also sample additional measurements for
the specific input of the user and use those to fine tune the model. The number of measurements
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depends on the budget. That is, in the online context we can perform additional learning after
deployment and during the model’s use, similar to the online learning setting in ML.

This chapter empirically proved that measuring performance of configurations on multiple
inputs allows capitalising on this knowledge and to train performance models robust to the
change of input data. Offline learning can build configuration knowledge that pays off and
benefits to online learning when a new input needs to be processed. We emphasized the need to
compute relevant input properties to discriminate the different inputs fed to software.

We gave practical and concrete recommendations to users based on their constraints and
resources. According to their offline and online budgets, we recommend them to use different
performance models: (1) transfer learning if they have a high offline budget and a low online
budget, (2) supervised learning with measurements computed on the current input if they only
have high online budget or (3) supervised learning on a representative set of inputs and their
properties if they have only high offline budget.

Reproducible Science

All the scripts, procedures and containers are available in https://github.com/

HelgeS/variability/tree/data, working on the dataset collected in Chapter 4
(page 50). We also pushed a container in dockerhub (see https://hub.docker.com/

r/anonymicse2021/x264_monoconfig) and store the related source code to allow modi-
fications.
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Chapter 9

CONCLUSION AND PERSPECTIVES

9.1 Conclusion

In this thesis, we introduce the concept of deep variability, defined as the numerous existing
interactions between the software layer and the rest of the software stack altering the resulting
software performance distribution. We claim that deep variability represents a major threat to
the applicability of performance models.

To support this (strong) claim, we demonstrate that those interactions (1) exist and (2) are
not always trivial to handle i.e., not linear, as it is often supposed and presented in the state of
the art. Besides the motivational examples proposed throughout the document, we empirically
and systematically demonstrate the existence of deep variability by studying two factors of the
software environment. In Chapter 4 (page 50), we first show the complexity of some interactions
between input data and (configuration) options fed to software systems. We prove that depending
on the variety of inputs fed to software systems, the resulting performance distribution will not
be the same. In Chapter 5 (page 66), we then apply a similar protocol to exhibit other existing
interactions between compile-time and run-time configurations.

All cases are not always problematic to handle. To present our results in a transparent
manner, we depicted the measurements made in the context of this thesis in Table 9.1. Each line
corresponds to a couple of software system and a performance property. Each column represent
a factor or a layer of the software environment. At the intersection, we apply the following code:
the gray areas represent what we did not measure, we did not vary the environment factor for
this software system and this performance property; ✓ indicate simple cases of interactions,
often just a difference of scale, but with high and positive correlations between the performance
distributions and a similar effect of options; x indicate that it is generally simple to handle this
kind of environment change, as the ✓ signs, but we identified corner cases that could occur;
N indicate that complex interactions are often observed for this factor, making performance
distributions unstable and difficult to predict with weak performance models.

In terms of results, we retrieve only simple cases of interactions for the hardware layer,
which is consistent with conclusions of other papers [26], but this should be cross-checked and
confirmed with more measurements. The Operating System (OS) layer has not been studied
(yet) and left as future work. Results on MongoDB tend to confirm that software evolution makes
the performance distributions unstable and hard to predict [138, 207]. The compile-time layer is
generally simple to handle, except for nodeJS and the size of poppler for different inputs. The
input data is generally unstable and should deserve to be carefully benchmarked, because most
of the software system are sensitive to inputs i.e., their performance distribution vary with the
inputs they process.

126



Conclusion and Perspectives

System Performance Hardware OS Evolution Compile time Run time Input Data
gcc ctime N ✓
gcc exec N N
gcc size N ✓

ImageMagick size N ✓
ImageMagick time N ✓
lingeling #confl. N x
lingeling #reduc. N x
MongoDB various x N x
nodeJS #operations/s N N x
poppler size x N x
poppler time ✓ N N
SQLite q1 N x
SQLite q15 N x
x264 cpu ✓ ✓ N ✓
x264 fps ✓ ✓ N ✓
x264 kbs ✓ ✓ N N
x264 size ✓ ✓ N N
x264 time ✓ ✓ N ✓
x265 cpu N ✓
x265 size N N
x265 time N ✓
xz size ✓ N ✓
xz time ✓ N ✓

Table 9.1 – Performance Evaluation of Deep Variability (N complex cases, x only few interac-
tions, ✓ linear or no interaction)

Complex cases of interactions between the software layer and the rest of the stack increase
the — already — difficult task of configuring software systems. With different software environ-
ments, the effect of configuration options can change. As a consequence, it can be beneficial to
activate an option for an environment, but not for another one. With different software envi-
ronments, the influence of configuration options can vary. As a consequence, an option can be
critical to leverage for an environment but irrelevant to leverage for another one. With different
software environments, the order or ranking of configurations to obtain a performance goal can
be different. As a consequence, the best configuration for an environment will not be the same
for another environment. Also, the default configuration can not be estimated just once for all
environments. As each user possesses its own software environment, configuring the software
layer cannot be achieved by only looking at the performance of configurations in one environ-
ment, but rather with their performance distributions in different environments. Alternatively,
the chosen configuration could be adapted to the final user.

Depending on the nature of interactions, different solutions can be suited to configure soft-
ware systems. If the interactions are only linear (✓), the effect and influence of options remain
the same, as well as their rankings. As a result, the configurations can be directly reused across
environments and there is no need to reconfigure anything. If there exists few interactions (x),
the effect and influence of options are generally stable, but we exhibit few examples of interac-
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tions. In this scenario, we advise to check the stability of results with few measurements before
blindly applying the default configuration. If complex interactions occur (N), we advise to use
more advanced techniques (e.g., self-adaptive systems) to find the best configuration for the
current environment.

Deep variability highlights the limitations of the current practice of performance models.
For instance, in the case of the input layer, performance models trained with one input can
not always be reused on another input, because the effects of options captured by the machine
learning may vary across inputs. If we can not predict the input chosen by the end-user, we
will not be able to propose him a performance model suited to her case. Through a literature
review, we also identified multiple research papers affected by this issue. The same can apply
with the compilation layer; a performance model trained with a software system using the default
compile-time can not generalise over the same system compiled with fancy compile-time options.
To generalise what has been learnt on these two cases, if the effects and importance of options of
a system are changing with their environment, the performance models should be either adapted
or re-trained according to the software environment. For developers and researchers, it implies
that we should not provide a unique performance model per system and performance property.
It even implies that we cannot document or interpret the effects of options without specifying
the used environment.

However, we do believe that researchers should not give up on performance models and
rather improve them with deep variability in mind.

To mitigate the previous limitations, Chapter 6 (page 84) proposes techniques to group
together environments that share similar performance distributions. This permits the reduction
of the number of performance models needed to cover all the environments and thus the cost
of benchmarking environments when studying the deep variability of a software. Chapter 7
(page 95) also shows that measurements and performance models can be recycled across different
software systems. Giving a second life to these measurements allows to counterbalance the
drawbacks brought by deep variability.

Related work has proposed transfer learning techniques to handle environment changes.
Indeed, those techniques are suited if the end-user has some time to compute additional mea-
surements i.e., in an online setting. However, if the user is impatient or just not able to wait for
additional measurements i.e., in an offline setting, we propose to revisit contextual performance
models, including the properties of the environment (like the properties of inputs as in Chapter 8
(page 108) or the return of a lscpu command) as part of the data processed by the performance
model. In addition, these models are trained once and for all, and valid for all the possible
environments (in our case all the possible inputs), which shows we are able to push a bit the
limits of performance models. We believe that training contextual performance models instead
of performance models is a cheap way to embed deep variability directly in performance models
and hope it will soon be adopted by the community. We present encouraging results on the input
data layer, showing that contextual performance models are competitive with transfer learning
when the online budget allocated to the target environment is very low i.e., if the end-user is
not patient enough to measure new configurations.

Depending on the nature of interactions, various solutions can be suited to train or adapt
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performance models when the software environment is changed. If the interactions are linear
(✓), only the scale of the new performance distribution has to be estimated, which can be
performed with only few additional measurements (i.e., a calibration phase) or even with the
properties of the environment. Once it is done, the initial model can be reused, just by changing
the scale of estimation. It is an encouraging result, because most of the cases do not require
any additional training. If there exists few interactions (x), transfer learning techniques might
be adapted to update the performance model based on the observed differences with an existing
model. If complex interactions are acknowledged (N), different approaches can be applied. If
there is no (or a very low) budget to measure additional configurations, contextual performance
models might be the best solution to apply. Though they are not as accurate as transfer learning
in our experiments for consequent budgets, it is, to the best of our knowledge, the only attempt
to build a general model working whatever the configuration and the environment. If there is
a consequent budget to measure additional configurations, transfer learning techniques might
work, up to the point where there is nothing left in common between the source and the target
environment. Grouping together the environments with similar performance profiles can be used
to choose the best source environment and thus extend the scope of transfer learning.

9.2 Perspectives

Then, we detail few other research directions related to deep variability.

9.2.1 Estimate the Uncertainty of Scientific Results

In the configurable system area, we define this deep variability issue as an extension of the
software variability, the software being our core of study. But software systems are also used as
tools in other domains (biology, physics, chemistry) by other researchers, already struggling with
software variability. Typically, they want to ensure the robustness of scientific results. To this
matter, if changing a configuration of the software system in their protocol is also changing the
results, it might soon — if not yet — become a recurrent threat to validity for their experiment.
We believe deep variability further exacerbates the problem. Identifying the influential layers of
deep variability is especially relevant for them, to understand what are the factors they should
change, as opposed to the ones they can set once and for all.

If there is no interaction in the remaining variability layers that are not changed in the paper,
it does not matter, because the results will hold whatever the executing environment: modulo
the scale of the measurements, the general trend and main outcomes should not change. But if
interactions happens, different conclusions can be drawn out of the same protocol, simply applied
in different research teams with different working conditions [208]: versions [207], compiler [209],
operating systems [210], etc.

For this reason, we think that increasing our knowledge of deep variability will strengthen the
confidence we can put in research results. Moreover, we could quantify the uncertainty associated
to a scientific conclusion, based on the software, the environments and the performance property
they are considering.

For instance, we could address the following research questions, trying to estimate the general
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impact of deep variability on other fields of science using software systems:
RQ1 - Can we estimate the proportion of scientific results are affected by the choice of

software environment?
RQ2 - To what extent are scientific protocols sensitive to deep variability? Is it possible to

estimate how much of the variability of the procotol is due to deep variability?

9.2.2 Towards Collectively Defining a Dataset for Deep Variability

In the current practice of research, each paper defines and implements its own measurement
process. For instance, in the performance modeling community, before actually training the
performance model, the vast majority of papers propose another dataset designed to address
their current problem (see the explanations related to Table 2.1 on page 33). In many aspects,
it contributes to open science and it is truly a valuable contribution to improve, dataset after
dataset, our understanding of the software.

Because testing all possible combinations of hardware platforms and operating systems has a
huge cost, researchers — including us — often only compute measurements on a simple hardware
model with one operating system, which is methodologically sound, convenient to produce fast
and reliable results and ease the comparison of the different results obtained during the protocol
evaluation. It would not be a problem if the datasets related to different papers were comparable.
But since we all start from scratch, we often select (1) our subject systems, even if some common
software systems are reused from papers to others (2) our configuration options and arbitrary
associated values, as well as (3) different sets of inputs fed to the configurable systems.

This perspective addresses a message to configurable system researchers, but could also
resonate in other community. To avoid making more complex the (already consequent) deep
variability problem, it might be beneficial to define what we would call the "Hello World" dataset
of deep variability. This dataset could be the result of discussions between researchers, agreeing
on (1) the subject systems to include in the protocol (2) the configuration options and the related
configurations to measure (3) the set of inputs to benchmark. If we construct such a dataset, it
would be simpler to compare the effects of the other variability layers, because we control the
inner variability of "Hello World" dataset i.e., the software variability related to each system
and its options, as well as its input sensitivity if any.

Historically, we believe that the SPLConqueror [72, 13] initiative was targeting the same
objective. To recall, Siegmund et al. provided a dataset of measurements — likely the mostly
reused in the community — as well as a framework simplifying the way to sample configurations
and to train performance models. In other words, this perspective could be seen as a revisit of
the SPLConqueror initiative with the deep variability problem in mind. First, we want to define
this "Hello World" dataset, with the same systems, configurations and inputs to test software
variability in a known context, as they did it ten years ago. If the principle is applied, it allows
to collectively test different environments using this "Hello World" structure. After that, we can
also extend the SPLConqueror tooling to add the possibility to benchmark this "Hello world"
dataset in different operating systems and in different environments. Paper after paper, it would
allow to collectively tackle deep variability, without putting the cost of measuring all the layers
on one or two groups of researchers [25, 26].
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This perspective is mostly a human issue, we can not propose it alone. To ensure this is a
relevant issue and that the resulting guidelines should be followed by a majority of researchers
in our domain, this problematic should probably be discussed during several workshop sessions.
However, there are also underlying scientific problematic to address:

RQ1 - How to choose the different software systems to consider as part of this collaborative
dataset? In an ideal situation, they would be cheap to compute e.g., selecting x264 rather
than x265 according to the results of Figure 7.3 (page 98) and already known and used in the
community.

RQ2 - Once the software systems are chosen, how to select the configuration options and to
sample the configurations? Between the different papers, this choice can vary, maybe resulting
in different results.

RQ3 - How to select a good benchmark of inputs for these systems and these configurations?
This thesis might be helpful here, especially the results of Chapter 4 (page 50) and the procedures
of Chapter 6 (page 84).

9.2.3 Mining Open Data to Infer Information related to Deep Variability

To complete what can be inferred out of measurements, another idea is to mine the web to
find additional information helping us in increasing our understanding of deep variability.

For instance, as part of our experiments on x264, we mined its commit messages out of the
Git repository. Some of these messages show that developers have a fine-grained domain expertise
of input sensitivity.1 These commits contains information that we could use, sometimes linking
the effect of configurations options to few inputs or giving information complementary to the
documentation regarding the effect of options on performance.2

Also, constraints or bugs related to deep variability can be found in forums, where users try
to find solutions and actually connect with domain and software experts. Even if we can not
assess of their validity, it can provide insights on the influential layers altering some performance
properties of software systems.3 It represents an alternative to the (costly) measurements to list
the existing interactions between the different layers of the software environment.

Another source of information are the initiatives collecting and publishing data online. To
give an example, by web scrapping the website openbenchmarking.org, we were able to train
a ML model predicting the performance of the default configuration of x264 based on the
hardware properties (amount of L1 cache, RAM, etc.) of the hardware platform executing it.
More details about this experiment can be found in Section 9.4 (page 136). This accessible
contextual information allows us to take shortcuts when combined with a knowledge of deep
variability. For instance, if we know for sure that the hardware layer is only interfering with the
software in a linear way, when transferring the performance model from one hardware platform

1See the resulting commits at https://github.com/llesoil/input_sensitivity/blob/master/results/
systems/x264/commits_x264_IS.png

2Respectively two examples at https://github.com/mirror/x264/commit/
f30aed6d810ef408cbf19cc6760605b0b87cbfde or https://github.com/mirror/x264/commit/
76a8276f19ca5b01b3d54858cfc95ddc20fb2a71

3See for instance the post at https://forums.tomshardware.com/threads/
problem-with-rx-580-encoding-x264.3590209/ or in the same vein this one https://www.reddit.com/
r/Twitch/comments/t4s9eo/hardware_amd_vs_software_x264/
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to another, the only thing we have to do is to estimate the scale of the distribution. This could be
done with the information extracted out of this website instead of having to compute additional
measurements, thus sparing time and resources.

For some of them, it is yet unclear how to include these rules, constraints or estimations
as part of the performance models in a systemic manner, but at least it represents an (almost)
costless source of exploitable information. We could address the following questions:

RQ1 - To what extent is the web informative to understand deep variability? Among the
documentation of software systems, the github issues and commit messages, the forums and the
open data initiatives, it is unclear what (1) is worth to extract and (2) should be trusted.

RQ2 - How difficult is it to automate this extraction and is it worth the cost of adding these
information in performance models?

RQ3 - How to build performance models capable of handling these various forms of data?
While it is clear for contextual-performance models working directly with environment prop-
erties, the current practice does not allow the integration of rules or insights directly in the
model.

9.2.4 Deep Variability-Aware Hacking

Security breaches can sometimes occur as a result of a very small vulnerability in the system,
like using a specific version of an operating system [211] or the use of a firmware not up-to-
date [212]. From the attacker’s point of view, it could be useful to detect the properties of the
environment to better identify potential vulnerabilities in the system [213]. On the contrary, for
a service provider it is preferable to hide to a potential attacker how the system is configured.
The less information the user has access to about how the system works, the less opportunity
they have to misuse that information, and the better the overall security of the system.

When the provider offers a service including a software system to users (potential attackers),
the latter might decide to use the observed performance of the service to detect properties of
the system, such as the software configuration used by the service or the computing power of
the server running the calculation. We believe that understanding software variability and more
generally deep variability could give the attackers insight about the overall configuration of the
environment executing the service, thus allowing him to exploit these pieces of knowledge for
more effective attacks. For instance, if a configuration is particularly resource-consuming, the
attacker could possibly shutdown a server with a minimal amount of requests.

This perspective proposes to study the feasibility of such an attack. Given a performance
distribution associated with software, configurations and an execution environment, the goal
would be to find (1) the configuration used by the software (2) indications on the execution
environment (estimate of the amount of RAM, the operating system used, etc.) (3) how many
requests or usage of the service the attacker needs to retrieve or estimate the properties of the
environment. We would address the following research questions:

RQ1 - What kind of useful information can we hack from the software stack? (e.g. the
computing power of the server executing the software system, the configuration of the software
system, etc.) We want to ensure that the understanding of deep variability can not allow to
retrieve a sensible information that can be exploited to find a security breach.
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RQ2 - How many calls do you need to have a good estimation of this information? As a
hacker, how to efficiently request the system so you retrieve its properties in as few calls as
possible?
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APPENDIX

9.3 The Phoronix Dataset
We present hereafter how we constitute the Phoronix dataset, extracted from the eponymous test suite. This

dataset gathers performance of Stock Keeping Units (SKU) i.e., hardware models on different software systems,
coming along with a detailed description of their characteristics.

About the Phoronix Test Suite.

Table 9.2 – The different benchmarks currently available to compare performance of SKUs.
Name the name of the benchmark. # SKUs the number of processors in the benchmark. #
Suites the number of software systems in the benchmark. Raw Perf is equal to Yes if and only
if the public benchmark provides raw data about SKU performance.

Name # SKUs # Suites Raw Perf. How do we use it?
AI-Benchmark 885 45 Yes Perf. prediction

GeekBench 178 27 Yes Perf. prediction
Phoronix 642 384 Yes Perf. prediction

SPEC CPU 638 28 Yes Perf. prediction
AMD Specifications 538 - No Fill missing data

CPU World 2500+ - No Add new features
Intel Specifications 535 - No Fill missing data

PassMark 3656 - No Add new features
Technical City 3516 - No Add new features
TechPowerUp 2434 - No Add new features

WikiChip 8000+ - No Add new features

The Phoronix Test Suite was created in 2008 by Michael Larabel. Its original purpose was to compare the dif-
ference of performance between SKUs. The Phoronix test suite offers a large choice of 384 suites: among them, git,
php, x264, numpy, etc. Each suite executes an algorithm or a software system. During this execution, it measures a
given performance property and stores its value. This suite is then executed on different hardware models, which
results in a performance value for each SKU. All these values are available online on the OpenBenchmarking.org
website, that we requested to create this dataset.

Dataset Construction
We build this dataset by cross-referencing several sources available online: the Phoronix database,4 Intel and

AMD specifications 5 and the TechPowerUp database.6 Most features of the final dataset directly come from the
Openbenchmarking website; to get them, we use web scraping on https://openbenchmarking.org/ pages. For
each platform, we store the returns of the lscpu and cat /proc/cpuinfo command lines informing e.g., # Cores
the number of cores, # Threads the number of threads per core, the clock frequency, etc. For each suite, if users
have tested it on their processor, we retrieve the average performance of this suite on this SKU.7

4See the Openbenchmarking initiative at https://openbenchmarking.org/
5See Intel https://ark.intel.com/ and AMD https://www.amd.com/en/products/specifications/

processors specifications
6See the TechPowerUp database at https://www.techpowerup.com/cpu-specs/
7See https://openbenchmarking.org/test/pts/x264-2.6.1 for an example of suite (here pts-x264) perfor-

mance distribution, each line is a different SKU
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Table 9.3 – The Phoronix Dataset Features. Name of the feature in the database. Description
of the feature. Data Type how the feature is encoded in our database. A concrete Example of a
feature set for a real SKU.

Name Description Data Type Example
Model Name of the Model One hot encode Intel Core i5-6500 CPU

Vendor id SKU Producer One hot encode Intel
Family Family of Processor One hot encode Intel Core-i5

Architecture CPU Architecure One hot encode x86_64
CPU id Level Code identifying CPU Level Integer encode 1

CPU CPU number Numerical 4
# Threads Number of threads per core Numerical 1
# Cores Number of cores Numerical 4

# Siblings Number of siblings Numerical 4
Core per Socket Core per Socket Numerical 6

Socket Socket Number Numerical 1
Numanode Non-Uniform Memory Access nodes Numerical 1
CPU MHz Clock Frequency (basis/min/max) Numerical 3200/800/3200
BogoMIPS Indicator of Processor Speed Numerical 6384

Caches Cache Size (L1d/L1i/L2/L3) Numerical 32/32/256/6144
Price Street Price ($) Numerical 129
TDP Thermal Design Power (Watt) Numerical 65

Process Lithography Process (nm) Numerical 14
Year Year of Release (YYYY) Numerical 2015

Performance 384 workload performance Numerical run time of 8 secs - ffmpeg

We complete this data with TechPowerUp by joining the two databases and manually mapping the identifiers
of the first to the second. Out of the TechPowerUp database, we extract the lithography process (nm), the Thermal
Design Power (TDP) and the release date (YYYY) of our processor models. For the hardware present in Phoronix
but not in TechPowerUp, we manually complete our search on the web.8 Then, we look for the market price for
each processor model and add it to the table with the help of online databases 9 or by manually searching for the
missing prices on online shopping sites. All features of the Phoronix dataset are summarised in Table 9.3 : last
column provides an example of such values for a real processor model.

Strengths and Limitation
The strength of the Phoronix dataset lies in the diversity of the software systems tested; 384 in total, which

is unmatched in the state of the art with respectively 27 and 28 software systems for GeekBench and SPEC .
The percentage of missing data is its biggest weakness: on average, only 10.3% of the 642 SKUs are measured
per workload, which makes the performance prediction more challenging. All the datasets used in this paper are
depicted in Table 9.2, as well as how we use them. Most of them are used to fill missing data and add new features
to the existing characteristics of SKUs.

9.4 Mine Open Data to Predict Hardware Performance
This subsection is a replication of the first part of [214]. There exists many websites comparing processor

properties. As a customer, we have access to plenty of technical details (e.g., cpu model, number of cores, etc.)
summarizing SKU properties, as those displayed in Figure 9.1. But this piece of knowledge does not provide us

8With the help of Technical City https://technical.city/en/cpu, WikiChip https://en.wikichip.org/
wiki/ and CPU World databases https://www.cpu-world.com/CPUs/

9See the PassMark price database https://www.cpubenchmark.net/cpu_list.php and the recommended
prices of Intel specifications https://www.intel.com/content/www/us/en/products/overview.html
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any number about the concrete usage of the processor executing a software. Instead, we want to transform these
properties into some valuable insights helping when making your choice of hardware. As depicted in Figure 9.1,
we address the following research question : Is it yet possible to predict hardware performance based on
its characteristics?

Figure 9.1 – Can we use SKU properties to predict their performance?

Protocol
To answer the previous questions, we train a supervised regression model on the Phoronix Dataset, taking

as input the specifications of a SKU and predicting the performance value of a software system executed on this
SKU.

Algorithms. To achieve this performance prediction, we rely on supervised learning techniques. Like the
original paper [214], we consider Linear Regression and (deep) Neural Network. We add three other algorithms;
Decision Tree, Random Forest and Gradient Boosting tree [19]. We use the implementations of two python
libraries : (1) Scikit-learn [215] for linear regression, decision tree, random forest and gradient boosting trees (2)
Keras with Tensorflow [216] as backend for neural networks.

Benchmarks. We systematically test the previous algorithms on the systems of four benchmarks: AI-Benchmark,10

GeekBench, Phoronix and SPEC CPU 2006 .11 In order to avoid biasing the results with software having not
enough measurements, we do not include those with less than 150 different SKUs.

Metrics. To evaluate and quantify the effectiveness of performance models, we choose the Mean Absolute
Error (MAE) [19] as metric.

Procedure & Code. For each system, we train the model with 90% of the SKUs and evaluate it on the remaining
10% i.e., the test set. We repeat this process 20 times, using a repeated random subsampling validation [218]
and report the average MAE value of the test set for this system. At this step, we obtain a prediction error
for numerous triplets of algorithms, benchmarks and software systems; finally, we compute the average error per
algorithm and benchmark. Procedures are freely available at https://github.com/llesoil/poc_phoronix

Evaluation
In Figure 9.2, we depict the resulting error when achieving this prediction with multiple algorithms. We also

show error differences when predicting the performances on Intel and AMD’s hardware platforms.
We were able to retrieve the results obtained by the original paper [214] for Geekbench and SPEC CPU ;

they are displayed in Figures 9.2a and 9.2b. For GeekBench, the neural network models do not converge with the
architecture proposed in the original paper. We also test other variants of neural network architectures without
success; since to the best of our knowledge, the code is not available and we got similar results with tree-based
approaches, we do not fix this bug.

Compared to the original experiment, we get a slightly larger error in average for Phoronix (MAE = 0.24
in Figure 9.2d) and AI-Benchmark (MAE = 0.26 in Figure 9.2c) while it was at 0.11 and 0.19 for SPEC and

10See more about the AI-Benchmark at https://ai-benchmark.com/ and in the related publication [217]
11For GeekBench and SPEC , we rely on the datasets used in the original study, see https://github.com/

Emma926/cpu_selection
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(a) SPEC CPU 2006 (b) GeekBench

(c) AI-Benchmark (d) Phoronix

Figure 9.2 – Average error (y-axis) when predicting the performances of Phoronix workloads
on new hardware platforms (x-axis) with different algorithms: Decision Tree (DT), Gradient
Boosting tree (GB), Linear Regression (LR), Neural Network (NN) and Random Forest (RF).

Geekbench. But overall, these are still good results. We conjecture our results are sensible to (1) the choice and
number of hardware properties (2) the number of measurements per workload and (3) the reliability of data e.g.,
accuracy of the street price.

Neural networks perform worse in average for Phoronix, as shown in Figure 9.2d; with an MAE of 0.24, they
do outperform linear regression (MAE = 0.38) but neither random forest (MAE = 0.19) nor gradient boosting
tree (MAE = 0.18). Unlike the original paper, we do not apply the best of 20 neural network models on the test
set but just apply a random model, which can partly explain the previous conclusions. However, we think this is
the right methodological choice to make in order to fairly compare the different approaches. This may also be due
to the number of SKUs in the training set; n = 206 and n = 617 unique performance measurements on average for
Phoronix and AI-Benchmark while there are n = 37 158 and n = 6208 for GeekBench and SPEC CPU . This might
be too small for the neural networks to really learn and detect the relationships between hardware typologies and
their performance.

The tree-based approaches give the best results; not only do they have low errors in general with a MAE =
0.24 for Decision Tree, a MAE = 0.18 for Gradient Boosting Tree and 0.19 for Random Forest, but they achieve
an accurate prediction in less time than deep neural networks, which is a good point to add to the original results.
The performance prediction of AMD hardware platforms are more accurate than Intel’s for each approach. This
is encouraging and shows that the original work can be applied to AMD processors.

What matters when predicting SKU performance. Thanks to the feature importance of random forests,
we extract the average percentage of information explained by each feature. Our results differ from those obtained
by Lee et al. [14]: what matters the most to predict performance of hardware platforms is the L3 cache (14%),
the number of siblings (9%), the number of CPUs (8%), the number of cores (8%), the year of release (8%), the
number of core per socket (7%), the TDP (7%), the BogoMips (6%), the clock frequency (6%), the price (5%),
the lithography process (5%) and the CPU level (4%). Other features have less than 2% importance.

9.5 What is my Hardware Model Worth?
In this section, we compare the performance of the different hardware platforms (or SKUs) of the Phoronix

test suite. As the performance scales vary with workloads, we standardise [190] the performance in order to
easily compare them between workloads. For 153 workloads, it is preferable to obtain a lower performance e.g.,
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the workloads measuring an execution time: for them, we consider the opposite of the performance. Figure 9.3
represents a boxplot of the distribution of standardised performance values over all workloads. We discriminate
according to processor range, as in Figure 9.1. If the standardised value is positive, then the corresponding
performance value is above the average performance of SKUs and therefore the performance is considered good.
Conversely, if the standardised value is negative, then the corresponding performance value is below average, and
the performance is considered poor.

Figure 9.3 – Boxplot of standardised performances (x-axis) per family of processor (y-axis). Each
boxplot represents the distribution over all Phoronix workloads. The greater the performance,
the better. "AMD Ryz. Thr." stands for AMD Ryzen Threadripper.

In terms of pure performance, certain ranges of processors outperform the average by quite a margin, whatever
the workload considered; among them, AMD Ryzen Threapripper (average standardised performance = 0.36), AMD
EPYC (0.30) and Intel Core i9 (0.28).

However, comparing raw performance is not always relevant, as each product has its own specificities and is
intended for a very particular use case. For example, an Intel Core-i3 (−0.40) is grafted onto an inexpensive
entry-level computer, probably intended to perform fairly simple office tasks. It therefore hardly compares with
the Intel Xeon Platinum (0.07) processors of the servers used in data centers or cloud infrastructures. Similarly,
and not surprisingly, processors based on an ARM v7 architecture obtain rather poor performance, with an average
score of −2.04. This range includes in particular the Cortex-M sub-family, processors intended for embedded
systems or light devices e.g., Arduinos, designed to provide minimal service at low cost while ensuring low energy
consumption.
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Titre : Variabilité Logicielle Profonde pour des Modèles de Performance Résilients
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Résumé : Contexte. Les systèmes logiciels sont
fortement configurables, au sens où les utilisateurs
peuvent adapter leur compilation et leur exécution
grâce à des configurations. Mais toutes ces
configurations ne se valent pas, et certaines d'entre
elles seront nettement plus efficaces que d'autres
en terme de performance. Pour l'être humain, il est
complexe d'appréhender et de comparer les
différentes possibilités de configuration, et donc de
choisir laquelle sera adaptée pour atteindre un
objectif de performance. De récents travaux de
recherche ont montré que l'apprentissage
automatique pouvait pallier à ce manque et prédire
la valeur des performances d'un système logiciel à
partir de ses configurations.

Problème. Mais ces techniques n'incluent pas
directement l'environnement d'exécution dans les
données d'apprentissage, alors que les différents
éléments de la pile logicielle (matériel, système

d'exploitation, etc.) peuvent interagir avec les
différentes options de configuration et modifier les
distributions de performance du logiciel. En bref,
nos modèles prédictifs de performance sont trop
simplistes et ne seront pas utiles ou applicables
pour les utilisateurs finaux des logiciels
configurables.

Contributions. Dans cette thèse, nous proposons
d'abord de définir le terme de variabilité profonde
pour désigner les interactions existant entre
l'environnement et les configurations d'un logiciel,
modifiant ses valeurs de performance. Nous
démontrons empiriquement l'existence de cette
variabilité profonde et apportons quelques solutions
pour adresser les problèmes soulevés par la
variabilité profonde. Enfin, nous prouvons que les
modèles d'apprentissage automatique peuvent être
adaptés pour être par conception robustes à la
variabilité profonde.

Title: Deep Software Variability for Resilient Performance Models of Configurable Systems

Keywords : Software Variability, Performance Prediction, Machine Learning, Deep Variability

Abstract : Context. Software systems are
heavily configurable, in the sense that users can
adapt them according to their needs thanks to
configurations. But not all configurations are
equals, and some of them will clearly be more
efficient than others in terms of performance. For
human beings, it is quite complex to handle all the
possible configurations of a system and to choose
among one of them to reach a performance goal.
Research work has shown that machine learning
can bridge this gap and predict the performance
value of a software system based on its
configurations.
Problem. These techniques do not include the
executing environment as part of the training data,
while it could interact with the different
configuration options and change their related

performance distribution. In short, our machine
learning models are too simple and will not be
useful or applicable for end-users.
Contributions. In this thesis, we first propose the
term deep variability to refer to the existing
interactions between the environment and the
configurations of a software system, altering its
performance distribution. We then empirically
demonstrate the existence of deep variability and
propose few solutions to tame the related issues.
Finally, we prove that machine learning models can
be adapted to be by-design robust to deep variability.
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