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Résumé

L’objectif de cette thèse est de développer des modèles d’apprentissage automatique
capables d’exploiter des lames histologiques et des données cliniques pour prédire le
résultat des traitements par immunothérapie contre le cancer du poumon. À cette fin,
plusieurs défis doivent être relevés, tels que la classification et la localisation simultanées
d’informations dans des images de lames entières de grande taille, ou l’interprétation
des prédictions faites par les modèles. Dans ce qui suit, nous proposerons plusieurs
contributions pour relever ces défis.

Le chapitre 2 introduit le concept de supervision mélangée en histopathologie. L’objectif
de cette méthode est de tirer parti de plusieurs niveaux de supervision (c’est-à-dire la
supervision globale et locale) pour rendre le modèle plus efficace à la fois en classification
et en localisation. Sur la base d’un modèle d’apprentissage profond basé sur l’attention et
adapté à la classification globale et locale de tissu dans des coupes histologiques, nous
montrons qu’il est possible d’améliorer non seulement les performances du modèle en
matière de classification des lames, mais aussi et surtout sa capacité à localiser avec
précision les régions d’intérêt dans le tissu disponible, lorsque seules quelques annotations
disponibles.

Le chapitre 3 étend le travail présenté dans le chapitre 2, en consolidant les branches
de classification et de localisation simultanées du modèle avec des fonctions de coût
adaptées qui contraignent la distribution de l’attention à suivre la distribution réelle des
labels d’après les annotations disponibles. Une stratégie d’échantillonnage des images
est également proposée pour renforcer les performances de localisation et simplifier la
procédure d’apprentissage afin qu’elle s’inscrive dans un processus unique.

Dans le chapitre 4, nous présentons un ensemble de données multicentriques sur le cancer
du poumon dédié à la prédiction de la réponse à l’immunothérapie. Nous documentons
les différentes étapes suivies pour éliminer les échantillons de faible qualité, ainsi que
les cas indéterminés, et nous discutons de la définition de ce qu’est une réponse positive
ou négative par rapport aux évaluations cliniques actuelles de référence. Enfin, nous
évaluons plusieurs modèles permettant de prédire directement la réponse au traitement
à partir de lames histologiques et discutons des écueils des approches envisagées.
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Dans le chapitre 5, nous passons de la prédiction binaire de la réponse au traitement
à la prédiction de survie, et nous utilisons l’apprentissage par contraste ainsi que le
regroupement non paramétrique profond pour générer un ensemble de caractéristiques
pronostiques de manière non supervisée. Nous montrons que l’ensemble des caractéris-
tiques obtenu est un puissant indicateur de survie et qu’il conserve un bon niveau de
performance lorsque l’on choisit un seul centre comme ensemble de test. Nous dis-
cutons également de l’interprétation histologique faite du résultat de l’algorithme de
regroupement, en particulier pour les groupes les plus corrélés à la survie.

Pour conclure, nous abordons les questions et les défis en suspens, et nous discutons des
orientations futures qui pourraient être prises afin de répondre aux questions restées
sans réponse.

Mots-clés: histopathologie numérique, apprentissage multi-instance, supervision mélangée,
apprentissage profond, analyse de survie, cancer du poumon, immunothérapie.
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Abstract
The purpose of this thesis is to develop machine learning models that can leverage
histology slides and clinical data to predict the outcome of immunotherapies against lung
cancer. To this end, there are several challenges to overcome, such as the concurrent
classification and localization of information within whole-slide images of large size, or
the interpretability of the predictions made by the models. The thesis proposes several
contributions to address such challenges.

Chapter 2 introduces the concept of mixed supervision in histopathology. The purpose
of this framework is to leverage several levels of supervision (i.e., global and local
supervision) to make the model more efficient in both classification and localization
tasks. Set on an attention-based deep learning model fit for global and local classification
of tissue in whole-slide images, we show that it is possible to improve not only the
model slide-level classification performance, but also and most importantly its ability
to accurately locate regions of interest in the tissue, with only a few available local
annotations.

Chapter 3 extends the work presented in chapter 2, by consolidating the simultaneous
classification and localization branches of the model with tailored loss functions that
enforce attention distribution to follow the actual label distribution with respect to the
available annotations. A slide sampling strategy is also proposed to strengthen the
localization performance, and simplify the training procedure to have it fit in a single
process.

In Chapter 4, we present a multicentric lung cancer dataset dedicated to the prediction
of immunotherapy response. We document the various steps followed to filter out low-
quality samples, as well as undetermined outcomes, and we discuss the interpretation
of what is a positive or a negative response with respect to the current gold standard
clinical evaluations. Finally, we evaluate several models to directly predict the treatment
response out of pathology slides, and discuss the caveats of the tested approaches.

In Chapter 5, we switch from binary treatment response prediction to survival analysis,
and use contrastive learning along with deep nonparametric clustering to generate a
set of prognostic features in an unsupervised manner. We show that the obtained set
of characteristics is a powerful indicator of survival, and that it maintains a good level
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of performance when picking one acquisition center as the test set. We also discuss the
histological interpretation of the most prominent discovered clusters.

To conclude, we address the remaining issues and challenges, and debate what future
directions could be taken in order to tackle unanswered questions.

Keywords: digital pathology, multiple instance learning, mixed supervision, deep learn-
ing, survival analysis, lung cancer, immunotherapy.
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1Introduction

Contents
1.1 Clinical Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 An overview of lung cancer . . . . . . . . . . . . . . . . . . . 1

1.1.2 Immunotherapy . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.3 Current biomarkers . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Computational Pathology . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Objectives and Organization of the Thesis . . . . . . . . . . . . . . . . 6

1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

This thesis explores how AI-based data analysis can help develop new biomarkers for the
prediction of lung cancer response to immunotherapy.

1.1 Clinical Context

1.1.1 An overview of lung cancer

According to the GLOBOCAN 2020 estimates [Sung, 2021], there were 19.3 million new
cases of cancer that year, for 9.9 million cancer deaths. The number of new cases per
year is also expected to rise by 47% in 2040. Although lung cancer is only the second
most prevalent form of cancer for both sexes behind breast, accounting for 2.2 million
new cases a year, it is nonetheless the most lethal one, with nearly 1.8 million cancer
deaths a year. While two thirds of lung cancer deaths are attributable to smoking, other
environmental hazards are risk factors, such as air pollution. The 5-year survival rate
of lung cancer patients stands between 10 and 20%, although some countries sport a
slightly more optimistic trend. Lung cancer is generally separated between two kinds:
Non-small Cell (NSCLC, 80-85%), and Small Cell (10-15%)1. Depending on the stage
of the disease, a certain number of treatment options are available. For early-stage
lung cancers, surgery is often recommended, generally accompanied by an adjuvant
treatment, such as chemotherapy, while for stages IIIA and above, surgery is generally
performed after drug administration whenever possible, the latter being “neo-aduvant”2.

1https://www.cancer.org/cancer/lung-cancer/about/key-statistics.html. Accessed in March 2023
2https://www.cancer.gov/types/lung/patient/non-small-cell-lung-treatment-pdq. Accessed in March 2023
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PD-1

PD-L1

T cell deactivated

T cell can
eliminate tumor

anti-PD-1

anti-PD-L1

tumor cell

Fig. 1.1.: A representation of the immune-checkpoint inhibitor principle. Under the action
of immune-checkpoint blockade on either PD-1 or PD-L1 receptors, the T cell can
accurately identify and neutralize the tumor cell. Tumor cell and lymphocyte diagrams
come from the Wikimedia Commons repository3

Other than that, targeted therapies, radiation, laser, and, more recently, immunotherapy,
are all treatment options which can improve a patient’s prognosis. Treatments are
scheduled in lines, given the outcomes of the previous one, and the current state of the
patient. They can also be used together, to maximize the chance of getting an inhibiting
effect, for instance administering immunotherapy with chemotherapy. The choice of an
appropriate cure is of paramount importance: efficiency, side effects, but also cost depend
on the correct option. No treatment works perfectly for every case: to help caregivers
select the most appropriate cure, a broad range of biomarkers have been developed
to identify which drug or surgery may work best. From radiological examination to
histological or biological analysis, each biomarker requires different kinds of modalities
to be identified.

1.1.2 Immunotherapy

Among all the treatment options available, immunotherapy is one of the most impactful
solution that was proposed recently. For the scope of this thesis, we will focus on
Immune-Checkpoint Inhibitors (ICIs). The mechanism behind ICI treatment can be
seen in Figure 1.1. The objective of the treatment is to help T lymphocytes correctly
identify cancer cells and eliminate them. When lymphocytes approach cancer cells, a
certain number of proteins bind between the two: the checkpoints. Among them, the
connection between the Programmed cell death protein 1 (PD-1, lymphocyte) and the
Programmed death-ligand 1 (PD-L1, tumor cell) acts as a deterrent of the immune

3Cancer Research UK, CC BY-SA 4.0 https://creativecommons.org/licenses/by-sa/4.0, via Wikime-
dia Commons.
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response. To prevent this from happening, ICIs block one of the two receptors, such
that the lymphocyte can correctly identify and eliminate the tumor. Apart from the
PD-1/PD-L1 connection, other checkpoints can be blocked, such as the one involving
the CTLA-4 protein. Since the introduction of ICIs in the treatment pipeline, lung cancer
prognosis has considerably improved. Numerous large-scale studies have been conducted
to report the efficacy of immunotherapies at different lines and in combination with
other treatments [Malhotra, 2017; Horn, 2017; Forde, 2022; Paz-Ares, 2021]. Since
then, ICIs have been approved by several public health services as early as in the first line
of treatment4,5. And yet, several challenges remain to be taken up with respect to the
treatment effect. Indeed, the response rate of patients to ICIs for lung cancer is rather
low: only around 18% of them manifest the signs of a positive impact [Mazieres, 2019;
Berghmans, 2020]. The treatment response, assessed radiologically via standardized
Response Evaluation Criteria in Solid Tumors (RECIST) [Eisenhauer, 2009], belongs to
one out of four categories – complete response (CR), partial response (PR), stable disease
(SD) and progressive disease (PD) – depending on the growth or the shrinkage of the
lesions. Given the burden that are cancer treatments for patients, it is crucial to avoid as
much as possible the administration of drugs with little to no impact. As for any other
medication, immunotherapies come with their lot of side effects which, although usually
benign (e.g., fatigue, skin inflammation), can sometimes be particularly aggressive, until
they become the cause of death (e.g., hepatitis, myocarditis) [Sumi, 2022; Martins, 2019].
Strong side-effects can also cause the interruption of treatment following the patient’s
decision, which in turn diminishes its effect. Once again, it is essential to choose wisely
which patient should partake in such an option.

1.1.3 Current biomarkers

To help clinicians decide which treatment to give to patients, specific biomarkers have
been proposed. For immunotherapy in particular, the current gold standard is the
Immuno-Histo-Chemistry-based (IHC) assessment of the PD-L1 expression of tumor
cells (also denoted as the Tumor Proportion Score, or TPS), for PD-1/PD-L1 targeting
drugs (e.g., nivolumab, pembrolizumab) [Mok, 2019]. The expression, ranging from
0 to 100%, is positively correlated to the response rate. However, two thresholds in
particular – 1% and 50% – are usually pointed at for yielding groups with statistically
significant differences in survival among patients [Grigg, 2016; Garon, 2015]. Indeed,
patients above these thresholds show higher response rates than others (27% and 39%
respectively) [Reck, 2019; Mok, 2019]. To this day, the TPS is the only clinically used
biomarker to select patients for anti-PD-1/PD-L1 therapy. Its efficiency nonetheless
calls for more powerful markers, so as to pick even more accurately the patients fit for
immunotherapy. More recently, sequencing techniques such as RNA, Whole Exome, or

4FDA website. Accessed in March 2023
5EMA website. Accessed in March 2023
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Fig. 1.2.: An example of a WSI next to some zoomed-in regions containing artifacts: glass crack
and tissue fold (top), air bubble (bottom).

Next Generation Sequencing (RNA-seq, WES, NGS) have allowed for the development of
a new biomarker called Tumor Mutational Burden (TMB) [Hellmann, 2018; Marabelle,
2020; Klein, 2021]. Computed as the number of somatic mutations per megabase in
the tumor DNA, the TMB informs the clinician about the mutational status of the tumor.
Patients with ≥10 mutations per megabase have significantly higher response rates and
progression-free as well as overall survival (PFS, OS). The American Food and Drug
Administration recently approved the FoundationOneCDx assay for TMB evaluation6,
but this one only. The lack of a real standardization of assays and measures is still an
impediment to a broad application in clinical practice [Stenzinger, 2019; Heeke, 2020].
Moreover, the sequencing techniques are not as common or affordable as the other
diagnostic tools, which is another obstacle to the adoption of such a biomarker. TPS
evaluation, on the other hand, remains more accessible, but is not immune from blame:
its robustness and exposure to inter-rater variability call for cautious evaluation [Ilie,
2017; Cooper, 2017]. It appears that several reasons – efficiency, reproducibility, cost –
motivate the search for new biomarkers.

1.2 Computational Pathology

Digital whole-slide imaging
The development of whole slide scanners has brought histopathology to the field of

digital image analysis. Given the nature of whole-slide images (WSIs), several specific
challenges can prevent the straightforward application of standard image processing
methods. First and foremost, WSIs are typically up to 100,000-pixel wide or high: such
dimensions require specific care, since no machine learning – let alone deep learning
– framework can process such huge images all at once. Moreover, several artifacts can

6See this link. Accessed in March 2023
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Fig. 1.3.: Two WSIs acquired in the same hospital, by the same operators. Yet, colors differ quite
substantially between the two.

hamper the analysis of WSIs, such as tissue fold, tear, air bubbles, glass cracks, etc...
Examples of artifacts can be seen in Figure 1.2. Finally, WSIs are stained using two or
three dyes: Hematoxylin (purple), Eosin (pink) (H&E), with sometimes Saffron (HES),
which ease the interpretation of the pathologist under a microscope. Unfortunately, the
staining procedure is not really standardized, which can lead to large variations in the
resulting colors after scanning [Macenko, 2009; Vahadane, 2016] (Figure 1.3).

Methods and applications
In spite of all these obstacles, a great number of works have focused on the automated
analysis of whole-slide images, and in particular deep learning methods [Srinidhi, 2021;
Viswanathan, 2022]. The one task that is tackled the most is unsurprisingly tumor
classification and detection [Lu, 2021; Courtiol, 2018; Campanella, 2019; Dehaene,
2020; van Rijthoven, 2021], or associated objectives like histological subtyping [Chen,
2022]. Given the aforementioned problems related to dimensions, several approaches
have been considered to adapt existing methods to computational pathology. One of the
most widely used is Multiple Instance Learning (MIL) [Dietterich, 1997], in which each
slide is seen as a bag, that contains several instances which in the case of histopathology
are small regions called tiles or patches sampled in the image. The challenge then is to
perform a suitable aggregation of the instances to recover the bag – or slide – label. As
a matter of fact, the tile-to-slide label association is also often a problem the other way
around, since most of the pathology tasks are weakly-supervised, i.e., the information is
only available at the slide or patient level. This is because obtaining annotations from
pathologists can be very time-consuming and subject to variability between annotators.
Consequently, this causes sometimes good bag-level classifiers to offer poor tile-level
performance, and vice versa. Beyond simple histological pattern recognition, other works
have tried to yield non-histological information from WSIs. In particular, the search for
genetic mutations has been addressed several times [Coudray, 2018; Schmauch, 2020],
as well as the look for specific biomarkers such as microsatellite instability or IFN-γ
[Kather, 2020; Saillard, 2021]. Among the most addressed subjects is survival prediction
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directly from the tissue slides [Yao, 2020; Li, 2018; Shao, 2021a]. Most of the approaches
regarding survival prefer a different path from MIL, and privilege the use of graphs to
represent the spatial interactions between either different histomorphological regions,
or even cells themselves. This, however, requires to be able to automatically detect or
segment entire cells and nuclei, for which several methods have been proposed [Habis,
2022; Le Bescond, 2022].

Of course, treatment outcome prediction and treatment-related biomarkers have been
sought already, and in particular with respect to ICIs. [Sha, 2019] have proposed a
method to bypass the IHC standard analysis to predict the PD-L1 status, while [Jain, 2020]
explore the feasibility of TMB status prediction from WSIs directly, without resorting to
sequencing. On the topic of outcome prediction, [Harder, 2019] and [Johannet, 2021]
developed deep learning frameworks to output treatment response from WSI analysis
in the case of melanoma. Through the combination of recent discoveries on the role of
Tumor Infiltrating Lymphocytes (TILs) [Tumeh, 2014], with cells or tissue interactions
analysis in slides, recent attempts to stratify patients in survival groups were published
[Park, 2022; Wang, 2022].

1.3 Objectives and Organization of the Thesis

Although there have been numerous works published on the automated WSI analysis for
either diagnosis or prognosis, there are still several limitations or challenges that need to
be addressed:

1. Efficient and coherent classification and localization of tissue in WSIs, i.e., the
simultaneous assessment of global and local information by a single model, is not
yet achieved. Most of the time, either WSI classification or pixel-level segmentation
is performed, but not at the same time. Nevertheless, it is difficult to imagine that
a model with accurate slide-level prediction could be used without localization
guarantees with respect to the overall prediction.

2. The annotation of histological slides is a time-consuming and noisy task. To limit
the effect of rater-dependent labels, consensus can be a potential solution, but it is
a trade-off between robustness and manpower. However, annotations greatly help
learning tasks, by giving precious information to the models, or reducing the size
of the region it has to explore. The development of annotation-efficient models
could help reduce the burden of such a process, while keeping domain knowledge
at hand to ensure good performance.

6 Chapter 1 Introduction



3. New biomarker discovery: whole-slide images are acquired routinely in clinical
practice for diagnostic purposes. The acquisition of prognostic biomarkers usually
relies on other modalities, which add cost and workload to the entire patient
follow-up. Leveraging histology to derive new biomarkers predictive of treatment
outcomes could help ease and improve the treatment decision process. While
current hypotheses on predictive signal within HES slides like TILs have been tested,
other interpretable and data-driven approaches exploiting tissue morphology are
still sought after.

In this thesis, we intend to address each of these three points through several method-
ological contributions. The manuscript is organized as follows, in accordance with the
aforementioned research objectives:

In Chapter 2, we introduce the concept of mixed supervision for digital pathology, i.e.,
the concurrent use of both slide-level and patch- or tile-level labels. We show that
with little annotation effort, we can improve the classification, and, more importantly,
the localization results of an attention-based, weakly-supervised, MIL model for digital
pathology, CLAM [Lu, 2021]. The latter is chosen for its architecture that allows to
train for both tasks at the same time, which is not often the case, as models are usually
design to tackle either slide-level or tile-level classification only. It also fits the annotation
“efficiency” we are aiming for, since it is said to be already data-efficient, requiring only a
few slides to reach good performance. This work was published at the COMPAY workshop
of the MICCAI conference in 2021 [Tourniaire, 2021].

In Chapter 3, we extend the work introduced previously with a broader implementation
of mixed-supervision in CLAM, which we call MS-CLAM. This time, a global slide-level
loss function enforces uniform distribution of the attention weights on all key instances
in the slide. A new slide sampling strategy is also implemented to balance the tile-level
labels and avoid a collapse of the tile-level classifier. We compare our method with
additional state-of-the-art baselines, and show the benefits of the use we make of labels
compared to a more classical pretraining approach on two different tumor classification
and localization datasets. This work was published in Medical Image Analysis [Tourniaire,
2023a].

In Chapter 4, we introduce and motivate the need for a new multicentric dataset specifi-
cally designed for the prediction of immunotherapy response among lung cancer patients.
We present the inclusion criteria, and showcase the discrepancies between the centers
with respect to patient characteristics and survival. We also discuss the uncertainty sur-
rounding the definition of the treatment response, and evaluate several state-of-the-art
whole-slide image classification baselines to predict the binary outcome of the treatment.
Finally, we show that such straightforward approaches fail to yield satisfactory results,
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and discuss the reasons behind this, which leads us to consider a different take on the
subject, by addressing a proxy task to the response prediction, i.e., survival analysis.

In Chapter 5, we move from WSI classification and localization to survival analysis.
The MIL framework is also dropped, for the benefit of an unsupervised and fully data-
driven approach. In this section, we use tile-level contrastive learning and clustering
to reduce the dimensionality and identify common patterns in the slides of our dataset.
A feature selection method is also presented to pick the cluster information we need
to accurately stratify patients in survival groups, a task seen as a proxy to treatment
response prediction. We show that without any histology prior or annotation, we are
able to generate a set of features with significant prognostic power regarding patient
survival consequent to ICI treatment. The scrutiny of the tissues found in each cluster by
an expert pathologist shows coherence with the current literature on the suspected origin
of the immune response to treatment against lung cancer. This work was submitted to a
journal [Tourniaire, 2023b].

In Chapter 6, we summarize the contributions of this thesis, and discuss its potential
outcomes, as well as the new perspectives and the future challenges that are left to
explore.

This thesis is conducted in partnership with the Laboratory of Clinical and Experimental
Pathology of the Nice university hospital.
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Abstract Since the standardization of Whole Slide Images (WSIs) digitization, the
use of deep learning methods for the analysis of histological images has shown much
potential. However, the sheer size of WSIs is a real challenge, as they are often up
to 100,000 pixels wide and high at the highest resolution, and therefore cannot be
processed directly by any model. Moreover, as the manual delineation of structures
within WSIs is tedious, histological datasets often only contain slide-level labels, or
a limited amount of delineated slides. In this context, multiple-instance learning
(MIL) approaches have been proposed, considering WSIs as bags of smaller images,
designated as tiles or patches. Among these methods, the attention-based MIL aims
at learning the importance of each tile for the slide final classification while at the
same time performing a clustering of those tiles. In this chapter, we introduce the
concept of mixed supervision within this framework, by exploiting tile-level labels in
addition to slide-level labels to improve the classification of slides. More precisely,
we show on the Camelyon16 dataset that even a small proportion of slides with
pixel-wise annotations can improve their classification but also the localization of
tumorous regions. This improves the consistency of the results between the tile and
slide levels and the interpretability of the algorithm. This chapter was published as a
conference paper in [Tourniaire, 2021].

2.1 Introduction

In terms of tumor assessment, histopathology is currently the clinical gold-standard
diagnosis technique. Nonetheless, pathologists face multiple challenges when confronted
to Whole Slide Images (WSIs), and often require careful and time-intensive efforts.
WSIs are usually stained with Hematoxylin and Eosin (H&E) and scrutinized through
a microscope by the pathologist in order to detect cancerous tissue. Given the size of
tissue samples, and the potential artifacts that may occur, such as tissue folds or tears,
the diagnosis is often tedious. Since the digitization of pathological slides, machine
and deep learning algorithms have offered automated solutions for the diagnosis of
tumors [Bejnordi, 2017; Wang, 2019]. However, pixel-level annotations such as tumor
segmentation are usually unavailable, since the annotation process requires both time
and medical expertise: datasets often only display slide-level labels. Among deep learning
algorithms for weakly-supervised learning, some of the most popular are based on the
multiple instance learning assumption (MIL). As such, the WSI is divided into tiles or
patches of smaller size (e.g. 512 x 512 pixels2) and the slide is considered normal if
all instances (tiles) are normal, and tumorous if at least one tile contains tumor. The
tile-level predictions are then aggregated following various mechanisms to provide the
slide-level or patient-level label [Campanella, 2019; Courtiol, 2018].
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The attention mechanism was recently proposed as the tile pooling function [Ilse, 2018].
The authors propose to extract tile-level features with a convolutional network [Sir-
inukunwattana, 2016], and use a two-layered neural network to calculate a weighted
average and select key instances for the slide-level prediction. A recent improvement of
the attention-based MIL was proposed in the CLAM (Clustering-constrained Attention
Multiple instance learning) algorithm [Lu, 2021]: the introduction of instance-level
clustering during training, where instances given the highest (resp. lowest) attention
scores were considered positive (resp. negative) evidence of the slide class. A smooth
SVM loss [Berrada, 2018] calculated on the instance-level prediction using an instance
classifier is then added to the overall slide-level cross-entropy. For the tile-level feature
extraction, a frozen ImageNet pre-trained ResNet50 [He, 2016] is used, so as to acceler-
ate the training procedure. This, however, was identified as a major caveat by Dehaene
et al. [Dehaene, 2020], who decided to replace the backbone with a self-supervised deep
neural network, trained on histological images using contrastive loss [He, 2020]. On
the Camelyon16 dataset [Bejnordi, 2017], they showed performance close to the best
performing fully-supervised method [Wang, 2016], but at the cost of heavy and long
GPU training.

When pixel-level labels are available, the combined use of pixel-level and image-level
labels is coined mixed supervision. It is especially useful when the amount of pixel-level
annotated images is low, in regards to the total amount of available images. Mlynarski et
al. [Mlynarski, 2019] showed that using weakly and fully annotated data to train a deep
learning model for brain tumor segmentation improved the segmentation performance
compared to the baseline trained only on fully annotated data. Ciga et al. [Ciga, 2021]
simultaneously trained a ResNet18 model on classification and segmentation tasks,
leveraging only a part of available fully annotated data, to obtain the same performance
as models trained on the entire fully labeled dataset. However, both classification and
segmentation tasks relied on tile-level information, the authors having devised a strategy
to select tiles suited for either task.

In this work, starting from the CLAM framework, we propose the first mixed supervision
approach within the attention-based MIL framework. Our main goal is not only to
improve the slide-level classification, but also the localization performance of the model.
Our contributions are listed as follows:

• First, we introduce mixed supervision for the MIL framework inside the CLAM
algorithm.

• Second, we propose an improvement of the instance-level clustering method in the
case of non-pathological slides.
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Fig. 2.1.: Overview of the CLAM model. Activation functions are not detailed in the interest of
clarity. The original instance selection approach appears in black (pseudo-labels based
on the attention scores), whereas our annotation-based instance selection approach
appears in green in the “tile labeling” box.

• Finally, we show that we can improve the model’s classification performance and the
localization of tumorous tiles by adding a small amount of ground-truth tile-level
labels along with slide-level labels.

2.2 Methods

2.2.1 Data preprocessing

For the preprocessing of the WSIs, we first transform a downsampled version of the image
to the HSV space and apply Otsu thresholding [Otsu, 1979] on the hue and saturation
channels to detect tissue. Then, we extract 256 x 256 non-overlapping tiles from the
tissue region, at the highest magnification level. For the tiles feature extraction, we use
the same model as Lu et al. [Lu, 2021], i.e. a ResNet50 architecture without the final
classification layer, and an output dimension of 1024.

2.2.2 CLAM Algorithm

2.2.2.1 Description of the original model

Slide-level classification. The overview of the model can be seen in Figure 2.1. We
consider a classification problem with n classes, and detail only the “multiple branches”
version of CLAM (CLAM MB). A slide is represented as a feature matrix z, of size 1024 x

14 Chapter 2 Attention-based Multiple Instance Learning with Mixed Supervision on the Camelyon16

Dataset



N, where N is the number of tiles in the slide. A first fully-connected layer W1 transforms
each 1024-dimensional feature vector zk into a 512-dimensional feature vector hk, where
k is the tile index. Then a gated-attention module computes the attention weights from
h for each of the n classes, following:

ak,m = Wa,m(tanh(Vah>k )� sigm(Uah>k ))∑N
i=1 exp{Wa,m(tanh(Vah>i )� sigm(Uah>i ))}

(2.1)

where m is the class index, and Va, Ua, and Wa are fully-connected layers. The
attention weights are represented by the matrix A ∈ RN×n. Before the final binary
classification layers Wc,m, each feature vector hk is multiplied by its corresponding
attention weight. This operation is represented by the matrix M = A>h. Finally, each
column of M (representing one of the n classes) is independently processed by one of the
n classifiers to obtain the slide-level score for each class. A softmax activation function
is eventually applied on the logits, and a cross-entropy loss Lslide is computed on the
obtained scores.

Instance-level clustering. Based on the attention scores ak,m, the tiles with the highest
(resp. lowest) scores are retrieved for each class, and assigned a positive (resp. negative)
pseudo-label. The assumption is that high-attention tiles are positive evidences of
the class, whereas the low-attention tiles are negative evidences. For each class, a
binary classifier Winst,m classifies the gathered instances, and computes a tile-level
smooth top-1 SVM loss Lpatch which is added to Lslide to give the global loss term:
L = c1Lslide + c2Lpatch where c1 and c2 are hyperparameters.

The instance-level clustering does not directly affect the slide-level classification, rather,
it encourages the learning of discriminative features by the model layer W1 to better
separate classes. Note that the inference of slide-level classification does not use the
instance level clustering.

2.2.2.2 Instance-level clustering for non-pathological slides

Given a tumor diagnosis task on a histopathological dataset, where some slides contain
tumors, and others not, there is a caveat with the current formulation of the instance-
level clustering: indeed, when assigning negative pseudo-labels to low-attention tiles,
the model is actually learning that these tiles are not normal, and should therefore be
classified as such. However, it is one of the hypotheses of MIL to consider all instances of a
non-tumorous slide to be tumor-free. Therefore, all tiles originating from a non-tumorous
slide should be classified as non-tumorous too. As a result, we decide to ignore the
instance classifier Winst,normal, and instead use the tumor instance classifier Winst,tumor

to classify the B patches with the highest attention scores in normal slides as negative
evidence of tumors. That way, we expect to reduce the number of false positives in the
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final classification. Furthermore, we also ignore Winst,normal to classify the patches from
tumorous slides, and use only Winst,tumor. Indeed, without the need for histological
subtyping, only a single binary classifier is required to perform the distinction between
tumorous and non tumorous images. Winst,normal remains therefore unused in our
model.

2.2.2.3 Mixed supervision: Instance-level classification with ground-truth labels

Instead of selecting the tiles based on the highest and lowest attention scores, we
introduce a mixed supervision formulation of the instance-level clustering which is
now qualified as instance-level classification. On slides where tumorous regions were
delineated by expert annotators, we propose to select tiles based on whether they belong
to those tumorous regions. In doing so, we are sure that the instance-level classification
layer learns with instances truly representative of two classes which is not the case when
they are selected based on their attention score. This selection is only performed on slides
for which annotations are available, which may be a small proportion of the histological
training set. In fact, we hope to improve the model performance in classification and
tumor localization (i.e. the tile-level classification of the slide) even with a small ratio of
tile-level labels.

The training stage is therefore divided into two parts: first, only the subset of slides with
pixel-wise annotations along with a subset of normal slides is used to train the model.
This is to train the instance level classifier on true classes without the noise generated
by the original pseudo-labeling procedure. We use various subset proportions (10, 50,
80% of the training slides) to measure the impact of the annotations on the results. For a
tumorous slide containing N tiles such that N = Ntumor + Nnormal, we randomly sample
min(K,Ntumor) tiles from the tumorous ones, and min(K,Nnormal) among the normal
ones, where K is a hyperparameter. Then, positive and negative labels are generated for
the two sets of tiles, and a score is assigned to each tile t following: lt = Winst,tumorht.
Second, the entire training set is used, this time without using any instance-level label,
leveraging only slide-level labels. This procedure is summarized by Algorithm 1.

2.2.2.4 Implementation details

During training, we used a batch size of 1. We used the Adam optimizer [Kingma, 2014]
with β1 = 0.9 and β2 = 0.99, and a learning rate of 2.10−4. All models were trained on a
single NVIDIA GeForce GTX 1080 GPU. We used 70 epochs with early stopping after 20
epochs without improvement on the slide-level cross-entropy loss in the validation set.

During the first part of the training, we set c1 = c2 = 0.5 (when using tile-level labels)
so that both loss terms Lslide and Lpatch are weighted equally, and c1 = 0.7 and c2 = 0.3
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Algorithm 1: Instance-level classification using tile-level labels
Data: (h1, ...,hN), Y (the slide label), K, B
Result: lY
lY ← {}
if Y = “tumor” then

Ktumor = min(K,Ntumor)
Knormal = min(K,Nnormal)
Select t1, ..., tKtumor // tumor tiles indexes
Select t′1, ..., t

′
Knormal

// normal tiles indexes
for t← t1, ..., tKtumor do

generate positive label yt = 1
lt = Winst,tumorht

end
lY ← lY ∪ {lt}
for t′ ← t′1, ..., t

′
Knormal

do
generate negative label yt′ = 0
l′t = Winst,tumorh′t

end
lY ← lY ∪ {l′t}

else
Select t1, ..., tB
for t← t1, ..., tB do

generate negative label yt = 0
lt = Winst,tumorht

end
lY ← lY ∪ {lt}

end

during the second part, for these were the values used by [Lu, 2021] in their article. For
hyperparameter K, we tested several increasing values (128, 256, 512, 1024, 5000), and
we used the value K = 1024, for which we reached the best performance. The value
B = 8 was kept from the original model.

2.3 Results

2.3.1 Data description and experiments

2.3.1.1 The Camelyon16 dataset

The Camelyon16 challenge [Bejnordi, 2017] aimed at detecting metastases in H&E-
stained WSIs of lymph node sections. The dataset contains 399 slides, split between
a training set of 270 slides, and a test set of 129 slides. The slides were prepared
and stained in two different medical centers. All slides that contain metastases (111
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slides in the training set, 49 in the test set) have been exhaustively annotated (except
for 20 of them in the training set, partially) by a group of expert pathologists. An-
notations are available as XML files and can be converted to binary masks using the
Automated Slide Analysis Platform (ASAP) open source software (https://github.com/
computationalpathologygroup/ASAP). All slides were scanned at 40x magnification
(' 0.25µm/pixel).

2.3.1.2 Experimental setup

To measure the classification performance of our models, we decided to use the area
under the receiver operating characteristic curve (AUC), as it was the metric used for
the challenge, along with the F1-score. All models were evaluated on the challenge test
set. The training set was further split into a training and a validation set. We used 5-fold
cross validation to perform these splits in order to select the best performing model. In
the training set, we randomly sampled k% (k ∈ {10, 50, 80}) of the slides to use with
tile-level labels outside of the 20 with only partial annotations.

For the localization performance, we computed slide binary masks based on the outputs
of the instance-clustering layer Winst,tumor after having applied a threshold of 0.5. The
masks were computed at the 5th resolution level. Furthermore, we used two different
metrics for normal and tumorous slides: in the former, we computed the tile-wise
specificity, i.e. the amount of tiles correctly classified as healthy divided by the total
amount of healthy tiles. In the latter, we computed the Dice score in reference to the
ground-truth mask. This metric was computed on 46 slides from the test set, as 3
metastatic slides out of the 49 were unavailable (one because the annotation file is absent
from the dataset, the other two because of an error when computing the reference masks
from the annotation file in ASAP).

2.3.2 Evaluation

The test set classification results are shown in Table 2.1. For all models, we report the
performance from the best fold, as it is usually done in challenges. We can see that the
models with tile-level labels all outperform the CLAM algorithm in terms of slide-level
classification, even when only 10% of the annotated slides were used. Moreover, we can
see that the models trained with tile-level labels have also higher scores on localization
tasks, both for tumorous (mean dice scores) and normal slides (mean specificity). In
particular, models trained with tile-level labels tend to detect less falsely tumorous tiles
than the reference model. Figure 2.2 shows an example of a tumorous slide from the
test set and the masks computed using CLAM and two other annotation-based models.
We can see that although the tumorous region is quite well detected in CLAM, there are
many false positive tiles. When using tile-level labels however, these false positives tend
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Method AUC F1-score Mean Dice score (std) Mean tile-level Specificity (std)
CLAM 0.895 0.8 0.215(0.28) 0.864(0.1)

CLAM w/ 10% annot. 0.924 0.835 0.35(0.263) 0.999(0.001)
CLAM w/ 50% annot. 0.939 0.878 0.375(0.279) 0.999(0.001)
CLAM w/ 80% annot. 0.949 0.873 0.405(0.282) 0.999(0.002)

Tab. 2.1.: Classification and localization metrics for the different methods.

to disappear, and the detected region is closer to the ground truth. Figure 2.3 is another
example from the test set of the difference between CLAM and annotation-based models.
Figure 2.4 shows an example of a normal slide (also taken from the test set): here again,
we can see that there are many more false positives when using CLAM. Using only 10%
(resp. 80%) of the annotated slides, our method would have ranked 6th (resp. 4th) on
the challenge open leaderboard.

(a) Original slide (b) Mask computed with CLAM.

(c) Using 10% annotations. (d) Using 80% annotations.

Fig. 2.2.: Metastatic slide test_016 from Camelyon16 (the metastasis region is delineated in
black), next to binary masks computed using the different models. (b) displays the
results of the CLAM algorithm, (c) and (d) show the results obtained using 10% and
80% of tile-level labels.

2.4 Discussion & Conclusion

In this work, we presented a mixed supervision approach for attention-based MIL.
We proposed to add strong supervision in the tile classification branch of the CLAM
algorithm for a subset of the training slides. We showed that even with a small amount
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(a) Original slide (b) Mask computed with CLAM. (c) Using 10% annotations.

Fig. 2.3.: Metastatic slide test_068 from Camelyon16 (the metastasis region is delineated in
black), next to binary masks computed using CLAM, and the model with 10% of
tile-level labels.

(a) Original slide (b) Mask computed with CLAM. (c) Using 10% annotations.

Fig. 2.4.: Slide test_042 from Camelyon16 without tumor, next to binary masks computed using
CLAM, and the model with 10% of tile-level labels.

(10%) of slides with pixel-wise annotations of tumors, we were able to obtain improved
classification of slides and above all a better localization of the tiles with tumor tissue. In
particular, we witnessed a sharp decrease in the number of false positive tiles, i.e. a better
discrimination between tiles with normal and tumorous tissue. This better localization of
tumors is crucial for WSI with only slide-level labels, since machine learning algorithms
may provide the correct classification at the slide level but not necessarily with correct
classifications at the tile level. This work shows that even with fairly limited pixel-wise
annotation, it is possible to obtain more consistent and robust results at both local (tile)
and global (slide) levels. Finally, the better localization of tumorous tiles and reduced
rate of false positives in non-pathological slides also improves the interpretability of the
provided slide classification algorithm which is key for the adoption of those algorithms
in clinical practice.

The proposed approach may be improved in several ways. We have noticed that on the
original CLAM and on our mixed supervised version, the localization performance of
tumorous tiles may vary from one fold to the next. For our method, one or two folds (out
of five) have significantly worse results than the other folds. This may be due to the lack
of stain normalization performed since the slides originate from two distinct centers with
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different acquisition equipment. Considering that only two centers were involved in the
acquisition of the challenge data, we originally did not consider that stain normalization
was essential. Moreover, in the method that won the challenge [Wang, 2016], some
post-processing steps were applied to improve the localization accuracy. In our case, no
post-processing was performed, and only a coarse localization map was computed, which
could be refined for improved accuracy. Finally, the original CLAM paper considered
the attention weights ak,m rather than the instance-level clustering as the source of
information to localize pathologies. Therefore, it may also be interesting to supervise the
attention mechanism with pixel-wise annotation similarly to what we proposed in this
paper on the tile classification.
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Abstract
In this chapter, we extend the work introduced previously, by consolidating our
take on mixed supervision for digital pathology with several additions to the model.
Using the attention-based deep Multiple Instance Learning (MIL) model as our base
weakly-supervised model, we propose once again to use mixed supervision – i.e., the
use of both slide-level and patch-level labels – to improve both the classification and
the localization performances of the original model, using only a limited amount of
patch-level labeled slides. In addition to what we have already proposed, we define
an attention loss term to regularize the attention between key instances, and a paired
batch method to create balanced batches for the model. We also demonstrate the
improvements of our method on not one but two different datasets: Camelyon16,
which was already introduced in the previous chapter, and DigestPath2019, which
we present here. First, we show that the changes made to the model already improve
its performance and interpretability in the weakly-supervised setting. Furthermore,
when using only between 12 and 62% of the total available patch-level annotations,
we can reach performance close to fully-supervised models on Camelyon16 and
DigestPath2019. This chapter was published in Medical Image Analysis [Tourniaire,
2023a].

3.1 Introduction

With the digitization of histological slides, deep learning algorithms have reached state-
of-the-art performance on several tasks, e.g., cancer detection [Wang, 2016], tumor
grading [Bulten, 2020] or mutation predictions and prognosis [Fu, 2020]. Nonetheless,
Whole Slide Images (WSIs) still represent an atypical challenge in medical image analysis,
as they often reach sizes of billions of pixels that are beyond the capacity of any current
deep learning framework. For that matter, they are usually split into patches (or tiles) of
smaller dimensions (e.g., 256x256 pixels), which are in turn processed by the models. As
patch-level labels are usually unknown, because they are too time-consuming to obtain
from expert pathologists, WSI analysis often falls under the Multiple Instance Learning
(MIL) framework [Dietterich, 1997], where the slide is seen as a bag of which the tiles
are instances. MIL often comes with weak supervision, meaning that only the slide-level
label is known. Under this particular setting, two natural problems arise:

• Given the embeddings (or the probabilities) obtained at the instance level by a deep
learning model, how can we recover the bag label? This is the MIL classification
task.

• Given the bag label, is it possible to detect which are the key instances?
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Regarding the latter, in a binary classification problem where one has to classify slides
as containing tumorous tissue or not, the point is to be able to locate the tumor within
the image, which is what we will refer to as tumor localization. This is a secondary task
compared to the MIL classification one, but it is of great importance in histological image
analysis, as it allows medical experts to confirm that the model’s key instance selection
matches the slide prediction. [Liu, 2012] refer to this as Key Instance Detection (KID),
while putting forward that a good KID method allows for better bag classification.

3.1.1 Weakly-supervised classification

Under weak supervision, where only slide-level labels are known, several methods have
been proposed to solve the binary tumor classification problem: in [Coudray, 2018], the
authors simply follow the assumption that the tile labels are the same as the slide label,
and proceed with this assumption to train a neural network to classify tiles, the outputs
of which are averaged to recover the slide-level prediction. In [Campanella, 2019], the
authors retrieve the S most suspicious tiles within the slide to feed a recurrent neural
network (RNN) which in turn gives the slide-level classification. In [Courtiol, 2018], the
authors adapt the WELDON method by [Durand, 2016] to MIL for binary classification
of WSIs. However, these methods mainly focused on the bag-level classification. More
recently, [Lerousseau, 2021] proposed a refined weak supervision approach by making
use of the tumor cell percentage associated with each slide, instead of the sole binary
label. With a training set of more than 18,000 slides from multiple cancer sites, they
showed that they could outperform a fully-supervised model that was trained with tile-
level labels on a binary tumor classification problem, while also producing convincing
segmentation masks. For most of the aforementioned methods however, very large
datasets were leveraged to obtain such good results, which are not necessarily available
for every histological classification problem.

Self-supervision methods such as contrastive learning [Chopra, 2005], the aim of which
is to minimize the distance between similar samples within a latent space, have been
used as a training method to improve the feature extractors in histopathology. Using the
Momentum Contrast v2 [Chen, 2020b] self-supervised framework to train a ResNet-50
neural network [He, 2016] as their tile-level feature extractor, [Dehaene, 2020], showed
that they could reach slide-level classification scores close to the best fully-supervised
method on the Camelyon16 challenge dataset [Bejnordi, 2017], but at the cost of
intensive and time-consuming training, using many processing units.
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3.1.2 Attention pooling

We already presented in the previous chapter the concept of attention pooling, introduced
by [Ilse, 2018], the purpose of which is to compute attention scores to discriminate
between low- and high-importance instances in the bag, and CLAM [Lu, 2021], based on
the same architecture with an additional instance-specific classifier.

Self-attention [Vaswani, 2017], which can be used to model the interactions between
instances within the bags, was used by [Rymarczyk, 2021] in addition to the classic
attention-based MIL model (in which the instances are assumed to be independent),
while exploring other MIL assumptions such as the presence-based or threshold-based
assumptions. Unfortunately, [Rymarczyk, 2021] do not linger on the consequences of
self-attention on the resulting attention scores, as bag-level classification is the main
focus of their study. Self-attention was also used by [Li, 2021a], but this time as a
distance measurement between the instance selected using max-pooling (denoted critical
instance) and the other instances within the same bag, in a dual-stream model based
on a self-supervised, multiscale feature extractor. Although their model integrates an
instance classifier, it is mainly used for the critical instance selection, and serves no
purpose in the localization of the tumor at inference time. [Shi, 2020] on the other
hand, establish several theorems regarding attention-based MIL, notably showing how
the instances’ attention scores influence the bag-level prediction. They propose another
method to compute the attention scores, called loss-based attention, and show on several
datasets that it yields higher bag-level classification scores, and also boosts instance recall.
However, the method was only tested on small MIL datasets, with few instances per bags
(e.g. tens of instances) compared to what is commonly found in histopathology datasets
(e.g. thousands of instances), and the method does not consider in particular the case of
negative bags in binary MIL classification.

3.1.3 Mixed Supervision

[Shah, 2018] introduced mixed-supervision for image segmentation: strong supervision
(i.e. pixel-level) and weak-supervision (bounding boxes, landmarks) were used together
to improve segmentation while reducing the supervision cost. [Mlynarski, 2019] defined
mixed supervision in their work as the joint use of image-level and pixel-level labels within
an image. Compared to using only a few fully-annotated images, they showed that using
the latter along with additional weakly-labeled images to train the same model also
improved the segmentation results.

As for computational pathology, we already mentioned the work of [Ciga, 2021], where
a two-headed patch-level ResNet-18 [He, 2016] was trained with both segmentation and
classification labels, so as to reduce the segmentation labeling burden. In the case of WSI
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analysis, we define mixed supervision as the joint use of instance- and bag-level labels.
This kind of approach has previously been associated to semi supervision [Marini, 2021],
where instance or patch-level labels are denoted “strong annotations", and bag or slide-
level labels “weak annotations". Other works based on this joint approach have been
published, especially on the topic of prostate cancer grading [Arvaniti, 2018; Bulten,
2020]. However, all these works either focused on WSI or instance classification, but
did not try to perform both tasks simultaneously, using the labels from the two distinct
levels of supervision. More recently, [Schmidt, 2022] proposed a model trained with
both slide-level labels and a limited number of tile-level labels for tumor classification.
The model is a tile-level classifier, that yields slide-level labels to generate pseudo labels
for weakly-augmented tiles. After obtaining the pseudo labels, the same tiles are strongly
augmented and classified by the same model using their respective true or pseudo labels
all together. A loss function composed of both supervised and unsupervised terms is
used to train the network. Like most of the previously mentioned frameworks, this one
falls more in the semi-supervised learning category than in the mixedly-supervised one.
Indeed, the purpose of their method lies in the training of the feature extractor, and not
in a model that works at the slide-level. In [Lubrano di Scandalea, 2022], the authors
devised a three-step approach, where a tile-level feature extractor is first trained in a
self-supervised fashion using the SimCLR method [Chen, 2020a], then trained using
both self-supervision and strong supervision on a small number of tiles. Once the feature
extractor training is done, it is frozen, and used to extract features that will feed an
attention-based deep MIL WSI classifier, in a similar way to [Lu, 2021]. This work, like
the one by [Dehaene, 2020], aims at improving the performance of a WSI classifier by
using a feature extractor specifically trained on histological data: mixed supervision is
only used during the fine-tuning of the feature extractor, and is not fully integrated in
the WSI classification process.

Although these previous methods made use of both tile and slide labels, it was always
in the form of a combination of (1) semi supervision at the tile level and then (2) weak
supervision at the slide level. Therefore, the joint use of tile and slide labels has been
limited in prior work with usually separate statistical models to exploit both types of
labels and distinct training process to perform mixed supervision.

3.1.4 Contributions

In this work, we propose to generalize the use of mixed supervision to both tile- and
slide-level classification tasks in a joint framework to train a model more suited for
histological slide analysis, with higher performance and interpretability. For that matter,
we rely again on the CLAM architecture by [Lu, 2021], as the model is able to operate at
both slide and tile levels, allowing for tumor localization in addition to slide classification.
Moreover, we make use of a limited amount of tile-labeled slides, in the hope of reducing
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the tedious work required from expert pathologists for the precise tumor delineation in
histological datasets. Our contributions are listed as follows:

• The previously introduced strategy, where the tile-level classifier is trained on
both true tile labels (when available) and pseudo-labels generated using the tiles’
attention scores, is improved twofold: first, the two-step paradigm we initially
developed now fits in a single, unique step. Second, to correct for the potential
class imbalance between tumorous and non-tumorous tiles, we also propose a
paired batch method that uses both kinds of slides at the same time at each training
step.

• To better target the key instances responsible for the bag label and obtain a model
less focused on few specific instances, we design a new loss function based on
the attention scores of the slide-level classifier. The loss also enforces a uniform
spread of the attention on the relevant tiles in the slide, which improves the slide-
level classification as well as the interpretability of the model during inference.
We propose an exponential weighted sampling strategy, designed to simplify the
training procedure in a single step, using both annotated and unannotated slides at
the same time.

• We evaluate our method on two different histology datasets tasked with binary tu-
mor classification and localization, and show that it indeed improves the consistency
of the model between the tile- and the slide-level predictions, i.e., classification and
localization. Throughout the rest of the paper, our model is coined MS-CLAM, for
Mixedly Supervised-CLAM.

3.2 Methods

3.2.1 CLAM

The CLAM framework [Lu, 2021] has already been presented in the previous chapter. For
convenience reasons, we simply recall the main characteristics of the model. For each
slide, a latent representation z is obtained by deriving a low-dimensional feature vector
hk for each tile k ∈ {1, ...,N}, through a frozen deep convolutional neural network (e.g.,
a Resnet [He, 2016] pretrained on ImageNet). For each instance k, an attention score is
computed:

ak = Wa(tanh(Vah>k )� sigm(Uah>k ))∑N
i=1 exp{Wa(tanh(Vah>i )� sigm(Uah>i ))}

(3.1)

where Ua, Va, Wa are layers of a trainable neural network. The attention scores sum
to 1, and the final representation of the slide is a sum of the instance feature vectors
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Fig. 3.1.: Overview of the MS-CLAM model. Regarding the attention scores, a faint (resp. bright)
color represents a low (resp. high) score. For the ground-truth colors, red means the
instance is positive (with respect to the bag label), while no color means the instance
is negative. The light-green rectangle represents the attention-weighted average of the
feature vectors. Our contributions to the original CLAM architecture are printed in
dark green.

weighted by their respective attention scores, i.e. A>h (h = [h1...hN ]>). Figure 3.1
recalls the graphical description of CLAM, along with our contributions that we will
describe hereafter. In what follows, we refer to non-tumorous slides and tissue as “normal
slides" and “normal tissue", regardless of the presence of artifacts in the tissue (tear, air
bubble, etc...), given we tackle the problem of tumor vs. non-tumor classification of
WSIs.

3.2.2 Instance-level classification supervision

In CLAM, under the weak supervision setting, we already saw that tiles are classified
using pseudo labels generated based on the attention scores: the B tiles with the highest
(resp. lowest) attention scores are labeled as positive (resp. negative) with respect to the
slide-level label. We showed in chapter 2 that this assumption was wrong in the case of
an all-negative bag (i.e., a normal slide), but another issue is that the parameter B is
fixed, meaning that tiles are invariably sampled within slides, regardless of the actual
number of tiles representative of the slide-level class. Therefore, only small values of
B can help avoid sampling the wrong tiles, but in turn limit the number of training
samples.

With MS-CLAM, we propose to solve some of these issues with the help of mixed
supervision and the paired batch method. Like in the previous chapter, we once again
make use of available tile-level labels, which are used instead of the pseudo labels on
the corresponding slides, to train the tile-level classifier with both more numerous and
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Fig. 3.2.: The two methods for labeling tiles (represented as colored squares) in WSIs: the
top part corresponds to the weakly-supervised case (already used in CLAM), where
attention scores are used to generate pseudo-labels for the tiles. The bottom part
on the other hand corresponds to the case where the tile labels are available (only
for MS-CLAM). The number of sampled tiles in the weakly-supervised setting here is
B = 2. Red (resp. blue) squares represent tumorous (resp. normal) tiles.

accurate labels than in the original setting. To distinguish between the cases where tile
labels are known or not, we use two different hyperparameters to sample the instances:
B+ when labels are available, and B− when they are not (B+ > B−). For the case where
B+ might be greater than the actual number of tumorous tiles Ntum in the slide, we
set B+ = Ntum. Third, since in normal slides all tiles are normal (thanks to the MIL
assumption), we use a different tile-sampling strategy, as the original method assigned
wrong labels to the tiles with low attention scores. In our case, in normal slides, sampled
tiles are only assigned the same label as the slide. Moreover, if we sample B tumorous
tiles in tumorous slides then we only sample B/2 normal tiles in both tumorous and
normal slides, to improve the balance between the two classes. A summary of the two
tile labeling approaches is shown in Figure 3.2.

To train the original CLAM model, a single slide is sampled at each step, and a tile
batch containing 2B instances is generated. With the modifications we made to the tile
labeling, this approach is no longer recommended, because for normal slides, where only
a single class is represented among the tiles, this would mean that the tile batch would
correspond to a single label. Alternating between tumorous slides – with both labels
represented at the tile level, and normal slides – with only a single label present in the
tiles – could lead to unstable gradient computation for the tile classifier. To circumvent
this issue, we propose to simultaneously process one tumorous and one normal slide
(which we refer to as Double Sampling), and build a tile batch using instances from both
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slides: we call this process the paired batch method. Figure 3.3 represents how the batch
of tiles is produced.

normal slide

tumorous slide tile batch

Fig. 3.3.: The paired batch creation process. The tumorous slide provides B tumorous and B/2
normal tiles, while the normal slide provides B/2 normal tiles to make a 2B-sized tile
batch (B = 4 in the figure).

3.2.3 Attention Loss

Attention 

network

Normal slide

Tumorous slide

without a�en�on 
supervision

with a�en�on 
supervision

Attention

network

Fig. 3.4.: The goal of the supervision of the attention scores. Instances are represented as colored
squares. The red color (resp. blue) represents instances with tumor (resp. without). A
thick, bright square means the instance was given a high attention score, whereas a
thin, faint square means the instance was given a low attention score. In normal slides,
attention scores should be even, so as to weight each instance equally. In tumorous
slides, tumorous patches’ attention scores should be higher than the non-tumorous
ones, but equally weighted between them. The attention loss is designed to guide the
attention on the most relevant patches.

Until now, the mixed supervision was only designed for the instance-level classification,
with a collateral impact on the slide-level classification. In CLAM, no constraint is applied
on the attention scores, except that their sum must be equal to 1 (to be invariant to
the bag size). In the weakly-supervised setting, we noticed that the attention scores
associated to the patches were highly unbalanced, with only a few instances weighted
much higher than the rest, whatever the slide label be. Although this effect is rather
undetectable on small bag sizes, e.g., a few hundreds of instances, when facing bags
with tens of thousands of instances, which is typical of WSIs, the attention tends to be
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focused unevenly on a few instances only, or even sometimes on a single one. Here, we
propose a new loss term based on the attention scores to orient the attention spread
towards the most important patches, but also to equalize the attention among them
(Figure 3.1, bottom). Figure 3.4 describes the purpose of the supervision. Oddly enough,
the imbalance between attention scores is noticeable in both normal and tumorous
slides. Ideally, we wish the attention scores to be distributed differently depending
on the slide label. For normal slides, we want the attention scores to be all equal,
i.e., ∀(i, j) ∈ {1, ..., N}2, ai = aj = 1/N . Seeing the attention scores as a probability
distribution, this condition can be expressed through the means of the Shannon entropy
[Shannon, 1948]. The entropy reaches a maximum when all of the outcomes are equally
likely, and the maximum value is logN given there are N possible outcomes. For normal
slides, the attention loss is therefore written as follows:

Latt = 1
logN

N∑
k=1

ak log ak (3.2)

The entropy of the attention scores distribution should be maximum, meaning each
instance is given equal importance in the weighted sum before the final classification
layer. In other words, the attention pooling should mimic the mean pooling in the case
of a normal slide. We take as a penalty term the negative entropy, normalized by logN
to account for any number of instances within a WSI. This loss term does not require the
availability of tile-level labels, since all tiles have the same label, which is the one of the
slide. Such a regularization term on attention scores was also proposed by [Lu, 2019] and
[Sharma, 2021], in the form of a KL-divergence with respect to a uniform distribution,
which is equivalent to the entropy up to a constant. For tumorous slides on the other
hand, the expression involves three terms, because we want to reach the three following
objectives:

1. The attention scores of non-tumorous instances should be close to zero, as they
have little to no impact on the slide label.

2. From the previous condition, we have that the tumorous instances’ attention scores
should be the only non-zero ones. Put differently, the sum of the attention scores
of tumorous instances should be close to 1.

3. The entropy of the tumorous attention scores should be maximum, i.e., each
tumorous instance should be weighted equally before the final classification. This
is to ensure that all instances containing tumor contribute as equally as possible to
the final prediction.
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Therefore, the attention loss for tumorous slides is expressed as follows:

Latt =
ns∑
i=n1

ai + 1
logm

tm∑
j=t1

aj log aj −
tm∑
j=t1

aj (3.3)

where m (resp. s) is the number of tumorous (resp. non-tumorous) instances, t1, ..., tm
are the indices of the tumorous attention scores, and n1, ..., ns the indices of the non-
tumorous ones. Contrary to the previous case, this loss term requires the knowledge
of tile-level labels, hence why the mixed supervision is used during training. Table 3.1
summarizes the various losses computation depending on the slide’s label.

Slide label Inst. label availability Inst. label Att. loss Inst. label nature Inst. loss Number of inst. in batch

Normal yes Normal −H(A) true label CE B+/2 or B−/2

Tumor
no N/A N/A pseudo-label CE B− (tum.) and B−/2 (norm.)

yes
Normal ‖An‖1 true label

CE
B+/2

Tumor −H(At)− ‖At‖1 true label B+

Tab. 3.1.: Summary of the losses for each kind of slide label. The table also indicates how the
losses are handled depending on the tile labels availability. The H function stands for
the Shannon entropy, and A represents the vector of all attention scores. Similarly, At

is the vector of tumorous tiles’ attention scores, and An is the vector of normal tiles’
attention scores. CE stands for cross-entropy.

3.2.4 Exponential Weighted Sampling

In the previous chapter, a two-step training procedure was designed to train the model
where first only slides with tile-level labels were used, and then the entire training set in
a second phase. This was done to ensure that the tile-level classifier was first trained on
true labels, before being trained on pseudo-labels. In this paper, we introduce a sampling
strategy devised to train the model in a single phase, where slides with tile-level labels
are decreasingly more likely to be sampled during training, until all slides are sampled
uniformly. Assuming we have Nt = N̂t + Ñt tumorous slides, where N̂t is the number
of tile-level labeled slides and Ñt the number of slides with unlabeled tiles: each slide i
is assigned a sampling weight wi, equal to a value W > 1 when the tile-level labels are
known, or 1 otherwise. Then, these weights are converted into probabilities following
pi = wi/

∑
j wj . These probabilities serve as the parameters of a multinomial distribution

used to sample the slides at each epoch. To progressively reduce the oversampling of
annotated slides, their corresponding weights wk are multiplied by a decay factor γ < 1 at
the end of each epoch, until all slides’ weights are equal to 1, resulting in equal sampling
probabilities. Algorithm 2 summarizes the sampling strategy.

3.2.5 MS-CLAM without tile-level labels

The absence of tile-level annotated slides (weak supervision only) can be seen as a
particular case, which requires several adjustments to the method. Concerning the
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Algorithm 2: Tumorous slides’ sampling strategy.
Data: Initial weight W , decay factor γ, number of training epochs E, the set of

tumorous slides {S1, ..., SNt}
for e← {1, ..., E} do

for i← {1, ..., Nt} do
if Si has tile-level labels then

wi ←W
else

wi ← 1
end
pi ← wi/

∑
iwi

end
sample slides from Multinomial(p1, ..., pNt)
W ← γW

end

attention loss, we can only use Eq. 3.2, since Eq. 3.3 requires the knowledge of tile-
level labels. Still, the paired batch method remains applicable, along with the other
modifications we made to the model. Concerning the exponential weighted sampling, we
fix W = 1 and γ = 1 so that all tumorous slides are sampled randomly (equal weights
and no decay). This setting corresponds to the Double Sampling strategy we mention in
section 3.2.2.

3.3 Materials

3.3.1 The Camelyon16 dataset

Slide class Train set Test set

Normal 159 80
Metastatic 111 49

Tab. 3.2.: Summary of the Camelyon16 dataset
class distribution.

The Camelyon16 challenge [Bejnordi,
2017] was already introduced in the pre-
vious chapter. Here, we simply recall the
class distribution of the dataset in Table
3.2, and add further comments on several
aspects of the data. Indeed, this dataset
is particularly challenging among histolog-
ical datasets, as the metastasis size from
one slide to the other greatly varies. From a MIL standpoint, this means that the number
of positive instances per bag can differ significantly from one bag to the other, to the
point where there can be only a few positive instances for tens of thousands of negative
ones in one bag, while in the other there are nearly no negative instances. This variability
is expressed in the form of a box plot in Figure 3.5 (notice the log scale on the horizontal
axis). The mean percentage of tumorous tiles within tumorous slides is 6.3%, while the
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Fig. 3.5.: A box plot showing the percentage of tumorous tiles (log-scaled) in tumorous slides
in the training set of Camelyon16. The grey, diamond-shaped points represent the
outliers, while the black, circular points correspond to the data points themselves.

median percentage is only 0.76%. Therefore, we expect the attention loss to help the
model coping with this variability among the positive bags. During the experiments, we
split the training/validation set 5 times into a training (80%) and a validation (20%) set
in a 5-fold cross-validation fashion, and report the average performance of the model on
the competition test set

3.3.2 The DigestPath2019 dataset

The DigestPath2019 challenge [Li, 2019] was organized around two different gastric
and colon histology datasets. In this work, we focused on the second dataset, for
which the challenge task was to classify and segment tissue in colonoscopy images. It
does not contain entire WSIs but regions selected within these colonoscopy slides. The
resulting images have an average size of 5000x5000 pixels. As the competition test set
is unavailable for download, we performed all of our experiments on the competition
training set, which contains 660 images in total (from 324 patients, coming from 4
different centers), of which 250 (from 93 patients) display tumor regions. We perform a
5-fold cross-validation of the models on the competition training set (i.e., the available
660 images). For each fold, the training set is again divided between 80% training and
20% validation.

The challenge website mentions that some malignant glands were missed by pathologists,
so the annotations are not exhaustive per se, but are considered as such during the
experiments. As opposed to the ones in the Camelyon16 dataset, tumorous slides in
DigestPath2019 display a much wider tumorous area with respect to the total tissue area:
the mean percentage of tumorous tiles in tumorous images in this case is 31.8%, with a
median value at 28.9%. The boxplot Figure 3.6 summarizes the ratio of tumorous tiles
within tumorous images for DigestPath2019.
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Fig. 3.6.: A box plot showing the percentage of tumorous tiles in tumorous images in the training
set of DigestPath2019.

3.3.3 Data pre-processing

For both datasets, we followed the usual procedure for histological image analysis: first,
the tissue region is filtered in the images using a threshold on the saturation channel in
the HSV color space. For some images in the DigestPath2019 dataset, blurry regions were
filtered out using a blur detector [Golestaneh, 2017]. Then, the images are split into
squared tiles of dimensions 256x256 (for Camelyon16), 128x128 (for DigestPath2019).
For DigestPath2019, the choice of a proper tile size is a more critical choice than for
Camelyon16, since the original images have much smaller sizes (they are not original WSI
files). Therefore, smaller tiles allow for a more accurate localization of the tumor within
the images. However, since the feature extractor was initially trained with inputs of
224x224 pixels, using an input size too different from the initial dimensions would result
in a performance decay. To assign a label to the tiles, we used a different approach for
the two datasets since they both display very different tumorous area ratios as shown in
Figures 3.5 and 3.6. For Camelyon16, we looked at the slide with the smallest tumorous
region, centered a tile around this region, and computed the percentage of tumor inside
the tile to obtain a threshold: the value we obtained was 20%. On DigestPath2019, as
tumor regions were quite wide and similar from one slide to the other, we stuck to a 50%
threshold. We used the same Imagenet pre-trained, Resnet-50 backbone as [Lu, 2021] to
pre-extract the features from the tiles before training the attention layers.

As all images from each dataset were annotated, we randomly selected k% of the slides
to be used with tile-level labels, with k ∈ {0, 6, 12, 25, 62, 100}, to evaluate the model’s
performance with an increasing percentage of available annotations.

3.3.4 Experimental setting

For all the experiments, we used the Adam optimizer [Kingma, 2014] during training,
with the default values β1 = 0.9 and β2 = 0.99, with a learning rate of 2 × 10−4. We
took B+ = 1024 for Camelyon16, B+ = 256 for DigestPath2019, and B− = 8 for the

36 Chapter 3 MS-CLAM: Mixed Supervision for the classification and localization of tumors in Whole

Slide Images



tile sampling parameters. For the exponential weighted sampling, we kept W = 90
and γ = 0.9. All models were trained for either 50 epochs (DigestPath2019) or 90
epochs (Camelyon16) on a single NVIDIA GeForce 1080 GTX Ti GPU. A 5-fold training
on Camelyon16 takes approximately 5 hours, while on DigestPath2019 it takes only 2
hours 30 minutes.

3.4 Results

To evaluate the results of the experiments, we use several classification and localization
metrics. Although the model does not directly produce tumor masks, we use the outputs
of the tile classifier to compute binary tile masks of the slides, which are then compared to
the reference tumor masks using localization metrics. For the slide-level classification, we
mainly look at the accuracy, the F1-score, and the AUC (Area Under the ROC Curve, which
was the reference metric for both datasets). For both datasets, to evaluate the quality
of the tumor masks, we first compute the reference tile-accurate masks based on the
tumor delineations done by experts and using the assumptions made in 3.3.3 as to which
tiles are considered tumorous. This is done to allow for a fairer comparison between
the predicted and the reference masks, since none of the models are pixel-accurate. To
compute the masks using the tile-level predictions, we use a threshold of 0.5 on the
output probability of the tile classifier. For CLAM SB or MB, as two different tile-level
classifiers coexist, the one corresponding to the tumor class is used. On Camelyon16, all
masks are computed at the 5th magnification level, the same magnification level used
during the challenge for localization evaluation. Predicted masks are evaluated using the
Dice score on tumorous slides. On normal slides on the other hand, we simply compute
the tile-level specificity of each model.

3.4.1 Baselines

Aside from CLAM, we also compare the performance of our model with several base-
lines:

• Weakly-supervised baselines. We compare our model with other weakly-supervised
models such as TransMIL [Shao, 2021b] and DS-MIL [Li, 2021a]. For the latter,
an important part of the method is the training of a feature extractor in a self-
supervised fashion. According to the authors, it took 2 weeks on 6 GPUs to complete
this part for Camelyon16 only; therefore, we decided to use the pre-computed
features they provide on github for this dataset in particular. We also show the per-
formance of DS-MIL when using the same feature extractor as for CLAM, MS-CLAM
and TransMIL (i.e., the ImageNet pre-trained ResNet-50). However, since neither
TransMIL nor DS-MIL have a dedicated tile-level classifier, we only compare the
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performances of these models on the slide-level classification task, but not on the
tumor localization one.

• Backbone fine-tuning. We investigate the potential benefit of fine-tuning the
feature extractor on the available tile labels before training CLAM and MS-CLAM. To
this end, for each fold, we fine-tune the ImageNet pre-trained ResNet-50 backbone
on tiles taken from the same slides used to supervise the training of MS-CLAM. The
fine-tuning can be seen as supervised tile classification, after which we discard the
final classification layer to recover the features. We use the Adam optimizer and
cross-entropy loss, with a learning rate of 1× 10−3, divided by ten every time the
loss plateaus for 15 epochs. The model is trained during 200 epochs for each fold,
or until the loss stops decreasing during 20 epochs. We indicate (FT) in the tables
next to models trained atop a fine-tuned backbone.

3.4.2 Slide-level classification

Model % of annot. images AUC (↑) Acc. (↑) F1-score (↑)

CLAM SB 0 0.973 ± 0.022 0.924 ± 0.039 0.901 ± 0.052
CLAM MB 0 0.953 ± 0.043 0.906 ± 0.048 0.879 ± 0.063
TransMIL 0 0.982 ± 0.015 0.932 ± 0.05 0.927 ± 0.053

DS-MIL (ImageNet) 0 0.615 ± 0.091 0.511 ± 0.138 0.212 ± 0.291
MS-CLAM 0 0.977 ± 0.014 0.941 ± 0.022 0.921 ± 0.026
MS-CLAM 6 0.982 ± 0.012 0.941 ± 0.026 0.922 ± 0.029
MS-CLAM 12 0.982 ± 0.013 0.955 ± 0.034 0.940 ± 0.042
MS-CLAM 25 0.980 ± 0.016 0.944 ± 0.038 0.927 ± 0.047
MS-CLAM 62 0.984 ± 0.016 0.947 ± 0.036 0.933 ± 0.041
MS-CLAM 100 0.981 ± 0.019 0.946 ± 0.035 0.931 ± 0.041

CLAM SB (FT) 12 0.987 ± 0.005 0.945 ± 0.014 0.928 ± 0.020
MS-CLAM (FT) 12 0.989 ± 0.009 0.953 ± 0.024 0.940 ± 0.027
CLAM SB (FT) 62 0.983 ± 0.013 0.953 ± 0.017 0.938 ± 0.022
MS-CLAM (FT) 62 0.991 ± 0.008 0.955 ± 0.029 0.941 ± 0.037
CLAM SB (FT) 100 0.990 ± 0.006 0.964 ± 0.023 0.954 ± 0.025
MS-CLAM (FT) 100 0.991 ± 0.007 0.950 ± 0.027 0.936 ± 0.033

Tab. 3.3.: Classification metrics over a 5-fold CV of the DigestPath2019 training set (± standard
error is indicated for each experiment and metric).

Table 3.3 shows the results of the image classification for DigestPath2019. Without
the use of any tile-level annotation, the addition of the attention loss on normal slides
along with the paired batch method lead to an improvement of all the classification
metrics, in particular the accuracy (improved by 1.7% compared to CLAM SB, 3.5%
compared to CLAM MB) and the F1-score (improved by 2% compared to CLAM SB, 4.2%
compared to CLAM MB). With an annotation burden as low as 12% of the available
slides in the training set, we also notice an improvement of all the classification metrics
for the MS-CLAM model compared to the CLAM baseline. While the gain in AUC is
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rather marginal, there is a gradual improvement regarding the accuracy and the F1 score,
meaning the model is less prone to classification errors.

Among the weakly-supervised baselines, TransMIL reaches the highest performance,
on par with MS-CLAM using 6% of the annotated slides. However, the model does
not provide tumor locations, therefore the slide-level predictions suffer from a lack of
interpretability. For DS-MIL, without access to a dedicated backbone for this dataset, the
model obtains poor performance compared to all the other methods.

Finally, when training CLAM on top of a fine-tuned feature extractor, its performance
improves as the number of annotated slides increases. Nonetheless, when using only
12%, it still does not reach the performance of MS-CLAM (without FT) with the same
amount of annotations in terms of accuracy and F1-score. Notwithstanding the case
with 100% annotated slides, MS-CLAM (FT) still manages to improve the performance of
CLAM (FT).

Classification results for Camelyon16 are detailed in Table 3.4. For the MS-CLAM
models, there is again an improvement of all the classification metrics compared to CLAM
when using 12% of annotated slides or more, which corresponds to only 11 tumorous
slides in the Camelyon16 training set. We see similar effects to the ones observed
on DigestPath2019: accuracy and F1-score largely profit from the added supervision
(F1-score improved by 5% with only 6% annotated slides).

Just like for DigestPath2019, TransMIL is comparable to MS-CLAM trained with 6%
annotated slides (with a 2% overhead in AUC), yet still without localization information.
For DS-MIL, this time, we have access to a specifically trained backbone. The self-
supervised version of the model reaches the highest AUC, but when looking at the
accuracy and the F1-score, it falls behind TransMIL or MS-CLAM with 6% of annotated
slides. Similar to what we observed on DigestPath2019, DS-MIL achieves poor results
when using the ImageNet pre-trained backbone.

The results obtained by the FT models on Camelyon16 are similar to the ones obtained
on DigestPath2019, although this time MS-CLAM (FT) is still superior to its CLAM (FT)
counterpart when using 100% of the annotated samples. Interestingly enough, for the
12% and the 62% settings, CLAM (FT) and MS-CLAM (without FT) reach similar accuracy
and F1-score, although CLAM (FT) obtains a higher AUC. Nonetheless, the computational
burden is much lower for MS-CLAM, as no backbone fine-tuning is required.
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Model % of annot. images AUC (↑) Acc. (↑) F1-score (↑)

CLAM SB 0 0.883 ± 0.033 0.863 ± 0.027 0.797 ± 0.049
CLAM MB 0 0.907 ± 0.010 0.870 ± 0.028 0.806 ± 0.049
TransMIL 0 0.910 ± 0.021 0.874 ± 0.030 0.857 ± 0.039

DS-MIL (SS) 0 0.966 ± 0.021 0.879 ± 0.066 0.849 ± 0.065
DS-MIL (ImageNet) 0 0.467 ± 0.185 0.478 ± 0.130 0.331 ± 0.302

MS-CLAM 0 0.884 ± 0.020 0.888 ± 0.026 0.830 ± 0.044
MS-CLAM 6 0.889 ± 0.017 0.898 ± 0.026 0.859 ± 0.022
MS-CLAM 12 0.908 ± 0.013 0.899 ± 0.028 0.861 ± 0.031
MS-CLAM 25 0.911 ± 0.016 0.902 ± 0.028 0.867 ± 0.035
MS-CLAM 62 0.932 ± 0.008 0.938 ± 0.009 0.913 ± 0.013
MS-CLAM 100 0.939 ± 0.008 0.938 ± 0.012 0.916 ± 0.017

CLAM SB (FT) 12 0.932 ± 0.029 0.898 ± 0.030 0.860 ± 0.039
MS-CLAM (FT) 12 0.921 ± 0.036 0.910 ± 0.018 0.877 ± 0.029
CLAM SB (FT) 62 0.967 ± 0.011 0.936 ± 0.025 0.915 ± 0.033
MS-CLAM (FT) 62 0.970 ± 0.012 0.935 ± 0.015 0.916 ± 0.018
CLAM SB (FT) 100 0.980 ± 0.008 0.946 ± 0.016 0.928 ± 0.020
MS-CLAM (FT) 100 0.982 ± 0.013 0.950 ± 0.018 0.935 ± 0.022

Tab. 3.4.: Classification metrics on the Camelyon16 test set. All metrics are averaged on a 5-fold
cross validation split of the training set (± a standard error reported).

Model % of annot. slides Dice score (tum) Specificity (norm)

CLAM SB 0 0.520 ± 0.075 0.525 ± 0.075
CLAM MB 0 0.443 ± 0.087 0.443 ± 0.101
MS-CLAM 0 0.310 ± 0.051 0.998 ± 0.001
MS-CLAM 6 0.460 ± 0.073 0.998 ± 0.002
MS-CLAM 12 0.530 ± 0.063 0.997 ± 0.003
MS-CLAM 25 0.595 ± 0.061 0.993 ± 0.005
MS-CLAM 62 0.677 ± 0.026 0.978 ± 0.009
MS-CLAM 100 0.676 ± 0.027 0.960 ± 0.016

CLAM SB (FT) 12 0.598 ± 0.069 0.695 ± 0.233
MS-CLAM (FT) 12 0.453 ± 0.060 0.997 ± 0.001
CLAM SB (FT) 62 0.582 ± 0.123 0.590 ± 0.306
MS-CLAM (FT) 62 0.715 ± 0.027 0.976 ± 0.011
CLAM SB (FT) 100 0.596 ± 0.094 0.609 ± 0.289
MS-CLAM (FT) 100 0.714 ± 0.014 0.967 ± 0.014

Tab. 3.5.: Localization metrics on DigestPath2019. All metrics are averaged on a 5-fold cross
validation split of the training set (± a standard error reported).

3.4.3 Localization of tumor regions

Localization results (i.e., the tumor masks derived from the tile classifier) for Digest-
Path2019 (resp. Camelyon16) are detailed in Table 3.5 (resp. Table 3.6). For both
datasets, with the exception of MS-CLAM with 0 and 6% annotations on DigestPath2019,
we obtain both a higher mean Dice score on tumorous images, and a higher mean
specificity for normal images, close to 1, indicating very few false positives. In both

40 Chapter 3 MS-CLAM: Mixed Supervision for the classification and localization of tumors in Whole

Slide Images



cases, the baseline models lack specificity and fail to point at the tumor region accurately,
triggering many false positives in the case of normal images. Yet, for DigestPath2019 in
particular, the tumor region in tumorous slides spans a relatively wide area (see Figure
3.6), sometimes covering nearly all of the tissue. Therefore, the Dice score for CLAM is
fairly high (0.520) . Conversely, MS-CLAM models tend to have a much higher specificity,
at the cost of a lower sensitivity, which gradually improves with the percentage of tile-
level labeled slides. This, combined with the previous observation on the ratio between
tumor and healthy tissue in the case of DigestPath2019, explains why the Dice score of
MS-CLAM with 0 and 6% annotations is lower for this dataset in particular compared to
CLAM SB. It is in the images that contain smaller tumor regions regarding the total tissue
area that the difference is perceptible. An example of the latter case is visible Figure
3.7, where the CLAM model has classified all tissue as tumorous, whereas it is in fact
limited to sub-parts of the image. With MS-CLAM on the other hand, the tumorous tissue
is correctly located within all the annotated regions. Furthermore, this image is a likely
example of incomplete annotations, as several small unmarked regions in the image, in
particular at the bottom right, are likely to be tumorous. Nonetheless, these regions are
still correctly picked by the models, as shown on the two right-most masks in Figure
3.7. We can also notice that adding more supervision in MS-CLAM improves the recall
of tumorous instances, which is expected since the model trains on more tumorous tile
samples. In terms of localization, although fine-tuning the feature extractor improves the
performance of CLAM in terms of both Dice score and specificity, the latter still remains
far below what is achieved with MS-CLAM, regardless of the backbone used. When using
more annotated samples (62% onward), the performance of the model improves with
fine-tuning.

(a) (b) (d)(c)

Fig. 3.7.: Examples of tumor masks obtained on a tumorous image from the DigestPath2019
dataset. (a) The slide region with the tumorous tissue delineated in green on the left
image, and in red on the four binary masks. (b)-(d) The tile-level masks computed
by the models’ tile-level classifier with various amounts of supervision. (b) CLAM SB
(0%). (c) MS-CLAM (6%). (d) MS-CLAM (62%). The orange square contains a tissue
region, likely tumorous, that is not delineated in the ground truth annotations.
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Model % of annot. slides Dice score (tum) Specificity (norm)

CLAM SB 0 0.212 ± 0.005 0.740 ± 0.034
CLAM MB 0 0.223 ± 0.031 0.755 ± 0.029
MS-CLAM 0 0.331 ± 0.015 1.000 ± 0.000
MS-CLAM 6 0.425 ± 0.052 1.000 ± 0.000
MS-CLAM 12 0.473 ± 0.023 1.000 ± 0.000
MS-CLAM 25 0.503 ± 0.039 0.999 ± 0.001
MS-CLAM 62 0.513 ± 0.029 0.996 ± 0.002
MS-CLAM 100 0.475 ± 0.023 0.991 ± 0.003

CLAM SB (FT) 12 0.210 ± 0.024 0.691 ± 0.125
MS-CLAM (FT) 12 0.425 ± 0.043 1.000 ± 0.000
CLAM SB (FT) 62 0.287 ± 0.031 0.872 ± 0.041
MS-CLAM (FT) 62 0.533 ± 0.033 0.998 ± 0.001
CLAM SB (FT) 100 0.270 ± 0.032 0.840 ± 0.082
MS-CLAM (FT) 100 0.442 ± 0.048 0.984 ± 0.008

Tab. 3.6.: Localization metrics on the Camelyon16 test set. All metrics are averaged on a 5-fold
cross validation split of the training set (± a standard error reported).

(a) (b) (d)(c)

Fig. 3.8.: Slide #26 from the test set of Camelyon16, along with the tile-level tumor mask com-
puted by each model using the tile-level classifier. (a) The slide thumbnail (metastasis
delineated in green). (b)-(d) The tile-level masks computed by the models with vari-
ous amounts of supervision. (b) CLAM SB (0%). (c) MS-CLAM (6%). (d) MS-CLAM
(62%).

On Camelyon16, contrary to what was observed on DigestPath2019, all of the MS-CLAM
models outperform CLAM regardless of the percentage of annotated slides used, in terms
of both Dice score and specificity. Again, part of the explanation lies in the ratio between
tumor and healthy tissue in tumorous slides: with many false positives, CLAM models
tend to overestimate far more the tumorous regions than in the previous dataset. One
noticeable result in Table 3.6 is the slight decrease of specificity and Dice score for the
MS-CLAM models with 100% of annotated slides. This is because this model has a much
higher recall at the cost of more false positives, and is therefore penalized by the relatively
small tumorous regions in Camelyon16. However, it offers a much higher tile-level AUC
and Average Precision (AP) than its counterpart with few tile-level labels (MS-CLAM with
100% of annotated slides reaches a mean AUC of 0.950 and a mean AP of 0.763, against
an AUC of 0.736 and an AP of 0.429 for MS-CLAM with 6%). In the same way, although
it seems like MS-CLAM with 62% of annotated slides performs better than the one with
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100%, these two models have in fact very close performance. With 62%, the mean
tile-level AUC is 0.948, but the mean recall is 0.551 (against 0.605 with 100%). Given
the small number of tumorous tiles per slide in Camelyon16, false positives are more
hurtful to the Dice score than false negatives. Figure 3.8 shows an example of a tumorous
slide from Camelyon16, where the mask computed using the weakly-supervised model
lacks specificity, which is higher for the MS-CLAM models, while recall increases with
the annotation percentage. When dealing with minute tumorous regions, which is the
case for the slides in Camelyon16, a high specificity is essential to accurately pick the
tumor region: with many false positives, the inspection of the slide becomes tedious,
whereas a high specificity guarantees that the user can rapidly check the regions raised
suspicious by the model. The same observations made on DigestPath2019 regarding
the effect of backbone fine-tuning on the localization performance can be made on
Camelyon16, although this time MS-CLAM (FT) systematically obtains higher Dice score
and specificity compared to CLAM (FT). When comparing MS-CLAM with and without
fine-tuning, it is only in the case of 62% annotated samples that we obtain a performance
gain, while all the other amounts of annotation are negatively affected by the fine-tuning
procedure. Fine-tuning alone seems insufficient to increase the localization performance
of the model, whereas our framework does bring significant improvements.

3.5 Ablation studies

In this section, we show the contributions of each main module of our model to the global
performance, both in terms of WSI classification and localization. We also highlight the
impact of the attention loss on the attention scores and the visualized attention maps.
All ablation experiments are performed on the Camelyon16 dataset.

3.5.1 Attention loss

Model % of annot. images AUC (↑) Acc. (↑) F1-score (↑) Latt (norm) (↓) Latt (tum) (↓)

CLAM SB 0 0.883 ± 0.033 0.863 ± 0.027 0.797 ± 0.049 -0.664 ± 0.219 -0.441 ± 0.100

MS-CLAM (no att. loss) 12 0.910 ± 0.018 0.902 ± 0.019 0.865 ± 0.027 -0.537 ± 0.086 -0.780 ± 0.081
MS-CLAM 12 0.908 ± 0.013 0.899 ± 0.028 0.861 ± 0.031 -0.963 ± 0.042 -0.954 ± 0.182

MS-CLAM (no att. loss) 25 0.901 ± 0.031 0.895 ± 0.020 0.848 ± 0.036 -0.545 ± 0.087 -0.762 ± 0.145
MS-CLAM 25 0.911 ± 0.016 0.902 ± 0.028 0.867 ± 0.035 -0.966 ± 0.023 -1.170 ± 0.105

MS-CLAM (no att. loss) 62 0.914 ± 0.018 0.905 ± 0.013 0.866 ± 0.016 -0.497 ± 0.164 -0.777 ± 0.066
MS-CLAM 62 0.932 ± 0.008 0.938 ± 0.009 0.913 ± 0.013 -0.946 ± 0.017 -1.271 ± 0.107

MS-CLAM (no att. loss) 100 0.919 ± 0.006 0.907 ± 0.019 0.874 ± 0.023 -0.397 ± 0.147 -0.831 ± 0.065
MS-CLAM 100 0.939 ± 0.008 0.938 ± 0.012 0.916 ± 0.017 -0.915 ± 0.032 -1.318 ± 0.085

Tab. 3.7.: Impact of the attention loss on the slide-level classification performance. All metrics
are averaged on a 5-fold cross validation split of the training set (± a standard error
reported).

Slide-level classification. Table 3.7 shows the impact of the attention loss on the
slide classification task. Our attention loss improves the classification results from 25%
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annotated slides onward, although the performance is only slightly superior (< 0.5%
difference) without the loss for 12% annotated slides. Regarding the impact on the
attention scores: for normal slides, an attention loss Latt (norm) close to -1 means that
the attention scores are nearly all equal. In this case, the model was able to give equal
importance to each tile instead of focusing on just a few. For tumorous slides on the
other hand, Latt (tum) has two main effects: first, the attention scores of tumorous tiles
are higher than the ones of normal tiles; second, the attention scores of tumorous tiles
have similar values, which means the tiles contribute equally to the final attention-based
mean of the features. These observations regarding the attention scores are visible in the
coarse attention maps represented in Figures 3.9 and 3.10, where each tile is colored
according to its score. In the first one, the tumorous region is much better described by
the attention scores when using the attention loss. In the second, although not perfectly
uniform, the coarse attention map shows a more widespread attention distribution on
the slide.

Localization. Table 3.8 shows the impact of the attention loss on the tumor localization
task. Both the Dice score and the specificity are strongly affected: when using 62% of
annotated slides, the presence of the attention loss increases the Dice score by 16%,
while also preserving a very high specificity of 0.996. In general, the model’s tendency to
make more false positives (decrease in specificity) as the percentage of annotated slides
increases is better contained thanks to the attention loss, as the specificity does not fall
below 0.991 (against 0.927 without it).

Overall, the attention loss improves the slide-level classification performance from 25%
annotated slides onward, and yields remarkable improvements for tumor localization for
every annotation ratio.

min

max

(a) (b) (d)(c)

Fig. 3.9.: Slide #90 (tumorous) from the test set of Camelyon16, along with the tile-level coarse
attention map computed by each model using the attention scores. The color scale on
the right indicates the mapping between colors and attention scores. The former have
been rescaled following a′

k = (ak−min(a))/(max(a)−min(a)). (a) The slide thumbnail
(metastasis delineated in green). (b)-(d) The coarse attention maps computed by the
models with various amounts of supervision. (b) CLAM SB (0%). (c) MS-CLAM (12%,
no attention loss). (d) MS-CLAM (12%)
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max

(a) (b) (d)(c)
min

Fig. 3.10.: Slide #119 (normal) from the test set of Camelyon16, along with the tile-level coarse
attention map computed by each model using the attention scores. The attention
scores have been rescaled and matched to colors following the same procedure as in
Figure 3.9. (a) The slide thumbnail. (b)-(d) The coarse attention maps computed by
the models with various amounts of supervision. (b) CLAM SB (0%). (c) MS-CLAM
(12%, no attention loss). (d) MS-CLAM (12%).

Model % of annot. slides Dice score (tum) Specificity (norm)

CLAM SB 0 0.212 ± 0.005 0.740 ± 0.034

MS-CLAM (no att. loss) 12 0.437 ± 0.015 0.989 ± 0.003
MS-CLAM 12 0.473 ± 0.023 1.000 ± 0.000

MS-CLAM (no att. loss) 25 0.423 ± 0.034 0.981 ± 0.008
MS-CLAM 25 0.503 ± 0.039 0.999 ± 0.001

MS-CLAM (no att. loss) 62 0.351 ± 0.031 0.946 ± 0.035
MS-CLAM 62 0.513 ± 0.029 0.996 ± 0.002

MS-CLAM (no att. loss) 100 0.323 ± 0.019 0.927 ± 0.021
MS-CLAM 100 0.475 ± 0.023 0.991 ± 0.003

Tab. 3.8.: Impact of the attention loss on localization. All metrics are averaged on a 5-fold cross
validation split of the training set (± a standard error reported).

3.5.2 Exponential Weighted Sampling

In this section, we compare the exponential weighted sampling strategy with 2 other
sampling strategies:

• RandSamp: The same slide sampling strategy as CLAM, i.e. sample randomly a
single slide at each iteration.

• DoubleSamp: We use the Double Sampling strategy introduced in section 3.2.5
regardless of the amount of annotated slides used. In this setting, a normal slide
and a tumorous slide are both sampled at each step without any specific weight for
the annotated samples.
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• EWSamp: The Exponential Weighted Sampling strategy: a normal slide and a
tumorous slide are sampled simultaneously like in DoubleSamp, but annotated
tumorous slides are more likely to be sampled than non-annotated ones, as detailed
in Algorithm 1.

Slide-level classification. Table 3.9 shows the impact of the sampling strategy on the
slide classification task. When the amount of annotated slides is > 25%, the EWSamp
strategy yields the best results in terms of F1-score and accuracy, while being comparable
to the DoubleSamp strategy in terms of AUC. It is only when there are a few annotated
slides (e.g., 12%) that the RandSamp strategy reaches higher accuracy and F1-score,
albeit with a slightly lower AUC than the other two.

Localization. Table 3.10 shows the impact of the sampling strategy on the tumor
localization task. This time, the RandSamp strategy is far behind the other two: the
tile-level paired batch method we present in section 2.2 greatly improves the localization
performance of the model. When the number of annotated slides is small (12%), the
EWSamp strategy is advantageous compared to the DoubleSamp one, yielding a higher
Dice score. When the amount of annotated slides increases, the exponential weighting of
the annotated samples is likely to become less important, since the probability that an
annotated slide is sampled at each step is higher.

Like the attention loss, the two sampling strategies we proposed bring much higher
localization performance compared to the standard sampling method. When only a few
annotated slides are available, the exponential weighted sampling is preferable.

Model % of annot. images AUC (↑) Acc. (↑) F1-score (↑)

CLAM SB 0 0.883 ± 0.033 0.863 ± 0.027 0.797 ± 0.049

MS-CLAM (RandSamp) 12 0.898 ± 0.013 0.916 ± 0.003 0.877 ± 0.007
MS-CLAM (DoubleSamp) 12 0.904 ± 0.006 0.902 ± 0.007 0.866 ± 0.009

MS-CLAM (EWSamp) 12 0.908 ± 0.013 0.899 ± 0.028 0.861 ± 0.031

MS-CLAM (RandSamp) 25 0.902 ± 0.020 0.916 ± 0.019 0.878 ± 0.028
MS-CLAM (DoubleSamp) 25 0.906 ± 0.013 0.899 ± 0.015 0.861 ± 0.019

MS-CLAM (EWSamp) 25 0.911 ± 0.016 0.902 ± 0.028 0.867 ± 0.035

MS-CLAM (RandSamp) 62 0.926 ± 0.010 0.930 ± 0.016 0.900 ± 0.025
MS-CLAM (DoubleSamp) 62 0.933 ± 0.007 0.929 ± 0.003 0.901 ± 0.005

MS-CLAM (EWSamp) 62 0.932 ± 0.008 0.938 ± 0.009 0.913 ± 0.013

MS-CLAM (RandSamp) 100 0.937 ± 0.008 0.933 ± 0.015 0.904 ± 0.025
MS-CLAM (DoubleSamp) 100 0.943 ± 0.004 0.936 ± 0.013 0.913 ± 0.019

MS-CLAM (EWSamp) 100 0.939 ± 0.008 0.938 ± 0.012 0.916 ± 0.017

Tab. 3.9.: Impact of the exponential weighted sampling on the slide-level classification perfor-
mance. (± a standard error reported).
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Model % of annot. slides Dice score (tum) Specificity (norm)

CLAM SB 0 0.212 ± 0.005 0.740 ± 0.034

MS-CLAM (RandSamp) 12 0.318 ± 0.027 1.000 ± 0.000
MS-CLAM (DoubleSamp) 12 0.456 ± 0.038 1.000 ± 0.000

MS-CLAM (EWSamp) 12 0.473 ± 0.023 1.000 ± 0.000

MS-CLAM (RandSamp) 25 0.337 ± 0.020 1.000 ± 0.000
MS-CLAM (DoubleSamp) 25 0.507 ± 0.033 1.000 ± 0.000

MS-CLAM (EWSamp) 25 0.503 ± 0.039 0.999 ± 0.001

MS-CLAM (RandSamp) 62 0.351 ± 0.025 1.000 ± 0.000
MS-CLAM (DoubleSamp) 62 0.510 ± 0.028 0.996 ± 0.001

MS-CLAM (EWSamp) 62 0.513 ± 0.029 0.996 ± 0.002

MS-CLAM (RandSamp) 100 0.329 ± 0.016 1.000 ± 0.000
MS-CLAM (DoubleSamp) 100 0.482 ± 0.022 0.993 ± 0.003

MS-CLAM (EWSamp) 100 0.475 ± 0.023 0.991 ± 0.003

Tab. 3.10.: Evaluation of the impact of the slide exponential weighted sampling strategy. All
metrics are averaged on a 5-fold cross validation split of the training set (± a standard
error reported).

3.6 Discussion

With MS-CLAM, we showed the benefits of using a few slides with tile-level labels in
addition to the slide-level ones on both DigestPath2019 and Camelyon16. On the latter,
using only 62% of the tile-level labeled slides would have been enough to reach the
1st position on the challenge leaderboard based on the AUC results (5th position on the
final leaderboard). On DigestPath2019 on the other hand, using 6% of the tile-level
labeled slides would have reached the 5th rank in terms of AUC on the second task of the
challenge [Da, 2022]. For both of the challenges, the best results were obtained with the
help of deep neural networks trained from scratch on the challenge data, with additional
post-processing steps, and sometimes using an ensemble of various heavy architectures
(ensemble of networks) to reach the highest possible score. Furthermore, each challenge
had its unique best methods, while here we presented a model that reaches near top
performance without any post-processing steps, on both datasets. On the DigestPath2019
data, the AUC improvement with respect to the CLAM baseline is rather modest, but
MS-CLAM clearly reduces the number of classification errors compared to CLAM (see
accuracy and F1-score in Table 3.3). What is more, MS-CLAM trains in a matter of hours,
and reaches state-of-the-art performance with an out-of-domain pre-trained feature
extractor, proving the efficiency of such a model. With both higher classification scores,
and lower attention losses, the MS-CLAM models provide better performance thanks
to a higher key instance recall, that the attention loss promotes. Coupled with paired
batch sampling, it allows MS-CLAM to outperform CLAM even without tile-level labels,
using weak supervision only. Mixed supervision also allows to sample more tiles within
annotated slides, and provides ground-truth labels instead of pseudo-labels for these
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samples in particular. In turn, MS-CLAM models achieve higher localization performance
than their weakly-supervised counterparts.

To profit even further from the annotations, we evaluated the impact of fine-tuning the
feature extractor in CLAM and MS-CLAM. Although fine-tuning on its own was sufficient
to reach higher results in terms of slide-level classification, its effect on localization was
far from what we could achieve with MS-CLAM alone. Furthermore, fine-tuning is a long
and costly process (16 hours per fold over 2 GPUs for Camelyon16 when using 62% of
the annotated slides). Given this dataset contains only 270 samples, fine-tuning could be
very expensive to scale to bigger datasets. MS-CLAM on the other hand needs nearly no
additional time compared to CLAM, and is far superior in terms of localization, while
even being competitive with fine-tuning in terms of slide-level classification.

There are still several limitations with this implementation of mixed supervision for
attention-based MIL, the most critical one being that the tumor region must be exhaus-
tively located by annotations within the annotated set. Missing tumorous regions could
induce erroneous tile labels and hamper the tile-level classification. However, this need
is limited to only a few slides as shown for both datasets (in Camelyon16, only 11
slides suffice for a performance improvement). Furthemore, we showed that the model
was still robust to partial annotations, as some DigestPath2019 tumorous slides exhibit
unannotated tumor tissue which was correctly classified (Figure 3.7). Moreover, although
the ground-truth segmentation masks for the Camelyon16 challenge are particularly
meticulous, coarser segmentation masks could suffice for our models as a tiling approach
is used. This however, brings us to the second limitation of the model: the tile-level
localization suffers from inaccuracy, due to square tiles only approximately fitting the
tissue parts. It is therefore impossible to obtain more subtle tumor localization using tiles
only, although they still offer a good first approximation of the tumor location. In the case
of DigestPath2019, where tiles are often overlapping with benign tissue or background,
predicted tumorous tiles tend to overestimate the tumor region. The labeling of tiles
is also imperfect for the very same reasons. It would be interesting to supervise the
attention of the model with finer tile-level labels, accounting for instance for the ratio
of tumor within the tile, instead of its mere presence obtained after a hard threshold.
Finally, the model presented here was only designed for binary classification, where tile-
and slide-level labels coincide: it could be extended to multi-label classification, with
different labels at the tile and the slide levels. A good example for this is the Gleason
grading of prostate cancer, where tile-level Gleason patterns are insufficient to qualify
the entire slide, without the knowledge of the area spanned by the patterns, which is
typically accessible via the slide-level label. The tile-to-slide cooperation offered by this
kind of model, along with mixed supervision could potentially be of great interest in this
scenario.
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3.7 Conclusion

In this chapter, we presented a new loss function, coined attention loss, that leverages
partially available tile-level labels to constrain the attention distribution in CLAM, an
attention-based, weakly-supervised MIL model. Using mixed supervision to exploit both
slide- and tile-level labels, we were able to improve the performances of the model for
the classification of both entities. With greater coherence between classification and
localization, these newly trained models offer better interpretability and fewer false
positives among the suspicious regions, furthering their usability in a clinical setting. The
framework was built atop an already cost-efficient architecture [Lu, 2021], that required
few slide-level labels, and limited computational resource, and extended in a similar
fashion this effectiveness to the mixed supervision setting, narrowing the amount of
required labels to improve upon the baseline. Although for the moment limited to binary
classification, with local and global label coherence, we aim to extend the application of
mixed supervision to multi-class classification, with fewer constraints on the relations
between the labels at different scales.
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Abstract
The purpose of this chapter is two-fold: first, we introduce Lung-IO, a new digital
histopathology dataset of lung cancer patients treated with immune checkpoint
blockade, collected through the collaboration of five different French medical centers.
We show the cohort statistics, as a whole or separate by center, and discuss the
available clinical information, the observed discrepancies between centers, and
the meaning of what is a positive or negative response to the treatment, based
on the RECIST criteria. Finally, we apply several WSI classification models to our
dataset, including MS-CLAM (introduced in previous chapters), and show that these
models generally fail at accurately predicting the treatment response, and suffer
from generalization issues once a dedicated center-wise split of the data is done.
This allows us to motivate the different approach we present in the next chapter.

4.1 Introduction

There are currently several digitized histopathological datasets available online, either
coming from past computational challenges, or public health services. The purpose and
the organ of interest of these datasets are diverse, ranging from metastasis detection
in lymph node [Bejnordi, 2017], to Gleason grading of prostate cancer [Bulten, 2022],
but also cell segmentation in breast slides [Amgad, 2022]. Usually, these datasets
are built with a specific and histologically identifiable purpose in mind. Ground truth
annotations are often carefully collected with consensus-based approaches, and among
multiple participating centers. However, since these datasets are task-dependent, the
only available information is the ground-truth needed to evaluate one’s ability to perform
the expected objective. Thus, it is often impossible to leverage the available data for
any application other than the one for which it was collected. On the other hand, there
exist datasets which serve a more general purpose, such as The Cancer Genome Atlas
(TCGA1). Through the TCGA portal, it is possible to access the information of thousands
of pan-cancer cases, which includes digital slides, but also clinical information (such
as age, gender, etc...) and sequencing transcripts. Therefore, it becomes possible to
perform multi-omics and multi-purpose analysis on various types of cancer and different
organs. Although very detailed and complete, the lung cases registered in the TCGA are
nearly all treated with chemotherapy, and the treatment response is rarely documented,
even though patient follow-up is generally accessible. This is expected given that the
TCGA was designed much before ICIs were approved by the FDA as first or second line
treatment. Therefore, a dataset that contains lung slides and corresponding clinical
information must be built to conduct immunotherapy outcome prediction.

1https://www.cancer.gov/ccg/research/genome-sequencing/tcga
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4.2 Dataset and definition of the task

4.2.1 Case selection process

The purpose of the dataset we introduce is to gather a retrospective cohort of ICI-treated
lung cancer patients, with both histology slides and clinical information available. The
primary objective of this dataset is the treatment response prediction, evaluated thanks to
radiological examination of the patients. Therefore, the ones who were enrolled had lung
cancer, received immune checkpoint blockade, and had follow-up examinations to assess
the treatment effect. Other than these requirements, no selection was performed based
on age, histological type, tumor stage or sample origin. The slides which were used for
this study are all diagnostic slides, used routinely in clinical practice for cancer diagnosis;
they are not purposely crafted samples. This is both an asset and a weakness of this
dataset: the variability observed among the slides is representative of the samples found
in clinical practice, but it can also hold back the development of efficient proof-of-concept
methods. Five different University Hospitals were involved in this project: Caen, Dijon,
Rouen, Toulouse, and Nice. Concerning the tissue samples, every center provided:

• A Formalin-Fixed, Parafin Embedded (FFPE) block of pathological tissue

• Two unstained tissue slides

• A spreadsheet describing the clinical information of the patients.

All of the tissue slides were stained with Hematoxylin, Eosin and Saffron (HES) and
scanned at the Laboratory of Clinical and Experimental Pathology, Nice University Hospi-
tal, FHU OncoAge using a NanoZoomer scanner (Hamamatsu Photonics, Hamamatsu,
Japan). Because of missing information or poor quality, some samples were left out of the
final dataset. The flow chart in Figure 4.1 describes the subsequent steps that lead to the
final dataset. “Good quality” in the flow chart is associated to four exclusion criteria:

1. the tissue remains blurry, in spite of several scanning attempts

2. the tissue is missing from the slide, or only a few cells are visible

3. the slide is a cytology sample

4. there is no tumor in the tissue (healthy sample)
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Beside these four rules, every slide was considered a valid sample, even though some of
them included very little or sparse tissue. Moreover, we did not filter based on the origin
of the tissue, nor on the way it was acquired (i.e., resection or biopsy).

No tumor
(N=11)

Poor
(N=36)

Total cohort
(N=261)

Tumor tissue
(N=250)

Good quality
(N=214)

Missing response
(N=21)

Known response
(N=193)

Missing survival

(N=44)
Known survival

(N=170)

Fig. 4.1.: A flow chart representing the selection process we used to build our dataset.

Concerning the clinical information, the only exclusion criterion was the absence of
treatment response evaluation. For several cases from the external contributing centers
(all but Nice), the treatment response was given as a yes/no answer instead of the
RECIST evaluation. Since we could not retrieve the RECIST label corresponding to
these cases, and had established our own rule for converting RECIST labels into binary
treatment response (see Section 4.2.2), we decided to ignore these patients to avoid
potential confusions. For the cases from Nice however, the classical CT-scan RECIST
evaluation was followed by a PET-scan one for most of the patients, so as to confirm the
measurements obtained with the CT-scan only. This is nonetheless in compliance with the
RECIST baseline instructions [Eisenhauer, 2009], and only constitutes a more thorough
examination of the treatment effect. Of note, histology was not considered a selection
criterion given that nearly all of the cases were either adenocarcinomas or squamous
cell carcinomas, with only a few rare subtypes; therefore, we included each one of them.
Table 4.1 summarizes the clinical information of the cohort.

In light of this table, there are several striking observations to make. Age, sex, histology
and smoking history (especially the number of nonsmokers) all show similar trends
across the various centers. However, it is not the case for the other variables. First,
Nice is the only center with cancer stages below III, i.e., resectable tumors for most of
them. Consequently, the slides collected at the Nice University Hospital are much richer
in terms of tissue quantity, since most of them were from resection specimens. Then,
the PD-L1 expression levels differ significantly between centers: Rouen and Caen only
include cases with a TPS >50% (except for three of them). Accordingly, the treatment
response in both these cohorts is often positive, with a 50% ratio of responders in Caen,
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Characteristic All (N=193) Nice (N=60) Caen (N=15) Dijon (N=42) Rouen (N=26) Toulouse (N=50)

Age, years, median (range) 63 (30-90) 63 (38-83) 69 (54-83) 64 (47-79) 63 (45-90) 62 (30-79)

Female 60 15 4 16 8 17
Sex, no.

Male 133 45 11 26 18 33

Stage, no.
<3 15 15 0 0 0 0
3 35 21 0 0 2 12
4 141 23 14 42 24 38

ADK 141 41 9 35 19 37
SCC 42 12 6 5 7 12Histology, no.

Other 10 7 0 2 0 1

Smoking, no.
yes 86 30 14 18 11 13
no 12 4 1 0 2 5

former 88 26 0 17 13 32
unknown 7 0 0 7 0 0

<1% 46 12 0 6 0 28
1 – 49% 35 11 1 11 2 10
>50% 75 11 14 20 23 7

TPS, no.

unknown 37 26 0 5 1 5

Response, no.
no 108 41 8 26 7 26
yes 85 19 7 16 19 24

Tab. 4.1.: The clinical information of the entire cohort and for each center. ADK stands for ade-
nocarcinoma, while SCC stands for squamous cell carcinoma.“Other” means any other
histology, i.e., Large Cell Neuro-endocrine Carcinoma (LCNC), sarcomatoid carcinoma,
adenosquamous, and undifferentiated. TPS expression is reported following intervals
based on the thresholds commonly found in the literature.

and an unusual ratio of 73% of responders in Rouen. Surprisingly, the patients from
Toulouse are also balanced between responders and nonresponders (52% vs. 48%), even
though the TPS values are more in line with the ones observed in Nice. Despite these
discrepancies between the cohorts, we used all of the cases to conduct our analyses.

The differences observed in response rates and PD-L1 expression are also reflected in the
survival period of the patients between centers. As Figure 4.2 shows, there are significant
differences in both overall and progression-free survival (OS, PFS) between the centers.
This is confirmed by a log-rank statistical test, which indicates that the OS in Rouen
is statistically different from all of the other centers (p<0.05, except from Nice). The
significance threshold is also crossed between Caen and Nice. For PFS, the differences
are not as numerous as for OS, but there is yet again a statistically significant difference
between Rouen and Caen.

4.2.2 Treatment response definition

To simplify the objective of the study, we decided to convert the four different RECIST
labels into two distinct outcomes: responder or nonresponder. For three out of the
four original labels, the conversion suffers little to no doubt: either complete or partial
responses (CR, PR) correspond unequivocally to a positive response, while progressive
disease (PD) indicates more than likely an absence of response. On the other hand, the
definition of the stable disease (SD) label is by essence unclear, since it translates to
“neither sufficient shrinkage to qualify for PR, nor sufficient increase to qualify for PD”
[Eisenhauer, 2009]. In some previous studies on treatment response, patients with a SD
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Overall survival after treatment

Progression-free survival after treatment

Fig. 4.2.: The Kaplan-Meier estimates of the patient overall and progression-free survival proba-
bility for each center.

RECIST were not included to keep only extreme-most labels [Johannet, 2021]. Given
the uncertainty around the actual effect of the treatment in this case, the patients from
the Nice hospital were submitted to a PET-scan examination to either confirm or refute
the positive response to the treatment. In some cases, SD was associated to a negative
treatment response. For the other participating centers, the only available information
was the CT-scan evaluation. Therefore, SD was considered a positive response. Figure
4.3 illustrates with boxplots the discrepancies between the RECIST-labelled patients in
terms of survival. Considering the very small p-value magnitude between SD and PD
survivals (both for OS and PFS), it is reasonable to consider them to be associated to
opposite treatment responses.
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Fig. 4.3.: Boxplots showing overall and progression-free survival among patients for each RECIST
label (all centers).

4.3 Treatment response prediction

4.3.1 Problem definition

Given the nature of the task that we consider, i.e., predict the binary outcome of the
ICI on lung cancer patients using histological slides, we resort to the multiple instance
learning or MIL framework, already mentioned in the introduction of this thesis. In
the case of binary classification, the problem can be formulated the following way: let
us consider a dataset X = {x1, ..., xN} of N slides and associated treatment response
Y = {y1, ..., yN} where ∀i ∈ {1...N}, yi ∈ {0, 1}. Each slide xi of X is seen as a bag
containing Ki instances such that xi = {xi,1, ..., xi,Ki}, where each instance corresponds
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Fig. 4.4.: An illustration of the model developed by [Jain, 2020] and that we slightly adapt to
perform treatment response classification.

to a sub-region of the slide, typically a 256×256 pixels square. In the case of treatment
response prediction, the label of each instance xi,j is unknown, since only the patient-
level label is accessible. Therefore, this problem is said to be weakly-supervised. The
objective is, as for every supervised learning task, to find f such that f(X ) = Y. In our
case, however, this problem cannot be tackled directly, given the size of the slides in
the dataset. Thus, we write f = g ◦ h where h is a “feature extractor”, the purpose of
which is to extract a low-dimensional representation of the instances within each slide,
or instance scores directly, and g is an aggregator, which is there to recover the label yi
of sample xi given the instance embeddings (or scores) obtained through h. It is also
customary to call g a pooling operator, since in most cases g pools the instances and
applies some kind of selection to infer the bag (or slide) label. There are two most-basic
pooling operations which usually serve as a baseline to the others, namely mean-pooling
and max-pooling. For both of these, we assume that h computes scores from instances,
i.e. ∀(i, j) ∈ {1...N} × {1...Ki}, h(xi,j) = ri,j ∈ R. Then, the bag-level prediction ỹi is
obtained through ỹi = g({ri,j | j ∈ {1...Ki}}), where:

g({ri,j}j∈{1...K}) =

maxj(ri,j) for max pooling
1
K

∑K
j=1 ri,k for mean-pooling

(4.1)

In what follows, h will typically be a deep convolutional neural network, such as a
residual network (ResNet, [He, 2016]), and g can either be a fixed or a trainable pooling
operator (again, a neural network for instance). Both end-to-end or multiple-step training
schemes exist, but in most cases the latter is considered, since training both a model
that computes both g and h can be resource-intensive, and cause problem in case of
nondifferentiable pooling operations.

4.3.2 Models

There exist numerous models designed for weakly-supervised, binary MIL, and in particu-
lar in the context of histopathology, since classification of tumors is one such task, that is
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very frequently addressed in the literature [Courtiol, 2018; Campanella, 2019; Dehaene,
2020; Lu, 2019]. Other histology-related tasks are simplified as binary classification
problems [Sha, 2019; Jain, 2020]. Among all of them, we tested three in particular,
given they showed excellent performance on closely-related tasks.

TileNet The first model comes from [Coudray, 2018], where it was originally used to
classify and predict mutations in NSCLC slides taken from the TCGA. In this work, a
straightforward slide-to-tile correspondence is applied to generate tile labels for each case.
An Inceptionv3 CNN [Szegedy, 2016], pretrained on the Imagenet dataset [Deng, 2009]
is used to classify the tiles. To recover the slide label, either mean-pooling or max-pooling
is used (Equation 4.1). We refer to this model as TileNet, and specify which pooling
method was used to obtain the results.

MultiMag The second model comes from [Jain, 2020]. This time, the original task is
the prediction of the TMB status of NSCLC patients (again from the TCGA), either high
or low given a predefined threshold. Knowing the close relationship between TMB and
treatment response, the transition to the second task is well motivated. The method is
similar to the previous one, in that we use again an Inceptionv3 CNN as a tile classifier
where the tiles are given the same label as the slide. One of the major differences is
that one tile classifier is used for three distinct magnification levels (×5, ×10 and ×20)
instead of a single one. The other principal difference lies in the pooling method that is
used: after training each tile classifier, the scores obtained at each magnification level
are first filtered to eliminate the probabilities inside the interval [0.3, 0.7]. This is done
to ensure that low-confidence tiles are removed in the first place. Then, the median
probability is computed for each magnification, and a Random Forest classifier [Breiman,
2001] is used to classify the slides using the set of medians. If there are multiple slides
per patient, then all the tile scores from all the slides are considered before computing
medians and predictions. We tried to make some modifications to the initial model,
especially on the aggregation part. Instead of taking the median of the probabilities,
which is a rather limited representation, we computed the deciles of the probabilities,
and used these for each magnification level. We also evaluated logistic regression instead
of the random forest to study the effect of the final classifier on the performance. This
model and the small changes we propose can be seen in Figure 4.4. We refer to it as
MultiMag, and specify if necessary the chosen hyperparameters (e.g., final classification
algorithm).

ABMIL and CLAM Finally, we also use the attention-based deep MIL (ABMIL) model
[Ilse, 2018] and CLAM [Lu, 2021], which have already been introduced and discussed in
chapters 2 and 3. As a reminder, for these models, h is an Imagenet-pretrained ResNet50
CNN that is only used to extract low-dimensional tile representations. g however is a
trainable two-layer neural network, that computes attention scores ak for each tile xi,k

4.3 Treatment response prediction 59



Fig. 4.5.: Two examples of tumor region annotations (green). The slide on the left exhibits a
large and sparse parenchymal region on the right, which has probably no impact on
the response classification.

of slide xi, which are used to compute a weighted sum of the embeddings that better
represents the slide in the latent space.

4.3.3 Tumor region annotations for MS-CLAM

To be able to leverage the potential of MS-CLAM, annotations are required to help the
model determine which tiles should be given high attention scores, and apply the loss
functions defined in chapter 3. Yet, contrary to the task of tumor classification, treatment
response does not correspond to identifiable regions of interest in WSIs. Nonetheless,
one could assume that among the multitude of tissue types that are present in the slide,
some of them are more than likely unrelated to the outcome of ICI, such as, for instance,
parenchyma and other benign or usual histological structures of the lung. Based on these
assumptions, the tumor regions within the slides were annotated, so that tile labels could
be used for MS-CLAM. The tumor regions were targeted as being most likely the primary
source of information concerning the treatment response, compared to other surrounding
regions. Figure 4.5 shows two examples of slides and their annotated tumor region.

4.3.4 Experiments

To test the presented models, a systematic 5-fold cross-validation (CV) was conducted
using all the available samples. The CV was performed regardless of the centers: the
patients from each center were split randomly in both training and test sets.
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Model AUC Accuracy Precision Recall

TileNet (mean pooling) 0.571 (0.114) 0.477 (0.121) 0.53 (0.271) 0.455 (0.383)
TileNet (max pooling) 0.576 (0.144) 0.533 (0.122) 0.429 (0.315) 0.431 (0.310)

MultiMag (RF) 0.577 (0.099) 0.585 (0.084) 0.537 (0.191) 0.458 (0.204)
MultiMag (logistic regression) 0.550 (0.105) 0.585 (0.069) 0.451 (0.320) 0.337 (0.219)

ABMIL 0.574 (0.098) 0.584 (0.079) 0.504 (0.110) 0.485 (0.288)
CLAM 0.572 (0.098) 0.554 (0.067) 0.509 (0.169) 0.470 (0.048)

MS-CLAM 0.583 (0.155) 0.559 (0.137) 0.560 (0.171) 0.478 (0.116)

Tab. 4.2.: The 5-fold CV results obtained by the various model for treatment response prediction.

4.3.5 Results

Table 4.2 shows the results obtained by the various models on the treatment response
prediction task. Overall, the performance of the models is rather poor, even though there
are significant design gaps between them. For the attention-based model, MS-CLAM was
unfortunately unable to improve upon the results of either ABMIL or CLAM, and even
falls behind the models based on tile classification.

4.3.6 Discussion and Conclusion

The results yielded by various models on the treatment response prediction do not
reach satisfactory levels although each of them showcased high performance on other
histological tasks, such as tumor classification or histological subtyping [Lu, 2021;
Coudray, 2018], and TMB level prediction [Jain, 2020]. There may be several reasons
why all of these models, despite the differences in their architecture, fail to deliver
convincing predictions.

First, as already stated in section 4.2.2, the conversion between the RECIST and the
binary labels is not perfectly clear. Although by looking at the survival times it seems like
the PD RECIST is different from SD, this difference might not be well measurable from
the WSIs only. The uncertainty surrounding the labels could also be explained by the
short period that separates the start of the treatment and the CT evaluation (3 months),
which is insufficient to fully characterize unequivocal progression or regression of the
tumor in some cases. The survival data, on the other hand, is a less noisy source of labels,
since it does not rely on specific time points, but is rather a continuous follow-up of the
patients.

Second, the models we have seen so far necessarily focus on a specific type of instance or
tile within the slide (for all of them, the dependencies between the tiles are not taken into
account), which may not be relevant to spot differences accurately between responders
and nonresponders, given the nature of the data (diagnostic slides). Since we cannot
claim that a specific phenotype is sufficient to indicate a link with a positive or a negative
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response, there may be further explanations to be found when looking at neighboring
regions within the slides. Single tiles are limited fields of view, and therefore do not
necessarily represent a viable source of information alone.
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Abstract
Immune checkpoint inhibitors (ICIs) are now one of the standards of care for
patients with lung cancer, and have greatly improved both progression-free and
overall survival. However, less than 20% of the patients treated with ICIs actually
respond to the treatment, when some suffer from acute adverse events. Although a
few biomarkers have integrated the clinical workflow to help in patient selection, they
often require additional modalities on top of diagnostic Whole-slide Images (WSIs),
and can lack efficiency or robustness. In this work, we propose a new biomarker
derived solely from the analysis of histology slides. We develop a 3-step framework,
combining contrastive learning and nonparametric clustering to distinguish tissue
patterns within the slides, before exploiting the adjacencies of previously defined
regions to train a proportional hazards model for survival analysis. Based on a cohort
of 193 patients from 5 different centers, we show that our newly designed set of
features is an efficient predictor of survival for lung cancer patients who received ICI
treatment. We achieve similar performance to the current gold standard biomarker,
without the need to access other imaging modalities, and show that both can be used
together to reach even better results. Finally, we provide a histological interpretation
of the most significant clusters, and highlight the correlation between them and the
literature with respect to the signs of ICI effectiveness. This chapter was submitted
to a journal [Tourniaire, 2023b]

5.1 Introduction

Immune checkpoint inhibitors have been one of the major recent breakthroughs in cancer
therapy. In particular, several studies showed that lung cancer, the deadliest kind of
cancer globally [Sung, 2021], faced significant improvements in terms of survival, with
the introduction of Programmed cell death protein 1 (PD-1) and Programmed Death-
Ligand 1 (PD-L1) inhibitors [Horn, 2017; Reck, 2019]. Other types of ICIs that target
CTLA-4 protein receptors have also been shown to be efficient when combined with anti-
PD-1 or anti-PD-L1 treatments [Hellmann, 2018]. However, one common problem with
this treatment is the usual low response rate, which is slightly below 20% for non-small
cell lung cancer (NSCLC), its most common form [Mazieres, 2019; Berghmans, 2020].
Another main issue is, as with every other treatment, the occurrence of adverse effects
such as rash, diarrhea, or even severe allergic and inflammatory reactions which can
potentially be fatal [Martins, 2019; Wang, 2018]. To better select patients eligible to
this kind of therapy, several biomarkers have been devised. The current gold standard is
the measure of PD-L1 expression in tumor cells through immunohistochemistry (IHC),
or Tumor Proportion Score (TPS), for which two different thresholds (1% and 50%
respectively) have been identified as relevant criteria to select patients with higher
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response rates (27% and 39% respectively) [Reck, 2019; Mok, 2019]. Yet, the efficacy of
such a biomarker remains limited, with additional concerns regarding the robustness of its
assessment and the variability between observers [Grigg, 2016; Ilie, 2017; Cooper, 2017].
Another recent biomarker is the tumor mutational burden or TMB, which corresponds to
the number of somatic mutations per megabase in the DNA of cancer cells. Patients with
high TMB (i.e. ≥10 mutations per megabase) were shown to have higher progression-
free and overall survival, as well as higher response rates (up to 45%) than others
[Hellmann, 2018; Marabelle, 2020; Klein, 2021]. TMB is not yet routinely used in a
clinical setting because it primarily requires Whole Exome Sequencing, a method that is
currently not available in many hospitals due to its high cost and complexity.

To compensate for the current lack of available biomarkers, several works have proposed
to use deep learning for the analysis of Hematoxylin and Eosin (H&E) stained whole-slide
images to either recover existing biomarkers, or to develop new ones. [Sha, 2019]
proposed a multi-field-of-view analysis of lung H&E WSIs to predict the PD-L1 status (i.e.,
TPS > 1%). In this work, an IHC analysis of the slides is first conducted to label regions
based on PD-L1 positivity (above threshold). Then, a deep residual network (ResNet-18)
– modified to process different fields of view in small patches – is used to classify the
patches between PD-L1+ and PD-L1-. During inference, the ratio of PD-L1+ patches is
computed for each slide to derive the PD-L1 status of each patient. [Jain, 2020] use
three Inceptionv3 networks [Szegedy, 2016] at three different magnification levels (×5,
×10, ×20) to classify the TMB status of lung H&E slide patches. During inference, low
confidence patches are discarded, and a random forest classifier predicts the TMB status
from the median probabilities of each magnification level. These two works address
proxies to treatment outcome prediction through intermediate biomarkers, that could be
obtained using cheaper modalities (i.e., H&E), but do not go beyond their limits, and in
particular their limited prognostic power.

On the topic of straightforward treatment response prediction, a few methods have
been proposed to classify melanoma patients between responders and nonresponders.
[Harder, 2019] use both IHC and H&E images to extract features which are then used
to train small classification models such as random forests, support vector machine or
logistic regression. The feature extraction leverages a deep learning-based detection
of lymphocytes thanks to multimodal registration and pathologist annotations of cells
and tissue types. [Johannet, 2021] use 2 different deep neural networks to segment
the tumor regions in melanoma slides and classify patches. Here, the patch labels are
the same as the slides’. During inference, the average of the probabilities of the patches
is used to get the slide-level score, which is either used directly, or through a logistic
regression with clinical variables to output the response. Although these works propose
to overstep previous markers and predictions, they nonetheless require careful expert
annotations of the tissue, if not additional modalities (such as IHC) to select specific
regions in the tissue, and guide their analysis.
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Lately, automated approaches for the assessment of Tumor Infiltrating Lymphocytes
(TILs) have been proposed to help in the prediction of survival of ICI-treated NSCLC
patients. [Park, 2022] first train a deep neural network to segment tumor and stroma
and detect TILs in lung WSIs based on a consensus of pathologists’ annotations, before
defining three different phenotypes based on the ratios of TIL-invaded stroma and tumor
regions in slides. The authors show that one phenotype in particular, which they refer
to as the inflamed immune phenotype, shows survival trends which are significantly
better than the other two phenotypes. This phenotype also correlates positively with
high PD-L1 expression and TMB. [Wang, 2022] use a very similar approach at the start,
using a U-net-like network to segment cells, and another one to segment tumor and
stroma using a small set of annotated regions. However, instead of defining phenotypes,
the authors manually build a feature set of over 700 features based on TILs and tumor
cells interactions, as well as geometric characteristics of TILs. The feature set is pruned
during the training of the survival model by the means of elastic-net regularization. The
authors show that a Cox Proportional Hazards (PH) [Cox, 1972] model trained on the
final feature set is able to correctly rank and stratify patients in low- and high-risk groups
on three other lung cancer cohorts, as well as a gynecological cancer one. These two
approaches use deep learning to detect lymphocytes and tumor or stroma within WSIs,
before features are manually constructed to feed a survival prediction model, such as
the Cox PH model. Therefore, the quality of the TIL assessment can be controlled by
pathologists before features are extracted and used as predictors for survival. This type
of method offers a clearer interpretation of the results, as the deep learning model does
not intervene directly in the decision process. However, it requires the introduction
of domain-specific, prior information that is considered to define the features that will
be used for the survival regression ; here, the focus on TILs. Although the choice of
such prior information is legitimated by literature [Tumeh, 2014], there are potentially
other unknown factors which could be associated to favorable prognosis, and that are
deliberately ignored in this kind of method.

With these drawbacks in mind, we develop an approach, called WhARIO (Whole-slide
image-based survival Analysis for patients tReated with ImmunOtherapy), that does not
rely on any histological prior at all, but harvests unsupervised mechanisms to extract
features that are then used for survival analysis. In particular, we introduce the following
contributions:

• We develop a three-step pipeline, that allows to cluster low-dimensional representa-
tions of the tissue in WSIs, and use the cluster interactions to build a feature matrix
for each patient. The feature extraction is based on contrastive learning, while the
clustering approach is nonparametric, making the entire feature extraction process
unsupervised.
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• We propose a feature selection method to select the most relevant ones for survival
in the aforementioned matrices, using the concordance index and the log-rank test
in a cross-validation of a Cox PH model.

• Using an in-house, multicentric dataset of 149 patients, we show that the features
we crafted from the unsupervised tissue analysis in WSIs are prognostic of survival
for lung cancer patients treated with ICI, and are on par with the current gold
standard PD-L1 biomarker, which requires additional IHC analysis.

• Finally, we discuss the histological interpretation of the clusters that are most corre-
lated to longer survival, thus establishing further interpretability of our pipeline.

5.2 Methods

In this section, we describe the various steps needed to leverage Hematoxylin, Eosin
and Saffron (HES) slides for survival analysis. Figure 5.1 shows an overview of our
method. Our framework involves three steps: first, contrastive learning is used to extract
low-dimensional features from patches taken in WSIs. Once this is done, these low-
dimensional projections of patches are used to perform deep nonparametric clustering.
Finally, after training the clustering model, the obtained clusters are projected back to
the slides, and adjacency between clusters within the slides are used to build patient-wise
feature matrices, which serve as inputs to a survival regression model. Each step is
detailed in the following sections.

5.2.1 Contrastive learning

For the clustering to work, we need to have the input data lie in a low-dimensional space
(i.e., d ≤ 10), to avoid the curse of dimensionality, which prevents the Euclidean distance
between samples from being discriminative. To this end, a low-dimensional latent
representation of each tile in every WSI should be derived before clustering can happen.
This is why we chose to perform the unsupervised training of a deep neural network to
create low-dimensional representations of the tiles that we can then use for the DeepDPM
clustering method. To achieve this, we use the SimCLR contrastive learning method
[Chen, 2020a], which has already been proven efficient for histopathology [Ciga, 2022].
The purpose of this method is to learn a mapping from a high- to a low-dimensional
space that is invariant to a set of geometric transformations and color distortions. This
is achieved by maximizing the similarity between two different projections ẑ and z̃ of

5.2 Methods 67



ResNet-18

cluster

feature

...

tile

+

.
.

.
.

.

Cox PH
regression

DeepDPM
clustering

Survival
analysis

Contrastive
learning

1 2 3

...

Autoencoder

tile
embeddings

augmentation

cluster

subcluster

subcluster

(section 2.1) (section 2.2)
WSI

tiling

vicinities

matrix

(section 2.3)

feature
selection

slide-wise
aggregation

embeddings

.
.

.
.

.

tile-wise
cluster assignment

augmentation

^ ~

Fig. 5.1.: Overview of the WhARIO three-step workflow we use in this chapter. The method
requires first contrastive pretraining, then clustering the tissue in lung slides, before
feature matrices are derived from cluster vicinities and selected for the final survival
analysis.

the same image augmented in two different ways, i.e., by minimizing the Normalized
Temperature-scaled cross-entropy (NT-Xent):

` = −log exp(sim(ẑ, z̃)/τ)∑
t6=ẑ exp(sim(ẑ, t)/τ) (5.1)

in which sim(·) is the cosine similarity function and τ is a temperature parameter. For
the set of transformations, we follow the same protocol as [Ciga, 2022], that is random
resized cropping, horizontal or vertical flipping, rotations, color jittering and Gaussian
blur. Another advantage of contrastive learning is that it already enforces similar tiles to
be closer in the latent space, which can help the following clustering algorithm.

5.2.2 DeepDPM Clustering

Given that we want to devise a data-driven approach without using any prior knowledge
on histological patterns associated to the treatment response, we start our approach
by clustering the tissue within each slide. However, most of the clustering methods –
even among the most recent ones – require to define a number of clusters beforehand.
There are nonetheless a few clustering algorithms which overcome this difficulty, such
as DBSCAN [Ester, 1996]. More recently, [Ronen, 2022] introduced DeepDPM, a deep
clustering method (i.e., based on a deep learning model) that uses a Dirichlet Process
Gaussian Mixture Model (DPGMM) to remove the need to predefine a fixed number of
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clusters. The method is based on two different models that are trained alternatively:
a clustering network, that infers a number of clusters and assigns each point to them,
and an autoencoder, which not only reduces yet again the dimension of the latent space
for clustering, but also projects input data closer to the cluster centroids. We start by
describing the principles of the clustering model, before introducing the autoencoder. Let
X = (xi)Ni=1 denote a dataset of N points in Rd. The mixture can be written:

p(x | (µk,Σk, πk)∞k=1) =
∞∑
k=1

πkN (x;µk,Σk) (5.2)

where N (x;µk,Σk) is a Gaussian density function parameterized by θk = (µk,Σk) and
πk a strictly positive real number such that

∑∞
k=1 πk = 1. Two different prior distributions

are defined: for the components θ = (θk)∞k=1, it is the Normal-Inverse Wishart (NIW)
distribution, whereas for the weights π = (πk)∞k=1, it is a Griffiths-Engen-McCloskey
stick-breaking process (GEM) with concentration parameter α, the expected number of
clusters.

DeepDPM adopts a Metropolis-Hastings inspired split/merge framework to automatically
handle the total number of clusters, where the split of a cluster is accepted with probability
min(1, Hs), where:

Hs = αΓ(Nk,1)fx(Xk,1;λ)Γ(Nk,2)fx(Xk,2;λ)
Γ(Nk)fx(Xk;λ) (5.3)

where Γ(·) is the Gamma function, Xk, Xk,1 and Xk,2 represent the sets of points in cluster
k, and its subclusters k1 and k2 respectively (with |X•| = N•), fx is the marginal data
likelihood with respect to the NIW distribution and its parameters λ. Consequently, the
merging of two clusters is accepted with probability min(1, Hm) where Hm = 1/Hs.

The (soft) cluster and subcluster assignments of the data are obtained using single hidden
layer perceptrons: fcl computes for each data point a vector that contains the membership
probabilities for each cluster, i.e. fcl(X ) = P ∈ RN×K where K is the number of clusters.
For each current cluster k, a subcluster network fksub computes a vector of membership
probabilities for the two subclusters, fksub(Xk) = P̃ k ∈ RNk×2. Each kind of network has
its own loss function. For fcl, it is:

Lcl =
N∑
i=1

KL(pi||pE
i ) (5.4)

where KL is the Kullback-Leibler divergence, pE
i = (pE

i,k)Kk=1 are the expected cluster
membership probabilities obtained during the E-step of the Expectation-Maximisation
algorithm (EM) [Dempster, 1977], following:

pE
i,k = πkN (xi;µk,Σk)∑K

k′=1 πk′N (xi;µk′ ,Σk′)
(5.5)
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An isotropic loss is used for fsub, i.e.:

Lsub =
K∑
k=1

Nk∑
i=1

2∑
j=1

p̃i,j‖xi − µ̃k,j‖22 (5.6)

where µ̃k,j is the mean of subcluster j in cluster k.

On top of the previously detailed mechanisms, the authors of DeepDPM propose to
alternate between pure clustering and feature learning, by the means of an autoencoder
(AE) g ◦ f initialized beforehand by minimizing a reconstruction loss:

Lrec = 1
N

N∑
i=1
‖g(f(xi))− xi‖22 (5.7)

and then trained to minimize the mean-square error between embeddings f(xi) and
cluster centers µzi

:

LMSE = ‖f(xi)− µzi
‖22 zi = argmaxk pi,k (5.8)

The entire model alternates between training the clustering and subclustering networks
while the AE is frozen, and training the AE through LAE = Lrec + γLMSE (γ ∈ R+) while
the clusters are fixed. The number of alternations is a fixed hyperparameter, as well as
the number of epochs to train each part of the model. When training the clustering and
subclustering networks, the total number of clusters changes following the trigger of split
or merge operations.

5.2.3 Feature selection and survival analysis

After clustering the tiles of the slides in the training set, we assume that cluster adjacency
within the slides hold useful prognostic information. To capture the interactions between
clusters in slides, we count for each tile the different clusters represented in its 8-
neighborhood, i.e. in adjacent tiles. We also include the background as an extra cluster
for tiles on the edge of the tissue region. Therefore, for each slide, we build a matrix
H ∈ RK×(K+1) where K is the final number of clusters obtained. When there are several
slides for a single patient, the matrices are summed together to obtain a single matrix per
patient. As the slides can include various amounts of tiles, we also normalize the matrix
H by the column-wise sum of its elements. Figure 5.2 illustrates how the matrix H is
filled.

To select the features predictive of survival, and that are used by the Cox PH model
[Cox, 1972], we first apply iterative forward variable selection to the entire set of
features H. One of the most well established methods for this is MRMR [Ding, 2005], or
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Fig. 5.2.: Construction of the feature matrix H based on cluster neighborhoods. Here, we assume
a center tile in a slide belonging to cluster k, and the tiles in its 8-neighborhood. For
each different cluster k′ touching it, the matrix entry H(k, k′) is incremented by 1. The
background (black region on the image) corresponds to index K + 1.

minimum redundancy, maximum relevance. In MRMR, the feature set is progressively
filled by taking the feature that has the highest correlation with the outcome while
being the least correlated to the other ones. However, MRMR does not have a stopping
criterion to prevent the addition of undesired features, and was primarily designed for
classification tasks. Boruta [Kursa, 2010] is another popular method, but it relies on
permutation-sensitive models such as Random Forests, which is not the case of the Cox
PH model. Therefore, we propose our own feature selection method specific to survival
analysis, using two survival-related metrics. First, the concordance index (c-index),
which evaluates the model’s ability to rank correctly the survival times:

Cindex =
∑
i,j 1Tj<Ti · 1ηj>ηi ·∆j∑

i,j 1Tj<Ti ·∆j
(5.9)

where Ti and Tj are survival times, ηi and ηj the predicted risks and ∆j = 1− δj , with
δj the censorship indicator, which is equal to one if the survival time is censored (i.e.,
the patient was still alive at the end of the observation period). The c-index stands
between 0.5 (random ranking) and 1 (perfect ranking). The second metric is the p-value
associated to the log-rank test [Mantel, 1966] between the low and the high risk groups
of patients. At each step, a single feature is added to the feature set used for regression,
and a mean c-index c is computed on a M -fold cross-validation of the dataset. The
patients are separated in low- and high-risk groups based on the inferred risk scores,
so that the p-value plr of the log-rank test is used to check the difference. The results
are ranked according to the ratio z = − c/log10(plr), and the feature that decreases this
ratio is added to the selected ones, until the improvement plateaus. The intuition behind
this ratio is the following: the mean c-index provides a raw performance metric of the
model, that we wish to improve. However, to discard only minor improvements, and
make sure the average performance is not caused by some result peak on a specific fold,
we use the magnitude of the p-value of the log-rank test on the entire training set to
check that the patient stratification also improves significantly. Algorithm 3 summarizes
the procedure.
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Algorithm 3: The feature forward selection algorithm.
Data: A dataset D = (H,T , δ) // H = feature matrix, T = survival times, δ =

censorship

Result: A feature set SH
Initialization:
SH ← {}
Divide D in M subsets Dm, m ∈ {1, ...,M} // M-fold CV

zold ←∞ // Initialize the best baseline score

do
for h← {H(0, 0), ...,H(K,K + 1)} \ SH do
S̃H ← SH ∪ {h}
C ← {}
P ← {}
η ← {}
c← 0
for m← {1, ...,M} do

fit CPHS̃H
on D \ Dm // CPH = Cox PH

η ← η ∪ {CPHS̃H
(Dm)} // Test the Cox model on each validation set

c← c+ Cindex(D,η)
end
c← c/M // average performance on the M folds

C ← C ∪ {c}
Split D in Dlow and Dhigh based on median(η)
P ← P ∪ {plr(Dlow,Dhigh)}

end
znew ← min({z | z = − c

log10(plr) , c ∈ C, p ∈ P})
SH ← S̃H
zold ← znew

while znew < zold

One last important aspect of the Cox PH model is to check that the computed regression
coefficients are significantly different from zero. We use the usual Wald statistical test on
the regression coefficients to do backward elimination of the features by removing the
ones which have a p-value > 0.05 associated to their coefficient.

5.3 Materials

5.3.1 Dataset

For this work, we use an in-house dataset of 193 lung cancer patients, collected through
5 different medical centers in France. The PD-L1 expression and overall survival infor-
mation was available for 149 patients out of the 193. One or several cancerous tissue
slides were collected for each patient, either through biopsy (all the centers except for
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Variable name All (N=149) Nice (N=22) Caen (N=8) Dijon (N=36) Rouen (N=27) Toulouse (N=56)

Age, years, median (range) 62 (30-90) 61 (38-82) 70 (62-83) 63 (47-79) 61 (45-90) 61 (30-82)

Female 44 2 0 13 9 20
Sex, no.

Male 105 20 8 23 18 36

Stage, no.
<3 5 5 0 0 0 0
3 23 7 0 0 3 13
4 121 10 8 36 24 43

ADK 107 12 4 30 19 42
SCC 37 8 4 4 8 13Histology, no.

Other 5 2 0 2 0 1

Smoking, no.
yes 61 13 8 17 10 13
no 8 0 0 0 2 6

former 74 9 0 13 15 37
unknown 6 0 0 6 0 0

<1% 47 8 0 5 0 34
1 – 49% 40 9 1 12 3 15TPS, no.
>50% 62 5 7 19 24 7

Survival, months, median (range) 10 (1-54) 9 (2-35) 7 (1-17) 11 (1-39) 14 (1-34) 8 (1-54)

Tiles per slide, no., median (range) 425 (11-7355) 2885 (60-7355) 139 (22-1289) 83 (11-7197) 371 (37-4274) 604 (14-7333)

Tab. 5.1.: The clinical information of the patients in the cohort. ADK stands for adenocarcinoma,
while SCC stands for squamous cell carcinoma.“Other” means other rare histological
subtypes, either sarcomatoid carcinoma or undifferentiated. TPS expression is reported
following intervals based on the thresholds commonly found in the literature. For
categorical variables, the number of patients is given. For continuous ones, we provide
the median and the range.

Nice) or resection (Nice, and a single slide per center for the other ones). All of the slides
were scanned at the Nice Pasteur hospital using a Hamamatsu NanoZoomer scanner with
×20 magnification. The cohort is rather heterogeneous, as it contains several histological
subtypes of non-small cell lung cancer (NSCLC), at different stages and with various
levels of PD-L1 expression. Table 5.1 summarizes the statistics of the cohort. We use
the slides from the 193 patients for the first two unsupervised steps of the method (i.e.,
contrastive learning and DeepDPM), but restrict to the set of 149 patients for the survival
analysis.

5.3.2 Experimental setting

5.3.2.1 Tile extraction and pretraining

From the available WSIs, 256×256 tiles were extracted at ×20 magnification within
the tissue regions after thresholding the saturation channel in the HSV color space, and
removing artifacts and blurry regions thanks to Gaussian filtering and the coverslip edge
detector from the HistoQC package [Janowczyk, 2019]. Some regions in the slides such
as blood stains were manually removed based on their unlikely correlation with survival.
After preprocessing and tile extraction, we obtained approximately 350,000 tiles. As table
5.1 shows, the number of extracted tiles per slide greatly varies between the centers, (the
median number of tiles per slide is 82 for the cases of Dijon, 2885 for the cases of Nice).
Since the cases from Nice mostly correspond to resection samples, it explains why the
numbers are so high for this center in particular. For pretraining, we used a ResNet-18
[He, 2016], with a batch size of 1024. We used the LARS optimizer [You, 2017] with
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cosine annealing and initial learning rate set to 0.3 × batch size / 256 following the
recommendations of the authors of SimCLR. Concerning the augmentations, the color
jitter was applied with probability 0.8 to brightness, contrast, saturation and hue channels
with factors 0.8 for the first three, and 0.2 for the last one. Rotations and flips were
applied with probability 0.5. The Gaussian blur kernel size was taken as 1% of the patch
size with sigmas ranging from 0.1 to 2.0, and the random crop was cut from 8 to 100 %
of the patch. The network was trained for 200 epochs with early stopping triggered by
validation loss plateau, on two NVIDIA A40 GPUs (40 hours). At the end of pretraining,
all tiles were projected in the final 128-dimensional space of the network for the next
part. The entire implementation was done using pytorch v1.12.1 [Paszke, 2019].

5.3.2.2 DeepDPM clustering

From the set of 350,000 tiles, we decided to apply a sampling limit of 1000 tiles per slide
given the high variability in tissue quantity between the slides. This led to a dataset of
approximately 120,000 tiles for clustering. As stated in Section 5.2.2, we use the setting
where clustering alternates with the training of an AE. For the encoder, we use the same
architecture as the authors of the original paper for their Imagenet experiment, i.e. a
128-500-500-2000-10 MLP. The AE is pretrained for 50 epochs at the start (using only
Lrec), before the alternation scheme begins. We use 150 epochs for clustering, 100 for
the AE, and 3 alternations in total. The total training time was 15 hours on a single
NVIDIA RTX 2080 Ti.

5.3.2.3 Survival Analysis

After the training of the clustering model is over, each tile in the dataset is associated
to a cluster. The slide-level feature matrices are computed by aggregating all of the
tiles within each slide and following the description in Figure 5.2, and summed in case
there are several for one patient. The lifelines package (v0.27.3, [Davidson-Pilon, 2019])
is used to conduct all of the subsequent survival analyses. We use the Cox PH model
to output risk scores which allow for c-index computation and risk group separation.
Unless otherwise specified, the experiments are conducted on a 5-fold CV of the dataset.
The mean c-index is computed based on the c-indexes obtained for each fold, and the
results of all 5 validation groups were gathered to perform risk group separation. We also
compute the Kaplan-Meier estimates [Kaplan, 1958] of the survival function for each
group.

5.4 Results
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5.4.1 Clustering
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Fig. 5.3.: Tile samples corresponding to each discovered cluster.

At the end of the DeepDPM training phase, we obtained 11 clusters. To make sure the
clusters did not correspond to trivial groups within the dataset (such as the center of
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cluster 1
cluster 6
cluster 9

Fig. 5.4.: Example of a WSI in the dataset next to its tile-wise representation as clusters. The
pink, green and yellow colors correspond to clusters 6, 1, and 9 respectively, which
clearly identify the center tumor bulk (6) and surrounding lymphocytes (1), with
normal lung parenchyma on the right (9).

origin, or the histological subtype), we computed the point-biserial correlations (which is
the equivalent of the Pearson correlation coefficient between a continuous variable and a
categorical one) and observed little to no correlation between them (R<0.3). Figure 5.3
shows tile samples corresponding to each cluster, while Figure 5.4 shows an example of
a WSI next to its cluster representation. To examine the nature of the tissue within the
clusters, we created mosaics of tiles sampled within each one of them (similar to what is
shown Figure 5.3), and submitted them to the pathologist’s inspection. For all of them,
specific and identifiable histological patterns were found, with certain clusters harboring
particularly homogeneous tissue (e.g., cluster 7 containing only fibrosis). Although
there is partial overlap between clusters, or intra-cluster variability, the overall cluster
assignment translates a certain histological logic. Table 5.2 summarizes the comments
made by the expert pathologist on all of the clusters.

Cluster ID Comments

1 Mostly tumor and/or inflammation regions with lymphocytes

2 Mainly papillary adenocarcinoma and fibrosis

3 Mainly mucinous adenocarcinoma

4
Mostly inflammation regions again, but with more diversity among the cells: lymphocytes,
macrophages and neutrophils. Some of the tiles sport fibrosis

5 A mixture of different tissues: mostly squamous cell carcinoma, and some with fibrosis or
inflammation

6
A lot of solid tumor areas, and a bit of stroma or fibrous tissue. Some tiles come from
bronchial cartilage tissue

7 Nearly only fibrosis, with no tumor at all

8 There is more background in these tiles than in any other cluster, with mainly fibrosis and
inflammation

9 Normal alveolar parenchyma mostly, and some fibrosis or necrosis

10 Mostly necrosis and hemorrhage, and some normal alveolar tissue.

11 Mainly inflammation with lymphocytes again, with some tiles displaying tumor

Tab. 5.2.: Summary of the pathologist’s comments on the different clusters.
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5.4.2 Feature selection

From the 11 discovered clusters, we obtain for each slide a feature matrix of dimension
11×(11+1). After running Algorithm 3, we obtain a set of 6 features. Then, these
6 features are filtered to recover only the features with a p-value < 0.05 in the Cox
PH model: only three features are kept after this process: h1,2, h6,4 and h6,7. Going
back to Table 5.2, we see that the interactions correspond to either tumor/inflammation
or tumor/fibrosis neighborhoods. The former is very coherent with the nature of im-
munotherapy and previous findings on the role of the inflammatory response with respect
to survival [Saltz, 2018; Thorsson, 2018], thus it is a reassuring result with respect to the
considered cohort. The following section illustrates how prognostic these three features
are in terms of survival.

5.4.3 Survival Analysis

5.4.3.1 Cross-validation on the entire dataset

features c-index (95% CI) plr HR (95% CI)

TPS (1% threshold) N/A 0.003 1.81 (1.21-2.69)

TPS 0.617 (0.558-0.676) 0.06 1.46 (0.98-2.17)

WhARIO 0.638 (0.603-0.673) 1×10-4 2.29 (1.48-3.56)

WhARIO + TPS 0.697 (0.650-0.744) 3×10-6 2.60 (1.72-3.94)

Tab. 5.3.: C-indexes, HRs and p-values of the log-rank test comparison between the various
feature sets on the cross-validation. The best metrics appear in bold.

Center plr HR (95% CI)

Caen N/A N/A
Dijon 0.002 4.14 (1.56-11.02)
Nice 0.31 1.68 (0.60-4.66)

Rouen N/A N/A
Toulouse 0.15 1.68 (0.82-3.45)

All 0.003 1.81 (1.21-2.69)

Tab. 5.4.: Hazard Ratios and p-value of the log-
rank test when using the 1% thresh-
old of TPS to split risk groups.

To evaluate the results of our method, we
first check what is the prognostic power of
the TPS on our dataset. First, the thresh-
old of 1% [Reck, 2019] is used to sepa-
rate patients in low- and high-risk groups
(without any model). Then, we also eval-
uate the performance of a Cox PH model
fitted on the TPS only. Finally, we train
a Cox PH model using the WhARIO fea-
tures we selected in Section 5.4.2, but also
the combination of these with TPS. Fig-
ure 5.5 shows the obtained survival curves
with the associated log-rank p-value and
c-indexes, while Table 5.3 summarizes the results. When using the 1% threshold, low-
and high-risk groups have statistically different survival (p = 0.003), which is coherent
with the literature. However, this is not verified for each center individually, as only a
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A BTPS (1% threshold) TPS (Cox PH)

C DWhARIO features (Cox PH) WhARIO features & TPS (Cox PH)

treatment start treatment start

Fig. 5.5.: Low- and high-risk group survival curves based on (A) the 1% TPS threshold, (B) a
Cox PH regression on TPS values, (C) a Cox PH regression on WhARIO features, and
(D) a Cox PH regression on WhARIO features and TPS combined.

single center, Dijon, has significantly different survival for each group (cf. Table 5.4).
What is more, two centers out of the five (Caen and Dijon) do not include low-TPS
patients, making a threshold-based grouping impossible.

On the other hand, a Cox PH regression on all continuous values of the TPS does not lead
to a statistically significant difference between the groups (p = 0.06). On the contrary,
our features yield two groups with statistically significant difference in terms of overall
survival (p = 1×10-4). The mean c-index is 0.638, which is comparable, and even slightly
superior to the one obtained with TPS alone. Another remarkable result can be achieved
when we add the TPS to the set of selected features: the p-value of the log-rank test gets
smaller by a factor 100 (p = 3×10-6), while the HR increases from 2.29 to 2.60 and the
c-index from 0.638 to 0.697. Combining WhARIO features and TPS scores in a Cox PH
model allows for more distinguishable risk groups than the reference 1% threshold.

5.4.3.2 Leave one center out

To further validate the prognostic power of our selected features, we conducted additional
experiments where one center was completely left out to be used as a test set. In this
setting, we use 4 centers for 5-fold CV, report the CV performance as in the previous
section, and select the best performing model (based on the metric we introduced in
Section 5.2.3) to make predictions on the left-out center. Based on the center charac-
teristics in Table 5.1 however, we chose not to select Caen and Rouen as the test set for
these experiments. For Caen, it is due to the lack of a sufficiently large cohort (8 patients
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A B

C D

E F

WhARIO features WhARIO features

TPS TPS

WhARIO features & TPS WhARIO features & TPS

treatment start treatment start

cross-validation test

(Caen, Dijon, Rouen, Toulouse, N=127) (Nice, N=22)

Fig. 5.6.: Low- and high-risk group survival curves based on a Cox PH regression using (A,B)
WhARIO features only, (C,D) TPS only and (E,F) a combination of the two when Nice
is the left-out test set. The left column corresponds to the CV, and the right column to
the test set.

only). For Rouen, the main reason is that it is an outlier compared to the other centers
in terms of both TPS and median survival. For the remaining centers, we present and
discuss the outcomes of our experiments on Nice (N=22) and Toulouse (N=53) in what
follows. Again, we compare three settings: using TPS only, using WhARIO features only,
and finally combining the two. Tables 5.5 and 5.6 and Figures 5.6 and 5.7 show the
corresponding metrics and survival curves when using the Nice center and the Toulouse
center as the test sets. With the WhARIO features, we obtain results consistent with what
we obtained in section 5.4.3.1: a mean c-index of 0.658 (resp. 0.628), a HR of 2.31
(resp. 2.01), with a comparable log-rank test p-value (2×10-4) in the first experiment.
In the second one, although higher (p=0.01), the p-value stays reasonably under 0.05.
The test set yields a c-index of 0.642 for Nice (resp. 0.678 for Toulouse), a HR of 3.01
(resp. 2.77) and statistically significant survival difference between low- and high-risk
groups (plr = 0.036 and plr = 0.008). With the TPS alone, however, although the results
on the CV are very close to the ones obtained on the entire dataset, the model only yields
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A B

C D

E F

WhARIO features WhARIO features

TPS TPS

WhARIO features & TPS WhARIO features & TPS

cross-validation test
(Caen, Dijon, Nice, Rouen, N=96) (Toulouse, N=53)

Fig. 5.7.: Low- and high-risk group survival curves based on a Cox PH regression using (A,B)
WhARIO features only, (C,D) TPS only and (E,F) a combination of the two when
Toulouse is the test set. The left column corresponds to the CV, and the right column
to the test set. Following the comments in Section 5.4.3.2, although there is a clear
difference in the stratification between (A) and (E), it is much less visible between (B)
and (F).

a c-index of 0.596 on the test set in the first experiment (0.568 in the second), with no
statistically significant difference between low- and high-risk groups of patients. When
combining PD-L1 with WhARIO features, the results on the cross-validation improve
once again. Regarding the test set, the combination also yields a more accurate prognosis
for Nice, both in terms of c-index and log-rank test p-value. For Toulouse on the other
hand, the c-index is indeed slightly higher with the combination, but so is the p-value:
the benefit of combining the two is not as explicit this time.

The Dijon cohort is a special case for this set of experiments, since it is the center that
has the lowest amount of tiles per slide, with a median at 82 (against >2000 tiles per
slide in Nice see Table 5.1), which has a strong impact on the presence of the clusters
of interest in the slides: in 28 out of the 36 slides of this center (78%), none of the
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features c-index (95% CI) plr HR (95% CI)

CV
(Caen, Dijon, Rouen, Toulouse)

WhARIO 0.658 (0.608-0.707) 2×10-4 2.31 (1.47-3.63)
TPS 0.606 (0.489-0.722) 0.04 1.57 (1.01-2.43)

WhARIO + TPS 0.682 (0.654-0.709) 1×10-4 2.39 (1.53-3.71)

test
(Nice)

WhARIO 0.642 0.036 3.01 (1.02-8.90)
TPS 0.596 0.25 1.79 (0.64-5.06)

WhARIO + TPS 0.688 0.006 4.67 (1.41-15.50)

Tab. 5.5.: C-indexes, HRs and p-values of the log-rank test comparison between the various
feature sets on the CV and the left out test set (Nice). The best metrics appear in bold.

features c-index (95% CI) plr HR (95% CI)

CV
(Caen, Dijon, Nice, Rouen)

WhARIO 0.628 (0.545-0.710) 0.01 2.01 (1.18-3.43)
TPS 0.593 (0.476-0.709) 0.09 1.56 (0.92-2.62)

WhARIO + TPS 0.666 (0.588-0.743) 2×10-4 2.66 (1.55-4.59)

test
(Toulouse)

WhARIO 0.678 0.008 2.77 (1.80-6.03)
TPS 0.568 0.11 1.71 (0.88-3.31)

WhARIO + TPS 0.684 0.02 2.15 (1.14-4.05)

Tab. 5.6.: C-indexes, HRs and p-values of the log-rank test comparison between the various
feature sets on the CV and the left out test set (Toulouse). The best metrics appear in
bold.

clusters whose neighborhoods are of interest to us are present, which severely hinders the
potential of our approach. Nonetheless, we still performed the same kind of experiment
we have conducted above on Nice and Toulouse, the results of which can be found in the
Appendix A. We obtain similar trends regarding the metrics and the curves, but without
the same level of statistical significance, mainly because of the lack of representativeness
of the relevant clusters.

5.5 Discussion

With our approach, we showed that it was possible to perform survival prediction of lung
cancer patients treated with ICIs, from the sole analysis of HES WSIs. The prognostic
power of our method showed similar performances to the gold standard PD-L1 evaluation
done on IHC slides, without having to resort to such modality. Another advantage of
our pipeline compared to previous ones is that we did not use any annotation nor
pathology prior information to select features or process tissue: our framework is entirely
unsupervised, and purely data-driven. Nonetheless, we were still able to validate our
histological findings a posteriori, by submitting the cluster samples to the gaze of an
expert pathologist. From the different uncovered clusters, the interactions between
two pairs in particular had significant impact on the distinction between low- and high-
risk patients. When looking at their histological characteristics, it appeared that they
were representing tumor/inflammation and tumor/immune adjacencies (Table 5.2, in
particular pairs 1-2 and 6-4). Figure 5.8 illustrates this by showing two samples of slides
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low risk
OS = 19 months

high risk
OS = 3 months

Fig. 5.8.: Low- and high-risk examples of slides from the Nice cohort, with the superposition of
tile cluster assignments with respect to the selected ones for survival prediction. Cyan
and green correspond to clusters 1 and 4 (mostly inflammation/lymphocytes), blue
and yellow correspond to clusters 2 and 6 (mostly tumor). Cluster 7 appears in grey.
The black line defines the contours of the tumor region. The unassigned tissue in the
tumor area on the left has been assigned to another tumor-related cluster (cluster 11,
cf Table 5.2).

classified as low and high risk. On the left, we can see that clusters 1 and 3 (cyan and
green), i.e., lymphocyte-rich areas and inflammatory tissue, are largely present within the
bounds of the tumor. On the right, however, the tumor region remains rather unscathed,
with most of the immune-related tissue outside of its boundaries. These findings are well
correlated to the nature of immunotherapy, as the interactions between immune and
tumor cells are suspected to be associated to a positive ICI response [Tumeh, 2014]. We
managed to uncover these interactions without any prior, only through nonparametric
clustering. We also showed that the interaction between these regions yielded statistically
significant risk group separations, in a cross-validation setting as well as for a left-out
test set. Our approach is an interpretable way to exploit H&E slides directly to predict
survival of lung cancer patients who received ICI, without having to rely on pathologists’
annotations.

There are nonetheless some improvements to make, and further validation to perform.
Regarding the clustering method used, there are several points we intend to address in
the future. First, each new experiment with a different seed is susceptible to generate a
different number of clusters. Yet, most of the experiments we ran ended with a stable
final number of clusters between 11 and 15. For this article in particular, we decided to
pick the experiment that generated the fewest clusters as possible, so as to reduce the
feature exploration space that grows with K2. Moreover, the clustering part also depends
on the latent space that is learned with SimCLR. Since contrastive learning relies on the
robustness of the representations with respect to transformations, and in particular, color
jittering, more experiments involving pathology-specific augmentations [Tellez, 2019] or
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color normalization [Macenko, 2009; Vahadane, 2016], would be needed to measure
their impact on the obtained clusters.

Second, the inclusion of slide-level spatial information in the clustering process would
be a welcome addition, as the spatial dependency between the tiles of a single slide are
likely to bear important information. Yet, even without the tile dependency taken into
account, the current clustering method already yields coherent slide-level clusters, which
shows its ability to find common patterns without additional supervision (see Figure
5.4 for instance). Third, the spatial distribution of the clusters within the slides could
also be an interesting information to consider when predicting patient survival. For now,
we have only addressed this by summarizing direct cluster interactions in a matrix (i.e.,
tissues in contact), but perhaps a more global approach could yield further results. Given
the sometimes random tissue distribution on slides, however, this should be studied with
caution to avoid any undesired bias from artificial tissue proximity due to laboratory
manipulation.

Fourth, concerning the feature extraction method, we only used in this chapter the strong
cluster assignments as a way to describe the nature of the tissue. The reality is likely
to be different, since tiles cover different histological structures at the same time. We
could also look at how the cluster assignments vary when the tiles are shifted in different
directions with a small step. That way, we could obtain a smoother representation of the
slides, taking into account the superposition of cluster assignments, instead of a single
one. This would probably also help correct some misassignments between clusters, as we
observed that sometimes, tiles were given a cluster label different from their neighbors
in spite of their resemblance.

Fifth, regarding the data itself, our analysis of the tissue only partially takes into ac-
count the spatial information relating to tissue organization in WSIs. However, as the
dataset contains both resection and biopsy samples, in which the tissue arrangement
can sometimes be somewhat artificial, one should be cautious as to which interactions
are represented. The presence of biopsies with very little amount of tissue is in fact one
of the drawbacks of the dataset we used. Among the slides with the lowest amount of
tissue, there probably were missing elements to fully characterize them. Our comments
concerning the Dijon cohort in Section 5.4.3.2 support this claim. To conclude on the
dataset, the sheer amount of patients could be higher, so as to validate our findings.
Another external dataset could confirm the results we obtained here, but also help us get
stronger significance evaluations of the features we obtained. Although we decided to
stick to a specific, common p-value threshold of 0.05, it is also likely that some features
among the ones we pruned are nonetheless relevant to the outcome prediction. As an
example of this phenomenon, we observed on the left-out-center experiments that TPS
itself was sometimes above this particular threshold, although by a small margin. To
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confirm the importance of other features unfortunately, we would need more samples to
obtain a better estimate.

5.6 Conclusion

In this chapter, we have presented a 3-step pipeline to automatically, and without
supervision, analyze tissue from WSIs of lung cancer patients who received ICI treatment
to train a model for survival prognosis. We showed that our model yielded risk groups
with statistically significant differences in survival in a multicentric population, both in
a global cross-validation setting, as well as in 2 leave-one-center-out experiments. The
histological interpretation of the most significant clusters pointed at the interactions
between tumor and inflammation regions, a finding concordant with the literature and
that we were able to recover without prior tissue selection.
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6Conclusion

In this thesis, we proposed a new method for both classification and localization within
WSIs, and another one for unsupervised feature extraction from tissue slides for survival
prediction of patients treated with immune-checkpoint blockades. In particular, each
of these methods represents our proposed answer to the challenges introduced at the
beginning of this thesis: simultaneous classification and localization for digital pathology,
annotation-efficient methods, and finally, the discovery of new biomarkers prognostic of
treatment outcome. We summarize each contribution and discuss future directions in the
remainder of this section.

6.1 Main Contributions

Mixed supervision for whole-slide image classification
In chapter 2, we introduced the concept of mixed supervision in digital pathology. Based
on a pre-existing weakly-supervised, attention-based, multiple instance learning model,
we showed that a few instance labels only could be used in order to simultaneously
classify and localize tumors in whole-slide images. We showed that a few annotated slides
were sufficient to improve the classification performance of the model, while increasing
tremendously the localization accuracy. Even though the initial weakly-supervised model
had already good slide-level classification results, its localization performance, i.e., tile-
level classification, was rather poor. This is a major drawback which hinders the adoption
of such models in clinical practice. With our approach, we promoted a more coherent
model, that is able to establish a better correspondence between the local (tile) and the
global (slide) predictions.

MS-CLAM: a more robust and unified approach to mixed supervision
In chapter 3, we redesigned more thoroughly the model that was used in chapter 2
and made several additions that truly embedded mixed supervision within the method.
With the help of a newly designed loss function to better distribute the weights between
the attention scores, and a slide sampling strategy that reduced the training process
to a single step, we were able to correct and improve our first contributions to the
model. Without sacrificing the efficiency of the original model, and without changes to its
architecture, the coherence between slide-level and tile-level predictions was improved.
Indeed, with attention scores more evenly distributed on key instances, i.e. tumor tiles
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in tumorous slides, and nontumorous tiles in healthy slides, the attention-weighted
sum of the features better represents the slide label. With our sampling strategy, we
simplified our original approach to have the model trained with both annotated and
unannotated slides at the same time. In turn, this reduced the training time, which is
another advantage of our method compared to others based on the pre-training of a
feature extractor such as [Li, 2021a]. On this note, we showed that pre-training the
feature extractor was insufficient to really bridge the localization gap regardless of the
percentage of annotations considered.

A new dataset for the study of lung cancer immunotherapy response
In chapter 4, we introduced a new histology-focused dataset, Lung-IO, built thanks to
the contributions of 5 different medical centers in France, with nearly 200 lung cancer
patients treated with ICIs. The dataset includes several clinical characteristics, such
as age, gender, histological subtype, tumor stage, smoking status, PD-L1 expression
levels, progression-free and overall survival, as well as the response to the treatment
assessed using the RECIST criteria. The available diagnostic HES slides contain both
biopsy and resection samples, thus representing a large variety of tissue that are routinely
observed in clinical practice. We discussed the interpretation that could be made of the
response criteria with respect to the patient overall and progression-free survival in order
to design a binary classification problem. We also produced a set of baselines on response
prediction using various models with different architectures and working principles.
We showed that standard WSI classification models were not able to reach relevant
performance thresholds on K-fold cross validations, and provided several explanations
as to why these models failed, before motivating the need for a different approach on the
subject.

Unsupervised discovery of biomarkers associated to immunotherapy outcome
Given that direct binary treatment outcome prediction (responders vs. nonresponders)
failed in several attempts and with various models, we resorted to a different approach
concerning treatment outcome by targeting survival analysis. In chapter 5, we have
described how a three-step pipeline entirely data-driven was successful in stratifying
patients in low- and high-risk groups after immunotherapy. To distinguish between
several phenotypes without any histological guidance, we used a nonparametric clus-
tering approach, i.e., that does not require the user to indicate a specific number of
clusters. To achieve this, the method relies on Bayesian Dirichlet process mixtures to
automatically infer the final number of clusters during training. These clusters were then
used to build a neighboring matrix for each slide, that would represent the interactions
between phenotypes for each patient. After applying forward feature selection from
these matrices, we identified two specific clusters that were prognostic of survival. The
posterior inspection of the clusters by a pathologist revealed that the most important ones
contained solid tumor on the one hand, and immune cell-rich inflammatory tissue on the
other. Our findings concur with recent studies on the relationship between the presence
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of lymphocytes in the tumor area and the treatment response [Tumeh, 2014]. In our case,
though, the discovery of these phenotype interactions as potential outcome predictors
was done without any targeted focus or hints based on histological knowledge.

6.2 Future Research

In this thesis, we have presented several contributions to the field of digital pathology,
through both whole-slide image classification and treatment outcome prediction, which
nonetheless call for further inquiries.

Developing a large-scale digitized WSI dataset for the study of immunotherapy
response in lung cancer
Although the dataset presented in chapter 4 is a very good starting point for the study of
ICI response in lung cancer, this first draft could be improved in many different ways.
First, more samples would obviously help consolidate it, as a little under 200 cases limits
the possibility to both train large-scale models, but also to evaluate them on a larger
test set. In comparison, a dataset such as Camelyon16 [Bejnordi, 2017], focused on the
much more simple task of classifying and identifying tumors, contains as much as 400
cases, while TCGA hosts slightly more than 1000 lung cancer cases. Having more cases
also offers the opportunity to select suitable samples more properly, especially in terms
of slide quality. Regarding the latter, perhaps it would be also interesting to focus on
similar samples, for instance on resection first, since they usually hold much more tissue
than biopsy slides, and larger regions in the environment of the tumor. Yet, the presence
of biopsy slides is nonetheless something to wish for, since they are representative of
the slides that are generated in clinical practice, and should ensure that the models can
leverage these slides too. The acquisition and digitization of the slides also demands more
investigation, with this time a different process for each contributing center, involving
other technicians and scanners. This would generate more diversity in the observed
colors of the slides, which is crucial since it has a major impact on the performance of
the models, as several studies have shown [Khan, 2014; Ciompi, 2017].

Second, aside from the sole histological point of view, there are additions to make regard-
ing complementary sources of data. Throughout this work, we have never used genomics
and have given justifications for it, but it is yet an inevitable source of information that
should reinforce such a dataset in the future. The mutational profiles are very rich and
detailed pieces of intelligence, and they are at the origin of several other promising
biomarkers, such as the TMB. Used in conjunction with histological data, they could
allow for the development of stronger predictors. However, mutational profiles are
not necessarily standard in clinical practice, therefore additional efforts are required
to obtain them. On the topic of modalities, the IHC slides, used until today in only a
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few computational studies, also bear their lot of information that could be included
for the treatment response prediction. They are themselves the source of a biomarker
identification, namely the PD-L1 expression level, and reveal new features in the tissue
compared to common HES samples.

Third, the evaluation of the treatment response should be discussed with care, since in
many cases the treatment effect seems equivocal. In what we have seen, a PET-scan
evaluation consecutive to the classical CT-scan examination allowed for a more precise
sanction of the effect of immunotherapy on several patients. This procedure should
perhaps be generalized to every new entry of the dataset, since it reduces the noise
surrounding the labels. Finally, other factors such as the progression-free survival could
be considered to strengthen the observations. Distinguishing properly responders and
nonresponders is crucial for the pursuit of this study.

Improving and generalizing MS-CLAM to a broader range of tasks
With MS-CLAM, we have shown that mixed supervision could successfully be applied
to straightforward tumor classification tasks. However, there are several ways in which
we could improve this model. First, there are a few issues that still need to be solved.
We have noticed throughout the experiments several behaviors of the model that would
need to be changed. For instance, we have pointed in section 3.4.3 at a seemingly worst
performance in localization when more annotations are used on Camelyon16. It is not
exactly true, as table 6.1 reminds.

model AUC AP Precision Recall F1-score

MS-CLAM (6%) 0.805 (0.036) 0.540 (0.065) 0.921 (0.020) 0.241 (0.055) 0.379 (0.065)

MS-CLAM (12%) 0.851 (0.045) 0.618 (0.078) 0.921 (0.008) 0.296 (0.026) 0.448 (0.029)

MS-CLAM (25%) 0.907 (0.027) 0.698 (0.057) 0.908 (0.024) 0.372 (0.079) 0.522 (0.077)

MS-CLAM (62%) 0.948 (0.005) 0.765 (0.019) 0.864 (0.030) 0.550 (0.035) 0.671 (0.021)

MS-CLAM (100%) 0.950 (0.004) 0.763 (0.014) 0.814 (0.022) 0.604 (0.026) 0.693 (0.016)

Tab. 6.1.: Tile classification metrics on the Camelyon16 test set. All metrics are averaged on a
5-fold cross validation split of the training set (± a standard error reported). AUC,
Average Precision (AP), recall and F1-score, marked in bold, all increase with the
amount of annotations used. On the other hand, precision, marked in italic, steadily
decreases.

However, one bothering trend is the constant decrease in the precision of the tile classifier,
that is to say the increase of false positives, at the benefit of a higher recall, which means
more true positives. This is desirable is some sense, since we expect from the model to be
as sensitive as possible to the presence of tumor, but it also damages the legibility of the
localization maps, especially when the tumor region is extremely small, or when there is
not tumor on the slide (see e.g., Figure 6.1). To control the trade-off between the two, a
minimum level of precision should be set, and the recall of the model could be adjusted
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(a) (b) (c)

Fig. 6.1.: An example of a healthy WSI from the Camelyon16 next to tumor masks computed
using MS-CLAM with two different percentages of annotations. (a) is the H&E slide,
(b) corresponds to the tumor mask obtained from MS-CLAM with 6% annotations, (c)
with 100%. There are many more false positives on the right-most image, making it
less convenient for a pathologist to inspect.

with respect to this level. This would induce a more consistent progression between the
models with increasing annotations.

Second, the model should be able to generalize to multi-class classification problems.
In the original CLAM paper, [Lu, 2021] already propose what they refer to as a “multi-
branch” version of the model, or CLAM-MB. In this version, instead of scalar attention
scores, there is an attention matrix A ∈ RN×C where N is the number of tiles in the slide
and C is the total number of classes. A weighted bag representation is computed using
the attention scores of each column in A. With mixed supervision, we could enforce
several constraints on this matrix, on top of the ones we have already introduced. If the
classes are mutually exclusive, we could have an additional loss term on the columns
of the matrix, that would penalize a cross-column attention distribution. For the cases
where there is not a straightforward correspondence between the tile labels and the slide
label, such as the Gleason grading problem, the model should also be modified to handle
such contingency.

Third, the architecture of the model could be simplified and enhanced. The current two-
branch structure is perhaps not the optimal design we could think of, and the attention
network could serve directly as the instance classifier, in a manner that is similar to
what [Shi, 2020] propose. Moreover, many improvements of the attention-based MIL
model have been proposed since [Ilse, 2018], with for instance the introduction of self-
supervision to factor in the dependency between the tiles [Rymarczyk, 2021; Li, 2021a].
Therefore, the added value of mixed supervision on top of these new features should
be evaluated. Finally, the current localization precision of MS-CLAM is limited to the
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tile size, which is a bit coarse and lacks subtlety. Several works like [Li, 2023] have
introduced methods for weakly-supervised segmentation in whole-slide images, thus it
would be interesting to push future research around MS-CLAM in this direction.

Immunotherapy outcome prediction: towards higher efficiency and better inter-
pretation
The results we have obtained on the survival prediction for lung cancer patients treated
with immunotherapy are encouraging, but these are only first steps towards more ef-
ficient models, with identifiable and practical biomarkers to be used in the clinical
setting. Within the pipeline we presented in chapter 5, several elements require further
exploration. The clustering method in itself should in the future incorporate domain
knowledge, i.e., the spatial proximity that exists between the patches, since it is more
likely that neighbor patches belong to the same cluster rather than distant ones. Perhaps
a starting point for this would be to use contrastive predictive coding [Oord, 2018], as
it has already been used for histopathology [Lu, 2019]. As an additional modification
to the pipeline, there could be a way to group steps 1 and 2, i.e., contrastive learning
and clustering, into a single step. There are several examples of deep clustering meth-
ods which learn image embeddings and clusters in a concurrent manner [Caron, 2018;
Huang, 2020]. Recently, contrastive clustering [Li, 2021b] was proposed, and was ap-
plied successfully to digital pathology for tissue clustering [Yan, 2022]. The combination
of contrastive learning with nonparametric clustering could help reduce the final number
of clusters, and in turn identify robust common patterns across slides.

The method in chapter 5 is based on a texture analysis of the tissue. However, similar
individual histological elements such as lymphocytes reside in various areas of the tissue,
but are not specifically identified by our method. Rather, it is prone to assigning patches
with the same kind of cells to different clusters depending on the tissue they lie on, or
their concentration. Combining our current approach with fine-grained information such
as nucleus positions could be an interesting way to incorporate multi-level information.

Regarding the treatment outcome prediction in general, a first interesting step would be
to evaluate the method on data collected and scanned in a different center. Even though
the dataset we have used is already multicentric, all the slides were digitized in the
same center. With a different scanner, the colors produced by the stains would probably
be different, thus causing a generalization barrier for the model. To prevent this from
happening, the model should be trained with an efficient color normalization scheme to
increase its robustness to stain variations. A second step would be to test it on other kinds
of cancer, such as melanoma. In [Wang, 2022], the authors show that their methods is
able to generalize to a small set of gynecological cancer cases, from a lung cancer training
set. The same process could be applied to our method, but straightforward generalization
would probably fail, since skin or cervix tissue is very different from the lung’s, and we
have already pointed at the limits of a texture-based analysis in the previous point. In this
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case, another training set specific to the organ of interest would be necessary. Finally, to
channel as much information as possible, multiple modalities ought to be used together
to obtain accurate predictions. Works like the one of [Vanguri, 2022] seem to support
such a claim.
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AAppendix: WhARIO –
Leave-one-center-out experiment
with Dijon as the test set

As Figure A.1 shows, the results on the Dijon cohort are more mixed than on the Nice
or the Toulouse cohorts. Since 78% of the slides do not include any of the clusters that
we leverage to predict survival, this is unsurprising. It also goes with the observation on
the amount of tissue per slide, which is the lowest for the Dijon cohort (median number
of tiles per slide: 82). However, similar trends appear yet again in this situation as for
the other two cohorts: a regression on PD-L1 values alone is insufficient to correctly
stratify risk groups in the test set (here, the two curves are nearly identical), and the
combination of WhARIO features with the TPS does yield a higher c-index for both CV
and test, and better separated risk groups than with the TPS alone. Table A.1 summarizes
the results from this experiment.

features c-index (95% CI) plr HR (95% CI)

CV
(Caen, Nice, Rouen, Toulouse)

WhARIO 0.665 (0.628-0.702) 2× 10−5 2.86 (1.72-4.77)
TPS 0.603 (0.540-0.666) 0.022 1.71 (1.07-2.72)

WhARIO + TPS 0.699 (0.611-0.786) 2 × 10-6 3.12 (1.91-5.07)

test
(Dijon)

WhARIO 0.541 0.198 2.77 (1.27-6.03)
TPS 0.579 0.95 1.03 (0.45-2.36)

WhARIO + TPS 0.618 0.59 1.25 (0.55-2.87)

Tab. A.1.: C-indexes, HRs and p-values of the log-rank test comparison between the various
feature sets on the CV and the left out test set (Toulouse). The best metrics appear in
bold.

Figure A.2 shows the results of the risk group stratification when a threshold different
from the median is used to separate the cases in the last experiment (WhARIO + TPS):
raising the threshold to distinguish patients using the 65th quantile of the risk score
allows for a statistically significant difference between the survival periods to appear
(plr = 0.026). The two groups have nonetheless a comparable number of samples, since
there are 19 patients in the low-risk group, and 17 in the high-risk one. The same
observation cannot be made on any of the other experiments, and especially in the
experiment with TPS as the sole feature.
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E F

WhARIO features WhARIO features

TPS TPS

WhARIO features & TPS WhARIO features & TPS

cross-validation test

(Caen, Nice, Rouen, Toulouse, N=113) (Dijon, N=36)

Fig. A.1.: Low- and high-risk group survival curves based on a Cox PH regression using (A,B)
WhARIO features only, (C,D) TPS only and (E,F) a combination of the two when Dijon
is the test set. The left column corresponds to the CV, and the right column to the test
set. The absence of clusters of interest in most of the slides (78%) prevents any obvious
and efficient patient stratification when using the clusters only. The combination of
PD-L1 and WhARIO still yields a better c-index however.

94 Chapter A Appendix: WhARIO – Leave-one-center-out experiment with Dijon as the test set



Fig. A.2.: Risk group stratification of the patients in the Dijon cohort using the 65th percentile of
the risk scores instead of the 50th (i.e., the median).
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