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Abstract

The research works briefly reviewed in this dissertation deal with questions related
to the use of data in interactive simulations for applications in medicine and soft
robotics. Geometrical modeling, (bio-)mechanical modeling as well as optimization
techniques to reduce the computational footprint are presented. Using patient-
specific or environment data with optimization techniques and simulation enables
more realistic and predictive models and opens the way for new applications. Several
examples are presented in the manuscript where our simulations were fed with
data from medical images, videos streams or pre-operative data in order to provide
more accurate medical simulations to provide better diagnoses or in the context
of soft-robotics where visual servoing provides a more robust and stable control of
soft-robots.
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Résumé

Les travaux de recherche examinés dans ce manuscrit traitent des questions liées à
l’utilisation des données dans les simulations interactives pour des applications en
médecine et en robotique déformable. La modélisation géométrique, la modélisation
(bio-)mécanique ainsi que les techniques d’optimisation pour réduire l’empreinte
de calcul sont présentées. L’utilisation de données spécifiques au patient ou à
l’environnement avec des techniques d’optimisation et de simulation permet des
modèles plus réalistes et prédictifs et ouvre la voie à de nouvelles applications.
Plusieurs exemples sont présentés dans le manuscrit où nos simulations ont été
alimentées avec des données provenant d’images médicales, de flux vidéo ou de
données préopératoires afin de fournir des simulations médicales plus précises pour
fournir de meilleurs diagnostics ou dans le contexte de la robotique déformable
où l’asservissement visuel fournit un contrôle plus robuste et stable des robots
souples.
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Introduction

„If the doors of perception were cleansed
everything would appear to man as it is, infinite.
For man has closed himself up till he sees all
things thro’ narrow chinks of his cavern.

— William Blake

Digital technologies have greatly jolted modern medicine. For instance, the combina-
tion of electromagnetic radiation and digital geometry processing has originated the
X-ray computed tomography (or X-ray CT) that allows to create a three-dimensional
image of the targeted anatomical area. Another example is the use of computer
vision algorithms to fuse (register) data from different imaging modalities such as
MRI (Magnetic Resonance Imaging) that provides high-quality but slow-to-create
images and Ultrasonography (US) that delivers real-time but noisy images. This
fusion of information offers the opportunity to have high-quality and real-time visual
feedbacks of anatomical structures. These two examples are part of a larger set of
technologies such as Radiography, Endoscopy, Positron Emission Tomography. . . that
are usually referred by the generic term of Medical Imaging. There are many direct
benefits of Medical Imaging: it is non-invasive (no or small incision is required),
accurate, efficient, interactive and provides rich information. Location of diseased
areas is more accurately identified and tracked, evolution of pathologies is more
easily monitored allowing physicians to establish precise diagnoses. Initially aimed
at pre-operative steps of surgery, the availability of this technology has redefined
some surgical procedures where treatments can be delivered deep within the body
without surgery: for instance, bone biopsies can be performed in a minimally inva-
sive manner under image guidance, which avoid blood loss, complications, scars
and long recuperation [Jel+02]. They are now fully integrated in clinical routines
and have led to safer, less morbid and more cost-effective medical interventions.
The main drawback of such approach is that the complexity of the procedures has
significantly increased: anatomical structures manipulation is indirect through tele-
scopic devices or flexible ones and the clinicians observe the on-going procedure
through monitors. Several studies (for instance [Sil+09]) reports several disadvan-
tages related to the use of video-assisted surgery such as the loss of visual contact
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with instruments that may cause disruptions or is more prone to complications, the
usually fixed camera induces spatially transformed and suboptimal pictures and the
loss of three-dimensional depth cues creates psychomotor problems of hand-eye
coordination. Having inaccurate, suboptimal and non-consistent feedbacks (be they
tactile, haptic or visual) adds a level of complexity to already stressful and complex
procedures. To overcome the difficulties induced by minimally invasive surgery, two
complementary approaches are considered. The first one is to make the surgeons
more familiar with these procedures by providing a dedicated training that will
first focus on the improvement of psychomotor skills. The second one is to provide
computer or robotic assistance that will augment the surgeon capabilities to conduct
the surgical procedures such as the daVinci© robot that allows to filter out hand
tremors and to scale movements and forces.

Virtual Reality (VR) applications have been adequate training tools for improving
hand-eye coordination in case of minimally invasive surgery because they offer a
reproducible, controlled, supervised and ethical environment. The logical progres-
sion of these applications had been to train high-level tasks (such as suture) or even
perform a complete surgical procedure by using simulation to mimic the behavior
of the human anatomy. However, despite several governmental incentives [AC04]
few clinical curricula require training on simulators. De Visser et. al. [De +11]
report that while the benefits of VR simulators are indisputable to train novice-
to-intermediate skills, they are yet not suitable for the training and maintenance
of advanced skills. Insufficient level of physical realism, incomplete performance
assessment and modest case complexity are suggested by De Visser et. al. [De
+11] to be the main limitations to use simulators for surgical curricula. First, the
insufficient level of physical realism relates to the fact that the modeling and simu-
lation of human anatomy remains challenging. Several physical behaviors should
be considered such as biomechanics, electro-physiology. . . and they are difficult to
model. For instance, surveys in the field [Hum03] detail the complexities of the mi-
crostructure and the biomechanical behaviour of biological cells and tissues. These
complexities can be captured, reproduced or sometimes predicted thanks to an im-
portant computation time. In the context of interactive VR applications, the trade-off
between simulation accuracy versus simulation speed always leans toward the later
producing fast-response applications but unable to faithfully reproduce the richness
of the human anatomy. Second, limited case complexity can be partially related to
the fact that the building of a virtual 3D model of an anatomical structure relies on
many patient-specific parameters to be acquired. Some can be obtained through a
time-consuming process which involves medical image segmentation (i.e. to delimit
the different anatomical structures in an image), 3D reconstruction (i.e. to build a
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3D model from segmented images) and 3D model tuning (i.e. trade-off between
model complexity and desired accuracy) to be suitable for interactive applications.
Some other parameters, for instance mechanical or physiological parameters, can be
hardly acquired without invasive (and therefore ethically questionable) probes or
sensors. As a consequence, these measurements are often conducted on animals or
cadavers in order to have a rough estimation of the parameters. And some manual
or semi-automatic post-processing can be needed to adjust these parameters as they
are essential to obtain accurate simulations. Given the long time scale and the
human interventions needed to acquire relevant data, VR simulators often propose
a small set of virtual patients and scenarios. The length and the complexity of the
acquisition pipeline do not only hinder the use of training simulator in the context
of modern medicine but it also slows down the development of other applications.
For instance, patient-specific interactive simulations could be used by surgeons
to rehearse the procedure on a specific patient, to try different strategies, to face
possible complications. . . in order to determine the safest procedure to be performed
on the real patient.

Per-operative guidance could also be considered as a way to help the surgeon during
an actual procedure by giving additional information such as the presence of weak-
ened structures, the location of targeted area which are hardly visible. . . Augmenting
the perception and the capabilities of the surgeons is the second approach used to
reduce the complexity of minimally invasive procedures. In that case, patient-specific
data plays a key role (and there are several other research problems to consider)
for taking virtual reality applications to their next step: to provide, in real time,
feedbacks about the geometry, mechanical or physiological status of the biological
structures being manipulated. Moreover patient-specific data could also opens the
way to new medical applications. For instance soft robotics, the scientific field that
targets the design and the building robots made of soft materials, such as silicone, is
expected to produce important outcomes in medicine. Surgical robots are made of
metal alloys that interact with delicate biological tissues and are much stiffer than
any anatomical structures (except for bones whose stiffness is of the same magnitude
as metal alloys1). This stiffness gap results in robots damaging living tissues due
to excessive contact pressures or stress that may lead to medical complications to
the patient. Soft materials tighten this stiffness gap reducing potential damages
when in contact with anatomical structures thanks to their ability to deform and to
conform to the environment they are in contact with. This ability to deform raises
however several scientific challenges; some are generic like how to accurately model

1Stiffness of common materials can be found here: http://www.engineeringtoolbox.com/
young-modulus-d_417.html
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and control a soft robot, some are specific to surgery where the control law of the
robot should take into account the possible contacts with the living tissues and thus
requires an accurate computational model of the human body.

These two complementary goals to help surgeons to perform surgery induce sev-
eral research problems for which we have proposed some original contributions.
This manuscript will be focused on medical applications since they were my main
application field since my PhD. But the contributions detailed here could be rele-
vantly used in other domains and several examples will be provided throughout this
document. Our aim is to tackle the problem of patient-specific data for interactive
simulations and the rationale of our approach is to mostly rely on images (be it
medical images or video streams) to estimate geometric and physical parameters.
We focus on images as the main source of patient-specific data for two reasons. First,
images are non-invasive and routinely used in medical procedures: we have already
mentioned that medical diagnosis is a big consumer of medical images (CT Scan,
IRM, UltraSound. . . ), minimally invasive surgery (surgery through small incisions)
relies on tiny cameras or endoscope and finally interventional radiology procedures
are also supported by X-ray imaging. Second, images can be used as ground-truth to
validate our simulation and moreover can be also used in an optimization framework
to (dynamically) refine the parameters of the simulation. More specifically, the work
we have conducted over the last few years relates to the acquisition and optimization
(from a simulation standpoint) of patient-specific data, to the use of images to
validate experimentally simulation and to the use of images to infer or estimate
relevant parameters for the simulation. We want to emphasize that the scope of
our works lies at the intersection of Computer Vision, Geometric and Physics-based
Modeling and finally Interactive Simulation and that our main motivation is to
strive to enrich generic medical simulations to make them patient-specific. Bridging
the gap between simulation and images also implies several technical constraints
we have to deal with, such as the quality and availability of images or the limited
computational footprint of the physics-based model in order to achieve interactive
simulations. These constraints lead to not having a single solution relevant to every
kind of simulation or imaging techniques. However while the solutions are different
we want to illustrate that our methodology (i.e. the use of a fast physics-based
model as a backbone) allows to define relevant and efficient strategies for different
kind of medical procedures. Those works have thus been possible through tight
collaborations with surgeons and radiologists and have been declined in various
medical fields such as Interventional Radiology, Laparoscopic Liver Surgery, Pelvic
System Diagnosis and Radiotherapy. Finally modern medicine could benefit from
the use of soft robots. Soft Robotics is a recent cross-disciplinary field that binds
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Applied Mathematics, Automatic Control, Mechanical Engineering, Robotics, Mecha-
tronics. . . In this field, the control of soft / deformable structures is a challenge and
we will demonstrate that the work that has been conducted on medical simulation
could be adapted to the control of soft robots.

The work presented in this manuscript covers the main results obtained following my
PhD in 2005. I first spend one year in the SimGroup (CIMIT/Harvard Medical School
/ Mass General Hospital, Cambridge, USA) in 2006–07 where I have been working
in geometrical modeling and contact modeling of vascular networks. This work
has been continued in 2007–08 when I joined a collaboration between Inria teams
Alcove and Magrit about the development of interventional radiology simulation.
Since 2008, I am Assistant Professor at University of Lille and I have been involved
in the research team Shaman / S.h.a.m.a.n / Shacra where the main focus was about
surgical simulations. There, I have worked on modeling, parameter-estimation of
digital models from medical images, simulation and augmented reality and the
natural trend of my research work has been to integrate more and more data
(medical images, video streams, sensors information. . . ) in order to characterize
digital models and to enrich surgical simulations. Since 2015, I am a member of
Defrost research team whose main objective is to provide software tools to design,
simulate and control soft robots. In Defrost, I will extend the works on parameter
estimation to increase the robustness of the digital model of the soft-robot and to
enable a closed-loop control of the robot. The work presented here is a collective
effort conducted in about 10 years with colleagues in my successive research teams
and some fruitful collaborations. I had also the opportunity to advise some PhD
students: Ahmed Yureidini [Yur14], Nazim Haouchine [Hao15], Zhifan Jiang [Jia17],
Zhongkai Zhang [Zha19], Pierre Schegg [Sch22] and Flavie Przybylski who will
defend her thesis in 2024.

This manuscript is structured as follows. The first chapter Interactive Physics-based
Simulation deals with interactive simulations: how to optimize the computational
footprint and the possible use of digital simulations for medical applications. The
work related to the extraction of dedicated, optimized geometric modeling from
medical images is described in the second chapter Geometric Modeling for Interactive
Simulation. The third chapter Medical and Robotic Applications details advances
clinical and robotics applications that have been built using the works developed in
the first two chapters.
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Interactive Physics-based
Simulation

1
„Dissimuler est feindre de ne pas avoir ce qu’on a.

Simuler est feindre d’avoir ce qu’on n’a pas. L’un
renvoie à une présence, l’autre à une absence.

— Jean Baudrillard
Simulacres et Simulation

Physics-based simulation or computer simulation1 is a standard tool for engineers
and scientists. Thanks to the availability of computing technologies and their
increasing performance, it has been widely used in many domains for the design and
improvement of complex systems or to understand / predict natural phenomenon.
For these kind of applications, the main target is accuracy because users want to be
able to predict precisely what will happen in the real world. This accuracy is achieved
by using complex physics models where the governing equations are highly non-
linear and the parameters are numerous preventing to obtain an analytical solution
of the problem. Numerical solutions are therefore sought after by discretizing the
phenomenon in space and time leading to a high number of unknowns to solve. As
a consequence, typical simulations in engineering exhibit high computation time or
require clusters of computer to provide results in a reasonable time [Ste13].

Over the past decade I have been focusing my efforts in using computer simulation
for medical applications. While scientific deadlocks related to general simulation
still exist, modeling and simulating living tissues or organs raises specific challenges.
First, the characterization of living materials is complex as few methods exist to
perform harmless, ethical, non-invasive, in-vivo probing. Elastography [WMK06],
an imaging technique that relies on the Doppler Effect to provide tissue movements
or strain, may become the standard technology for biomechanical characterization
but technological improvements are still needed to be effective. Second, properties
of living materials exhibit lot of intra-variability (property is not constant in the
whole material) and inter-variability (property is not constant for all beings). Third,
experimental validation is also a challenging task and shares the same difficulties

1https://en.wikipedia.org/wiki/Computer_simulation
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than characterization: the scarcity and the complexity to acquire data. To these
intrinsic challenges, I also wanted that these computer simulations target specific
medical applications: training simulators and computer-assisted software for surgery.
Therefore this raises the need for interactive simulation that allows virtual interaction
of a user on the simulation. Because this user can move, probe or manipulate the
virtual models, this leads to unexpected solicitations on the model that cannot be
pre-computed. Moreover the user expects the virtual simulation to immediately
react after each of his/her actions as it will happen in a real surgical procedure. As a
consequence, bounding computation time is the main has been another issue I have
tackled in my research works.

The intent of the previous paragraphs was to provide a big picture of the large scope
of scientific deadlocks that are related to computer simulation. My research activities
in the field has been devoted to a much narrower spectrum. First of all, I have
been mainly interested in mechanical / biomechanical modeling. Because most of
living materials are soft and because some surgical devices are also soft, I have been
working on the modeling on soft materials and the modeling of interactions between
soft materials and rigid ones. Second to reduce the computational footprint or to
provide the optimal trade-off between simulation accuracy and speed, I have worked
on asynchronous strategies that ensure mechanical consistency while being less
demanding with respect to computation power. Finally fast and accurate computer
simulations require some work on software / hardware integration. The remaining
of this chapter will present some scientific contributions on these different items
to illustrate my work. It is not intended to be exhaustive as the reader will find a
complete list of publications related to computer modeling and simulation at the
end of the manuscript.

1.1 Motivations for Medical Procedures

Until the 1960’s, Radiology was only used as a way to diagnose vascular diseases
through angiography. In January 16, 1964, the first intervention (a dilatation of
a stenosis) through Radiology was performed by Charles Dotter [RKK03]. Inter-
ventional Radiology became popular after that first initiative as an efficient way to
treat vascular disease. It involves the insertion of thin flexible devices (catheters or
guidewire) than are pushed in the vascular system until the reach of the targeted
area and many pathologies can now be treated through this technique.
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Fig. 1.1: Photography of a radiology intervention: thin flexible devices are inserted in
the femoral artery and are navigated inside the vascular network until reaching
the diseased area. Then different treatments can be performed. Monitoring the
motion of the device in the patient is performed via X-ray imaging. Photography
appears courtesy of www.dicardiology.com

Two decades later, surgical procedures have also faced a paradigm shift. The
introduction of laparoscopic cholecystectomy (the surgical removal of the gallblad-
der) [BA11] encountered immediate acceptance by patients and surgeons. Compared
to open cholecystectomy where a surgical incision of approximately 10 to 15 cm is
typically made below the edge of the right ribcage, laparoscopic cholecystectomy
only requires 4 small incisions (named operating ports) to let tubes of diameter
from 5 to 10mm be inserted in the abdominal cavity. Theses tubes are then used to
place instruments and a video camera in the patient belly.The surgeon monitors the
procedure through a TV screen and acts by manipulating the instruments through
the operating ports 1.2. This technique has retrospectively been proved to be safe
and effective [BM94].

As a consequence and with the widespread of new technologies such as micro-
instruments or imaging modalities, modern surgical procedures tend to be as less
invasive as possible. Although this kind of surgery has tremendous advantages,
offering quicker recovery, less pain, and greater safety, it presents new challenges for
surgeons as they do not touch directly the patient but operate through specific (some-
times robotized) devices and have indirect visual feedback through video monitors.
Because of this new complexity in medical procedures, medical institutions demand
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Fig. 1.2: Illustrations of laparoscopic surgery procedure: 4 small incisions are required
to insert surgical instruments and camera (left). The surgeons then monitor the
procedure on a video screen while manipulating the long thin surgical instruments
(right). Left image appears courtesy of Sunshine Coast Advanced Laparoscopic
Surgery, right image appears courtesy of www.chronogram.com.

new ways of training the interns before they face real patients. In that computer
simulation is an ideal candidate as it provides a safe, reproducible, configurable,
assessable test-bed and some simulators (classified as Level-D simulators by national
aviation authorities) have already proven to be very effective for the training of
pilots2.

1.2 Simulation Overview

When applied to surgical procedures, computer-based training systems rely on a
combination of hardware and software. Hardware usually include a computational
system with visual system (from video monitor to stereographic system) and an
acquisition device meant to mimic surgical devices. A popular acquisition device is a
robotic arm that will track the user motion and will be able to provide force feedback
when touching objects in the simulation. The software part is obviously a software
that allow to integrate all the hardware devices and runs the virtual simulation. An
example of such system is provided in Figure 1.3 which shows a training system for
neuro-surgical procedures.

2https://en.wikipedia.org/wiki/Full_flight_simulator
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Fig. 1.3: Example of a neuro-surgical training system by Neurotouch©. The system includes
robotic arm equipped with stylus (Geomagic© Touch) to acquire user gesture and
to render forces in case of contact and a stereo-vision display to mimic the use of
binoculars.

A computer software for bio-mechanical simulation can be summarized in a loop
(called Simulation Loop) of 4 repeated steps 1.4: Deformation Computation, Col-
lision Detection, Contact Resolution and Rendering. The Deformation Computation
step aims at solving bio-mechanical equations in order to find out how the soft
material has moved given specific forces applied to it. The Collision Detection step
finds colliding (touching) or inter-penetrating (object inside another) objects involved
in the simulation. Colliding objects can be virtual surgical tools manipulated by the
user, therefore this step will acquire the current position of the tools. The Contact
Resolution step will take care of these objects and will correct their position in order
to provide a solution which is mechanically consistent and realistic. Forces will also
be computed that can be sent to any force-feedback device. Finally the Rendering
step is performed to provide a 3D / 2D / stereo visualization of the current state
of the simulation. The Deformation Computation and the Contact Resolution steps
rely on mechanical equations while the Collision Detection step relies on geometric
algorithms. The Rendering step relies on Computer Graphics techniques and will not
be addressed in this manuscript as I do not have proposed any original contributions
in this field.
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Fig. 1.4: A simplified overview of the simulation loop for bio-mechanical applications.
These 4 steps are repeated to produce feedbacks (visual, haptic, audio. . . ) to the
user.

This simulation loop complies with several technical constraints (stability, robust-
ness. . . ) but the most important constraint is induced by the user acting on the
simulation. It implies that first, very few hypotheses on the motion / gesture of
the user can be made and second, the simulation should react fast enough to look
realistic and comfortable for the user. Thus, acceptable visual feedback rates are
between 30 Hz and 60 Hz while haptic feedback are usually between 300 Hz and
several kHz [FU06]. This means that the simulation software should output a new
image every [16-33] milliseconds and a new force every [1-3] milliseconds which
imposes high-performance computation on the simulation or to choose an adequate
trade-off between accuracy and computation speed.

The core of any computer-training system for surgery is the computation of the
deformation and the mechanics of deformable solids is quite a large topic [Dog13].
Computational models for deformable solids are a very active research field in
the mechanical engineering and computer graphics communities. The concerns
in computer graphics community focus on controlling the computational footprint
and the ease of implementation and versatility [Nea+06]. Deformable solids are
governed by the equation of the dynamics (Newton’s second law of motion):
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Mv̇ = f ext − f int(q, q̇) + HTλ (1.1)

where q ∈ Rn is the vector of generalized degrees of freedom of the solid, q
represents the velocity, M is a mass (intertia) matrix, f ext and f ext are respectively
the vectors of the external and internal forces. HTλ gathers the constraint forces
contributions, this later term will be detailed later. Forces f int(q, q̇) are expressed
as a function of the position of the solid and its velocity. Solving this equation
analytically can be achieved on limited, special cases. When dealing with solids with
arbitrary shapes and position-dependent forces, this equation requires a numerical
approach to be solved. Thus the time-line is discretized as a set of time intervals
for which the deformation will be computed. The temporal discretization is chosen
according to the time constraints imposed by visual and/or haptic feedbacks. A fixed
period (labeled h) is considered between time-steps whose value is usually between
1 milliseconds to 50 milliseconds. Integration of equation (1.1) over a time interval
[t, t+ h] leads to:

∫ t+h

t
Mv̇dt =

∫ t+h

t
(f ext − f int(q, q̇) + HTλ)dt

M(vt+h − vt) = h(f ext
t+h − f int(qt+h, q̇t+h) + HTλt+h)

(1.2)

Subscript t and t+ h have been added to explicitly indicate when equation variables
are considered. We use implicit (or backward) Euler method that states for any
ordinary differential equation dy

dt = f(t, y), the sequence of approximations are built
using: yk+1 = yk + hf (tk+1, yk+1). Then we can write that: qt+h = qt + hvt+h.
Since internal forces are non-linear functions of the degrees of freedom and their
velocities, we apply a Taylor series expansion and make the first order approximation
(a single linearization by time-step):

f int (qt+h, q̇t+h) ≈ f int (qt, q̇t) + ∂f int

∂q dq + ∂f int

∂q̇ dq̇ (1.3)

Combining equations 1.2 and 1.3 and posing dq as qt+h − qt (which also equals to
hvt+h), we obtain the following equation:

(
M
h2 + ∂f int

∂q̇h + ∂f int

∂q

)
dq = f ext − f int (qt, q̇t) +

(
M
h
− ∂f int

∂q̇

)
q̇t + HTλ (1.4)
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Fig. 1.5: Examples of manufactured surgical devices than can be modeled as one-
dimensional solids: Surgical Thread (®AD Surgical), Endoscope (®International
Light Technologies), Catheter (®Paralogic), Detachable coil (®MedTronic)

which is a linear system of equations Adq = b where terms A and b are estimated
at each time-step and are specific to the mechanical model of the solid and the
constraints we consider. Solving this linear system enables to compute the motion
and the deformation of the solid over the time of simulation. We will detail in the
following section how this equation could be applied to simulate a one-dimensional
deformable object.

1.3 1D Mechanical Model

We choose to detail in this manuscript our contributions about one-dimensional
deformable models. From an application standpoint, one-dimensional model can be
used to simulate a large variety of objects in surgical training systems (see figure 1.5
for some devices): for instance surgical thread (for suturing tasks), minimally
invasive or endovascular devices such as endoscopes, catheters but also anatomical
structures such as blood vessels, ligaments or fiber muscles. And from modelling and
simulation standpoints, it raises some of the challenges related to characterization
and computational optimization.

In the clinical context of interventional radiology, detachable coil embolization is a a
minimally invasive procedure to treat aneurysm3 1.6 where the vascular network is
used as a medium to reach the disease vessel. The interventional radiologist starts
by inserting a catheter (a long, thin and flexible tube) into the femoral artery. This
catheter is then manipulated through the arterial system until the aneurysm location
is reached. When complex branchings occur, a guidewire (a long, thin wire, stiffer
than a catheter) can be inserted inside the catheter to help reaching the desired artery.
Once in position, the physician places one or more small coils through the catheter

3An aneurysm often consists in an abnormal bulge that appears close to branching arteries
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Fig. 1.6: Example of a coiling procedure in an aneurysm (blood vessel bulge): a thin wire
(coil) is inserted in the aneurysm reducing the blood flow thus the blood pressure
and allowing the blood to clot.

Fig. 1.7: Examples of the diversity of manufactured detachable coils used in interventional
radiology. Length, diameter and shapes (helical, 3D, 360 degrees) may differ and
are used given the pathology encountered.

into the aneurysm. The body responds by forming a blood clot around the coil, thus
blocking off the aneurysm and considerably reducing the risk of rupture. Although
coil embolization is less invasive than open surgery, and allows treatment of cerebral
aneurysms that previously were considered inoperable, such procedures are very
difficult to perform and require an important experience from the interventional
radiologist. This is particularly true when treating brain aneurysms, where any
mistake occurring during the coil deployment or when reaching the aneurysm could
lead to a brain hemorrhage. Yet, even in the case of a successfully performed
procedure, the choice of the coil plays a key role in the long term success of the
procedure. Most of them have a core made of platinum, and are sometimes coated
with another material or a biologically active agent and their principle characteristics
are the shape, the length, the diameter (see figure 1.7). All types are made of soft
platinum wire of less than a millimeter diameter and therefore are very soft. The
softness of the platinum allows the coil to conform to the often irregular shape of
the aneurysm, while the diameter, length and shape of the coil are chosen based
on the shape and volume of the aneurysm, as well as the size of the neck of the
aneurysm. In most cases, several coils are required to completely fill the aneurysm
and maximize the chances to clot (see figure 1.8).
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Fig. 1.8: Aneurysm coiling requires several coils to fill the aneurysm in order to reduce the
blood flow and thus prevents the aneurysm from rupturing. Image courtesy of
Stryker Neurovascular.

1.3.1 Contributions

Given this clinical context, we proposed a model for simulating very thin and flexible
devices such as coils. An original approach was also introduced for describing
the complex rest shape of coils. Co-axial insertions of endovascular devices (coil
inside a micro-catheter for instance) are achieved using a composite model, which is
based on a geometric combination of the characteristic rest shapes of each model.
This composite model allows to use a single model to simulate several instruments
together and then saves the computational burden of having several interacting
objects to simulate.

The proposed model uses a series of serially linked beam elements, similarly as
proposed by Duriez et al. [Dur+06] for simulating catheters and guidewires. A beam
element, as introduced by Przemieniecki [Prz68] allows to model mechanically a
piece of curve that can handle bending, stretching and twisting. Both extremities
of the beam are called nodes and are described by six degrees of freedom, three of
three of which correspond to the spatial position, and three to the angular position
of the node in a global reference frame (see figure 1.9a). An elementary stiffness
matrix Ke is a 12× 12 symmetric matrix that relates spatial and angular positions
of each end of a beam element to the forces and torques applied to it. The notable
parameters of the matrix Ke are the mechanical properties of the beam (E the
Young’s modulus and ν the Poisson’s ratio) and the geometric properties of the beam
(length, cross-section area and cross-section moments of inertia). The reader may
refer to [Dur+06] or [Prz68] for more details about the construction of Ke given
these parameters.

In the reference frame, only deformations (bending, torsion, elongation) are mea-
sured. A transformation matrix Λ is then defined to change the local frame of
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reference to a global coordinate system. This leads to the following relationship
between Ke in local coordinates and Ke in a global frame:

Ke = ΛTKeΛ (1.5)

As the beam deforms, only Λ changes and needs to be recomputed, while Ke remains
constant, as long as the deformation of the beam in its local frame remains small.
To model a complex structure such as a coil, which undergoes large displacements,
we need to discretize it as a series of beam elements to ensure that each beam
deformation will remain small (see figure 1.9). For the entire structure describing
a catheter or guidewire, the global stiffness matrix K is recomputed, at each time
stetp, by summing the contributions of each beam element, through its elementary
stiffness matrix Ke. Assuming lumped masses at the nodes, the mass matrix M is a
diagonal matrix. A damping matrix D is also introduced as a linear combination of
the stiffness and mass matrices D = αM + βK, known as Raleigh damping. This
leads to express the internal forces from equation 1.2 as:

f int(q, q̇) = Dq̇ + Kq (1.6)

However, we introduce several modifications to take into account for the particular
nature of interventional devices. Boundary conditions are specified by defining a
particular translation or rotation for the first node of the model to represent user
control of the device (the coil is manipulated by pushing and twisting a wire).
Even if Ke is a linear approximation of Hooke’s law, our model can handle large
displacements: given an initial configuration of a beam, a current deformed one and
a reference frame of the first extremity, the beam theory defines the way the local
frame of the second extremity will be updated. Since the first node of the model is
constrained, the first beam equation will be used to update the local frame for the
second node, thus allowing the second beam to be computed in a reference frame
where no rigid transformation occurs. By repeating this process through the whole
structure, we can compute Λ for each beam element and therefore determine Ke.
This method is closer to the co-rotational approach [Fel00] than the incremental
approach proposed in [Dur+06] and permits to model the geometric non-linearities
that occur during the deformation of the coil.

Devices such as catheters, guide-wires and coils are not subject to elongation but
mainly bending and twisting. They are also characterized by their rest shape, which
plays a very important role in the delivery of the therapy. We model these complex
shapes by changing the local frame at each node of the model, as illustrated in figure
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Fig. 1.9: Modeling of a wire using linked beam elements. (a) Given an initial rest shape
and forces applied on DOFs, internal forces are computed using a local reference
frame to handle large deformations. Starting from the first beam, reference frames
are updated to suppress rigid transformation from the expression of the beam
deformation. (b) Modification of the initial shape by moving frames or positions
allows the generation of various deformed shapes. (c) A composite model (co-
axial combination of two wires) is obtained by geometrically mixing different rest
shapes on one geometric model.
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1.9b. Obviously, an important feature is to dynamically modify theses frames at
run-time to describe more complex behaviors. For instance, to simulate a coil being
deployed from a micro-catheter, we avoid computing the complex interactions the
take place between the coil and the micro-catheter. Instead we propose to simulate
this behavior by using a composite model. The Halpin-Tsai [HK76] equations provide
a framework to update mechanical properties of a reinforced fiber. This approach
was applied to the simulation of catheters and guide-wires by Lenoir et. al. [Len+05].
We propose an extension of this framework to take into account two or more local
frames and combine them using weighted sum (see figure 1.9c):

qcmp = q1E1
E1 + E2

+ q2E2
E1 + E2

where each qi is the quaternion representing the transformation from local frame
global frame and Ei represents the beam Young modulus of the considered rest
shape. As a consequence, such weighted sum will give more influence on the final
composite shape to stiff materials.

From an optimization standpoint, it is worth mentioning that since all beam elements
are serially connected, the resulting stiffness matrix K is a tridiagonal matrix with a
band size of 12 (since each Ke is a 12× 12 matrix). Since the mass and damping
matrices are also diagonal, we solve the linear system using the algorithm proposed
by Kumar et al. [KP93]. The solution can be obtained in O(n) operations instead of
O(n3). This allows to drastically reduce the computational footprint of the system
resolution.

1.3.2 Coil Deployment in Collision-Free Environment

In order to validate our one-dimensional model, we want to compare our simulation
against real data. However, exact mechanical properties of coils are difficult to
obtain since they are not shared by device manufacturers. Among the parameters
required to simulate our coil model, some of them are usually provided, such as coil
length, diameter of the cross section and possibly some hints about the rest shape
(circle diameter for helical-shaped coil for instance). Other parameters such as
mass, Young’s modulus and Poisson’s ratio can be found in mechanical engineering
handbooks. Coils are made of platinum and other materials such as titanium,
giving us an initial guess for what Young modulus and Poisson ratio values to use.
Eventually, the rest shape is the decisive parameter we need to identify because this
feature is very important for embolization coils.
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Fig. 1.10: Experimental setup: (a) the coil is deployed in a contact-free environment. (b)
Volumetric data is obtained by 3DXA and a marching cube is performed to get a
mesh of the real coil. (c) Central line of the coil is extracted and a continuous
formulation is built using splines.

In order to estimate these missing parameters we build an experimental setup that
consists of a box filled with water and a transversal fixed guide, defining the path
for the catheter. The catheter is first introduced, followed by the helical coil as in
the real procedure. The three-dimensional shape of the coil at different stages of the
deployment is obtained from 3DXA (3D X-ray angiography) images using a marching
cubes algorithm. The different steps of the experiment are illustrated in figure 1.10.
In these experiments, the coil is only subject to a gravity force, and contacts with
the box were avoided.

Once the real coil positions have been tracked and the shape segmented for three
different stages of the coil deployment, an algorithm using a B-spline formulation
was applied to the real coil data to obtain a continuous description of the shape.
Given this dataset, we run an optimization (brute-force gradient descent) algorithm
to estimate the rest shape of the coil as well as mechanical parameters. A validation
of the coil simulations is reported in the next table for three different stages of the
deployment. Then, simulations of the coil were performed using the same boundary
conditions as measured during the actual coil deployment. In order to compare
our simulation with the actual data, the B-spline curve was discretized using the
same number of points as the number of nodes in the simulation. The error metric
used to validate the coil simulation is the relative energy norm error [ZZ87]. The
metric is defined as the ratio of the displacement between the simulated and the
real coil and the real displacement. The error is computed for each node and for
the three different steps of the deployment. The results are given in table 1.1. The
relative energy norm error is small and exhibits that our simulation is close from
real data. The absolute mean distance between simulated and real positions after
deployment is equal to 1mm for each stage, explaining why the error increases if
the coil is deployed on a small length. An illustration comparing the simulated coil
and the real coil is proposed in the figure 1.11 showing the accuracy of the model.
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Relative Energy norm error Mean total displacement
Average % (SD) (mm)

Stage 1 9.80% (4.05) 18.2
Stage 2 6.19 % (5.05) 24.99
Stage 3 4.17 % (1.42) 39.11

Tab. 1.1: Error measurement. The average and the standard deviation (SD) of the relative
energy norm error are given in percentage in the first column. The second column
contains the mean displacement of the coil for the three different steps.

Fig. 1.11: Visual comparison of our coil simulation (in red) with the reconstructed coil
model from our experiments (in yellow) at different stages of the deployment.
Quantitative errors are available in table 1.1.
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1.4 Asynchronous Simulation

Given mechanical models for deformable solids, simulation of these models can be
included in a single virtual reality environment. In the context of medical simulations,
a common scenario considers a set of soft anatomical structures (soft tissues, organs,
blood vessels. . . ) which are manipulated or cut by surgical devices. Compared to
these anatomical structures, the surgical devices appeared to be much stiffer and can
sometimes be modeled as rigid objects (for micro-surgical blades for instance). But
some devices like catheters, guide-wires or surgical threads, while being composed
of stiff materials, are thin enough to be bended and might be subject to high-speed
deformations or vibrations. Combining soft and stiff objects in a simulation raises a
computational issue:

• stiff objects are usually simulated with dedicated models (such as described in
section 1.3) and are composed of several degrees of freedom (DOFs). They
can be therefore simulated interactively with a small time-step to capture the
deformations occurring at high-frequency.

• soft objects are built with generic FEM models with a large number of DOFs
mainly because of the number of geometric primitives used to describe their
arbitrary shapes. They therefore require a large time-step to be simulated
interactively.

Having the two objects interacting in the same simulation, like the stiff needle
puncturing the soft liver, requires the objects to share a single time-line and cannot
be simulated in parallel. Such an approach can be acceptable in the case where the
simulation is not required to be run in a real-time: in this case a small simulation
time step is chosen to account for the high frequencies in the needle response.
Thereby, it’s assumed that it will run much more slowly than the real clock time,
as in each small time-step, the costly dynamics of the bulky soft objects has to be
recomputed.

In the context of interactive simulations, such a solution cannot be considered. The
strategy we have proposed is a multi-rate approach where dynamics of each object
in the scene is integrated in real-time with its own time-step. This approach is
especially suited for simulations with haptic rendering. In this case, the dynamics of
the stiff object (e.g. the flexible needle) which does not require heavy computations
can be simulated in the haptic loop running usually at 1000Hz, while the dynamics
of the soft highly-deformable body (e.g. the liver) is simulated on a much lower
(typically synchronized with the visual thread running about 30 or 60Hz), since it
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requires more computationally expensive calculations. This approach was already
studied for example in our previous works such as [DGC05a] where the objects
were simulated at different frequencies, however, at the cost of simplification in
modeling the interactions. The contributions we present in this sections are based
on [PDC11] where a method allowing for multi-rate interactive simulation of objects
simulated at two different frequencies has been proposed. However, the method was
suitable only for a quasi-static scenario: it required that compliance matrices needed
to simulate the interactions between the objects do not depend on time step.

Our framework relies on simulation loops running at different frequencies. A simple
explanation of our strategy can summarized as follows: time-consuming operations
will be performed in the low-rate simulation loop while fast computations will be
performed in the high-rate loop:

• low-rate loop: unconstrained motions, proximity queries,

• high-rate loop: unconstrained motion (stiff objects), constraint solving (vio-
lation evaluation, compliance computation, resolution, corrective motion),
haptic-force computation

The details and more specifically the equations are detailed in [Der+13] but we want
to emphasize on the following features. The models of both stiff and soft objects
are linked by the constraint based expression of their mechanical interactions.
Among the interactions between the two deformable bodies, we need to detect the
collision and provide an adequate response (without inter-penetration). The collision
detection (or more generally the geometrical determination of the contact points) is
often time consuming and is not compatible with the high rate loop. In our approach,
we use an algorithm based on proximity queries between meshes that is computed
in the low rate loop. It supposes that we have access to a geometrical position of
the stiff object in this low rate loop. The algorithm places contact constraints where
the local minimal distance between the meshes is small enough to have a potential
collision between current time t and t+ h. Other type of constraints, for instance
bilateral constraints (attachment, sliding. . . ) can also be set. After computing the
queries, a matrix H (see equation 1.1) containing the directions of unilateral and
bilateral constraints for each object is assembled. To solve the reaction forces related
to constraints, we first to need evaluate the constraint violation when applying an
unconstrained dynamic motion to both deformable objects (i.e. solving equation 1.1
with λ set to 0). This unconstrained motion is also called free motion and allows
to obtain the constraint violation δfree (which is computed at low and high rates).
Solving a MCP (mixed complementarity problem) allows to find the final constrained
positions.
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Fig. 1.12: Asynchronous simulation: details on the steps performed by the two loops that
run at different frequencies. The central blocks represent shared buffers that are
needed to compute mechanical interactions.

To validate this method, we created a simulation scene where a cylinder is placed on
a horizontal plane. The cylinder is modeled by tetrahedral corotational FEM and is
simulated at 50 Hz. A wire is attached to the upper part of the cylinder and the other
endpoint of the thread is driven by a haptic device as shown in figure 1.13. The wire
is modeled with 10 serially-linked beam elements based on Tymoshenko formulation
and its dynamics is computed at 1000 Hz. The collisions between the plane, cylinder
and the thread are being detected and resolved during the simulation. During the
interaction, the simulation remains stable for any admissible configuration: the
position of the cylinder on the plane can be changed by pulling the wire, or the
cylinder can be even pulled out of the plane, so it’s hanging freely in the space been
hung on the wire. At the same time, a detailed and realistic haptic force-feedback is
delivered to the user.

1.5 Applications: Medical Simulators

The methodology employed through this chapter has been applied to other scientific
problems related to mechanical modeling or simulation interactivity. In order to
illustrate the potential and the relevance of the contributions, we have built several
proof-of-concept medical applications that rely on interactive simulations. Some
have been a necessary step to open new collaborations or to build more ambitious
projects and other have been transfered to start-up companies to be commercialized.
In this section, we will focus on two specific applications: first, a simulator to train
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Fig. 1.13: Simulation of a deformable cylinder (simulated at 50 Hz) and a thread (simulated
at 1 kHz) interacting with a solid plane.

cataract surgery procedure and second, an application that help radiologists to plan
coiling interventions.

1.5.1 Training System

The development of a training system for opthalmology has been a good opportunity
to showcase the various contributions in interactive simulation while strengthening
a collaboration with the CHRU of Lille that has proven to be very fruitful.

When designing the simulator, our objectives were:

1. be able to train on the three most important steps of the procedure: capsu-
lorhexis, phacoemulsification, and intra-ocular lens injection which has not, to
our knowledge, been treated previously
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2. develop advanced models based on biomechanics that can be easily parametrized
using material properties and that can be computed quickly

3. have a working environment and devices as close as possible to real operating
rooms.

System overview

The environment consists in a microscope where stereo glasses have been fixed in
order to render the virtual scene in 3D, a full-body mannequin where replaceable
silicon eyes that support cataract surgery may be inserted. Monitors are also available
in the room to provide additional informations (like vital constants) or feedbacks.
This serves a pedagogic purpose because it increases the feeling of immersion
while allowing to train and memorize the real procedure with the same devices
(microscope, pedals. . . ) and the same surgical tools design using rapid prototyping.
The tools are tracked in real-time and their 3D position is used to feed our real-time
simulation. Figure 1.14 illustrates the various components that are part of the
training system and how their are connected.

Fig. 1.14: Functional view and picture of the training system. The system relies on devices
used in real procedures (microscope, pedals...), replicas of surgical tools that
are tracked in real-time and on a simulation engine that renders a realistic and
interactive simulation of cataract surgery.
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Interaction Devices Real surgical tools could have been used to interact with the
simulation, however they suffer from two important drawbacks. First they are expen-
sive and second they are metal-based which makes the tracking more difficult and
lower the accuracy (diffuse reflection area may appear on the images). Therefore,
the use of replicas of surgical tools based on polyamide (nylon) was made. They
were first modeled using standard CAD software and then were built using fast
prototyping. Figure 1.15 shows the comparison between some of the real surgical
tools and the ones used in our simulation. Reflective markers may disturb the
clinician, especially for grasping tasks, but the markers are carefully placed to limit
disturbance.

Fig. 1.15: Examples of tools used in cataract surgery and the ones we built for interacting
with the simulation. From left to right: the phaco chopper, the phacoemulsifica-
tion hand-piece and the capsulorhexis forceps.

Robust 3D Tracking Our setup includes six infra-red cameras that targets the area
around the eye. Two cameras may be sufficient to provide a 3D tracking but this is
not a robust set-up. Indeed, intensive manipulations in that area may completely
or partially hide instruments preventing the real-time tracking to work. With six
cameras, the operative area is well covered and during any step of the procedure
at least two cameras are able to track the instruments. The setup is shown on
figure 1.16. The redundancy involved with the six cameras make the calibration
more time-consuming but once it has been performed, the tracking algorithm is
able to provide 3D position of markers in real time. We are also using a feature
proposed by Tracking Tools4 software which allows to track rigid bodies. Each rigid
body is defined as a set of reflective markers and the distance between markers do
not change over time and the tracking is then more simple. Three markers may
be sufficient to define a 3D position but again for robustness issues, we introduce
redundancy by placing four markers on the instrument. Using different signatures

4http://www.naturalpoint.com/optitrack/products/tracking-tools/
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(e.g. the way markers are placed on the tools), we can manage to track several
tools simultaneously (see figure 1.17) which is a prerequisite for several steps of the
cataract surgery procedure.

For a better balance of the computation power needed to run our simulation system,
two computers are used. The first one, which does not require large computational
resources, is connected to the cameras and runs the tracking software while the
second one runs the simulation engine. The two computers shared tracking informa-
tions by using the VRPN library5 which is a lightweight and low-latency client-server
protocol dedicated to virtual reality applications. The simulation engine is therefore
on a single computer (with high-performance graphics cards) and can provide fast
response to user inputs.

Fig. 1.16: Overview of our setup: mannequin and microscope where 6 infrared cameras are
attached. These cameras allow to track in real-time the motion of the surgical
tools.

Fig. 1.17: Screenshots of the tracking of surgical tools. With the reflective markers, the
tracking system is able to compute the 3D position of the tool in real-time
and using different marker signatures, we can manage to detect several tools
simultaneously without ambiguity.

5http://www.cs.unc.edu/Research/vrpn/
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Simulation considerations

Bio-mechanical modeling The deformable lens is modeled using a co-rotational
FEM formulation with linear elasticity. It is represented by a tetrahedral mesh that
can be tessellated to produce small elements (see Figure ??). We chose an implicit
time integration scheme in order to achieve large time-steps and provide a stable
simulation even when subjected to challenging interactions. We use the approach
detailed in [Cou+10], where the resulting system of equations is solved iteratively
using a Conjugate Gradient solver implemented on the GPU.

Fig. 1.18: Tessellation algorithm that can dynamically refine tetrahedra (two images on the
left). Two-levels tetrahedral topology for lens phacoemulsification (two pictures
on the right).

One important aspect of this method is that the mechanical matrix of the full system is
not explicitly computed, but matrix-vector products are instead parallelized directly
over the mesh elements. This allows to easily change the topology of this mesh, as is
necessary in this application to implement the interactions with the phacoemulsifier
explained below.

The approach used to model the complex deformations of the implant during its
insertion in the lens capsule is based on the use of triangular shell elements and
a co-rotational formulation [CCD10; Bou+09]. The combination of both leads to
an accurate, yet computationally efficient, shell finite element method featuring
both membrane and bending energies. In addition, the polynomial shape functions
employed to compute internal forces in our FEM formulation are also used to
process contacts and interactions with the curved triangles. The benefits of our
approach (fast computation and possible interactions with other objects) allow us
to successfully simulate the complex step of the insertion and deployment of the
intra-ocular implant.

Interactions Besides the biomechanical modeling of the anatomical structures
of the eye and the mechanical modeling of the surgical devices, several specific
interactions happened during the procedure:
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Fig. 1.19: An actual intra-ocular implant (courtesy of Alcon) and the triangular mesh used
in our simulations. Notice the higher density of elements in areas where large
deformations will take place.

Aspiration: The phacoemulsifier proposes two modes of interactions to the surgeon. The
first one, when activated, pumps liquids from the eye into the instrument,
creating a force pushing the lens toward the tip of the phacoemulsifier.

Fragmentation: The second one, a probe at the tip vibrate at about 40,000 cycles per second,
creating ultrasonic waves that break up the lens into small pieces that are
sucked into the instrument by the aspiration and removed from the eye.

Tearing: Continuous Curvilinear Capsulorhexis, a technique used to create a circular
opening in the lens capsule. Once a small initial incision has been made, this
technique relies essentially on the application of shear and stretch forces to
create the opening. When performed correctly, the continuous curvilinear
capsulorhexis creates a smooth opening, reducing the risk of tear when forces
are applied to the capsule during surgery. The main risk with the continuous
curvilinear capsulorhexis is to either create an opening that is too large or to
create an edge that could promote a tear proceeding outwards.

The aspiration aspect is handled by defining a spherical volume around the type
and finding parts of the lens within it. When the aspiration is activated, an artificial
force is added to pull the enclosed particles toward the tip. When fragmentation
is also activated, we remove tetrahedral elements from the geometrical model
of the lens. The removed elements should be as fine as possible to provide an
accurate visual feedback to the surgeon. However, the mechanical mesh need to be
relatively coarse to maintain good performances. To solve this issue, we use a finer
tessellated mesh for rendering and interactions with the instrument. This is done
by splitting each tetrahedron in the simulation mesh into eight smaller tetrahedra
(Fig. 1.18). Therefore finer elements are removed due to aspiration. And if the
eight finer elements of a coarse tetrahedron are removed, the coarse tetrahedron is
also removed in order to mechanically take into account the loss of matter in the
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lens. This allows the use of a relatively coarse mechanical mesh while using a more
detailed visual mesh for the rendering (Fig. 1.18).

Fig. 1.20: Three screenshots of the phacoemulsification simulation. Local fragmentation of
the lens create a cross-like pattern on the lens.

In our approach, we propose to model the deformation and tearing of thin soft
tissue (such as membranes, capsules, etc.) by using a transversely isotropic elastic
model. The model is based on a co-rotational finite element method formulation,
using triangular elements on which a specific fiber directions can be defined (see
Figure 1.21). During deformation of the tissue, this fiber orientation, and the
principal strain direction on the element are used to determine the tear propagation.
Tearing or fracture within an element only occurs when a threshold is reached, which
is computed using an eigenvalue decomposition of the strain tensor in each element.
If the largest eigenvalue is above a given threshold (in our experiments, the value is
tuned according to the feedbacks provided by the surgeon), the element is identified
as "breakable" and the eigenvector associated with this eigenvalue corresponds to
the principal strain direction (see figure 1.21). Since tearing tends to propagate
from an already fractured location, we also account for the history of tear location
and direction in the overall computation of the current tear direction. Topological
changes on the FEM mesh are performed at each time step. Each triangle in the
neighborhood of the current tear location which strain is above our threshold will
be re-meshed. This local re-meshing subdivides a triangle into new triangles. There
is no particular requirement on the local re-meshing besides avoiding very small
triangles which lead to ill-conditioned systems.

Comments

The results presented in this section illustrate that the work required needed to
step from the research contributions to a working simulation prototype. These
contributions rely on advanced biomechanical models and intensive use of modern
graphics hardware to provide fast computation times. Moreover, surgical devices,
that are tracked in real-time thanks to infra-red cameras, have been reproduced in
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Fig. 1.21: From left to right: tearing propagation throughout the tissue. Fibers (not visible
on the meshes since they are defined per triangles) are oriented with a 45 degree
angle, and forces are applied outward, on the left and right sides of the square
mesh. Our fracture criteria is represented as the shaded area. One can see on
the left image how the anisotropy affects the deformation of the tissue, and
on the rightmost images how the fracture direction depends on the previous
fracture direction, as well as fiber direction. The square mesh is composed of
1,500 triangles. Anisotropic deformation, fracture and remeshing are performed
in real-time.

order to faithfully mimic the operating room environment and the actual procedures.
Preliminary tests have been performed by experienced ophthalmologists to qualita-
tively look at the realism of the simulation and the faithfulness of the interactions
with the surgical tools.

As these feedbacks were positive a double-blind experiment was supposed to be
conducted among ophthalmologist interns to assess the effectiveness of simulation
training compared to current companionship training methods. The common ground
used to measure surgeons performance during cataract surgery is based on [Sal+07]
and is an objective performance rating tool derived from the Objective Structured
Assessment of Technical Skill (OSATS) [Mar+97]. OSATS has also been validated
for other surgical specialties. The work of Saleh et. al. on OSACSS (Objective
Structured Assessment of Cataract Surgical Skill) exhibits construct validity and is
therefore a valuable tool to assess the surgical skill of trainees [Sal+07]. OSACSS is
based on a set of 20 measurements or observations that can be programmed into the
simulation engine. For instance, observations include Eye Positioned Centrally Within
Microscope View, Iris Protection or Capsulorhexis: Formation and Circular Completion
and can be easily translated into computer instructions. Unfortunately this study has
been preempted before the end as interns willing to conduct the study left before
the end of the study.
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Fig. 1.22: Simulation of capsulorhexis, a technique used to create a circular opening in
the lens capsule. This technique relies essentially on the application of shear
and stretch forces to propagate a fracture throughout the membrane. Top (a):
the mesh used to support the computation of the deformation and topological
changes. Bottom (b): final result as seen in the training system.

1.5.2 Planning System

In the case of interventional radiology (see section 1.3 for the clinical context), the
overall morbidity and mortality associated with endovascular repair is lower than for
surgery (9.5% at one year, compared to 12.2%) the technical challenges associated
with coil embolization remain important. It was however shown recently that the
risk of complications with coil embolization of unruptured aneurysms decreases
dramatically with physician experience [Sin+02]. This clearly emphasizes the need
for simulation systems that can be used for physician training as well as for pre-
operative planning. This section describes how a simulation tool can be used to select
the proper characteristics of the coil based on the patient anatomy, but to also deploy
interactively the virtual coil (s) to plan or rehearse the procedure. The interactive
aspect in this planning plays a key role as the interventional radiologist constantly
controls the motion of the coil and as such influences the final coil placement within
the aneurysm.
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Fig. 1.23: Reconstructed vasculature using 3DXA imaging modality. The 3D volume was
segmented and reconstructed using triangles.

Using the approach presented in section 1.3, the geometry of aneurysms and nearby
vessels can be reconstructed from a volumetric 3DXA data set (figure 1.23). Then,
an actual coil has been deployed inside the aneurysm of the digital model and
its shape, during its deployment, has been reconstructed. We then simulated the
deployment of a virtual coil in the reconstructed model of the aneurysm. The coil
was represented using 100 beam elements. Our dynamic coil model, in combination
with the fast solver and contact model introduced above, allowed an interactive and
computationally efficient simulation of the coil deployment. In this simulation, a
friction coefficient µ = 0.6 was used, and due to the rigid nature of the phantom
model, we did not integrate the compliance for the vessel walls or aneurysm during
the contact response. While this may seem as a simplified problem, it is actually
more complex to handle numerically. Yet, the simulated coil embolization we have
obtained exhibits a similar dynamic behavior and final configuration as what can be
observed during an actual procedure (see pictures 1.24). Computation times for the
whole simulation including coil deformation, collision detection were of 50 ms in
average, although they varied depending on the number of contacts.

Figure 1.25 is a close-up on the final stage of the coil deployment and illustrates that
our whole approach prevents penetration of the coil inside the vasculature wall as
well as self-penetrations of the coil which is mandatory to have a realistic simulation.
The mechanical model also allows large deformations of the model making the coil
possible to conform to the aneurysm shape.

Using the simulation for coil deployment enables to have additional information that
can be useful for clinicians. Since the contacts between the surgical devices and the
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Fig. 1.24: Examples of our simulation results: (two images on the left) real coil emboliza-
tion; (two images on the right) our simulated coil embolization with 3D coils.

Fig. 1.25: Examples of our simulation results: close-up on the coil deployment and wire-
frame display to illustrate the deformation of the coil.
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Fig. 1.26: Examples of our simulation results: pressure of the coil on the aneurysm surface
can be displayed using a thermal scale Using a larger coil (right) induces more
important pressure on the aneurysm wall which could lead to rupture.

anatomy are handled with mechanical constraints, pressure on the surface can be
computed. Figure 1.26 illustrates the kind of additional data that can be displayed
for the radiologists: pressure was color-coded using a thermal scale (blue=low to
red=high) to enable a better comprehension of the locations of highest pressure
on the aneurysm wall during coil deployment in real-time. Contact forces were
also depicted as yellow arrows whose length is proportional to the intensity of the
forces. Choosing a larger coil implies a significant increase of pressure forces on the
aneurysm wall.

Having the simulation software can be used by experienced or novice radiologists
to test different strategies in a safe environment. For example, given a specific
patient with an aneurysm, users can try different coils (helical, 3D. . . ) or insertion
strategies to select the one that seems to be optimal given the aneurysm features.
Figure 1.27 is an example of this planning strategy: 3 different helical coils (4mm,
7mm and 10mm diameter) have been inserted in the aneurysm and the simulation
illustrates the role of the diameter in the deployment: the smallest one cannot fit
the aneurysm cavity and is floating inside the bulge making it very dangerous for
the patient (can move into the parenting artery and thus into the brain), whereas
the largest one induces increased pressure on the wall that can lead to rupture (and
cause hemorrhage).

The placement of the first coil is an essential step to guarantee the success of the
procedure: it should cover most of the surface of the aneurysm and should be firmly
anchored on the aneurysm wall as it will served as a support for the following
coils [Sat+98; Tam+02]. A common metric that is routinely used in the CER (Coil
Embolization Ratio) or VER (Volume Embolization Ratio) that has been to be positively
correlated with the long term stability of the embolization [Clo+00; YAG+05]. The
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Fig. 1.27: Examples of our simulation results: using helical coils with different diameters:
(left) 4mm helical coil which is too small for the aneurysm and the coil is floating
inside the aneurysm and this can be dangerous for the patient, (middle) 7mm
helical coil which is the optimal size for this aneurysm, (right) a 10mm helical
coil which is too big and leads to extra pressure on the aneurysm wall.

CER requires volumetric data of the aneurysm in order to be computed which cannot
be done in every clinical set-up. For a fast metric that can be done with any imaging
modality, we propose to derive the CER to the CESR (Coil Embolization Surface
Ratio) because it combines the several advantages: close to the current clinical usage
of radiologists, easy computation that can be done in the working imaging view
during the procedures. Computation is a simple ratio between the surface (in pixels)
occupied by the first coil and the surface (in pixels) of the aneurysm.

REF OK NOK
Patient 1 81% (0%) 68% (16%) 55% (32%)
Patient 2 24% (0%) 17% (30%) 11% (54%)

Tab. 1.2: CSER computation for two patients. REF corresponds to the CSER of the coil
inserted by the clinician, OK represents the CSER of the simulation of the same
coil, NOK represent a simulated helical coil. The relative errors to the REF are
provided in parentheses.

Figure 1.28 illustrates the computation of CSER for two different patients and the
results are reported in the table 1.2 where 2 patients have been treated with 3D
coils. The first column represents the CESR from real road-map image (REF ), the
second column represents the CESR from simulation with the right 3D coil (OK),
the third column represents the CESR from simulation with a wrong helical coil
(same diameter) (NOK). Given this scenario, the following comment can be made:
the CESR is able to distinguish between a right (3D) coil and a wrong (helical) coil.
This difference appears clearly in the case of the bilobated aneurysm (patient 2). For
patient 1, the rounded shape of the aneurysm justifies a lower relative error for the
helical coil. These first results are interesting but the quite large relative errors for
the right coil require a refinement of CESR as a quantitative score.
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Fig. 1.28: Computation of the Coil Embolization Surface Ratio metric: it divides the surface
of the coil by the surface of the aneurysm.

1.5.3 Discussion

The previous application examples illustrate that our simulations perform qualita-
tively well compared to actual surgical or interventional procedures. However a
quantitative assessment of the performance is difficult to conduct: many software
components needs to be evaluated (bio-mechanical models, interactions, environ-
ment modeling. . . ), boundary conditions are badly-known and ground-truth data
depends on imaging modalities that exhibit several limitations in terms of resolution,
dynamic range and noise. In order to address the these particular challenges, the
following chapter will detail some contributions around the use of medical images
to extract relevant informations for the simulation.
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Geometric Modeling for
Interactive Simulation

2
„Arithmétique ! algèbre ! géométrie ! trinité

grandiose ! triangle lumineux ! Celui qui ne vous
a pas connues est un insensé !

— Lautréamont
Les Chants de Maldoror

Obtaining digital representations from medical images is a two-step process that
combines first the segmentation of the image and second the reconstruction of the
digital model. Segmentation consists in splitting a raw image into one or several
structures of interest and isolating non-relevant information (i.e. the background).
From 2D, resp. 3D, arrays of pixels, resp. voxels, segmentation consists in classifying
each pixel / voxel according to the structure it belongs to. While manual segmen-
tation is possible, it is a time-consuming task and subject to operator variability.
Automatic segmentation is therefore encouraged and mainly relies on signal process-
ing techniques. Reconstruction consists in building a digital representation from the
processed image according to geometric modeling techniques. While this process
is very common in the Computer Vision community, several constraints inherent to
medicine makes this problem much more challenging: some are related to imaging,
some are related to the patient itself.

Whatever the imaging modality and despite impressive progress in imaging, segmen-
tation faces three image-dependent problems. First, images are noisy and may alter
pixels intensity making the classification more difficult. Second, images may exhibit
intensity nonuniformity where the intensity of a single structure varies over the extent
of the image. Third, images have relatively low definition (often around 256/512
pixels for each dimensions), which induces partial volume averaging meaning that
an individual pixel contains a blend of several structures and thus the intensity of
a pixel may not be related to the intensity of pixels from a given structure. For
dynamic imaging such as dynamic MRI, the acquisition rate is not fast enough to
capture very fast motion leading to blurry data. And at least, some structures are
not visible under specific modalities (for instance ligaments in MRI).
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There is a huge inter-patient variability for anatomic structures which means that for
a given structure an average representation or template cannot be used as an a-priori
to ease the segmentation step. Moreover even manual segmentations performed
by experts present uncertainties: inter-observer variability, variability where several
experts perform the segmentation, as well as intra-observer variability, variability
when a single export perform the same segmentation multiple times, has been
recorded.

Thus, from a formal standpoint, the segmentation of medical images can be seen
as under-determined problem where there are multiple classifications from a single
image. The main challenge when developing segmentation algorithms is to propose
methods that try to overcome this image limitations while producing acceptable
results for experts. This is a very active field in research and the medical imaging
community have proposed many different approaches. First approaches used image
processing technique such as thresholding [SV16], region growing [HK98], edge
tracing [HL00], while more recent works have used statistical analysis [BHC93],
clustering [Pha01], deformable models / active contours [KWT88], neural net-
works [Bar+94] or atlases [Fis+02].

Segmentation has been extensively studied in the medical imaging community but
remains on open-problem. Reconstruction has however received less attention and
this can be explained by the first applications of medical imaging which were mostly
used as a tool for diagnoses. Therefore the smoothness, the compactness, details
outside the area of interest were not primary criterion for the reconstruction. As
a result first models were only voxel soups who exhibit jagged surfaces 2.3. This
was enough to give some hints or overview about the targeted area but the overall
shape lacked realism. Besides these visual considerations, the smoothness of shapes
is an important feature to have for mechanical simulations since irregular or jagged
surfaces could lead to artificial sticking of objects instead of sliding. For instance,
the figure 2.1 illustrates the influence the importance of friction in the context
of catheter navigation: since the main behaviour of this navigation relies on the
catheter sliding along the vasculature wall and the use the support of the vessel
to take a specific vessel in case of branchings, the change of friction coefficient
or artificial friction introduced can lead to very different simulation. To illustrate
the importance of static friction phenomenon, Alderliesten et al. [AKN07] have
conducted a thorough quantitative experimental validation of a quasi-static model
of guidewires: 3D comparison through 3DRA is performed with several deployment
scenarios.
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Fig. 2.1: 200msec recorded sequences of catheter deployments in a small cylindric vessels.
Catheters share the same mechanical parameters and only the friction coefficient
between the vessel wall and the tool is modified. This illustrates the importance
of adequate friction estimation and smooth geometry.
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Fig. 2.2: Recorded sequence of a coil deployed at low and constant speed where image
acquisition is performed at 15 fps through 3D Rotational Angiography. The
sequence shows the effect of friction and then sliding as the coil completely
changes its configuration between frames 3 and 4 (67 msecs between each frame).

Dynamic friction is also to be considered because it can significantly change the
trajectory followed by the devices. Even if the friction between the arterial wall and
the tools may be negligible in certain circumstances (for instance slow motion, simple
path to reach the targeted area), its effects are significant in tortuous vasculature or
aneurysms. The figure 2.2 illustrates that friction implies high frequency motion for
the deployment of a coil (thin coated platinum thread) in an aneurysm. Therefore,
accurate models for the tools and for the interactions between tools and the blood
vessel are mandatory.

A second feature that is less important for the accuracy of the simulation but is
essential for optimization is the compactness of the virtual 3D model, i.e the number
of primitives used to described the virtual model: not only a more compact model
implies a smaller memory footprint but since collision detection step usually has
to inspect all the primitives, this is a time-consuming procedure. Without any
optimization the cost of the collision step, is quadratic with respect to the number of
objects in the virtual environment and quadratic to the number of their primitives.
Obviously, optimization strategies exist [Zac01] but even with these optimization, it
is one of the most costly step of the simulation loop. Indeed, dealing with deformable
objects invalidates optimization based on geometry pre-processing because the
geometry may change at every time-step. Having a compacter model may reduce
the computational burden of the collision detection. Dedicated ways of representing
shapes such as distance fields or implicit surfaces may also be investigated.
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Fig. 2.3: Reconstructed liver and its vasculature: segmentation and reconstruction have
been performed without smoothing. The limited resolution of the imaging device
leads to virtual 3D models that exhibit jagged surfaces which are not very organic.

The contributions detailed in this chapter will illustrate two examples of geometric
modeling: starting from medical images, specific and simulation-aware strategies will
be used to obtain 3D geometric models that are optimized for mechanical simulation
applications. But before digging into these two contributions, we will elaborate on
implicit surfaces and illustrate that it is a representation that is very convenient for
mechanical simulation.

2.1 Smooth surface using implicit surfaces

An implicit surface is based on a function f and a scalar constant c, called isovalue.
The function f associates to any point P (x, y, z) of the 3D space, a scalar value
f(P ):

f : R3 −→ R
P 7−→ f(P )

(2.1)

The resulting space obtained by applying f to R3 gives a scalar field called implicit or
potential field. The equation f(P ) = c describes an isosurface, separating the values
greater to c of the implicit field from the values lower to c. Usually a g function
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is introduced which is g(P ) = f(P ) − c. Such surface is usually discretized and
parametrized to be displayed.

An interesting property is that the gradient of f defined as:

∇f = ∂f

∂P
(2.2)

gives the normal to the isosurface that passes through f(p) and −∇g points to the
direction that reaches the faster the higher values of the field. Such property is
useful for contacts resolution with implicit surface.

The choice of function f is a complex step there is no convenient way to extract
the function from a arbitrary shape. In the case of tubular structures, such as
blood vessels, Bloomenthal [Blo95] introduced convolution surfaces which are
skeleton-based implicit surfaces. The surfaces are described with few geometrical
primitives (called skeleton s) and a convolution filter h which is a function from
R3 −→ R+ and has a finite support or fast decay to 0. The resulting surface is
defined as ∀P ∈ R3, f(P ) = h(P ) ⊗ s = iso, where iso is an isosurface value and
f(P ) the potential at P . The convolution surface then produced is smooth and
very appropriate to design organic 3D objects. The figure 2.4 represents a simple
vessel-like network built with cylindrical primitives and a gaussian convolution
filter. The surface is also easily modifiable to produce anatomical anomalies such as
stenoses or aneurysms.

Given the previous analytic formulation of the surface, the collision detection is
about to find where a point cross the surface. With g(P ) = f(P ) − iso, this is
equivalent to root-finding problem on the interval [Pt, Pt+1]. A Newton-Raphson
algorithm is used to grant quadratic convergence. Moreover to insure convergence
criteria (i.e. monotonicity of g and a single root on the interval), we subdivide
[Pt, Pt+1] according to the number of primitives and their radii. When the crossing
point P is found, we can easily compute an linear approximation of the surface as
−∇g(P )× x = ‖P‖ (tangent plane) to use it for the contact algorithm. Figure 2.5
illustrates several steps of a simulated procedure where a catheter and a guide-wire
are inserted into a virtual simple vascular model.

We have applied our method to a complex simulation: the navigation of a catheter
and guide-wire inside a reconstructed vascular network to perform a virtual angiog-
raphy and the deployment of a coil inside an aneurysm to perform an embolization.
The catheter, guide-wire and coil models consist of a series of non-linear deformable
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Fig. 2.4: Skeleton-based convolution surface: using a skeleton defined by cylindrical-shaped
primitives (top, for clarity, only the center line of the cylinders are shown) and
a Gaussian convolution filter. The potential field is displayed with a heat-map
(left-bottom).

beam elements. Each device is composed from 100 to 200 beam elements while the
vascular network is constituted of more than 4,000 vessels and undergoes periodic
deformations due to both cardiac and respiratory motions. When entering the cere-
brovascular system, where the diameter of the vessels is very small, the catheter or
guide-wire are constantly colliding and sliding along the vessels wall (see Figure 1).
Similarly, when deployed within an aneurysm, the coil becomes highly constrained,
and proper contact modeling becomes of prime importance to guarantee a correct
behavior during the simulation (see Figure 2.6). We have performed a series of
simulations on a standard desktop computer and obtained real-time computation
rates (100 Hz). These timings include the computation and inversion of the system
stiffness matrix K at each time step, as well as collision detection and collision
response. Since the contacts are solved in the contact space, the size of the system
is the number c of contact (defining n as the number of DOFs, c ≤ n and usually
c << n). It is also important to mention that, in order to enforce the convergence
and stability of the contact algorithm, we use a subdivision strategy where each
time step is subdivided into a variable number of sub-steps. The initial time step
is subdivided if not all contacts have been solved after N iterations of the main
loop of the algorithm. This subdivision strategy allows us to solve complex contact
configurations and to handle concave cases has a succession of convex cases.
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Fig. 2.5: Example of catheter and guide-wire navigation inside a vascular phantom using
convolution surfaces as the underlying geometric model.
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Fig. 2.6: Example of catheter and guide-wire navigation inside a vascular network of a
specific patient. The vascular model consists in more than 4000 blood vessels and
the simulation can be run at interactive rates (100 Hz). Complex configurations
(tortuous and small vessels) are handled correctly.
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Fig. 2.7: Catheter deployment in a closed capsule. (Left-column) the capsule is modeled
as a polygonal mesh, (Right-column) the capsule is modeled as a convolution
surface. The snapshots taken at the same simulation time-steps illustrate that
artificial friction can be induced with polygonal meshes because the tip sticks into
the perfectly smooth vessel instead of sliding along it (which is the case of the
implicit surface).

To illustrate how artificial friction can be induced with (relatively) polygonal models,
we perform a simple experiment: we deploy a catheter-like tool inside a closed
capsule with an ellipsoidal shape. This shape is modeled with 400 polygons (mainly
quads but with several triangles) or with a skeleton-based convolution surface with a
single primitive (a segment). The results are illustrated on 2.7 where the left-column
displays the deployment inside the polygonal mesh while the right-column displays
the deployment inside the implicit surface. Deployment inside the implicit surface
is perfectly smooth without any hitch. On the contrary, the deployment inside the
polygonal surface exhibits a moment where the tip of the catheter is stuck in the
surface (on an edge between two polygons), then the deployment produces a spring
catheter shape where a lot of internal energy is accumulated that can lead to fast
and uncontrollable release at any time. Again such artificial friction is unnoticeable
when objects in simulation have temporary contacts but when the simulation will
contain sliding of objects on another, this becomes a major concern. Obviously this
limitation of polygonal surfaces can be addressed by using smaller elements and
thus producing a smoother surface but it will significantly improve the time needed
for collusion detection.

This previous examples illustrate the potential of implicit surfaces for simulation
and more specifically for applications where contacts with friction and sliding will
be preponderant such as interventional radiology procedures are. However while
it is straight-forward to derive implicit surfaces for basic shapes or skeleton-based
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shapes, building an implicit surface from an arbitrary shape is complicated. Since
we aim at patient-specific simulation (for planning applications for instance), we
should address how to build accurate implicit surfaces for medical images.

2.2 Models of vascular anatomy

Our objective is the simulation of neuroradiology interventions. Procedural implicit
surfaces appear best suited for precise and physically grounded contact computation.
But the complex intracranial vasculature is likely to require a complex implicit
function, putting interactive simulation rates at risk. Besides, vessel centerlines
carry precious topological information to accelerate contact localization. But current
implicit vessel representations cannot be used for simulation. Cylinder-like shapes
are unable to capture details at the vessel surface, and cross-sectional descriptions
suffer from a lack of smoothness in the longitudinal direction.

The Computer Graphics community has devoted a vast literature to the problem of
implicit surface reconstruction from data points [Ber+13]. Such methods bear no
difficulty to interpolate missing data points [Oht+05] but handling noise and outlier
data points is still considered an issue [Mul+10]. Besides the advantages mentioned
in the previous section, implicit surfaces tend to blend as they come close to each
other. As a result, implicit modeling of a complete vasculature is very difficult since,
for example, close or kissing vessel branches merge 2.8. Controlling the blend is still
an open problem when more than two objects are merging or in the case of complex
topologies. Moreover using generic-purpose segmentation algorithms may lead to
other artifacts such as holes or discontinuing vessels (see Figure 2.8 bottom).

Therefore, we propose in this section a new blood vessel surface model, namely
Local Implicit Modeling (LIM), that uses a specific implicit reconstruction from data
points. To get these data points, a new blood vessel tracking algorithm is proposed
that

• detects the vessel centerline;

• provides a local radius estimate;

• extracts a dense set of points at the blood vessel surface.

This algorithm is based on a RANdom SAmple Consensus (RANSAC) based robust
fitting of successive cylinders along the vessel. Our method was validated against the
Multiple Hypothesis Tracking (MHT) algorithm on 10 patients three-Dimensional
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Fig. 2.8: Examples of reconstruction issues from segmented medical images. Since the
contouring of the vascular structure do not encode any topological information
many artifacts may occur such as blending between aneurysms and vessels (top)
or holes and discontinuing vessels (bottom).
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(3D) Rotational Angiography (RA) data. Over 744 blood vessel of various sizes
were considered for each patient. Given these data, LIM locally reconstructs the
blood vessel surface thanks to information provided by its centerline and a dense
sampling of the vessel surface (point-set). In other words, LIM locally performs the
point-set reconstruction by fitting a skeleton-based implicit function - i.e. Blobby
Model (BM) - through energy minimization, alternating with an original selection
and subdivision scheme of BM primitives (iterative process). The idea of LIM is to
enrich the blood vessel centerline by attaching a BM to a point on the centerline that
locally reconstructs the vessel surface. The resulting blood vessel surface is supplied
as a tree of local implicit surfaces generated by BMs.

2.2.1 Vessel Centerline Tracking

Overview of the algorithm

We model the local vessel shape as a finite cylinder (C, r,d, h) where C is the center,
r the radius, d the axis direction, and h the height. Our algorithm alternates between
a prediction and an estimation step. State t is predicted from state t− 1 by:

C?t = Ct−1 + s
ht−1

2 dt−1 (2.3)

and

(r?t ,d?t , h?t ) = (rt−1,dt−1, ht−1) (2.4)

where s is a scaling factor for the height-dependent step size. We set it to 0.5 in
order for successive cylinders to superimpose.

The estimation step is more complex. First, it extracts a set of candidate points at
the vessel surface in the vicinity of the cylinder location predicted by (C?t , r?t ,d?t , h?t ).
Then the best cylinder (Ct, rt,dt, ht) is found that fits these points. A subset of
candidate points are thereby found to lie at the blood vessel surface. We propose to
add this subset of selected points to the vessel shape description. Hereafter, a focus
is made on the different steps of the estimation process.
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Fig. 2.9: Outline of RBT vessel tracking algorithm. (top left) Cut plane through the original
3DRA data; (top right) Prediction: Starting from Ct−1 (green dot) and ~dt−1 (white
arrow), the new center C?

t (red dot) is found. Candidate points (white dots) are
extracted at the vessel surface by casting rays in the volume, from C?

t . Only the
points around the displayed cut plane are shown. (bottom left) Nd directions are
tested for the cylinder axes (yellow arrows). One fitting cylinder is found per axis,
using RANSAC. (bottom right) Best cylinder found (Ct, rt, ~dt), together with its
consensus set (green dots). The red dots were used to compute the cylinder height
ht: they are the set of points Pt, attached to the cylinder.
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Candidate point extraction

In angiographic images, such as 3DRA data, the vessels are bright tubular-shaped
objects, on a dark background. The points of minimal directional gradient along
rays cast from the cylinder center C?t are collected as candidate points at the local
vessel surface (one point per ray). This extraction scheme is very similar to taking
the points of maximal gradient along the columns of a bounded spherical projection
image [WC07a] except that we used Nr rays evenly sampled on the Gaussian sphere
to avoid point clustering that occurs at the poles with spherical coordinates.

The prediction step, followed by the candidate point extraction is illustrated in
figure 2.9, top right.

Cylinder fit with RANSAC filtering

Most of the extracted points lie at the local vessel surface, even though this location
is tainted with noise, but some points are outliers, due e.g. to neighboring structures
or bifurcations. RANdom SAmpling Consensus (RANSAC) is a robust estimation
procedure that has been successfully applied to fit cylinders to a point set [CG01].
It relies on a closed-form equation to retrieve the cylinder parameters from a
minimal set of points. Various solutions exist depending on the parametrization
of the cylinder [CW06]. In [CG01], the cylinder axis direction was first estimated
and the center and radius of the cylinder were estimated using RANSAC. This
parametrization has the advantages of simplicity (it resorts to fitting a circle to three
points in the plane orthogonal to the axis) and low complexity (the minimal input
set has only 3 points).

In our case, the axis direction can hardly be estimated from the point normals as
in [CG01]. Indeed, the normals would be computed from image gradients, which
are sensitive to noise, and would be untrustworthy around curved portions of the
vessels. Therefore, a strategy similar to [Fri+10] was adopted: Nd predefined axis
directions are tested, centered on ~d?t ; the best cylinder (center and radius) for each
direction is estimated by RANSAC (see figure 2.9, bottom left). The Nd directions
are reviewed by increasing angle with ~d?t : as soon as a valid cylinder is found (see
below), the search stops and the cylinder is kept. This pruning strategy speeds up
the process.

In order to cope with a large scale of vessel sizes, the distance threshold was set
proportional to the estimated radius: a point is an inlier if its distance to the cylinder
is below 0.1r?t . The set of inlier points is called the consensus set.
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Validity of a cylinder

RANSAC iteratively fits a cylinder to a set of 3 randomly sampled points. This
cylinder is considered valid as soon as its consensus set encompasses more than
pinl% of the input point set. The density constraint proposed by [CG01] was not
applied in order to consider cylinders despite holes in the point set due to e.g. vessel
bifurcations. However, RANSAC may exhibit cylinders of extreme radii (either too
small or too large) as degenerate solutions. Therefore, a cylinder was considered as
valid only if its radius was in [r?t /2, 3r?t /2] [WC07a].

Refinement and height estimation

The minimization, using Powell’s algorithm, of the distance from the returned valid
cylinder to its inlier point set is searched to tune its parameters. In particular, it
enables the axis direction to be refined from its initial discrete value. Then, the
position of the cylinder center is adjusted along the axis, to coincide with the median
position of the inlier points. Thereby the new parameters (Ct, rt, ~dt) are set. A new
set of candidate points is extracted using these values and the points in consensus
with the cylinder are kept: the height ht is set so that 75% of the inlier points
are encompassed around Ct. These inlier points are returned by the estimation
procedure. We will denote this set as Pt (see figure 2.9, bottom right).

RBT produces a representation of the vasculature as a tree of center points Ct, each
equipped with a tuple {rt, ~dt, ht,Pt}. We call this information a node: each node
gives a local picture of the blood vessel around its center.

Tracking the whole vessel tree

The previous paragraphs described one inner loop of our RANSAC-Based Tracking
algorithm (RBT). The correction step of RBT, where a cylinder is fitted to candidate
points, proved to be very robust to poor initialization of the cylinder parameters.
As an example, the trackings for brain arteries, were initialized with the up vector
direction ~d0 = (0, 0, 1), the average radius reported in the literature (r0 = 2mm)
and C0 manually placed in the proximal portion of the internal carotid artery. The
tracking started with the correction step.

Moreover, RBT can track a single branch at a time, but it does not stop at bifurcations.
Instead, it recursively takes one bifurcating branch and tracks it until its distal end.
According with the algorithm properties, this branch depends on its alignment to the
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Fig. 2.10: Adding a new branch: (left) Initialize with a user-input point (green point),
project it on the parent centerline (violet point). Their connection initializes
the vessel direction (arrow). Tune the initial (green) point, by moving it along
the vessel direction, so that it is out of the parent vessel, but still close to the
proximal end of the child vessel (blue point). (right) Tracks the child branch
from this point and connects it to the parent branch (stale blue polyline)

prior tracked centerline, its contrast and clarity, but may also be random, depending
on the RANSAC sampling. To add a new branch, the user was asked to manually
place a starting point C?0 (see figure 2.10). This initial location was automatically
tuned by projecting C?0 onto the parent vessel centerline as C ′0: the initial direction
was ~d0 = (C?0 − C ′0)/|C?0 − C ′0| and the initial radius r0 was set equal to the radius
of the parent vessel. The initial point C0 was set so that C0 = C ′0 + 1.25r0~d0.

Capturing aneurysms

Aneurysms do not comply well with the cylinder shape prior. A manual procedure
was chosen to capture aneurysms, following [WNV00]: center points are placed
within the aneurysm (1 or 2 points are enough in most cases), and rays are cast
from each point, keeping the first location where the directional gradient is above
a user-defined threshold to build the corresponding Pt. The radius is estimated by
fitting a sphere to each point set Pt, in the least-squares sense, and center points are
linked to complete the vessel centerline. The subtree corresponding to the aneurysm
is attached to the RBT tree.
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2.2.2 Implicit modeling: The LIM algorithm

RBT models the vascular tree as a tree of local point sets, around center points
associated with a vessel radius estimate. This depiction is too rough and approximate
for an accurate and realistic tool simulation to be conducted. The central idea of
local implicit modeling (LIM) is to further enrich each node on this tree with a
continuous and smooth representation of the local vessel surface as an implicit
surface. Figure 2.11 displays the main steps in the reconstruction process for one
node in the vicinity of a bifurcation. The same process is applied to each node in the
vascular tree.

Implicit formulation

Implicit surfaces generated by skeletons are particularly well-suited for modeling
smooth free-form shapes in a very compact and versatile way [BTC95]. They
present good locality properties: skeleton objects far apart have no, or at least
negligible, influence on each other [DOG04]. In particular, point set skeletons
produce procedural implicit functions which are computationnally very efficient.

An implicit iso-surface generated by a point-set skeleton [Bli82] is expressed as the
zero-level set S of a function f , a sum of implicit spheres:

f(X; p) =
Nb∑
j=1

αjφ

(
|X − Cj |

ρj

)
− T (2.5)

where XR3, T ∈ R+ is the iso-surface threshold, {αj} are positive weights (height),
and {Cj} is the point-set skeleton. Each implicit sphere #j is defined by a symmetric
spherical function, centered on Cj , of width ρj and following a radial profile. This
profile (or kernel) is a function φ : R+ → R+, rapidly and monotonically decreasing
to 0 and such that φ(0) = 1, and φ has a bell-shaped graph [She99]. C1 continuity
around the center point imposes that φ′(0) = 0. Though our implementation
supports several kernels, all our experiments were realized using the Cauchy kernel:
φ(x) = (1 + x2/5)−2.

Muraki [Mur91] was the first to use a Gaussian-based model in the context of object
reconstruction. Such models were called differently depending on the kernel used
[She99]. Following the seminal work of [Mur91], we shall use the terms blob for an
implicit sphere, and Blobby Model (BM) as a generic name for the implicit models
f .
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Fig. 2.11: Outline of the LIM algorithm. (top left) Input data: RBT for two branching
arteries on 3DRA data results in points on the centerlines (blue and black points)
equipped with points locally extracted at the vessel surface (orange dots); (top
right) The red node is chosen. (middle left) Closest neighbor nodes are selected
w.r.t a given topological distance (of one, here). (middle right) Local point sets
are concatenated. (bottom left) The local implicit surface (blobby model) is
initialized with two close spheres. (bottom right) LIM successively fits and splits
blobs to fit the input points. 30 subdivisions were necessary to produce the
resulting implicit surface.
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In our particular simulation context, in order to help predict collisions, and have the
function give a valid interpenetration direction, the algebraic value f(X; p) at point
X should relate monotonically to the geometric distance of X to the surface. We set
αj = ρj , which obviously establishes the sought relation in the case of a single blob.
Furthermore, redundancy in the implicit formulation of f is dismissed since height
αj and width ρj are dual in their role. As a consequence, the implicit function f

is parametrized by pT = {CTj , ρj}j=1...Nb
, the vector of dimension 4Nb, gathering

centers and widths of the Nb implicit spheres composing the implicit function.

Energy Formulation

Fitting a surface to Np points {Pi} can be written as an energy minimization prob-
lem [Mur91; BTC95; TBC95]. We propose to combine 3 energy terms: E =
Ed + αEc + βEa where (α, β) ∈ R+2, and:

• Ed = 1/Np
∑
i f(Pi; p)2

translates the algebraic relation between data points and the zero-level set. It
gives a raw expression of the approximation problem.

• Ec = 1/ (Nb(Nb − 1))
∑
j 6=k

(
s
√
ρjρk

|Cj−Ck|

)12
− 2

(
s
√
ρjρk

|Cj−Ck|

)6

is Lennard-Jones energy. Each term is minimal (with value -1) for |Cj − Ck| =
s
√
ρjρk. Ec is repulsive for blobs closer than this distance, and attractive for

blobs further away. It imposes some cohesion between neighboring blobs to
avoid leakage where data points are missing, while preventing blobs from
accumulating within the model.

• Ea = 1/Np
∑
i κ(Pi)2

κ(P ) is the mean curvature. It can be computed in a closed form at any point
in space from the implicit formulation [Gol05]

κ(P ) = ∇f
tHf∇f − |∇f |2trace(Hf )

2|∇f |3

where ∇f is the implicit function gradient and Hf its Hessian matrix, both
computed at point P . This energy smoothes the surface according to the
minimal area criterion. In particular, the wavy effect that could stem from
modeling a tubular shape with implicit spheres, is reduced.

Behind the rather classical form given above for the energy terms, it is important
to notice that the whole energy is known under a closed-form expression. As a
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consequence, closed-form expressions were derived for its gradients with respect to
the BM parameters {ρj} and {Cj}.

Selection-Subdivision

Finding the appropriate number of blobs is very hard. Starting from one or few blobs,
a subdivision scheme enables to progressively reach a compromise between a good
model accuracy and a low complexity. The blob subdivision procedure proposed
in the seminal work of Muraki was exhaustive and time consuming [Mur91]. A
blob selection mechanism was added in [TBC95], measuring the contribution of
each blob to Ed in a user-defined window, and choosing the main contributor. User
input is not an option in our context where thousands of BMs should be handled.
Moreover, we experimentally noted that this technique was prone to favor small
blobs, thus focusing on details, before dealing with areas roughly approximated
by one large blob. This behavior is caused by the selection mechanism using the
algebraic distance to the implicit surface. Instead, our criterion relies upon the
geometric distance approximation proposed by [Tau91] (see figure 2.12, middle
left). First, we find the point Pi∗ farthest to the surface:

i∗ = arg max
1≤i≤Np

|f(Pi; p)|
|∇f(Pi; p)|

(2.6)

Next, we select the blob #j∗ whose isosurface is the closest to Pi∗:

j∗ = arg min
1≤j≤Nb

|fj(Pi∗)|
|∇fj(Pi∗)|

(2.7)

with

fj(Pi∗) = ρjφ

(
|Pi∗ − Cj |2

ρ2
j

)
(2.8)

We thereby select the blob #j∗ whose optimizatoin will most likely reduce the error
at the worst fitted point Pi∗ .

The subdivision step then replaces this blob with two new ones (figure 2.12, middle
right). Their width ρ′j∗ is chosen such that two blobs, centered on Cj∗ , of width ρ′j∗
would have the same isosurface as one blob centered on Cj∗ , with width ρj∗ . The
first new blob is centered on Cj∗ , while the second is translated by ρj∗/10 towards
Pi∗ . This small-shift procedure stabilizes the cohesion energy Ec which otherwise
would become large when two blobs occupy the same location.
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Fig. 2.12: The elementary reconstruction step in 2D. (a) Points (black) are to be recon-
structed with two blobs (red contour). (b) First, all blobs are fine tuned over
the centers and then, over the widths. (c) Second, find the point farthest to
the contour (cyan) and the blob closest to it (purple). (d) Third, replace this
blob with two blobs. The first (black contour) is placed at the same position
(black) and the second (cyan contour) is translated in the direction of the farthest
point (cyan). Widths are calculated so that both blobs centered at the black
point generate the same isosurface as the fissioned blob (purple). (e) Fourth, the
translated blob (cyan) is tuned over its center then width. (f) Finally, the BM is
updated by integrating the recently tuned blob.
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Optimization

Such an incremental subdivision procedure may lead to a dramatic increase in the
number of blobs, and hence the size of the optimization problem. The locality of the
kernel φ allows us to focus the optimization onto the newly created pair of blobs
(figure 2.12, bottom left). More exactly, only the new blob that is slightly misplaced
is optimized, the other blobs remaining constant. The energy is minimized using
Polak-Ribiere (PR) gradient descent algorithm, taking advantage of the closed-form
expressions of both the energy and its gradients. A single minimization loop consists
in one PR minimization over the center (3 variables), followed by one on the width
(1 variable). The optimization stops as soon as a maximum number of loops or a
threshold accuracy tg (as measured by Taubin’s distance, see eq 2.6) is reached. In
practice, a maximum of 5 loops proved sufficient. Threshold tg will be discussed in
Section 2.2.3.

Cleaning

Redundant blobs are either ejected far away from the surface during the optimization
over the centers, or their width is reduced to almost zero during the minimization
over the widths. A simple clean-up procedure was applied after each minimization
loop: blobs relatively far from the node center (above 20 mm), and blobs whose
width was below a certain size (0.02 mm i.e. one tenth of the voxel size) were
removed from the BM. In combination with the subdivision process, this clean-up
enables the algorithm to simulate large blob displacements, which is hardly possible
with a local minimization, thereby adding robustness to poor initialization.

Initialization and global modeling

The vascular tree segmentation obtained with RBT is taken as input to our algorithm
as a tree of nodes. In order to ensure smooth transitions between adjacent node
BMs (figure 2.11, top right), the local data point sets Pt are concatenated so as to
create overlaps between neighbors. The input point set considered to be fitted by
LIM is therefore {Pi}t =

⋃
k∈Nt

Pk with Nt a neighborhood of the node of interest,
defined by all nodes within a maximum topological distance T = 2 in the tree in our
implementation.

First, the initial BM is constituted of two blobs placed on either side of the node
center Ct along the vessel direction ~dt so that an elongated shape is formed. The
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Fig. 2.13: Implicit modeling of an aneurysm. The points {Pi} are in red. (From left to right)
Initialization with a single blob; after the first minimization; after 25 subdivisions;
final result (100 subdivisions)

width ρt is scaled to match the shape of a sphere with radius rt (see figure 1.14,
bottom middle. This match depends on φ).

Then, an implicit surface which fits the point set {Pi}t is produced through selec-
tion, subdivision and optimization of the blobs as described above. The process
is repeated until the maximum distance of the blobby model to the point set falls
below threshold tg or a maximum number Ns of blobs is reached. Each local BM is
treated independently of others, thus enabling parallel computation. Each initial
node is enriched with a local BM Bt, resulting in a global model of the vasculature
as a tree of implicit functions.

Figure 2.13 illustrates the essential steps of this fitting algorithm and its capacity to
model complex shapes, such as aneurysms, even from rough initialization.
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2.2.3 Results

To show the strength of the proposed framework, we decomposed our assessment in
two parts. First, we compared RBT against state-of-the-art Multiple Hypothesis Test-
ing (MHT) algorithm [Fri+10] on clinical data. Next, the LIM algorithm was tested
on synthetic and clinical data. A more complete description of the experimental pro-
tocol is available on our journal publication in Medical Image Analysis [Ker+17].

We considered 10 patients scheduled for the endovascular angioplasty of an in-
tracranial aneurysm at the Department of Interventional Neuroradiology, University
Hospital of Nancy, France. Each patient data set consisted of a 3D Rotational Angiog-
raphy (3DRA) acquired on a vascular C-arm (Innova 4100, GE Healthcare) during
the intra-arterial injection of the internal carotid artery. 3DRA volumes presented as
a 5123 isotropic voxel cubes, with a voxel size between 0.18-0.22 mm.

Evaluation of the RBT algorithm

Assessing the tracking ability A tracking was considered as successful if the result-
ing centerline remained inside the vessel of interest. All 744 vessels were visually
inspected to compute this Success Rate (SR) in percents.

The MHT tracking failures were then visually, manually cut before the problem
occurred (see figure 2.14 for an example). No such cut was ever required for RBT.
The lengths of the centerlines were computed and summed up to give the Total
tracked Length (TL) in millimeters.

Each vessel was thereafter classified as: short, medium, or long, if the centerline
was respectively correct along less than 33%, 33-66%, more than 66% of the
visually estimated length of the targeted vessel. The success rate was recomputed,
considering as successes only medium and long vessels. We denote this score SRL in
percent.

Then the Common path Length (CL, in millimeters) could be computed as the total
tracked length on those vessels classified as medium or long by both algorithms.

We assessed the distance between two centerlines with a Modified Average Symmet-
rical Distance (MASD):

MASD = 1
N ′ +M ′


N∑
i

dw(Pi,Q) +
M∑
j

dw(Qj ,P)

 (2.9)
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MHT RBT
SR SRL TL CL SR SRL TL CL

mean 64.9 68.8 778.6 680.9 93.5 88.7 1446.1 727.6
min 48 57 555.4 389.0 81 77 833.9 403.6
max 74 77 1086.9 1074.1 100 99 2373.6 1164.7

Tab. 2.1: Evaluation of RBT compared to MHT. SR and SRL are given in percents, TL and
CL are given in mm. The mean value was computed over the 10 patients.

where P = {Pi}i∈[1,N ] is the centerline produced by MHT, and Q = {Qj}j∈[1,M ] is
produced by RBT. dw is the classical Euclidean distance between a point and a curve,
but thresholded by w: it returns 0 whenever the Euclidean exceeds w. Consequently,
N ′ and M ′ are the number of points respectively in P and Q where the distance was
not thresholded. The MASD measure automatically selects the portions common to
both centerlines and computes the mean distance between them (see last row of
figure 2.14).

Two values were used for w: w = 3 and w = r, the average radius of the tracked
vessel. Similarly low results would prove the capacity of the measure to consistently
select the correct common portions of the vessel centerlines.

Table 2.1 compares MHT to RBT according to the above measures, averaged over
the 10 patients. Mean values are reported along with their minimum and maximum
values.

RBT displays a SR of 93.5% compared to only 64.9% for MHT. This success rate
is confirmed by the SRL, with two precisions. First, a slight increase was observed
for MHT (68.8%) since the results were edited. It reintroduced vessels which, for
example, were well tracked but for MHT failing to stop (see e.g. figure 2.14, top
row, middle). Second, a small decrease in SRL was observed for RBT, confirming
its tendency to sometimes stop prematurely. The 20-25% difference in the success
rate scores was due to MHT often failing to track a vessel that came close to another
dense structure, so-called Kissing Vessel (KV) issue, and to leak into that second
structure. Figure 2.15 illustrates the difficulty of MHT to sometimes handle KV,
while RBT demonstrates a high robustness to that problem and can therefore track
even very tortuous vessels.

When both algorithms succeeded, on average, RBT went further (CL = 725.5 mm)
than MHT (CL = 680.9 mm). Nonetheless, MHT definitively delivered a lesser
number of successful trackings which impacted negatively the average tracked
length per patient (TL) down to 778.6 mm against 1446.1 mm for RBT.
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Fig. 2.14: Top: (left) Maximum Intensity Projection of one patient data. Centerline de-
lineation produced by MHT (middle) and RBT (right). Bottom: (left) When
the MHT centerline (red) does not remain inside the vessel wall, it is cut – for
TL computation – before the problem arises (green). (middle) MHT centerline
(red) and the points (cyan) selected for MASD computation (w = r̄). (right) The
resulting points for MHT (red) and RBT (blue, all the original points) used for
MASD computation.

Fig. 2.15: (left) A tortuous branch of the posterior choroidal artery (0.6 – 0.7 mm of
diameter) in Patient 3. (middle) MHT is misled by neighboring structures in the
proximal portion of the artery whereas (right) RBT tracks the tortuous vessel and
successfully handles the Kissing Vessel (KV) issue.
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The average MASD between both centerlines, with both 3 voxels and the mean
radius of the targeted vessel, was 0.18 mm (down to 2 figures of precision) and was
below one voxel for all patients (min=0.16 mm, max=0.21 mm with a voxel size
between 0.18 and 0.22 mm in our patient data set). This showed that RBT produced
similar results as MHT.

Evaluation of our LIM algorithm

After applying RBT to the carotid artery of one patient, one node of the centerline
was considered. The energy weights were tuned to provided energy terms of the
same order of magnitude. The isolevel value T was chosen to be approximately
half the voxel size. Other values were chosen to produce visually good results. In
particular, for Lennard-Jones energy, s was set to 2: Two blobs with the same width ρ
are thereby separated by 2ρ at the minimum for this energy. Values are summarized
in Table ?? and where used for all synthetic and patient tests.

Synthetic experiment Four synthetic shapes were used in a first experiment. They
consist in skeleton-based convolution surfaces:

• a capsule (C) based on a 4 cm segment skeleton

• the same capsule opened at both extremities (oC)

• an arc (A) based on a 4 cm radius half-circle

• a bifurcation (B) composed of two portions of arcs.

These shapes are displayed in blue on figure 2.16. There were tuned so that their
width (distance to their skeleton) was 1 mm. Each shape was sampled on 300 points
using an equi-distributed point-based sampling technique [witkin94]. These points
served as input to the LIM algorithm (point set called Pt in section 2.2.2).

Protocol Each point in Pt was perturbed by a white Gaussian noise along the
normal to the reference surface. The standard deviation of the noise varied from
0.025 to 0.25 mm (step 0.025, 10 levels of noise). LIM was applied 30 times for
each noise level, with tg set to 3 times the standard deviation. Ns was set to a large
value (100) in order to evaluate the capacity of LIM to produce compact models (i.e.
blobby models with a reduced number of blobs). LIM initial BM contained 2 (C and
oC) or 5 (A and B) blobs. The accuracy of LIM was evaluated by robust statistics
on the Euclidean distance between Pt (noise free version) and the resulting blobby
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Fig. 2.16: Reference surface (blue) and the resulting BM (purple) for maximal values in
Table 2.2. The 300 noisy input points are in red.

model: The output BM was sampled on 1000 points (again using [witkin94]) to
compute the distance of each point in Pt to the BM and the 90th percentile was
taken: this score is denoted d. The number of blobs in the output BM was also
recorded.

LIM relies on the distance approximation to an implicit surface proposed by [Tau91].
We took here the opportunity to evaluate the adequacy of this approximation and
computed it together with the Euclidean distance. The 90th percentile is also
reported, and denoted da.

Result Table 2.2 reports the minimum, median and maximum of both d and da for
the 300 tests, as well as the number of blobs in the final BM.

Excellent distance figures were recorded, with a low median value close to the
minimum and a maximum value below the maximum standard deviation of the
applied noise. A higher median value was observed for the open capsule oC which
exposes a more challenging fitting problem due to its open extremities. Figure 2.16
displays LIM output for the recorded maximum d value. We can see that the points
at maximum distance are located in the vicinity of the open extremities. This issue
is tackled in our case by letting successive BMs overlap.

The number of blobs in the final BMs is typically low and demonstrate the capacity of
LIM to produce compact models. Overly large BMs were seldom obtained when the
noise process randomly applied large displacements to some points. LIM is indeed
not robust but the filtering task is devoted to RBT.

The approximate distance da gave very similar results to d except for large values
which it tended to underestimate. The ordering of points according to their distance
to the implicit surface was nevertheless always the same with both distances, which
makes the use of the approximate distance appropriate in LIM.
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Shape C Co A B

d
min 0.015 0.039 0.016 0.048
med 0.042 0.119 0.063 0.078
max 0.189 0.233 0.174 0.334

da

min 0.015 0.038 0.016 0.046
med 0.041 0.103 0.064 0.079
max 0.164 0.175 0.146 0.211

Nb

min 5 5 8 12
med 7 9 15 15
max 89 83 102 15

Tab. 2.2: Evaluation of LIM accuracy and compacity on 4 synthetic shapes (capsule C, open
capsule oC, arc A and bifurcation B) perturbed by a Gaussian noise. d is the 90th
percentile of the Euclidean distance of noise free points in Pt to the output BM. da

presents the same statistics using the approximate distance proposed by [Tau91].
Nb is the number of blobs in the output BM. Minimum (min), median (med) and
maximum (max) values are reported over 300 tests.

Reconstruction on patient data Input data was provided by RBT algorithm which
was first run on the carotid artery (the stem vessel of the vascular tree) and sub-
sequently, all vessels were tracked (see Section 2.2.1). A total of 379 instances of
RBT were needed (between 26-56 instances per patient). Moreover, a total of 11
aneurysms were segmented with the algorithm described in Section 2.2.1. A total of
87564 BMs were to be fitted by LIM on these patient data. Parameters used (see
Table ??) offer LIM good convergence properties for nice visual results. We first
assessed this visual quality.

The accuracy however depends on two parameters that required more care to be
fixed. Ns is the maximum number of subdivisions: the larger Ns, the more blobs,
allowing for greater modeling versatility; tg is the maximum error allowed for LIM:
this error is used to determine i? (see eq. 2.6). We tested 3 values for both Ns

({30,50,100}) and tg ({0.2,0.3,0.5}, in mm). The resulting 9 configurations were
evaluated based on precision and compacity of the output model.

Visual assessment Local BMs generated by LIM do not assemble into a repre-
sentation suitable to the visualization of the global vessel tree. A rather good
approximation can however be given by first meshing each local BM (we used
marching cubes), then cropping each local surface into its Voronoi cell (see Sec-
tion ?? for a precise definition). Finally all these local surfaces are visualized together
for a given BM tree. An example is given in figure 2.17.
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Fig. 2.17: Visual assessment of LIM: (top-left) isosurface of 3DRA data; (top-right) LIM
result, showing much more vessels; (bottom-left) no unwanted blending at kissing
vessels (encircled); (bottom-right) difficulty to sometimes model branching of a
tiny vessel on a large one (encircled), small discontinuities are visible between
adjacent BMs (arrow).

LIM was able to reconstruct both tiny and large vessels, and capture well even tortu-
ous vessels. Even though each BM is processed independently from its neighbors,
our overlapping neighboring point sets produced smooth transitions between BMs.
A visual comparison with a classical isosurface extraction revealed that more vessels
are visible with our proposal (see figure 2.17, second to left). Kissing vessels were
well handled and no unwanted blending occurred (see figure2.17, second to right).
Bifurcations were correctly handled. Some convergence issues were recorded in
some places where a very small vessel branches onto a large vessel (e.g. the anterior
choroidal artery on the internal carotid artery, see figure 2.17, right).

Precision In the absence of ground truth, we resorted to the statistics on the dis-
tance approximation called da in Section 2.2.3. Our synthetic experiment indicated
da was a good estimate of the score d based on the Euclidean distance.

Blobby Model outputs (87654) were separated into 4 classes based on their da score:
C1 ≡ da < 0.5 vs, C2 ≡ 0.5C3 ≡ vs ≤ da < vs, C4 ≡ vs ≤ da < 2 vs and 2 vs ≤ da.
The voxel size vs varies between 0.18 and 0.22 mm per patient and is related to the
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tg 0.5mm 0.3mm 0.2mm
Ns 100 50 30 100 50 30 100 50 30
C1 51.37 51.37 51.37 88.65 88.63 88.54 97.15 96.96 96.58
C2 47.67 47.64 47.61 11.00 10.96 10.97 2.60 2.73 3.01
C3 0.84 0.85 0.86 0.25 0.28 0.34 0.15 0.20 0.26
C4 0.12 0.14 0.16 0.10 0.12 0.15 0.09 0.11 0.14

Tab. 2.3: Distribution in % of the BMs according to the error of fit da in 4 classes (left
column): C1 corresponds to BMs with da < 0.5 vs, C2 to 0.5 vs ≤ da < vs, C3
to vs ≤ da < 2 vs and C4 to 2 vs ≤ dbm. vs is the voxel size. 9 algorithm
configurations were investigated depending on parameters tg (targeted precision
of fit) and Ns (maximum model complexity). Computations implied 87564 BMs.

point extraction noise in RBT. Table 2.3 reports the distribution, in percents, of da
among the 4 classes.

99% of BMs present sub-voxel da (C1
⋃
C2) for all configurations. Moreover, Ns

does not appear to have any influence on the precision of fit, which is governed by
tg. Besides, a precision of tg = 0.2 mm led to less smooth models where LIM had a
tendency to try and adjust to noise in the input point set. tg = 0.3 mm was the best
compromise between smoothness and precision.

Compacity A measure of compacity is given by the number of blobs in a BM. A first
measure of compacity was the total number of blobs in the BMs required to model a
patient’s vasculature. We found out that this number did not depend on Ns and we
hereby report only figures for Ns = 100. The average number of blobs per patient
was: 33930 (tg = 0.5 mm, average of 3.9 blobs per BM), 56395 (tg = 0.3 mm,
average of 6.4 blobs per BM), and 85733 (tg = 0.2 mm, average of 9.5 blobs per
patient).

The number of blobs is the number of primitives required to encode the implicit
surface. In the case of a triangular mesh, a similar measure is given by the number
of triangles. Therefore, we computed for each patient, the ratio between the number
of triangles in a mesh representation of the surface, and the total number of blobs in
the BMs used to implicitly model the whole vasculature: It indicates the ability of
LIM to compress the surface representation. Results are reported in table 2.4. For a
targeted precision tg = 0.3 mm (Ns = 100), the expected compression ratio is over
100.
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tg (mm)
#4
Nb

min med max
0.5 159 234 308
0.3 73 104 138
0.2 44 58 77

Tab. 2.4: Ratio between the number of triangles #4 in a triangulated surface and the
number of blobs Nb in the local implicit model for 3 values of tg (Ns = 100).
Minimum (min), median (med) and maximum (max) values are reported for 10
patients.

Fig. 2.18: Data used for validation: capsule (left) and spiral (right) surfaces. Both synthetic
shapes presented respectively dimensions (width×height×depth) in mm: 11.9×
2.5× 2.5 and 8.1× 6.12× 1.05. A primitive was placed at each red dot composing
the skeleton (white).
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Use for interactive simulation

One expected benefit of using implicit surfaces is the reduced collision management
time. To assess the relevance of LIM, we consider two synthetic models. A capsule
(figure 2.18 left) was synthesized from a 10 mm line segment skeleton sampled on
10 points, with a radius of 1.25 mm. It provides the most simple vessel shape. A
spiral (figure 2.18 middle) was generated from 100 points on a curve line with polar

equation (ρ, θ) s.t. ρ = λπ

θ2 with λ ∈ [15.75, 63] and θ ∈ [π, 4π]. The shape radius
varied from 0.15 mm to 0.5 mm. A smooth surface was obtained in both cases as a
convolution surface using Cauchy kernel.

Collision with an implicit surface is easily detected through the sign of the implicit
function: in our case, a point crossed the surface if f , the local BM function, became
negative (see Equation 2.5). A node must be selected in the tree output by RBT and
LIM to determine the local BM. The node, whose center is the closest to the colliding
point, is not appropriate. First, between two time steps, the point could occasionally
jump from one artery to another one, e.g. in the case of kissing vessels, which is
mechanically impossible. Therefore, after motion, a point is associated to either the
same node as before, or one of its topological neighbors in the tree (see figure 2.19).

Second, selecting the closest node resorts to finding the cell the point belongs to in
the Voronoi diagram of the node centers. This strategy fails where a small vessel
branches onto a larger one: The BM modeling the proximal portion of the small
vessel might be selected while the tool point is still inside the large vessel. Using a
power diagram enables to adapt the size of the cell to the estimated vessel radius r
at the node. This diagram is generated with the power pseudo-distance :

dp(X,C) = |X − C|2 − r2 (2.10)

where X is the tool point, C the node center and r the estimated vessel radius at the
node. After motion, the point is associated to its closest candidate node according to
dp.

At initialization, all the nodes in the tree are candidates for the proximal point of the
tool. The dp-closest node is selected for this point. Then, each point is successively
associated to its dp-closest node, in the neighborhood of the node selected for the
previous point.

The average time taken to detect and solve one collision was measured both for
implicit LIM and mesh models. Results are reported in Table 2.5.
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Fig. 2.19: The surface of the local BM selected to solve contact at the tool tip point is
displayed in wire-frame for 4 simulation steps. The overall vessel surface is
shown in transparent red as a mesh.

Collision management is significantly faster with LIM models than with triangular
meshes (about two orders of magnitude). In fact, collision management time does
not depend on the total number of primitives for LIM: the capsule have 12k blobs
and the spiral 28k blobs but they display similar computation times. This time
only depends on the number of blobs in the local selected BM, at most a few tens
whatever the complexity of the global shape. BM selection is also done in constant
time since we restrict the search to topological neighbors of the current BM.

2.3 Models for the pelvic system

The strategy conducted in the previous section shows the benefits of having geometric
models dedicated for simulation. Skeleton-based implicit surfaces were convenient in
the context of vascular geometry thanks to some assumptions that eases the process
of defining the implicit function given a vessel network. However given an arbitrary
geometry, the search for a implicit function may be computationally intensive. Other
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# of primitives Time (msec) # of contacts
Capsule (Mesh) 12k triangles 4.89 51
Capsule (LIM) 12k blobs 0.0232 50
Spiral (Mesh) 2.74k triangles 1.09 79
Spiral (Mesh) 11.3k triangles 1.84 80
Spiral (Mesh) 45k triangles 5.58 80
Spiral (LIM) 28k blobs 0.0219 80

Phantom (Mesh) 100k triangles 16.23 80
Phantom (LIM) 42k blobs 0.133 82

Tab. 2.5: Computation timings for collision detection on various deployment scenarios,
using state of the art implementations. For a comparable amount of primitives,
LIM outperforms triangular meshes for collision detection and makes it easier to
achieve interactive simulation.

limitations needs also to be addressed: the possibility to track several organs / soft
tissues simultaneously and to track them over time like in dynamic medical imaging
(dynamic MRI for instance). Therefore this section uses another representation (B-
splines) to represent anatomical structures that will undergo mechanical simulation.
This section takes place in the context of female pelvic medicine, where image-based
diagnoses of pelvic floor disorders like prolapse or endometriosis are performed.
These pathologies rely on mechanical indicators, such as mobilities of organs and
shear displacements between organs but image data do not provide directly precise
and global values of these indicators. Since the methodology used for this problem
is the same as previous, a short overview of the approach and the results will be
presented. The reader may refer to [Jia17; Jia+15; Jia+17; Jia+18] for details.

2.3.1 Overview of the approach

The chosen approach can be formulated as an optimization procedure. Four key
parts are involved in such optimization:

• input data (3D static and 2D dynamic MR images of the patient),

• a mathematical model with variables to be optimized (B-spline Model),

• a cost function, which links the model to the input data (e.g.integration on the
domain of the model), and

• an optimizer, which finds the optimal values of the parameters to minimize
the cost function.
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The optimization process can be described as iterative updates of its DOFs. As we
deform the geometric model, we optimize the DOFs that describe the geometrical
shape. The geometric model is considered as a mapping from DOFs to the geometry.
We introduce two mappings: (1) an affine transformation for the coarse registration
and (2) a cubic B-spline as the shape descriptor for the deformable registration.
The control points are the researched DOFs. Thus, similar with the typical image
registration, our model-to-image registration method is also based on a multi-scale
framework.

Input Data The input experimental image data consist of T2-weighted static and
dynamic MRI of the female pelvic system. The use of these images of volunteers for
our research was approved by the National Ethics Committee (Comité d’Ethique de
la Recherche en Obstétrique et Gynécologie CEROG 2012-GYN-06-01-R1). The static
MR images are obtained in the three planes (sagittal, axial and coronal), which
provide information on the 3D anatomical organization. The dynamic MR images
(or Cine MRI) refer to a temporal sequence of 2D images, which are widely used
for diagnosing pelvic sagging pathologies. For our study, these 2D dynamic images
were obtained in the same midline sagittal plane of the patient during pushing, for a
given frequency (about 1.2fps). The choice of this middle plane keeps a standard
procedure in the clinical routine because it is the most representative of the organ
shapes and motions. In order to increase the image contrast of pelvic organs, a
gel had been injected into the vaginal cavity and the rectum while patient drank
liquid to highlight the bladder. In this way, pelvic organs were easily observable
during MRI acquisition. We were interested in 2D segmentation of the three organs
(bladder, vagina and rectum), for which both 2D sagittal static and dynamic MR
images were used (spatial resolution from 0.47 to 1.17 mm/pixel).

B-Spline Model For modeling the geometries of the three organs, we used 2D
B-spline of 3-degree that is a classical geometric modeling tool. In our case, each
organ is modeled by a closed B-splineM : u ∈ [0, 1]→M(u) ∈ R2. Each position
on the curve can be calculated by the value of u:

M (u, [P0,P1, · · ·Pl]) =
l∑

i=0
Ni,p(u)Pi (2.11)

where [P0,P1, · · ·P1] are the l+ 1 control points. However, the first and last control
point of each curve are attached to form a closed curve: M(0) =M(1) = P0 = Pl.
Hence, our model is analytical and of C2 continuity except at the end point. Under
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Fig. 2.20: Sagittal dynamic magnetic resonance (MR) image (spatial resolution = 1.17
mm/pixel, 256*256 pixels. (top): First and last images of a dynamic MRI
sequence of a healthy volunteer. (bottom-left): dynamic MRI of a prolapsus
where the uterus moved down. (bottom-right): static MRI of endometriosis
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this configuration, the l control points are supposed to be the DOFs in the registration
algorithm. Another advantage of the B-spline is its locality property, which means
each control point is highly independent. In addition, for the affine transformation
step, we have the relevant mapping MA, six DOFs of which are evaluated in
this coarse step: [T11, T12, T21, T22, Tx, Ty]. Suppose M0 is the mapping function
corresponding to the initial B-spline curve, and C the center, then the mapping
function of the affine transformation becomes:

MA (u, [T11, T12, T21, T22, Tx, Ty]) =
[
T11 T12

T21 T22

] (
M0(u)−C

)
+
[
Tx

Ty

]
+ C

(2.12)

Cost Function In order to define an appropriate cost function, we introduce a
virtual image to form the first energy term. A so-called virtual image is generated
from the model for calculation of a cost function, which finds the best correlation
with the real image. This virtual image is created in the narrow band Ω along the
contour with a certain width. The value of grey levels in this narrow band image is
chosen to be similar to the ones in the real image (grey level MR image). This idea
was first introduced and proved by Semin et al. [SFA10] to detect fiber-like objects
in digital images. This approach was developed then by Réthoré et al. [RF14]. The
intensity profile of the virtual image is defined by a levelset function L : v ∈ R→ R
where v is the distance from a position C to the contour (Equation eq 2.13).

L(v) =


Amax if v < 0

Amin + Amax−Amin
2 ∗

(
1 + cos

(
πv
τ

))
if 0 ≤ v ≤ τ

Amin if v > τ

(2.13)

where τ is the estimated width of narrow band Ω and Amax and Amin the grey levels
inside and outside organ. The value of Amax and Amin are chosen by clicking on the
foreground and background in the real image.

F(D) =


Amax if D < −λ

Amax
4λ2 (D − λ)2 if −λ ≤ D ≤ λ

0 if D > λ

(2.14)
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The virtual image IY is then computed on the discrete points cloud over the narrow
band of the organ border. The discrete points form actually a bended grid, a position
X(u, v) of which is defined in the curvilinear coordinate system based on tangent
and normal direction of the contour. The virtual image value Iv(X) is computed in
the analytical way (Equation 2.15) so that the grid spacing size can even be much
smaller than the pixel spacing in real image. Unlike the virtual image, the real one
has a pixel-wise square grid; we should then project X and evaluate real image
value Ir(X) using a bi-cubic interpolation. Also, for these reasons, the virtual image
is considered virtual and provides sub-pixel information compared with the real
one. Furthermore, grey level values are merely evaluated in its definition domain Ω
instead of the whole domain of the real image.

Iv(X) = Iv(u, v) = L(v) (2.15)

The positions X can be evaluated by the analytical formulation of the parametric
geometric model (Equation 2.16). Suppose a parametric curve : M : u ∈ R→ R2.

X(u, v) =M(u) + v
−→N(u) (2.16)

Thus, the computation of the virtual image is more natural and direct with a
parametric modelM but can be applied to any type of model. The cost function
related to this virtual image for each organ can be computed with:

Eimage ([P0,P1, · · ·Pl]) =
∫

X∈Ω(Band)
[Ir(X)− Iv(X)]2 dΩ (2.17)

Thanks to the virtual image, our method is exempt from image pre-processing and
based merely on reliable original data (no need of pre-processing the images). The
method requires less computation, and in a mathematical point of view, the virtual
image can be considered as a smoothing of gradient field that avoids local optimum
in this non-convex problem.

To avoid the inter-penetration of the analytical functions defining the contours of
organs during deformable registration, we introduce a collision term to penalize
the movement of DOFs (control points). The second energy term is computed
by using signed distance maps D : X ∈ R2 → D(X) ∈ R. Each contour retains
its own distance map describing how far a position in the image domain is from
the contour: Dbl for the bladder, Dva for the vagina and Dre for the rectum. The
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collision energy term is defined by a quadratic function with regard to the distance
D,F : D ∈ R→ R+:

EBl =
∫

X∈ΩBl(Band)F (Dva(X)) dΩBl

EV a =
∫

X∈ΩV a(Band) [F (Dbl(X)) + F (Dre(X))] dΩV a

ERe =
∫

X∈ΩRe(Band)F (Dva(X)) dΩRe

(2.18)

where λ defines the width of the possible intersection zone associated with the
contour, so that it penalizes the possible intersections when one contour happen to
approach the narrow band of another closely. As shown in Figure 2.20, the vagina is
at the middle of the three organs, so the bladder and the rectum are never in contact.
We use the following equations to compute the collision term for each contour:

EBl =
∫

X∈ΩB/( Band )
F (Dva(X)) dΩBl

EV a =
∫

X∈ΩV a( Band ) [F (Dbl(X)) + F (Dre(X))] dΩV a

ERe =
∫

X∈ΩRe(Band)F (Dva(X)) dΩRe

(2.19)

As the virtual image, F is used as a level-set function for computing the energy
associated distance map. The map for each organ is redefined once at each iteration.
Thus, for example, the value of F (Dva(X)) for a given position X is obtained directly
by projecting X onto the map of the vagina. We do not recompute the distance
Dva(X) for each discrete point at the same iteration. Finally, these two energy terms
are summed to form a global energy term as the cost function.

Eglobal = Eimage + αEcollision (2.20)

Eimage is to be associated with each organ. Ecollision is to be replaced by Ebl, Eva
and Ere, respectively. The coefficient α is chosen empirically during tests; the same
value is used for the images of the same spatial resolution.

Optimization In our registration procedure, optimization is the step connecting the
cost function (energy) and the model. It updates iteratively the DOFs of the model.
For such a non-linear optimization problem, the algorithm is based on gradient. We
opt for a gradient descent algorithm in this paper, which is suitable for optimizing the
position and the number of the control points, and for controlling the convergence
with regards to the adaptive refinement step. However, the Newton–Raphson method
can also be computed similarly, The searched direction of the DOFs depends on the
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derivatives of the cost function. Let Ti be one of the DOFs in Equation 2.12, the
derivative is computed as follows:

∂Eimage

∂Ti
=
∫

X∈Ω(Band)
−2 [Ir(X)− Iv(X)] · ∂Iv

∂X︸︷︷︸
A

· ∂X
∂Ti︸︷︷︸
B

dΩ (2.21)

As mentioned in the B-spline Model section, our model is optimized via a multi-scale
registration procedure. At the initialization step, the user defines a point the inside
of each organ as the center of B-spline curve. We have tested a new initialization,
while asking the user to put the point approximatively at the zone where the portion
of organ is larger. We have observed a better increase of the initial contours at the
first steps. Concerning the number of the control points, thanks to the adaptive
refinement that we consider as one of our major contributions, we think it may not
have a real importance because the points are to be added and deleted automatically
after. And we give 10 by default. Then, a circle-like B-spline with 10 control points
is created for each organ, which is a basic and simple one-click initialization (see
figure 2.21).

For the coarse registration, the parameters of affine transformation (Equation (3))
are optimised (search direction computed by Equation (13)). In Figure 7B, one
can observe that after the affine transformation, the three circle-like shapes are
transformed to ellipse-like ones, which give an approximate initialisation of the
detection procedure. Following the first step, a finer registration is applied using
deformations based on B-spline model. Thus, the positions of control points are DOFs
to be updated to fit the organ contours by means of minimising a cost function:

∂Eimage

∂Pi
=
∫

X∈Ω(Band)
−2 [Ir(X)− Iv(X)] · ∂Iv

∂X︸︷︷︸
A

· ∂X
∂Pi︸ ︷︷ ︸
B

dΩ (2.22)

The partial derivative A is the gradient of virtual image that can be computed by
the derivative of the level-set function. The partial derivative B is the mapping
function, which means B-spline interpolation function in this case. Thanks to the
power of analytical formulation, the required derivatives are simple to compute. In
addition, the chain rule of derivation shows the independence of geometric model
and the image energy computed by the difference between the virtual image and the
real one. Hence, one can use the virtual image approach with different geometric
representations (or mapping function). The collision term Ecollision can be computed
in a similar way. Because of the nature of gradient descent, after certain iterations,
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Fig. 2.21: Contour detection with the cost functions. (A) Three small circles initialised by
user with 10 control points for each. (B) Positions after an affine transformation.
(C) Final contours with optimal number of control points. (D–F) Illustration of
the cost function metrics Eimage along the organ contours: [Ir(u, v)− IV (u, v)]2,
with u evolves in the tangent direction of the contour and v in the direction
perpendicular to the contour.
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it shows a phenomenon of local minimum (the energy does not evolve). We use this
phenomenon as the criterion for adding control points. A test of local minimum is
performed automatically for every 10 iterations. Let Emax be the maximum value of
the cost function during this 10 iterations, Emin the minimum value and E0 the initial
value ‖Emax−Emin‖

E0
< ε. If the criterion is satisfied, the optimization is supposed

to reach a local minimum (low variation of the cost function); then, the curve is
refined where the cost function needs to be reduced. The refinement step is treated
automatically by inserting and removing control points based on the evaluation
of cost function along the contour. Once the curve is refined, the optimization
passes the local stability and continues to find the best correlation. This test and
the adaptive refinement are performed repeatedly until the refinement can no more
affect the cost function. By integrating insertion and removal of control points, our
method can refine adaptively the geometric model with respect to images. The major
advantage is that our B-splines fit properly the forms even in case of local aberrant
curvature changes and avoid useless control points for description of the curve. This
feature makes our method capable of a balance between model complexity and
simplicity of optimization. The insert of control points does not change the B-spline
curve by using its geometric algorithms. Every time when the gradient descent
algorithm reaches its local minimum detected by a threshold of variation of the cost
function, we refine the curve by subdividing the knot interval where there appears
the maximum value of cost function. On the other hand, when two control points
approach each other within a distance threshold, one is deleted for eliminating
inter-cross of curve. In Figure 2.21F, we illustrate the distribution of cost function
along the contour at the three stages (initialization, after affine transformation and
the final position). The values of the cost function decrease significantly during the
optimization. Moreover, the distance from a position on the contour to the organ
border can be indicated by evaluating the metric map along contour. By zooming
inside the contour, higher values occur when it is far from the real image border,
which can be the indication for refinement.

2.3.2 Results

We validate our method of segmentation on a database of 19 patient images. The
types of these patients include the witness, the prolapse and the endometriosis (a
pathology of the pelvic system related to the hypo-mobility). Each patient data
set consisted of a T2-weighted MRI of the pelvic system. We used for this 2D
segmentation test the image in the mid-line sagittal plane of each patient, which is
representative and useful for further study of the pelvic mobility. By the end of each
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optimization process, a medical doctor manually corrected the shape of organs by
modifying the positions of control points so that the final curves and the contours of
organs, to the medical doctor’s opinion, were well fitted. These final curves were
used as the reference in our validation. In Figure 2.22, we illustrated the detection
and the validation for each type. Then, numerically, we compared the curves before
manual corrections with the final ones by evaluating error with several metrics:
Dice coefficient, Hausdorff distance and average curve distance (ACD). Figure 2.23
shows the computation of these metrics by using the right contour (green) and
an arbitrary contour (red, and manually created to show a larger error). In this
paper, suppose that F is the set of edge points on the semi-automatically segmented
region and G is one of the manually segmented region. The ACD values represent
the average (L1-norm) of distances in millimeter between the edge points on the
manually segmented organ and the automatically detected organ. The minimum
distance for the ith point in F to the set G is dFGi , thus the ACD values can be
computed as in Equation 2.23. The number NF and NG were chosen to make sure
that approximately an edge point was used by pixel.

ACDFG = 1
NF

∑NF
i=1 d

FG
i

ACDGF = 1
NG

∑NG
i=1 d

GF
i

ACD =
(
ACDFG +ACDGF

)
/2

(2.23)

In addition, for the Dice coefficient values, a higher Dice value assesses a better
segmentation quality. On the 19 patients data, we got a similarity of over 90% for
bladder and 80–90% for vagina and rectum especially because the ends of these
two organs are difficult to define. In Figure 2.24, we illustrated some exceptions of
the detection due to the unwanted effect presented in the images. Generally, the
bladder is well highlighted under acquisition, while as the injected gel can exit the
cavity with the patient is pushing, blurs and incertitude will occur in the image for
the vagina and the rectum (Figure 2.24B). Because of the complexity of the shape,
crease will occur in the 2D plane of the rectum (Figure 2.24A) and intrinsic material
generates spots in the rectum in the image (Figure 2.24C). All these unwanted effects
would make the algorithm limited in certain cases. In these cases, the algorithm
detected contours. However, the contours are not the anatomical contours of the
organs. The quantitative results of our tests are shown in Table ??.
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Fig. 2.22: Measurement of the detection error between a correct contour (green) and an
arbitrary contour (red): (A) Hausdorff distance = length of s. (B) Average curve
distance = average length of s. (C) Dice coefficient = s/(s+ t).

Fig. 2.23: Illustration of results: green curve shows the manually segmented organ as the
reference, red curve shows the result of semi-automatic algorithm and yellow
line shows the Hausdorff distance. (A) Witness patient (1.17 mm/pixel). (B)
Patient with endometriosis (0.49 mm/pixel). (C) Patient with prolapse (1.17
mm/pixel).
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Fig. 2.24: Different exceptions of detection caused by unwanted effect in images:(A) As
rectum may be folded somewhere,wrinkles appear in image as black rings. (B)
The injected gel and intrinsic material may produce blur parts in image. (C)
Intrinsic material show spots in rectum.

Patient (19) Endometriosis (8) Prolapse (8) Witness (3) Average
Bladder DC(%) 91.4 89.5 95.1 91.2

HD(mm) 9.46 10.87 5.74 9.46
ACD(mm) 1.35 2.23 0.90 1.65

Vagina DC(%) 93.0 83.8 84.8 89.4
HD(mm) 6.14 11.34 3.02 7.84
ACD(mm) 0.89 1.80 0.67 1.24

Rectum DC(%) 83.4 82.2 78.6 82.2
HD(mm) 31.12 25.91 33.59 29.32
ACD(mm) 5.04 4.77 5.66 5.02

Tab. 2.6: Summary table for results of the error measures between manual and automatic
segmentation – the three sub-tables present results of each organ in different
pathological cases.
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2.3.3 Application: Pelvic System Mobility

Female pelvic disorders have a large social impact, the diagnosis of which relies on a
key indication: pelvic mobility. The normal mobility is present in a healthy patient,
meanwhile the hyper-mobility can be a sign of prolapse and the hypo-mobility
for endometriosis. The evaluation of pelvic mobility is based on medical images.
However, the latter does not provide directly precise values of these indicators.
Moreover, suspension devices play an important role in pelvic organ function, but
can neither be observed on medical images. Our objective is to propose an image-
based analysis tool for the quantitative evaluation of pelvic mobility and the shear
strain which has an impact on suspension devices. Hence using the approach
described in the previous section we have developed a tool based on an efficient and
semi-automatic motion tracking of multiple pelvic organs: the bladder, vagina and
rectum presented in dynamic magnetic resonance imaging sequences. The computed
displacement and shear strain field provide important information on the quality
of suspension devices between organs, (i.e. on the condition of fascia tissues), to
the opinions of medical doctors, which are interesting for a fine diagnosis in the
clinical context, for example the early diagnosis of pelvic organ prolapse and the
localization of possible lesion zones before surgery.

Tracking Algorithm

Overview A Lagrangian description is used to define the motions of the principal
pelvic organs under deformation. Following this description in continuum mechanics,
for any particle of the object, the change of its position over the time is defined by a
function of transformation, from its initial configuration (or reference) to the current
configuration. In other words, at any instant, the computation of physical quantities
such as the displacement is always associated with the same particle (or material
point), compared to its initial configuration.

To achieve the objective of motion tracking, firstly, we initialize the B-spline geomet-
ric model at instant t0 (the first image of the sequence) as the reference configuration.
Secondly, the model is updated for fitting each following image in the sequence to
form the configuration at instant t. The process is recursive: the model of instant t
is deformed to fit the next image at instant t+ 1, and it is also based on an energy
minimization formulation. Once the we obtain the models correspondent to all the
instants, a displacement and shear field can be computed by using the analytical
formulation of the models and following the Lagrangian description.
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Meanwhile, we need to deal with the major concern about the plausibility of com-
puted displacements. Normally, the description of the movement of material points
remains in a fix landmark related to the initial configuration. So far the computation
is based on the parametric coordinates, depending on the control points and their
relative shift. But since these control points are not located on contours and they
can freely drift along the contour. Thus the landmark for calculating the position of
material points is mobile.

The idea is to fix some points on corners and to restrict the movement to perpendic-
ular to the contour. For this purpose, the B-spline model is divided into piecewise
cubic Bézier curves joined end to end. The ending point of one Bézier curve is
attached with the starting point of another to form a connection point which is
considered as a material point and where the curvature is higher than other-where.
Here impose we an anatomical assumption that the salient points on the organ
surface (or corners on the contour in a 2D plan) represent material points, which
is based on the observation of medical images. Such material points, denoted as
features in the remainder of this paper, are firstly tracked by the optical flow al-
gorithm [LK+81], which consist in the beginning configuration for each recursive
process of deformable registration from t to t+ 1.

Features definition We apply a new adjusted model (composite Bézier curve) and
the connection points of Bézier curves become the material points. At the initial step,
the choice of these features is performed automatically based on detection of the
higher curvatures. Suppose that the contour of an organ in the initial configuration
(instant t0) is defined by a parametric B-spline curve B0(u) =

∑n−1
i=0 Ni,3(u)pi. The

curvature is related to the first and second derivative of the parametric function,
which can be calculated by using the standard parametric coordinates as follows:

κ(u) =

∥∥∥B0′(u)× B0′′(u)
∥∥∥

‖B0′(u)‖3
(2.24)

where B0′(u) = dB0

du (u), B0′′(u) = d2B0

du2 (u). Hence, the curvilinear curvature can be
computed directly based on the initial B-spline model. In an automatic way, the
algorithm enables to select a number of features where the curvature is higher by
using the following criteria:

• MaxNbFeatures and MinNbFeatures maximal and minimal number of features
to be selected;
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first selected material point

second selected 
material point

resorted material points

Fig. 2.25: (left-middle) Choice of the features along the B-spline contour. (right) Adjusted
model at instant t0, The figure is generated by our application.

• MinDetectRadius minimum distance between two adjacent features (used in
order that the features are well spaced);

• CurvThreshold threshold of the curvature (used to avoid the features on flat
segments).

Figure 2.25 (left, middle) shows the selected features with a curvature map bounding
the contour. Meanwhile, the features are resorted with respect to the parametrization
of the B-spline. Let [pf0,pf1, · · · ,pf1] be the selected feature points, where pf i =
B0 (uki

). l + 1 piecewise Bézier curves can be created and joined at these points,
who represent the same geometry as the initial B-spline and constitute the adjusted
model. As defined in many standard texts, the Bézier curve is a special case of the
B-spline who has four control points. In this case, for each piecewise Bézier curve,
the two extremities are fixed by two adjacent features. Let us take the first Bézier
segment between pf0 and pf1 as an example. This curve, denoted S0, is defined by
the Bernstein polynomialMi,p : u ∈ [0, 1]→ [0, 1] as:

Mi,p(u) = p!
i!(p−i)!u

i(1− u)p−i

S0(u) =
∑3
i=0Mi,3(u)pi

(2.25)

where p0 = pf0 and p3 = pf1. Then the two free control points p1 and p2 are
determined such that each Bézier curve fits the original B-spline contour on the
interval [uk0 , uk1 ]. The curve fitting method is well known as a standard approach by
solving a system of linear equations. Figure 2.25 (right) shows the adjusted Bézier
model as the initial configuration, created from the original B-spline model.

Features Tracking The approach of optical flow proposed by Lucas et al. [LK+81]
can be well adapted into our needs. The method is based on the assumption of
the constant pixel intensities and their low local variation. Because of the local
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Fig. 2.26: Tracking of the features using the optical flow method: window grid size = 30 ×
30 pixel.

evaluation, the method would fail if the deformation between images was large
or the intensity in a region was uniform. However, in our case, the features to be
tracked are located on the edge of organs where the variation of pixel intensities
is large. Moreover, with the acquisition frequency of about one image per second,
the deformation between two images (instant t and t + 1) is relatively small. All
these aspects permit a good performance of the optical flow tracking. In a practical
view, it is necessary to choose the appropriate window grid size for the computation
which respects the propriety of locality and where the image pattern is enough
representative to be tracked. Generally, the choice of size depends on the image, we
have adjusted this parameter empirically during tests (see Figure 2.26 for illustration
of results). Once the tracking of features is completed using the optical flow, the
transformation of each feature is to be applied over its two adjacent free control
points to form the intermediate model at instant t∗ (between t and t+ 1). Let always
S0 be the first Bézier curve with four control points [p0 = pf0,p1,p2,p3 = pf1]. After
applying the transformation, we obtain the following formula:

S∗0 (u) =M0,3(u)T0 (p0) +M1,3(u)T0 (p1)

+M2,3(u)T1 (p2) +M3,3(u)T1 (p3)
(2.26)

where T0 (pf0) = pf∗0∗ and T1 (pf1) = pf∗1 determined by the optical flow method
(see Figure 2.27 for illustrations).
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Fig. 2.27: Deformation of the model from instant t to t+1: firstly, the features are deformed
using optical flow tracking method, for example the transformations of point 0
and 1 are computed by the optical flow equation. Then, the same transformations
are applied on their neighboring free control points to form the intermediate
model (instant t∗). Finally, the free control points (for example the ones situated
between 0 et 1) are adjusted in the direction perpendicular to the segment using
virtual image correlation, and produce the model at instant t+ 1.

Optimization The last step consists in adjusting the free control points associated
with each Bézier curve so that the model fits perfectly the organ in images. In order
to minimize the drifting along the contour, the displacement (transformation) of
these points is restricted to the direction perpendicular to the segment linking two
adjacent features. And the magnitude of the displacement is also limited to be small
because physically no new salient points will be produced during the deformation.
Moreover, after the step of transformation based on the optical flow, the intermediate
model has been already close to the deformed organ in the image. However, the
adjustment allows a finer fit between the model and the image at instant t + 1.
Following the same principle as the B-spline based detection, the adjustment of
positions is carried out by minimizing the difference between the virtual image and
the real one.

Displacements and Shears Our approach relies on a Lagrangian description which
enables to compute continuous displacement field with our analytical geometric
models. Following this description, the displacement field of each organ must be
evaluated separately and each organ must have a reference configuration. This
reference corresponds to the shape of the organ wall found at instant t0 (on the first
image, detected by our registration method). However, practically a given number
of discrete points are sampled in the zone of interests in the initial configuration,
and the analysis of mobility will rely on this discrete domain. The computation
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Fig. 2.28: Computation of the displacements (A) and shears (B), between instant t0 and t.

of displacements and shears is then based on the parametric coordinates of Bézier
curve

After computing the displacements for each Bézier curve respectively, we obtain
a set of vectors dpti which defines the displacements field at instant t, and this
computation is repeated for each instant (image) of the dynamic MRI sequence.
Concerning the shear strain between organs, the middle organ (vagina) is chosen
to be the reference organ. Analogous to the computation of displacements, at the
initial configuration we generate several couples of discrete points from different
organs based on the zone of interest defined by users. These couples of points are
linked by segments perpendicular to the vaginal wall. For example, firstly a part
of the bladder contour is selected manually as the zone of interests for computing
the shear between the bladder and the vaginal. Then M discrete points

{
P0
i

}
are

sampled on this zone. Given that the shear deformation is initially null, these points
are projected orthogonally onto the contour of vagina to obtain M points

{
Q0
i

}
who

form segments with
{
P0
i

}
. Then in the presence of shear motion, the segments that

are mostly normal to the vaginal walls will deviate from this direction and illustrate
the shear effect. We use the variation of angles between the segments as a metric for
quantification of the shear strain between organs. The positions of Pt

i and Qt
i can

be calculated by their displacements dpt. Let
−→t t
i be the tangent vector of vagina at

the point Qt
i at instant t. The shear strain at this position is given by:

αti = arccos
( −−−→

Qt
iP∗i ·
−→t t

i∥∥Qt
iP†i
∥∥·∥∥−→t t

i

∥∥)
shearti = tan

(
π
2 − α

t
i

) (2.27)
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Finally, after computing the shear strain for all the positions in the discrete domain,
we obtain the set of the scalar values representing the shear strain field at instant t
(see Figure 2.28 for illustration). Moreover, by combining the spatial distribution
of shear strain over time (the dynamic MRI sequence), we will be able to complete
a spatio-temporal representation of the shear between organs which is useful for
the analysis of the impact of pathologies related to the weakness in the suspension
devices.

Experimental Validation In this part, we would like to validate our approach with
the material points (features) by the comparison of the two methods (the first one
being using a classic B-spline). The idea is to apply two methods on the same data
set for a quantitative comparison. The captured images consist of an orange, on
which a rigid body displacement in the range of 0−−90 mm was applied. The image
spatial resolution is 0.73 mm/pixel and the size is 149×261 pixels. The orange was
rotated numerically by an angle of 0−−20 degrees in order to illustrate the sliding
problem because generally the tracking algorithms are very sensible to the rotation.
The computed angles of rotation are shown in Figure 2.29. Normally, the angles
should be constant along the contour and equal to the imposed values. Nevertheless,
it can be observed that the B-spline method is really rotational invariant. Especially,
the rotation is not captured at all on the flat portion of the contour. The Bézier
method compute better the rotation despite of few slight drifting (sliding effect)
also on the flat portion, due to the limitations of the optical flow. As consequence,
the values calculated by the Bézier method are much closer to the imposed ones.
In order to highlight the difference, we show a more quantitative evaluation in
Figure 2.30. The mean angles of rotation computed by the Bézier method remain
proportional to the imposed ones. And their standard deviations are less than 1
degree. On the contrary, the result given by B-spline method deviates a lot from the
theoretical result.

For the second step, we also compared these two methods for a real case in the
context of normal mobility. The objective is to illustrate the drifting effect and then
the uncertainty of the computed displacement and shear strain. The test was run
on a dynamic MR sequence of a healthy witness which contains 35 images. The
spatial resolution is 1.17 mm/pixel and the image size is 256 × 256 pixels. The
visual comparison of the results given by two methods is shown in Figure 2.31. The
displacements and shear at the middle of straining (the 20th image in the sequence)
are used to highlight the difference and the drifting effect. Concerning the result
given by the B-spline method, some displacements extremely towards the end of
vagina are not reasonable. From the point of view of the physio-anatomy, there exits
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Fig. 2.29: Comparison of the angles of rotation computed by two methods: the results
given by Bézier method are shown on the top and the ones given by B-spline
method are on the bottom. The white contour is the initial one. The imposed
rotations are 2.5, 10.0 and 17.5 degrees. The color map illustrate the variation
along the contour in two cases.
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Fig. 2.30: Comparison of the angles of rotation computed by two methods: the results
given by Bézier method are shown on the top and the ones given by B-spline
method are on the bottom. The white contour is the initial one. The imposed
rotations are 2.5, 10.0 and 17.5 degrees. The color map illustrate the variation
along the contour in two cases.

some structures such as the fascias in the zone between bladder and vagina. The
bladder, vagina and fascias adhere to each other. Such material is not supposed to
stretch considerably without constraint even during the deformation, especially in
the normal mobility context. So that the organ walls should neither move freely.
Hence the abnormal discontinuity of the displacements on the anterior vaginal wall
seems unphysical. The same observation can be found on the posterior vaginal wall.
The quantitative comparison is shown in Figure 2.32 As proved in [Lec+15], the
zone around the pubis and rectosacral attachment is the low mobility area. From
the point of view of anatomy, the bladder and the rectum are attached to these
bones during the deformation over time. The two methods give similar results.
However, with the B-spline method, we predefined a fix point for each organ as the
beginning and ending point (the same point) of the B-spline to position the initial
contours. Hence it is normal for the B-spline method to find these low mobility
areas. On the anterior and posterior vaginal wall (zone between the vagina and the
rectum) and the lower part of the rectum, high mobility can be observed, where the
displacements given by the Bézier method attain a magnitude of around 22 mm.
Compared to the results in [Lec+15], the displacements are still a bit larger on the
anterior vaginal wall. However, through all these comparisons between the results
given by the B-spline method, Bézier method and [Lec+15], we are biased in favor
of the Bézier method which is more physical.

We performed the same Bézier registration method on a dynamic MR sequence of
a patient with prolapse. Because of large displacements in the context of hyper-
mobility, the algorithm had some limitations especially when the uterus descended
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Fig. 2.31: Illustration of visual comparison between two method. On the top: displacements
at the middle of straining computed by (A) Bézier method and (B) B-spline
method. The white contours are the initial ones. On the bottom: (C) initial
position of segments illustrating the absence of shear, and deviation of the
segments at the middle of straining computed by (D) Bézier method and (E)
B-spline method.
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Fig. 2.32: Quantitative comparison of the displacements computed by two methods: (A,B)
Displacement computed by B-spline method at the middle and end of straining,
(C,D) Displacement computed by Bézier method at the middle and end of strain-
ing.

to the bottom. We would like also mention other limitations due to unwanted
effect in the image: the injected gel can flow through the cavity while the patient is
pushing and some intrinsic material of the organs can blur the image. All these effect
can make the contours deviate from the truly anatomical contours. The restricted
sequence from the beginning to the middle of straining contains 14 images, the
spatial resolution of which is 1.15 mm/pixel and the size is 240 × 240 pixels. It
can be observed that in the high mobility area (posterior vagina) the displacements
(Figure 2.33B) are higher than in the normal case (Figure2.32C). The magnitude of
displacement is close to 25 mm compared to 15 mm.

The same process was applied on a data set of patient with endometriosis. The
sequence contains 32 images of 256 × 256 pixels and the spatial resolution is 1.17
mm/pixel. Due to the presence of wrinkles of the rectum in the image, only the
inferior part of the rectum was taken into account for the analysis. In the high
mobility area, the magnitude of displacement attained around 10 mm even at the
end of straining, which corresponds to the context of hypo-mobility.

Conclusion In this section we present a deformable registration approach based
on analytical models for multi-organ motion tracking in dynamic MRI sequence. The
measured motion is then used for the evaluation of the mobility of pelvic system.
The organ was defined by an analytical and parametric model, a composite Bézier
curve joined at features (considered as material points). This definition can ensure
better the plausibility of the measured motion. The model was then deformed to fit
the organ in the dynamic image sequence by using the optical flow method and the
virtual image correlation. Finally thanks to the analytical formulation, we computed
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Fig. 2.33: Quantitative evaluation of the displacement field in the context of hyper-mobility:
(A) Displacements at the beginning of straining and (B) at the middle of straining.
The white contours are the initial ones.

Fig. 2.34: Quantitative evaluation of the displacement field in the context of hypo-mobility:
(A) Displacements at the beginning of straining, (B) at the middle of straining
and (C) at the end of straining. The white contours are the initial ones.
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the displacement field and shear strain of the moving organs. Hence, the developed
numerical tool, linked with the B-spline based detection, can provide a quantitative
evaluation of organ motion for patient-specific cases. The first perspective of this
work is to assess and validate the computation of the shear strain deformations using
more ground truth data. The quantification of the shear strain could be used to
analyze the abnormal pelvic mobility and to localize the pathological areas related
to the suspension devices which can not be observed on medical images. Such
evaluation would provide objective diagnoses and help in early diagnosis of pelvic
organ prolapse.
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Medical and Robotic
Applications

3
„[...]but I tell you that all these things—yes, from

that star that has just shone out in the sky to the
solid ground beneath our feet—I say that all
these are but dreams and shadows; the shadows
that hide the real world from our eyes. There is a
real world, but it is beyond this glamour and this
vision, beyond these ’chases in Arras, dreams in a
career,’ beyond them all as beyond a veil.

— Arthur Machen
The Great God Pan

3.1 Augmented Reality for Per-Operative Guidance

As exposed in the introduction, minimally invasive procedures are quite complex for
a surgical standpoint mainly because the visual feedback is relatively incomplete or
poor and due to the the loss of direct organs manipulation. With recent Augmented
Reality techniques, those issues can be circumvented. Internal structures computed
from pre-operative scans such as tumors and vessels can be superimposed onto
the intra-operative images in order to guide the surgeons during the procedure.
Our study is focused on minimally invasive hepatic surgery. In order to establish
a full augmented reality system for MIS a number of difficult problems have to be
solved [Nic+11]. The abdominal cavity undergoing laparoscopic surgery remains a
very challenging environment for computer vision tasks. The surgical instruments
interacting with the liver may cause large occlusions, the illumination variations
caused by the endoscopic light and the liver bleeding or smokes due to electrocautery
may disturb organ motion tracking and 3D structures recovery. Among the most
difficult issues is the capacity to tackle, in real time, elastic deformations of the
liver. The liver can undergo large deformations due to surgical tools interaction or
due to respiratory motion and heart beating. Currently, most existing AR systems
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handle rigid motions of organs and only a very limited number of papers address
the problem of elastic organs deformation.

Though the problem of elastic registration or tracking has been largely addressed
in the medical community, elastic deformation in AR systems is only addressed,
to our knowledge, in a very limited number of papers, and mainly applied to 3
organs: kidney, heart and liver. Kidneys do not actually undergo elastic deformations
during surgery but rather move independently from their surrounding tissues. As
such, related works resort to performing a rigid 3D-3D registration e.g. based on
implanted markers [Teb+09] or an Iterative Closest Point (ICP) surface match-
ing [Su+09]. Recently Puerto-Souza et al. [PM13] proposed a matching algorithm
called Hierarchical Multi-Affine capable of long-term tracking for augmentation
during partial nephrectomy. This approach estimates a set of affine transformations
from clusters of features in order to relocate occluded or missing features for a
coherent spatio-temporal mesh registration. Figl et al. [Fig+10] also express the
non-rigid registration problem as a rigid registration between stereoscopic views
and a 4D model of the heart built from 4D scan data, thus leveraging the cyclicity
of the organ motion. A 4D scan of the heart is also used in [Pra+10], but is cou-
pled with a biomechanical model to relate the surface motion to external forces. A
local tuning of the deformation is therefore possible and the surface deformation is
correctly propagated to in-depth invisible structures. No periodic or rigid pattern
can be relied upon in the liver case. Unpredictable, possibly large, deformations can
be observed. Furthermore, volume tracking is required since we are interested in
in-depth augmentation whereas many approaches are dedicated to the tracking of
surfaces. In a similar context, Kim et al. [Kim+12] propose a solution that is both
applicable in a monoscopic setup and integrate a robust image feature reconstruction
approach. But their method only retrieves surface deformation and cannot ensure
an accurate augmentation of inner structures. Mechanical-based deformable models
have proven to be relevant for volume deformation since they allow to define elastic
properties of the shape and thus to infer in-depth structure motion [Spe+11; SLH10;
Ser+03]. Registration is done either by solving mechanical equations given image
constraints provided by reconstructed 3D points [Spe+11] or using the concept of
active models where an energy is minimized which takes into account the internal
behavior of the model -through the biomechanical constraints- and external image
constraints that measure the adequacy between the model and the recovered 3D
data [SLH10; Ser+03].

In this section, we present some results on Augmented Reality for Hepatic surgery
accounting for large liver deformations. We present an approach that relies on the
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Fig. 3.1: Computational flow of the method: The biomechanical model guided by the 3D
image-points recovered from intra-abdominal image pair permits to propagate
partial tissue de- formations to vessels and tumors.

estimation of liver motion to drive a heterogeneous mechanical model capable of
deforming the liver. The overview of the method is illustrated in figure 3.1.

3.1.1 Mechanical Modeling

Parenchyma Model

Most biomechanical studies concerning the constitutive models of the liver parenchyma
(see [Ker06] for instance) report the non-linear and viscoelastic behavior of the
organ tissue. Since in our case, we do not focus on the transient part of the deforma-
tion but rather the static equilibrium under some specific loading conditions, we do
not take into account the viscous properties of the tissue. On the other hand, we aim
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at modeling large deformations correctly, since during the surgical interventions,
important displacements of tissue (e.g. the liver lobes) occur due to the action of
surgical tools. For this reason we have opted for finite element method based on
co-rotational formulation presented in [Fel00] which allows for large displacements
while relying on a linear expression of the stress-strain relationship. Different meth-
ods exist for computing the local rotation of each element; in this paper we use a
geometric approach proposed in [NPF05] which respects the rotational invariance
needed for correct rendering of large deformations (it also has been used in 1.5.1)

In the co-rotational approach, the stiffness matrix K depends on the deformation u
and the equation relating the external forces to the displacements can be written as

f = K(u)u with u = x− x0 (3.1)

where x0 and x represent nodal positions in rest and actual positions, respectively,
and f are the external forces.

Assuming that linear tetrahedral P1 elements are employed in the FE formulation of
the parenchyma model and the mesh is composed of NP nodes, the resulting system
has 3NP degrees of freedom, i. e. uP, fP are vectors of size 3NP whereas KP is a
3NP × 3NP matrix, where the subscript P denotes the parenchyma.

It should be noted that our method is not limited to the co-rotational model, which
can be replaced by hyperelastic formulation such as the technique based on multi-
plicative Jacobian energy decomposition presented in [Mar+10].

Vessel model

The vascular system is regarded as the main source of heterogeneity which has a
global influence on the mechanical response of the vascularized tissue. The model
employed here is based on work presented in [PDC12]. Besides describing the model
in the actual scenario, additional details concerning the assembling of the composite
system are given in the following text. Is should be emphasized that a potential
viscoelastic response due to the liquid (i. e. blood) circulating in the vessels is not
taken into account as only quasi-static scenario is assumed.

From the mechanical point of view, the vascular system is modeled with serially
linked beam elements in a similar way as proposed previously in the manuscript
(see 1.3) for simulating catheters and guide-wires. We introduce some modifications
to the model to take into account the particular nature of vessels, in particular
through specific cross section profiles and moments of inertia (see [Prz68] for
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details). The static formulation for the deformation of a beam is described by a
system similar to Eq. 3.1 with constituents uV, fV and KV. However, as each node
is equipped with 6 degrees of freedom due to the rotational components, the size
of vectors uV and fV is 6NV and KV is a 6NV × 6NV matrix where NV is the size of
beam mesh representing the geometry of vessels.

Mechanical coupling

Mapping of tumors and parenchyma The size of tumors being relatively small
comparing with the whole parenchyma, we assume that its influence on the overall
mechanical behaviour is negligible and therefore the coupling with parenchyma can
be only geometric. However, a purely geometric mapping may deform the shape
of the tumor which may cause erroneous measurements. For this reason the tumor
is modeled as a solid object with a very stiff Young’s Modulus. This modeling does
not affect the performance of the simulation and permits a conservation of the
shape of the tumor while allowing correct in-depth propagation of the deformation.
With the same formulation as the parenchyma (co-rotational model), coupling
between tumors and parenchyma is done using mapping mechanism provided by
SOFA [Fau+12] which corresponds to the principle of virtual works used in solid
mechanics.

Coupling between vessels and parenchyma In order to build the composite model
of vascularized tissue, we adopt the method proposed in [PDC12]. Since no relative
motion between the vessels and parenchyma is observed in reality, the mapping
between the two components can be modeled as a constant coupling. In each step
of the simulation, the actual displacements of the parenchyma nodes are mapped to
the vessel nodes and reciprocally, the force contribution due to the deformation of
the vessel is propagated to the parenchyma. The mapping of forces is based on a
principle of virtual work. Additionally, the mechanical contribution of the vessels is
added to the global system.

The complete mechanical system of the liver is then: a 3D co-rotational FEM mesh
for the parenchyma and the tumors and beam model for the vasculature inside the
parenchyma. These 3 models are coupled mechanically (see figure 3.2).
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Fig. 3.2: 3D heterogeneous biomechanical model of the liver with : (a) heterogeneous liver
including the vascular network in wire-frame, in (b) beams generated along the
vessels.

3.1.2 Non-rigid Registration

Non-rigid registration consists of a 3D point-to-point registration that links the image-
based 3D features representing the liver motion to the degrees of freedom of the
liver physical model. Registration is done at each frame captured by the endoscopic
camera in order to correctly pilot the mechanical model, and thus to estimate
the correct position of the underlying tumors. An important key for an efficient
registration is the initialization step as it will impact the estimated deformation of
the parenchyma and the estimated location of tumors.

Initialization

Initialization refers to the step where the alignment of the 3D surface mesh on the
laparoscopic image at t = 0. This step is critical and is known as an ill-posed problem
where we aim at registering two sets of 3D points without knowing the matching
between these two sets. In addition, since gas is insufflated (surgical step named as
pneumoperitoneum) to increase the working space [Ban+12], the preoperative data
may no longer correspond to the intra-operative image. Due to this complexity and
despite the numerous AR techniques in surgery, very few works have investigated
the initial alignment between laparoscopic images and the three-dimensional model.
Some have investigated this issue but mostly relies on intra-operative data that are
complex to acquire in a clinical routine: for instance [DBB08] use an ultrasound
probe to ease the automatic registration process while [Okt+13] use intra-operative
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Fig. 3.3: Initial model alignment (simulated data): The mesh in purple represent the 3D
model computed from CT scans in a different reference, the mesh in blue represents
the MLS surface reconstructed from laparoscopic image pair. It represents around
30% of the whole liver that is represented in green.

CT scans. Currently, no technique is mature enough to permit an automatic initial
alignment with conditions acceptable to clinical routine, and this issue remains a
challenge to be solved by the scientific community. This is why, we rely on a manual
initial alignment to reduce errors that may emanate from a bad initialization (see
figure 3.3): 3D surface reconstruction is built on the first pair of laparoscopic images
using the MLS surface approximation and the liver mesh is rigidly aligned using
salient geometrical landmarks such as liver contours or surrounded ligaments which
enables to provide the rigid transformation (rotation and translation) to align the
two datasets. However, this rigid transformation is insufficient to correctly initialize
the registration. Indeed, due to gas insufflation, pre-operative data (liver mesh
computed for CT-scans) geometrically differs form intra-operative data. To solve this
issue, we constrain the biomechanical model (including the vessels and the tumors)
with external forces so that it better fits the visible liver surface recovered.

Runtime point correspondence

Tracking the liver tissue Tracking object of interest is the most important compo-
nent within Augmented Reality applications. Several previous works have inves-
tigated the motion estimation of non-rigid objects in 3D such as [SF10; WLS12;
Mor+09] but are not applicable in our clinical context because they either rely on
additional data or make strong assumptions on the range of possible deformations.

The visual tracking we used follows the work by Elhawary and Popovic [EP11] who
relies on the combination of Lucas-Kanade (LK) [LK+81] optical flow and SURF
detector [Bay+08] for robotic-guided endoscopy. This study showed the robustness
and accuracy of this combination and its usability for conventional laparoscopic
surgery (see figure 3.4 for some experiments). However one major drawback of
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Fig. 3.4: A SURF feature being tracked over time (600 frames) using LK optical flow. (top)
tracking performed in both a forward and a backward time direction. Graph
shows X and Y coordinates as a function of time. (bottom) 50 × 50 pixel window
centered around the feature location at every 100 frames.

this combination is the fact that features loss can happen with the optical flow,
preventing to perform long-term tracking. In order to ensure a long term stability
for the non-rigid registration, we add an additional layer to the direct tracking.
This layer called Cluster-based Filter (CbF) allows to create a set of n 3D control
points, denoted by a 3Ön coordinate vector y that guides the biomechanical model.
Instead of constraining the model directly with the extracted features, the CbF
computes a displacement field for each control point based on the adjacent features
(see figure 3.5). Its benefits are twofold: a) It ensures the minimization to remain
stable since the number of control points (and the amount of external forces) is
less subject to lost features. Moreover, it permits to avoid to over-constrain the
corresponding tetrahedral element which can often tend towards instability. b) it
allows to keep only the needed features. Indeed, we can here exploit the capability of
the mechanical model to estimate deformations with a reduced number of external
loads. The figure 3.6 illustrates the complete approach were a silicone cube is
deformed.

Point correspondence The temporal non-rigid registration is a point-to-point reg-
istration where we need to map 2D image pixels onto the 3D surface mesh. This
procedure is done using ray casting [Rot82] which is simple to implement and
because it provides several benefits: a) it permits to directly correspond the set of
points to the degrees of freedom of the mechanical model, b) only the 3D points
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Fig. 3.5: Clustering phase : (left) The two views of 3D point cloud estimated from stereo
matching. The Blue sphere represents the rejected features. (right) Image is a
representation of the clusters. Red sphere represents the Control Points and the
Green sphere the essential features (neighbors).

Fig. 3.6: A sequence of images showing a cube being deformed. (Top) augmented reality
images where the mesh in wire-frame is superimposed on the video stream, (Mid-
dle) the deformed mesh, (Bottom) the volumetric mesh composed of tetrahedra.
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Fig. 3.7: Initial model alignment (simulated data): The mesh in purple represent the 3D
model computed from CT scans in a different reference, the mesh in blue represents
the MLS surface reconstructed from laparoscopic image pair. It represents around
30% of the whole liver that is represented in green.

that intersect the liver surface after ray-casting are kept, the features that do not
belong to the liver are filtered out from laparoscopic images (see figure 3.7).

3.1.3 Implementation details

Non-rigid registration can be seen as a stretching energy minimization between
the three dimensional features recovered from laparoscopic images that represent
the tracking energy and the biomechanical model derived from preoperative CT
data. External forces are defined by pairing the m 3D points y to the n degrees of
freedom x of the biomechanical model. ft(y) = k

(
y− y0) where y0 defines the

tracked control points at time t = 0 and k can be defined as a stiffness. The tracked
coordinates can be expressed using barycentric coordinates of adjacent degrees of
freedom y = Lx.

To be as accurate as possible, boundary conditions representing the falciform liga-
ment (ligament that attaches the liver to the front body wall) and the underlying
fat needs to be defined. These boundaries conditions represents fixed parts of the
liver that could not move or deform over time. The figure 3.8 illustrates boundary
conditions on our model.
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Fig. 3.8: Boundary conditions: The liver model (in green) is constrained by fixed vertices
(in purple) that represent the falciform ligament and the underlying fat.

Given these additional concerns, the simulation is then performed at every time
steps and external forces due to image tracking as well as internal forces due to liver
model are computed.

3.1.4 Experimental Results

The validation of such framework is complex as clinical context makes it difficult to
build an assessable, reproducible set-up in order to evaluate the performance of each
element of the proposed pipeline. The thesis of Nazim Haouchine [Hao15] details
the methodology we used in order to validate our approach: virtual validation
with computer-generated data, in-silico experiment with silicone phantom, ex-vivo
experiments with pig liver and in-vivo experiments with human data. The figure 3.9
illustrates some images extracted from a AR sequence where the liver has been
successfully deformed based on the motion tracking. For the complete study and the
quantitative results, we encourage the reader to refer to the PhD thesis of Nazim
Haouchine.

3.2 Inverse FEM simulation for adaptive radiotherapy

Radiation therapy (or radiotherapy) is one of the possible treatments for head and
neck cancers. It uses high-energy X-rays to destroy the cancer cells. A treatment is
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Fig. 3.9: A sequence of images showing the superimposition of the real-time biomechanical
model onto the human liver undergoing deformation due to surgical instrument
interaction. On the left virtual camera with the original laparoscopic angle and
right a different angle.
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established by using a treatment planning system (TPS) [Web03] which combines
patient medical images, radiation transport simulations and optimization algorithms
in order to expose tumors to X-rays while sparing healthy structures. The treat-
ment plan is then applied 5 days per week during 6 to 7 weeks in order to destroy
the tumors. During these 7 weeks, the patient is exposed to several side effects,
and in particular an important weight loss. This induces the motion and deforma-
tion on the anatomical structures and the TPS does not take into account these
topography changes, which may lead to an important X-ray exposure of healthy
tissues [Nel+12] [Vei+14]. For instance it is reported [DNV06] that xerostomia
(loss of saliva) is due to a higher (than planned) exposure of the parotid glands while
treating throat cancers.

The main objective in this section is to adapt the planning to account for morpho-
logical modifications in order to limit the radiation exposure of healthy structures.
It has been shown that non-rigid registration and daily computation of the dose
can reduce the radiations [Vei+14]. But the challenge remain on the registration
method over the 7-week period. While significant works have been achieved recently
in the field of automatic non-rigid registration (the reader may refer to [CHH04]
for a recent survey), these methods do not provide an easy control for the physi-
cians. These algorithms also lack robustness and consistency when images are very
complex. On the contrary, dealing with manual segmentations and/or registrations
is time-consuming for the physicians and is not a viable solution for adapting the
planning along with the treatment of the patients.

Our approach will be the same as in the previous section: using images to guide
FEM models that represent the anatomical structures we want to track over time.
But we want to improve it by avoiding to apply forces (or displacements) through
the analysis of images since the physics of these boundary conditions is not correct
(for a mechanical standpoint) as it mixes physics-based forces with image-based
forces. As a result we will solve an inverse FEM simulation where several landmarks
will guide the resolution of the problem.

3.2.1 Real-time Inverse FEM

Starting from what has been described in section 1.2, we extend the equations used
for the resolution of real-time static FEM model. During each step i of the simulation,
a linearization of the internal forces is computed:

f(xi) ≈ f(xi−1) + K(xi−1)dx (3.2)
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where f provides the volumetric internal stiffness forces at a given position x of the
nodes, K(x) is the tangent stiffness matrix that depends on the actual position of the
nodes and dx is the difference between consecutive positions in time dx = xi−xi−1.
The lines and columns that correspond to fixed nodes are removed from the system
to improve the condition number of the matrix K. Static equilibrium (the sum of
external and internal force equals to zero) is sought at each step:

−K(xi−1)dx = p + f(xi−1) + JTλ (3.3)

where p represents the external forces (e.g. gravity) that are known and JTλ
gathers the contributions of the Lagrange multipliers. Three types of multipliers are
defined:

• boundary multipliers λb: we use these constraints to describes the external
efforts applied on the boundary conditions that creates the deformation. The
location of the boundary conditions are supposed to be known, the directions
of the effort JT can be updated at each step, and λb is the unknown intensity
of the efforts on boundaries. We can set (and update at each step i) an interval
of potential values min ≤ λb ≤ max.

• parameters multipliers λp: these parameters influence the computation of the
internal forces.We use a local derivation of the internal force by the parameter
p: f(x, p+ dp) ≈ f(x, p) + (δf(x, p)/δp)dp. In that case, JT = δf(x, p)/δp and
λb = dp is the variation of the parameter. To keep the validity of the local
derivation over a step i, we can set −ε ≤ λp ≤ ε.

• registration multipliers λr: set interactively by the user to do a local manual
registration on a small number of points.

Contrary to a lot of existing registration methods, we do not put any force (or
energy) to the association of points or on image pixels so λr = 0. Even if null, these
multipliers are useful to build the optimization problem.

Indeed, the next step consists of the projection of the FEM model equations into
the constraint space: the size of matrix K is often very large so an optimization
in the motion space would be computationally very expensive. Instead, using the
Schur complement (also called Delassus operator) of the constraint problem, we do
a projection that dramatically reduces the size of the research space.

Three steps are followed, that are standard in a constraint solving process:
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• Step I, a free configuration xfree of the deformable model is found by solving
equation (3.3) with λ = 0. For the constraint defined on registration point, we
compute a violation noted δfree

r which provides a vector between the registered
position of the points and the position given during the free motion.

• Step II: This step is central in the method. It consists in projecting the me-
chanics into the constraint space. As the constraints are the inputs (registered
points) and outputs (parameters and efforts on boundary) of the inverse prob-
lem, we obtain the smallest possible projection space for the inverse problem:

δr =
[
JrK−1JTp

]
︸ ︷︷ ︸

Wrp

λp +
[
JrK−1JTb

]
︸ ︷︷ ︸

Wrb

λb + δfree
r (3.4)

δr represents a vector between registered and actual positions of points chosen
by the user. Then a Quadratic Programming (QP) problem is set by minimizing
the norm of this vector.

min(1
2δ

T
r δr) = min(1

2

[
λp

λb

]T[
WT

rp

WT
rb

][
Wrp Wrb

][ λp
λb

]
+
[
λp

λb

]T[
Wrp

Wrb

]
δfree
r )

subject to min ≤ λb ≤ max and − ε ≤ λp ≤ ε (3.5)

The size of the QP problem is much smaller than solving the problem in the
motion space of equation 3.3, allowing to solve this problem in real-time.
In practice, the QP matrix is always positive and definite iff the size of δr is
greater than the number of optimized values in λp and λb.

• During Step III, the final configuration of the deformable model is corrected by
using the value of the constraint response using xi = xfree+K−1(JTp λp+JTb λb).
In practice, we use a LDLT factorization of the matrix K and not K−1 during
the computation.

3.2.2 Experimental validation

In this section, we present the application of the method in the context of radiother-
apy of the neck (throat cancer) where patient weight loss induces deformations of
anatomical structures that are not taken into account in the treatment. At the begin-
ning of each therapy session, a scan of the patient is taken and a rigid registration of
the planning to the actual position of the patient is realized. In order to facilitate this
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registration, the patient is wearing a rigid mask. Notably, the deformations of the
parotids make them move towards the center of the neck and eventually intersect
the main target volume of the therapy (see figure 3.10). Consequently parotids may
be irradiated more than initially planned leading to xerostomia (20% of patients).

Fig. 3.10: Volume loss of parotids: (Left) segmentations of the parotids at weeks 1 (red) and
6 (blue). It is worth noticing the volume loss of the parotid as well as the motion
of the center of mass. These two parameters have been used to characterize the
deformation of parotids in [Bar+04]. (Right) Due to weight loss, parotids may
intersect the target volume (in yellow).

Yet, with a robust registration performed just before the therapy, the planning could
be adjusted. We emphasize that the parotids are poorly visible in the images, making
the automatic registration not robust. With our inverse approach, the radiotherapist
can use his expertise (knowledge of anatomy and meaningful parameters used in
medical studies) to perform the registration and he/she will have a direct control of
the parameters used for the registration. For instance [Bar+04], studied the parotids
deformation by performing CT scans of the patient three times a week during the
entire treatment. Form that study, the deformation of the parotids is characterized
by two parameters: the volume loss of the parotids and the motion of its center of
mass (due to the volume loss of other structures). Parotids deformations observed
are large (more than 30 % the size of the structure) and can not be captured with
linear models.

The current medical routine does not adapt the treatment since it involves the
manual segmentation of the structures -which is time and manpower consuming-
and the computation of the new planning. However our method can dramatically
reduce the time required to adapt the planning while achieving comparable accuracy
to manual segmentation. We tested our approach on a ground truth set of 7 patient
datasets that contains the 3D images of the CT scan done every week of the therapy
(total: 7*6 images). Comparison between manual segmentations of the parotids
(performed by the radiologists) and our method is achieved on all available images
(42) by computing the DICE coefficient. A single dataset (6 images) has been
manually segmented by two radiologists and an average DICE coefficient of 0.7 has
been computed to serve as a reference for the quality of our method. On these data,
our method can be executed very quickly (completion of the registration is done in a
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single minute) with respect to a full manual segmentation making it compatible with
the time constraints of a clinical routine. The graph 3.11 (left) illustrates that the
parotids deformation is significant and second that our method exhibits really good
similarity compared to manual segmentation (average DICE between [0.8;0.9]).

Fig. 3.11: Validation: (left) similarity between the initial segmentation and ground truth
geometry in blue curve illustrates the deformation of the parotids (DICE decreas-
ing), the red curve exhibits the good similarities between our semi-automatic
registration and the ground truth geometry; (middle) planning adaptation using
our registration vs no planning adaptation (right). The measured radiation is
much lower when the planning is adapted.

Efficiency of the whole approach: A dataset was selected for which the deforma-
tions were important and the parotids were not infiltrated by the tumor (therefore
out of the target volume). We have a closer look at the last session of the therapy
and particularly at the irradiation map of the parotids without considering planning
adaptation 3.11 (right) and with planning adaptation using our method to register
the right parotid (middle). The resulting maps from the TPS show that the irradi-
ation of the right parotid is significantly reduced and may limit the appearance of
irradiation side-effects.

3.3 Motion Control for Interventional Radiology
Procedures

Using FEM in an inverse problem as in the previous section has been then an
approach that we have used in many robotics application for instance to build a
closed-loop control for a robot [Zha+16] or to perform visual servoing [Zha+17]
or to combine computer vision and inverse model to use the robot as a cheap force
sensor [ZDD18b]. We choose not to detail all these works as the reader can refer
to them, but we will focus on a work that combine robotics and interventional
radiology. We already have explained in the previous chapters (more specifically in
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chapter 1.5.2) that interventional radiology procedures requires excellent eye-hand
coordination and strong expertise to anticipate how the radiology devices (catheters,
guide-wires. . . ) will behave inside the vascular network. Complementary to the
training and planning tools we have proposed, a clinical application providing the
automatic or semi-automatic control of a robotized catheter actuated by cables.
Without removing the radiologist from the loop, we would like to consider a clinical
scenario where the radiologist defines a path that the catheter must follow given
some per-operative medical images and our control algorithm actuates the robotized
catheter to follow this trajectory. This work has been conducted in collaboration
with Junghwan Back and Hongbin Liu from Kings College London and the catheter
robot used was an upgraded version of [Bac+18]. This catheter robot has a polymer
material structure which is MR-compatible, has a diameter of 7mm in order to
navigate through major arteries and can be actuated by 4 tendons (cables) in order
to bend in any direction. The figure 3.12 illustrates the design of the robot.

Fig. 3.12: Catheter robot from Kings College London with a polymer structure and 4 tendons
that enables the robot tip to bend.
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3.3.1 Simulation with actuation and contacts

The control of soft robot like the catheter we use requires the simulation of soft
structures. The simulation of soft robots is no different from the simulation of
anatomical structures and as a consequence we will use the methods we have
detailed so far in this manuscript. More specifically the control of the robot requires
to solve an inverse problem and we will use the methodology described in the
previous section. Given the equilibrium equation, we use the Schur complement
of the constraint problem, then the FE model equation can be projected into the
constraint space that drastically reduces its size. Then, we can compute the following
variables at any step k given variables at step k − 1:

δe,k = Wea (xk−1)λa,k + Wec (xk−1)λc,k + δfreee,k (3.6)

δa,k = Waa (xk−1)λa,k + Wac (xk−1)λc,k + δfreea,k (3.7)

δc,k = Wca (xk−1)λa,k + Wcc (xk−1)λc,k + δfreec,k (3.8)

where the following variables are defined as:

• subscript a refers to the actuators, subscript e refers to the end-effector and
subscript c refers to the contacts

• δe,k Position vector of effectors at step k

• δa,k Position vector in the actuator space at step k

• δc,k Position vector in the contact space at step k

• each matrix Wij is defined as Wij (xk) = Ji (xk) K−1 (xk) JTj (xk). The cou-
ples (i, j) could take the values (i, j) = (e, a); (e, c); (a, a); (a, c); (c, a); (c, c).
Then:

– Wea(x) is the compliance matrix between effectors and actuators,

– Wec(x) is the compliance matrix between effectors and contacts,

– Waa(x) is the compliance matrix between actuators

– Wac(x) is the compliance matrix between actuators and contacts,
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– Wca(x) is the compliance matrix between contacts and actuators,

– Wcc(x) is the compliance matrix between contacts.

• λa,k is the force contribution vector of actuators (at step k)

• λc,k is the force contribution vector of contacts (at step k)

• δa,k is the position vector in the actuator space (at step k). δfreea,k represents the
corresponding position vector when no forces are applied (λa,k = 0 and λc,k =
0)

• δe,k is the position vector of effectors (at step k). δfreee,k represents the corre-
sponding position vector when no forces are applied (λa,k = 0 and λc,k =
0)

• δc,k is the position vector in the contact space (at step k).δfreec,k represents the
corresponding position vector when no forces are applied (λa,k = 0 and λc,k =
0)

Without contacts and with actuation only, the position of the soft robot is defined
as:

xk+1 = K−1
k HT

a · λk + xfree
k (3.9)

When contacts are considered, the collision response is based on the Signorini’s
law [Sig33]. For every contact point, there is a complementarity relation between
the interpenetration gap δc,k and the contact force λc,k among the normal direction.
The complementarity relation can be written as [DAK04]:

0 ≤ δc,k ⊥ λc,k ≥ 0 (3.10)

where ⊥ is the complementarity operator. It states that each step k of the simulation
either the forces due to contacts (λc,k) are null or that no DOF is in contact with
obstacles (δc,k 6= 0). Using equations 3.8 and 3.10, the LCP could be written as:

Wcaλa + Wccλc + δfreec ≥ 0 (3.11)

λc ≥ 0 (3.12)
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λTc

(
Wcaλa + Wccλc + δfreec

)
= 0 (3.13)

3.3.2 Control design

In a constrained environment, [YC14] have highlighted two canonical problems for
the control design of continuum robots if contacts are not taken into account in the
closed loop design: artificial singularity and inverted mapping (see figure 3.13).
Without taking contacts into accounts, the control could lead to a positive-feedback
loop. Both the artificial singularity and the inverted mapping are generated by the
coupling between the insertion and bending. Therefore, to avoid the two canonical
problems, we propose a decoupled control strategy by decoupling the insertion and
the bending. Besides, it aims to increase the insertion safety because it enables
automatic bending control and manual insertion control.

Fig. 3.13: Two canonical cases described where the contacts highly influence the kinematics
of the catheter robot. Arrows are the motion directions of the tip for imposed
motion at the base: insertion, right cable movement, left cable movement. (a)
artificial singularity and (b) inverted mapping result in the deterioration and
even the positive-feedback loop.

The proposed closed-loop strategy (see figure 3.14) needs to combine both the
catheter robot and its FE model which is simulated in real-time. The FE model is
employed to compute the Jacobian matrix and to detect collisions between the robot
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and the environment. The same insertion input δin is sent to both the catheter robot
and its FE model.

Fig. 3.14: Framework of decoupled closed-loop bending control for catheter robot through
contacts. For the implementation, the FE model of catheter robot and its environ-
ment is simulated in real-time. The insertion and bending are decoupled by the
projection block which is introduced in Section IV.A. Two independent controllers
are employed for the control of catheter robot and its FE model respectively. δd

and δbe are respectively the desired position and the bending control inputs for
the catheter robot, while and δF EM are the corresponding variables for the FE
model. δin insertion input for both the catheter robot and the FE model.

Projection step

The projection component is used to decouple the insertion and the bending for the
catheter robot. The movement of catheter robot is modeled in 3D space defined by
the coordinate system OXY Z. To achieve the projection, the local coordinate system
Pxyz is computed at each step based on the 3D tip position and the predefined
trajectory so that it moves with the insertion of catheter robot. After the projection
process, the movement of catheter tip in 3D space is converted to the insertion along
the tangent axis x and the bending movement in 2D plane defined by the normal
axis z and the projection axis y.

FEM Controller design

The objective of the closed-loop controller for the FE model is that the effector
of the FE model (δe) converges towards the desired location (δd). We can define
an optimization problem where we want to find the forces λ that minimizes the
objective function Γ:
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Γ(λ) = 1
2

∥∥∥Weλ+ δfreee − δd
∥∥∥2

(3.14)

We can add some constraints on the forces that should be generated such as 0 ≤
λc ≤ λc,max to limit the magnitude of contact forces or λa,min ≤ λa ≤ λa,max to
take into account the physical limitations of actuators. This optimization problem
is rewritten as a QP-problem that can be solved using dedicated software packages.
The reader may refer to our journal paper [Zha+19b] for equations details. In this
end we obtain a standard QP-problem:

minλ 1
2λ

TQλ+ cTλ
s.t. 0 ≤ λ ≤ λmax

and Wcλ+ δfreec ≥ 0
(3.15)

where we make the assumption that the defined trajectory is always reachable. In
practice, with assumption of static environment, we plan it off-line and make sure
that it is always reachable by our robot.

Robot Controller design

Given equations formulated in subsection 3.3.1, we can express the position of the
effector given compliance matrices in:

δe,k+1 = δe,k + J (xk) ∆δa,k (3.16)

where J (xk) = Wea (xk) W−1
aa (xk) is the Jacobian matrix of the robot. Given this

Jacobian, the control vector Uk = J (xk) ∆δa,k allows to rewrite the kinematic model
as:

δe,k+1 = δe,k + Uk (3.17)

The tracking error is defined as ek = δe,k − δd,k. In the task space, the control vector
Uk can be designed as:

Uk = −KP ek −KD (ek − ek−1) (3.18)
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where KP and KD are constant parameters for the proportional gain and differential
gain respectively. Then, the Pseudo-inverse based control allocation is employed to
obtain a unique solution:

u = J+ (xk)Uk (3.19)

u = −J+ (xk) [KP ek +KD (ek − ek−1)] (3.20)

3.3.3 Experimental validation

In order to validate this approach, we use a commercial electromagnetic tracking
system (Aurora tracking from NDI company) with the sampling frequency 20Hz and
the sub-millimetric accuracy. A rigid tube (diameter 28mm) is fixed with respect
to the base of the catheter robot. Positions of seven feature points are captured by
the tracking system and are employed for the calibration between the coordinate
system of the sensor and that of the robot. The movement of catheter robot consists
of bending and insertion.

Fig. 3.15: Experimental setup for the motion control of a catheter robot through contacts.
(a) NDI electromagnetic tracking system: Aurora; (b) a rigid tube for the experi-
ment. The white points are the feature points which are used for the calibration;
(c) the cable-driven continuum catheter robot which has four step motors to
actuate the bending and one step motor to control the insertion.

The positioning results are shown in figure 3.16 which includes two cases with
different catheter length (60 mm and 166 mm). The tracking error converges
faster when the length of catheter is shorter. For both cases, the positioning errors
converge to a small bound (around 0.2mm). Usually a longer length of catheter
robot generates a larger convergence bound if there is no interaction with the
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environment. However, in our experiments, the contacts limit the deflection and
therefore reduce the convergence bound.

Fig. 3.16: Experimental setup for the motion control of a catheter robot through contacts.
(a) NDI electromagnetic tracking system: Aurora; (b) a rigid tube for the experi-
ment. The white points are the feature points which are used for the calibration;
(c) the cable-driven continuum catheter robot which has four step motors to
actuate the bending and one step motor to control the insertion.

Additional experiments were conducted using only simulation in order to focus on
the control algorithms themselves and can get rid of the sensor noise, imprecise
modeling of robot and contacts. As shown in figure 3.17, the catheter robot can
be controlled from the initial configuration (a) to the finial configuration (b) with
the decoupled control strategy. If the insertion and bending are coupled between
each other, the Jacobian matrix is inverted during the movement. However, the
decoupled control strategy can successfully avoid the problem of the Jacobian matrix
rotation when the robot interacts with the contacts.

The trajectory tracking can also be achieved when the catheter robot interacts with
soft contacts. The decoupled control strategy is employed and validated using
simulation which is shown in figure 3.18. To estimate the Jacobian matrix and
contact forces, both catheter robot and soft tube are modeled using FE method and
are simulated in real-time.

3.4 Perspectives

The three different applications presented in this chapter illustrate how the founda-
tional works presented in the manuscript could open up for new high-value applica-
tions in different fields. The combination of interactive (or at least fast) simulation of
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Fig. 3.17: Experimental setup for the motion control of a catheter robot through contacts.
(a) NDI electromagnetic tracking system: Aurora; (b) a rigid tube for the experi-
ment. The white points are the feature points which are used for the calibration;
(c) the cable-driven continuum catheter robot which has four step motors to
actuate the bending and one step motor to control the insertion.

Fig. 3.18: Experimental setup for the motion control of a catheter robot through contacts.
(a) NDI electromagnetic tracking system: Aurora; (b) a rigid tube for the experi-
ment. The white points are the feature points which are used for the calibration;
(c) the cable-driven continuum catheter robot which has four step motors to
actuate the bending and one step motor to control the insertion.

deformable objects with computer vision and automatic control could provide many
beneficial outcomes in surgery, interventional radiology or robotics. We also want to
emphasize on the fact that these applications require real multi-disciplinary approach
to be really efficient: some components are developed throughout the manuscript
but some technical others like software programming, algorithm optimization and
modular software platform are mandatory to achieve these applications. A stan-
dard unified platform that includes all these aspects would help the simulation and
robotics community but the standard is still to emerge. SOFA1 is an attempt to
answer these technical deadlocks and all the applications or simulations presented
in this manuscript were built using SOFA.

1www.sofa-framework.org
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Conclusion

„I didn’t think; I experimented.

— Anthony Burgess

This manuscript presented several research works conducted these past year. Fo-
cusing on interactive simulations for deformable objects, we have proposed some
contributions to the modeling of deformable solids, to the optimization of simulation
and some training applications that can be derived from these works. We also shown
that these simulations need to rely on accurate data to be really useful. Since medical
images are used extensively in clinical routine, we have proposed some methods
to build simulation-compatible data from images and we have also illustrate how
the data, if acquired in run-time, could be used to guide or increase the prediction
capabilities of simulation. The combination of interactive simulations and computer
vision algorithm have led to several applications whose outcomes are more than
training tools... and we have illustrate some examples such as a planning tool for
radiotherapy or an augmented reality tool that enables interactive per-operative
guidance for surgeons. These successful combination is not limited to augmented
reality / virtual reality applications for medicine but can also be employed in robotics.
The algorithmic principles can be derived and using automatic control methods we
have developed some applications for automatic controls of soft robots.

Several perspectives for my research works can be issued from this summary and
the state-of-the-art. A lot of attention has been directed to artificial intelligence /
supervised (deep) learning and these past few years have seen numerous papers
using model-free methods based on AI to solve simulations or automatic controls
issues... this has led to an opposition between model-free researchers and model-
base researchers. While the benefits of supervised learning are indisputable, the
main limitation is the huge volume of data to train the neural networks used for the
learning. Some application contexts can provide relatively easy all the data needed
but our experience in medical applications shows that large and most important
relevant data are really complex to acquire: medical images are abundantly avail-
able but they should pass through several filters some social (ethical committees,
anonymization. . . ) some technical (segmentation, reconstruction. . . ) and there are
still some limitations such as the acquisition speed in case of dynamic images or the
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fact that these images contain mostly geometric data. . . which are not sufficient for
mechanical simulation. Our vision for the next few years to combine the prediction
capabilities of AI with the scenario generation of simulations: simulation can create
a virtual testbed that can produce / reproduce many clinical procedures, pathologies,
complications. . . that can be recorded to be used to train the supervised learning
algorithms. For that context, interactive applications is not necessarily a requirement
but the faster the simulations the faster it can produce the amount of data needed.
Thus all the deadlocks related to simulation speed or simulation optimizations that
we have mentioned in chapter Interactive Physics-based Simulation are still relevant
and worthy to investigate. We had a collaboration with a company (Robocath) about
the automatic navigation of catheter in cardiac interventional radiology that uses
the combination of approaches and the results are promising. Some of these results
have been published in [Sch+22] and [Zha+22] and we plan to extend them in the
future.

A second perspective is mostly related to the previous one, as (dynamic) 2D / 3D
imaging techniques are available through medical imaging devices, 3D scanners or
cameras. . . the amount of geometric data generated is huge. These data, while di-
rectly usable for visualization or rendering, are not suited for mechanical simulation:
topologies may exhibit some unexpected artifacts like unwanted holes, very low
mesh quality (lots of degenerated triangles). . . As a consequence, a time-consuming
and tedious post-processing step is mandatory and most of the times this is done
with the expertise of someone that possess simulation and geometric modeling skills.
Moreover since modeling softwares uses triangular mesh representation for virtual
objects, they lack the ability to define volumetric properties that are required by 3D
mechanical simulation and they are the best representation for 3D objects. In the
chapter Geometric Modeling for Interactive Simulation, we have made an attempt
to use implicit surfaces as object representation because of its intrinsic properties
(geometric continuity, smoothness) and because it speeds-up drastically the compu-
tation time of the collision detection step in the simulation. With the rise of new
graphics cards that include hardware ray casting (which can be used for collision
detection as well as rendering) like in the RDNA Architecture from AMD, we could
expect significant speed-ups in the simulation by using these features with implicit
surfaces. The major scientific deadlock remains how to build implicit surfaces with
an arbitrary geometry (be it a triangular mesh or a point cloud). What we have
proposed in the second chapter is relevant for tubular structures but it cannot be
derived for arbitrary shapes. Therefore we want to investigate this field with having
always interactive simulation as a target (thus aiming for a compact representation
of surfaces).
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A third perspective is related to the difficulties encountered for the experimental
validation of our approaches. We lack ground truth data in the medical simulation
community or in the soft robotics community. Since we aim at providing methods
that can be derived into medical applications used in clinical routine or robotics
applications used in industry or surgery, special care should be taken to validate
experimentally in scenario that are close to in-vivo situations. A gradual approach
ranging from computer validations to in-vivo validations stepping by in-silico and
ex-silico validations appears to be relevant, it cannot be done in every context.
Silicone phantoms that we have used numerous time in the chapter Medical and
Robotic Applications enables to provide a reproducible and assessable testbed for
validations. They, however, lack dynamic features (motion and deformation) that
can mimic anatomical soft structures. Our proposal for the next years is to build
controllable and instrumented soft robots that reproduce anatomical soft bodies.
This research direction combines simulation, automatic control and soft robots
design in order to produce a validated testbed where motion can be controlled
(to mimic cardiac cycle for cycle), elastic deformations are known or measurable,
forces are measured. . . over time. We think this step is mandatory to fasten the
time needed to go from the research paper to the pre-industrial prototype. In order
to accelerate on this perspective, I submitted a proposal for an european call that
includes researchers from university of Copenhagen, Universidad Rey Juan Carlos
(Madrid) and Vrije Universiteit Brussel to build soft robotized twins of organs and
anatomical structures.

These three research directions are not only extensions of the three chapters pre-
sented in this manuscript. From the capitalization of our research experience these
past 10 years and the integration of recent works and recent collaborations, we
have identified these three topics were we can have an impact and provide original
contributions. The first two can be investigated in parallel while the third one is
more transverse and multi-disciplinary and will require a network of collaborations
to fill the different expertise we need.
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