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Générateur de Machine Virtuelle Basé sur une 
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Abstract
Virtual Machines (VMs) are modern programming language implementations. Test-
ing and debugging a VM is a laborious task without the proper tooling. This is par-
ticularly true for VMs implementing garbage collection, Just in Time (JIT) compi-
lation and interpreter optimisations. This situation is worsen when the VM builds
and runs on multiple target processor architectures.

To ease the development of VMs, simulation-based VM generator frameworks
were studied. Such frameworks allow developers to work on the VM in a simula-
tion environment, and to generate the VM once it’s ready. Developers leverage the
simulation environment to ease not only the development process but also tooling
and debugging the VM. However, it creates abstraction gaps between the simulated
and generated VM. Therefore the execution of the simulated and the generated VM
are not functionally equivalent.

In this thesis, we investigate how to test VMs developed in simulation-based
VM generator framework. First, we investigate a methodology based on using
multiple kinds of VM execution mode: Unit Testing, full-system simulation and
real hardware execution. The methodology leverages the best properties of each
execution mode. We leverage unit testing for its feedback-cycle speed and real
hardware execution for its precision. Second, we propose Test Transmutation to
extend simulation-based VM generator frameworks to co-generate the test cases
with the VM. Co-generating the test cases with the VM allows developers to reuse
the simulation test cases to apply unit testing on the generated VM. Results of the
generated test cases are compared against the simulation test case results using dif-
ferential testing to validate them. Finally, test cases are automatically mutated with
non-semantic-preserving mutations. The mutated test case results should be equiv-
alent. If they are not, a bug has been found. This allows us to automatically create
more test cases to stress the test case generator. This improves our confidence in
the test case generator as well as exploring the different paths of execution in the
VM.

Our evaluation shows that we detect bugs that are representative of typical VM
modifications. We demonstrate its effectiveness by applying it to a set of real test
cases of the Pharo VM. It allowed us to find several issues that were unknown
to the VM development team. Our approach shows promising results to test VM
developed in simulation-based VM generator frameworks.

Keywords: Virtual Machine, Testing, Simulation-Based Testing, Code Muta-
tions
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Résumé

Les Machines Virtuelles (MV) sont les implémentations des langages de program-
mation modernes. Tester et débugger une MV est une tâche laborieuse sans les
outils appropriés. C’est particulièrement le cas pour des MV qui implémentent un
ramasse miettes (Garbage collector) une compilation JIT (Just in Time compiler)
et des optimisations de l’interpréteur. Cette situation empire lorsque la MV est
compilée et exécutée sur plusieurs architectures de processeurs.

Pour faciliter le développement de MVs, les générateurs de MV basés sur une
simulation ont été étudiés. Ce genre de frameworks permet aux développeurs de
développer une MV dans un environnement de simulation et de générée la MV
quand elle est prête. Les développeurs exploitent l’environnement de simulation
pour faciliter non seulement le développement, mais aussi l’outillage et le débug.
En revanche, cela créé des fossés d’abstraction entre la MV simulée et la MV
générée. Par conséquent, l’exécution de MV simulée et de la MV générée ne sont
pas fonctionnellement équivalents.

Dans cette thèse, nous étudions comment tester des MVs développées dans des
générateurs de MV basés sur une simulation. Premièrement, nous étudions une
méthodologie basées sur l’utilisation de multiple modes d’exécution de la MV:
les tests unitaires,la simulation complète du système et l’exécution sur le matériel.
Cette méthodologie exploite les meilleures propriétés de chaque mode d’exécution.
Par exemple, nous exploitons les tests unitaires pour la vitesse du cycle de feedback
et l’exécution sur le matériel pour sa précision d’exécution. Deuxièmement, nous
proposons Test Transmutation pour étendre les générateurs de MV basés sur une
simulation pour co-générer les tests unitaires avec la MV. Co-génerer les tests uni-
taires avec la MV permet aux développeurs de réutiliser les tests unitaires de la
simulation pour tester la MV générée. Les résultats des tests unitaires sur la MV
générée sont comparés avec les résultats de leurs exécutions sur la MV simulée
en utilisant le différentiel de résultats pour les valider. Enfin, les tests unitaires
sont automatiquement mutés avec des mutations ne préservant pas la sémantique
initiale. Les résultats des tests unitaires mutés doivent être équivalents. Si ils ne
le sont pas, un bug a été trouvé. Ceci permet de créer plus de tests unitaires pour
stresser le générateur des tests unitaires. Cela permet aussi de gagner en confiance
dans le générateur des tests unitaires et d’explorer différente route d’exécution du
code de la MV.

Notre évaluation montre que nous détectons des bugs qui sont représentatifs
des modifications typiques des développeurs sur la MV. Nous montrons l’efficacité
de notre méthode en l’appliquant sur les tests unitaires de la MV Pharo. Ceci nous
as permis de trouver de multiples problèmes qui n’étaient pas connus de l’équipe
de développement la MV Pharo. Notre approche montre des résultats prometteurs
pour tester des MV développées dans des générateurs de MV basés sur une simu-
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1.1 Virtual Machines

Surprisingly unknown to their users, virtual machines are everywhere: from phones
to web browsers or even servers. Everyone uses at least several virtual machines
every day without realizing it. We describe in this section what is a virtual machine.

1.1.1 What is a Virtual Machine ?

A program is ultimately executed on a computer. A program is either executed
directly by the computer’s hardware or it is executed by some other program. A
popular kind of program executing programs is a Language Virtual Machine.

Virtual machines provide an abstraction layer over hardware to execute code.
It enables several features, we describe here a few of them.
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Portability. Whenever a new processor architecture comes out, programs must
be compiled to this new processor architecture. Writing processor-independent
code is hard because there are so many small things that are processor dependent,
particularly on low-level code. In the case of programming languages executed on
a VM, only the VM needs to be compiled to the new processor architecture. Pro-
grams working on this VM however are ready to use whenever the compiled VM is
available for the new architecture. When distributing a software, only one version
of the program has to be provided rather than one for each processor architecture
and operating system. The phrase "Compile once, run everywhere" is often used to
describe this feature.

Managed Memory. Manual memory management is commonly considered a
difficult and error-prone developer task. Many if not most language VMs imple-
ment a memory manager removing the developer from that responsibility. The
memory that is detected to not be used anymore is reclaimed by the memory man-
ager and reused for further memory allocations.

Dynamic Recompilation. Most of the compilation steps are done statically. There-
fore it is done before the execution of the program. However, a lot of information
is unknown at static time, and many optimizations are not applicable. Just in Time
(JIT) compiler is another kind of compiler that re-compiles parts of a program dur-
ing its execution to optimize it. It leverages dynamically obtained information to
guide the dynamic compilation to optimize the code further.

Different Primitives. Some methods that require direct access to VM internals
are typically so-called primitives. These methods either do not fit into the processor
features or support a specific language. They are routines provided as part of the
runtime, implemented in the implementation language of the VM. They are gen-
erally faster and are sometimes implemented as extensions of a VM to speed up
some operations [Behnel 2011].

1.1.2 Main VM Components

Most VMs are made of multiple components. We give a short overview of the
main components and their responsibilities. The VM not only executes code with
the interpreter but does other operations such as memory garbage collection and
JIT compilation.

Interpreter. The interpreter is the execution engine of the VM. It defines the
semantics of the language. It takes some code as input and executes it. In some



1.1. Virtual Machines 3

VMs, there is no interpreter at all. The code is directly compiled to binary rather
than being interpreted.

The Object Representation. In memory, there are only bytes. The VM manages
those bytes. It writes and reads them. Therefore the VM also defines how to
interpret those bytes to be able to work with them. For example, many object-
oriented VMs describe every object with a header. A header contains multiple
pieces of information that allow the VM to deal with this object correctly. A header
may contain the size of the object, if the object is immutable or if it can be moved
safely in another part of the memory.

Memory Manager. Manual memory management is considered to be a difficult
and error-prone task for developers. VMs most often relieve developers of the re-
sponsibility of managing their memory by implementing a memory manager. The
memory manager is a component that manages the memory. Particularly it imple-
ments how the objects are allocated in memory and how memory is reclaimed.

Garbage Collection. The idea of a Garbage collector is to reclaim memory that
is not used by the application executed on the VM. This is achieved by defining at
the VM level from where an object is accessible. For example, objects that are on
the execution stack are accessible to the user, and therefore cannot be reclaimed.

A VM executing a program does not only execute the program. Garbage col-
lection is an operation that may stop the execution of the program to collect un-
reachable objects. There exist multiple garbage collection algorithms. Some stop
the execution of the program such as Copy garbage collection. Other such as Ref-
erence Counting garbage collection execute at the same time as the program.

Allocation Scheme. The Allocation Scheme defines where new objects are
allocated in memory. It is heavily influenced by the garbage collector algorithm
that is used. Particularly, in the case of a copy garbage collector, the next object
is allocated at the end of the heap. This is because this kind of garbage collector
compacts the memory every time it is triggered.

JIT Compiler. The JIT compiler is a compiler that is embedded in the VM and
compiles code while executing a program. It is another component that may stop
the execution of the program to execute like garbage collection. There are multiple
levels of optimization for JITs. As in any compiler, a JIT is able to have mul-
tiple levels of optimization. For example, baseline JITs are the first level of JIT
optimization, which compiles some code quickly and with little optimization. By
keeping statistics on the executed code, it can be optimized further. This is usually
applied to the code that is the most used, called Hot code. For example, given
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some properties, speculative inliner [Béra 2016] are able to replace a message sent
by the body of the method inside the sender to optimize a method further.

1.2 Virtual Machine Development

VMs are complex software. As they often require to do unsafe operations, they
are developed in unsafe language [Blackburn 2004]. Therefore many industrial
VM providers choose to develop in low-level languages such as C. The research
community has investigated multiple approaches to ease VM development as we
present below.

1.2.1 Challenges of Low-Level Development VMs

Ungar et al. [Ungar 2005] identify challenges of developing a VM in a low-level
language by looking at a Self VM.

Behavior duplication. Some behavior is duplicated in multiple components: the
runtime, the interpreter, and the JIT compiler [Holzle 1994]. They should all be
semantically equivalent. Particularly, some works have focused on generating the
JIT from an interpreter [Wimmer 2013, Bolz 2015] to reduce the multiplication of
different implementations of the same behavior in VMs.

Debugging difficulties. When executing the VM in a low-level debugger such
as GDB, developers rely on what is available, which is not much. Moreover, the
representation of an object at the user level is usually easier to read than at the
VM level. Works such as Maxine and Pharo [Kotselidis 2017, Polito 2021] have
presented tools they used to ease debugging of their respective VMs. The Klein
VM [Ungar 2005] uses its advanced reflective system to ease debugging.

Slow turnaround time. Ungar et al. [Ungar 2005] give the example that chang-
ing a single header results in at least 5 minutes for recompilation which is fairly
similar to our experimental context. Simulation-based VM generator frameworks
have a very quick turnaround time by developing the VM in a simulation and only
recompiling after the main part of the development is achieved [Rigo 2006, Mi-
randa 2018, Polito 2021]. The compilation cost is therefore significantly smaller
overall.
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1.2.2 How to Ease VM Development

Multiple approaches have attempted to ease the development cost. The three main
approaches are:

• VM generation frameworks [Ingalls 1997, Miranda 2018, Ertl 2003b, Wha-
ley 2005, Gregg 2004, Casey 2005, Rigo 2006, Würthinger 2013];

• Meta-Circular VMs [Alpern 2000,Wimmer 2012,Ungar 2005,Simon 2006];

• Simulation-based VM generator frameworks [Ingalls 1997, Miranda 2018,
Rigo 2006].

Virtual Machine Generation Frameworks. To lower the cost of creating a VM,
several works have focused on generating VMs components. Graal VM takes as
input an AST interpreter and generates an environment suitable to run a hosted lan-
guage. This allows for many languages to have an aggressive JIT at a significantly
more reasonable cost. Similarly, RPython generates a JIT and garbage collector.
The cost of implementing a new language is therefore only what RPython needs
for that: an interpreter.

Meta-circular VMs. Meta-circular VMs are VMs that are able to interpret them-
selves. This implies that they are written in the same language they are executing,
Such VMs allow developers to use a higher level of abstraction to develop the VM,
as well as allow them to stay in the same environment. Such VMs exists for the
Java language [Alpern 2000, Wimmer 2012, Simon 2006, Whaley 2005] and the
Self language [Ungar 2005].

Simulation-based VM generator Frameworks. Similarly to Meta-Circular VMs,
simulation-based VM generator frameworks allow developers to write VMs in a
high-level language. Unlike Meta-Circular VMs the input language is restricted to
allow for the generation of a VM code toward a lower level. The VM is executable
in what is called a simulation environment. Once ready, the VM is generated and
compiled to binary for efficient production execution.

The two main representatives of this approach in VM development are the
OpenSmalltalk-VM [Ingalls 1997] and PyPy VM [Rigo 2006]. The OpenSmalltalk-
VM is written in a sub-Smalltalk language called Slang, and the PyPy VM is writ-
ten in a sub-Python language called Restricted Python (RPython). Both compile
their input languages to C code and use the C compiler to produce the final VM
binary.

Developing VMs in simulation-based VM generator frameworks has many ad-
vantages:
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1. Execution in the simulation;

2. Abstraction over hardware;

3. Fast feedback;

4. Custom tooling;

5. Generation-specific optimization;

6. One code base defines multiple VM versions.

1.3 Problem Statements and Research Questions

Implementing an efficient execution engine for a new language is expensive. It
requires consequent knowledge of low-level code and hardware. This thesis looks
at the validation of VMs written in a simulation-based VM generator framework.
simulation-based VM generator frameworks reduce the knowledge gap required to
implement a new efficient execution engine.

Although simulation-based VM generator frameworks have many advantages,
they also come with a few limitations. As with any kind of software, validation that
this software is working is important. It is even more important given that VMs are
the execution engine that executes many programs. In the case of simulation-based
VM generator frameworks, a VM has multiple executable forms which should all
work similarly. Developers work in the simulation environment and should be
able to reliably count on the generator to generate code semantically equivalent
to the one she wrote. State of the art testing for VM developed in simulation-
based VM generator frameworks is to test the simulated VM [Béra 2016, Bolz-
Tereick 2022, Polito 2021]. The generated artifact does not undergo unit testing
but rather executes programs as a validation. However, as we show in this thesis,
the generated VM sometimes does not have the same semantics as the simulated
one. Divergences in the semantics of the VMs are called semantic gaps [Hein 2010,
Besnard 2017].

Problem: Semantic Gaps. Most of the VM testing is done in the simulation.
However multiple semantics gaps exist between the simulated and generated VMs,
which may introduce bugs in the generated VM that are undetectable in the simu-
lated VM.
We formulate the following research question.

RQ1 How can we leverage the simulation environment to test the VM?
RQ2 Can we reuse part of the simulation environment testing to test the gener-

ated VM?



1.4. Contributions 7

1.4 Contributions
The main contribution of this thesis is an approach to test VMs developed in
simulation-based VM generator frameworks. It includes:

1. A simulation-based testing methodology to test a VM developed in a simulation-
based VM generator framework (Chapter 4).

2. Test Transmutation, an approach extending the simulation-based test method-
ology to apply unit testing on the generated VM based on test co-generated
with the VM test case mutation (Chapters 5 and 6).

1.5 Publications
The list of papers published in the context of the thesis is listed below in chrono-
logical order:

1. Parts of this paper [Misse-Chanabier 2019] were used in this thesis.
Pierre Misse-Chanabier, Vincent Aranega, Guillermo Polito and Stéphane
Ducasse. Illicium A modular transpilation toolchain from Pharo to C. In In-
ternational workshop of Smalltalk Technologies (IWST’19), Köln, Germany,
August 2019.

2. Parts of this paper [Polito 2021] were used in this thesis.
Guillermo Polito, Pablo Tesone, Stéphane Ducasse, Luc Fabresse, Théo Rogliano,
Pierre Misse-Chanabier and Carolina Hernandez Phillips. Cross-ISA Testing
of the Pharo VM: Lessons Learned While Porting to ARMv8. In Proceedings
of the 18th international conference on Managed Programming Languages
and Runtimes (MPLR ’21), Münster, Germany, September 2021.

3. Parts of this paper [Misse-Chanabier 2022b] were used in this thesis.
Pierre Misse-Chanabier, Guillermo Polito, Stéphane Ducasse, Noury Bouraqadi,
Luc Fabresse and Pablo Tesone. Differential testing of simulation-based
VM generators: automatic detection of VM generator semantic gaps between
simulation and generated VMs. In Proceedings of the 37th ACM/SIGAPP
Symposium on Applied Computing (SAC’22), pages 1280–1283, 2022.

4. Parts of this paper [Misse-Chanabier 2022a] were used in this thesis.
Pierre Misse-Chanabier, Guillermo Polito, Noury Bouraqadi, Stéphane Ducasse,
Luc Fabresse and Pablo Tesone. Differential Testing of Simulation-Based
Virtual Machine Generators. In International Conference on Software and
Software Reuse (ICSR’22), pages 103–119. Springer, 2022.

http://dx.doi.org/10.1145/3475738.3480715
http://dx.doi.org/10.1145/3475738.3480715
http://dx.doi.org/10.1145/3475738.3480715
http://dx.doi.org/10.1145/3475738.3480715
http://dx.doi.org/10.1145/3475738.3480715
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5. This paper [Misse-Chanabier 2022c] was not used in this thesis. Pierre
Misse-Chanabier and Théo Rogliano. Ease Virtual Machine Level Tooling
with Language Level Ordinary Object Pointers. In Proceedings of the 14th
ACM SIGPLAN International Workshop on Virtual Machines and Interme-
diate Languages (VMIL’22), 2022.

1.6 Dissertation Outline
The thesis is organized as follows:

Chapter 2: Testing Language Implementation in the Literature describes the state
of the art related to this thesis and how it helped us devise our solution.

Chapter 3: Experimental Context: The Pharo VM present the Pharo language
and its VM.

Chapter 4: Simulation-Based VM Testing presents a methodology we devised
to test VM developed in simulation-based VM generator frameworks.

Chapter 5: Test Transmutation presents an approach to test the generated VM
for VM developed in simulation-based VM generator frameworks.

Chapter 6: Test Transmutation Validation presents the validation of Test Trans-
mutation.

Chapter 7: Conclusion and Future Works summarize each chapter of this the-
sis before concluding and presenting future works.
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Testing Language Implementations
in the Literature
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This chapter describes the problems and their solutions in the current state of
the art. We highlight two well-known problems: the oracle problem and the test
input problem. (1) The oracle problem, or how to automatically determine whether
a given input matches the expected semantics, is solved with two main approaches:
differential or metamorphic testing. (2) The test input problem, or how to auto-
matically generate relevant test inputs, is solved with three main approaches: hand-
written programs, test program generation, and test program mutations. (3)
Moreover, we also investigate simulation-based testing in other domains.
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We conclude from other simulation-based approaches that testing only the sim-
ulation is not enough. We started by writing handwritten test cases on the simu-
lated VM. We have decided that the best approach for our research was differential
testing with a cross-environment strategy and reusing handwritten test inputs and
generating them to C. Moreover, the handwritten test inputs are also mutated to test
the test case generator.

2.1 Introduction

The holy grail of the validation field is to use mathematical proofs that the program
matches its specification. This was achieved for the C– language, a sub-set of the
C language [Leroy 2006]. However, this requires a significant investment which
most language implementations cannot provide. This is worsened by the constant
evolution of programming languages.

Testing VMs is an active research topic [Béra 2016, Polito 2022a]. In this dis-
sertation, we focus on the testing of VM developed in simulation-based VM gen-
erator [Rigo 2006, Miranda 2018, Polito 2021, Simon 2006]. Testing language im-
plementations have several challenges [Chen 2020]. We present the two that are
relevant to this state of the art: the oracle problem (Section 2.2.1) and the test
input problem (Section 2.2.2).

VM testing research [Béra 2016,Polito 2022a,Chen 2016,Chen 2019a,Lima 2020,
Ye 2021] uses differential testing. Differential testing was initially devised to
solve the oracle problem for compilers [McKeeman 1998] (Section 2.3.1). Another
technique used to test compilers is called metamorphic testing [Chen 1998](Sec-
tion 2.3.2). Moreover, simulation-based VM generator frameworks leverage sim-
ulation environment to develop VMs. Therefore we also investigate and present
research works that leverage simulation environments for development purposes
outside of VM development (Section 2.6).

The main takeaways are:

• VM testing research has mostly focused on the test input generation prob-
lems which require an oracle. However, not every language has multiple
implementations available to create an oracle;

• VM testing mostly uses black box approaches and test programs as test in-
puts;

• Simulation-based testing approaches use native execution when possible.
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2.2 Challenges of Testing Language Implementations
Testing programming language implementations is an active research topic. It has
multiple important research focuses [Chen 2020]. We present in the following the
two challenges that are relevant to this state of the art: the oracle problem and the
test input problem.

2.2.1 The Oracle Problem
Let’s take an example to drive this explanation.

1 + 1 ∗ 2

A language may define the semantics of this mathematical expression in different
ways.

For example, evaluating this expression in Python should evaluate 1 + (1 ∗ 2)
and return 3. Python chooses to implement the mathematical priority of operators.
However, evaluating this expression in Pharo should evaluate (1+1) ∗ 2 and return
4. Pharo uses message-sending to perform mathematical operations. It, therefore,
uses message-sending priorities instead of implementing a particular rule for math-
ematical operations.

Language developers have to define the language semantics e.g. how the lan-
guage behaves for a given input. Then they have to match these semantics in their
implementation so their users know how to write code and have the expected be-
havior.

The oracle problem is the problem of automatically determining whether a
given input matches the expected semantics. The two main solutions to the oracle
problem are differential testing (Section 2.3.1) and metamorphic testing (Sec-
tion 2.3.2)

2.2.2 The Test Input Problem
Multiple academic works have been able to find bugs in compilers that have been
used in production for decades. This is due to the enormous space of possible inputs
for a programming language implementation. Therefore many researchers have
investigated how to generate millions of test inputs to check whether a language
implementation behaves as expected. A test input is simply some code that is fed
to the language implementation. However, it requires an oracle, a way to know if
a given code has the expected behavior.

Chen et al. [Chen 2020] identifies three challenges for test input creation:

Validity of test programs. Language implementations go through several layers
to execute a program (parsing, compilation, execution). Invalid programs
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are often discarded in the early layers. Their usage therefore fairly limited.
Creating a valid program that exercises multiple layers of the compiler is
difficult.

Diversity of inputs. Creating test programs aims at exercising different parts of
the language implementation. Two test programs exercising the same part
of the language implementation do not give more pieces of information on
whether the compiler behaves properly.

Specificity requirements. The requirements of the test input depend on which
part of the language implementation is tested. Particularly, when testing
whether a language implementation rejects invalid syntactic inputs, the pro-
gram is not required to be valid. Therefore the requirements for test input are
lower.

The main approaches in the literature are of three kinds:

• Handwriting test programs (Section 2.4.1);

• Test program generation (Section 2.4.2);

• Test program mutation (Section 2.4.3).

Now that we have seen the two challenges, we present the current solutions.

2.3 Solutions to the Oracle Problem

The oracle problem is the problem of automatically determining whether a given
input matches the expected semantics according to the language developer.

The two main approaches solving the oracle challenge for language implemen-
tation are:

Differential testing (Section 2.3.1) The key insight of differential testing is to
feed two or more language implementations an input and compare the results.

Metamorphic testing (Section 2.3.2) The key insight of metamorphic testing is
to feed one language implementation two semantically equivalent test inputs
and compare the results.
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2.3.1 Differential Testing

Differential testing is a software testing technique introduced by McKeeman [Mc-
Keeman 1998] that is widely used to test VMs and compilers. The key insight of
differential testing is that two implementations of the same specification should be
observably functionally equivalent (Figure 2.1). Basically, it is comparing multiple
implementations of a program. It feeds the same input to each implementation and
then compares the results. If there is a reference implementation that is considered
to be always right, any implementation that disagrees with the reference implemen-
tation contains a bug. If no reference implementation is available, the bug may be
in any of the implementations.

Since its initial description, multiple strategies have been applied. We de-
scribe the main strategies that have been applied: Cross-Compiler strategy, Cross-
Optimization strategy, and Cross-Version strategy.

Cross-Implementation Strategy. Cross-implementation strategy is also called
Cross-compiler strategy in Compiler literature [Chen 2020]. The cross-implementation
strategy leverages multiple implementations of the same specification. It consists
in feeding multiple language implementations with the same input and comparing
their results (Figure 2.1).

Figure 2.1: Differential Testing
The key insight is that the same test input is fed to two different language imple-
mentations. The results of the compilation or the results of the execution of the
compiled test input are then compared.

This strategy is the one initially described by McKeeman [McKeeman 1998]
and has been many times since [Yang 2011, Sheridan 2007, Ofenbeck 2016]. That
is also primarily the strategy that is used by the VM testing research. Differential
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testing has been applied to validate Java VMs [Sirer 1999,Chen 2016,Chen 2019a],
Javascript VMs [Ye 2021, Lima 2020] and a Python VM [Bolz-Tereick 2022].

Cross-Optimization Strategy. Cross-Optimization Strategy (Figure 2.2) uses the
hypothesis that one compiler compiling a given program with different optimiza-
tion should output functionally equivalent code.

Figure 2.2: Cross-Optimization Strategy
Cross-Optimization Strategy uses the hypothesis that one compiler compiling a
given program with different levels of optimization should output functionally
equivalent code.

An approach to validate the deoptimizer of an optimizing JIT compiler was
proposed by Bera et al [Béra 2016]. Rather than comparing different implementa-
tions of the full execution engine, they compare the code generated at two levels of
optimizations of a single JIT compiler. They use an abstract interpretation of both
the optimized and deoptimized code. They then compare the stacks of execution
from the abstract interpretation. This allows them to turn any executable method
into a test case.

Polito et al. propose a concolic approach to test the Pharo VM primitive func-
tions [Polito 2022a]. Primitive functions are interpreter-level functions that are
available to the code that is executed on the VM. Because of how the execution
engine works, each primitive has two versions. One for the interpreter and another
one for the JIT compiler. By leveraging these different implementations of the
primitives, they are able to use differential testing between the interpreter and JIT
versions of the primitive.

Cross-Version Strategy. Cross-Version Strategy (Figure 2.3) compares the com-
pilation results across multiple versions of the same compiler [Sun 2016a].
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Figure 2.3: Cross-Version Strategy
Cross-version strategy compares the result of the compilation by two versions of a
given compiler.

2.3.2 Metamorphic Testing

Metamorphic testing is the other popular basis to solve the oracle problem [Chen 1998].
The key insight of metamorphic testing relies on constructing a metamorphic rela-
tion. A metamorphic relation specifies how a particular change affects the out-
put (Figure 2.4). A common example of a metamorphic relation is sin(x) =

sin(π − x). By definition, evaluating sin(x) and sin(π − x) should yield the
same result. In execution engine testing, metamorphic relations are either char-
acterized as equivalent relations or equivalent modulo input relations (EMI)
(Section 2.4.3). Compiling both the initial and mutated test input should yield sim-
ilar results. If the output of the compiler provides different results, a bug has been
uncovered.

1 void initialOrionFunction(){
2 if ( false ) { return 1 + 1; }
3 return 2 + 1;
4 }
5

6 void mutatedOrionFunction(){
7 /* Orion removed dead code here */
8 return 2 + 1;
9 }

Listing 2.1: Example of a mutated code using Orion. It removes dead code parts
from the test input.

Particularly, the most important work on metamorphic testing in compiler test-
ing is called Equivalence Modulo Input (EMI) [Le 2014]. The first instance of
EMI, named Orion, creates test inputs by removing dead code, portions of code
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Figure 2.4: Metamorphic Testing.
An example of metamorphic relation is to apply a semantics-preserving mutation
on the test input.t It feeds two semantically equivalent test inputs to one compiler.
Both the initial and semantically equivalent results should be functionally equiva-
lent. If the output of the compiler provides different results, a bug has been uncov-
ered.

that are not executed (Listing 2.1).

2.4 Solutions to the Test Input Problem

The test input problem is how to construct a test program to exercise the language
implementation features.

The main approaches in the literature are of three kinds:

• Handwriting test programs (Section 2.4.1);

• Test program generation (Section 2.4.2);

• Test program mutation (Section 2.4.3).

2.4.1 Hand Writing test programs

Handwriting test program has been around since there has been language imple-
mentation to test. Multiple language implementations have public test suites avail-
able. For example, this is the case of the LLVM [LLVM ] and GCC [GCC ] com-
pilers with the infamous torture tests. In VMs, the OpenJDK provides a test suite
as well [OpenJDK ]. There are also external conformance test suites that have been
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developed independently to a language implementation such as The Plum Hall Val-
idation Suite [PlumHall ] for C and Test262 [ECMAScript ] for Javascript.

Particularly, PyPy describes how they test their VM written in a simulation-
based VM generator [Rigo 2006]. PyPy (Python in Python) is a Python VM written
in Restricted Python (RPython). RPython is both the name of the simulation-based
VM generator framework and the name of the language that it uses. RPython is a
subset of the Python language. It is also valid Python code that is executable by a
Python VM.

PyPy describes two kinds of VM testing: interpreter level test cases and ap-
plication level test cases [Bolz-Tereick 2022].

Interpreter level test cases are unit test cases written in Python and exe-
cuted on the simulated VM. The simulated VM is executed by a Python VM.
These unit test cases call methods of the simulated VM written in RPython (List-
ing 2.2). This allows developers to test the simulated VM before the generation
step. This is particularly important because the generation step in RPython is time-
consuming [Rigo 2006].

1 def testIntValue(vm):
2 integerObject = vm.IntObjectOf(42)
3 integerObjectHash = integerObject.hash()
4 assert integerObjectHash.intvalue == 42

Listing 2.2: Example of an interpreter-level test case. This test case is executed
in the simulation on the PyPy VM. It is creating a VM integer object. It is then
checking that the value of this VM integer object is the expected one.

Application level test cases. Application-level test cases are equivalent to test
programs in the literature. The test program is fed to the VM as regular input. The
VM interprets the test input. Application-level test cases are executed on both the
simulated and generated VM. The PyPy VM uses self-checking programs test pro-
gram (Listing 2.3). These are test programs that contain assertions. Their execution
results are therefore whether the test passed or not. It also uses test programs from
the CPython VM test suite. Those test cases are fed to both CPython and PyPy
implementations. They validate that the test program behaves as expected with
cross-implementation differential testing as an oracle.

1 def testIntValue():
2 assert hash(42) == 42

Listing 2.3: Example of self-checking application level test case. The PyPy VM
under test takes this test program as input. It is checking that the value of the hash
of an integer equals the initial integer.

RPython informally describes that developers may have to fix a few typing
issues after the interpreter generation to C [RPythonCommunity 2016]. The unit
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Figure 2.5: Application level test cases on the PyPy VM. The test programs are
either self-checking or regular programs. If the test input is self-checking, it is fed
to either the simulated or generated interpreter (cases 1 and 2) and validated by the
assertion it contains. If the test input behavior is unknown, it is compared between
the CPython VM and the PyPy-generated VM (case 3).

test cases are written in pure Python, and cannot be generated to C. They are not
executed on the generated interpreter. Therefore the only feedback of whether the
interpreter is working comes from the application-level test cases which are more
difficult to debug.

However, few academic works have taken interest in it, as it requires significant
effort. The main scientific contributions have investigated specific Fortran compiler
features such as loop vectorization [Callahan 1988] and detection of loop paralleli-
sation opportunities [Dongarra 1991]. Finally, Wolf et al. [Wolf 2016] experiment
with manually translating a language specification in test programs.

2.4.2 Test program generation

Test program generation is mainly approached by grammar-based techniques. First,
grammar-based approaches take a grammar as input and generate test programs.
However, only generating a program without taking care of the context of the pro-
gram only tests the first steps of the compilation. To generate programs that test
the steps after the parsing, multiple grammar-based approaches were studied (Sec-
tion 2.4.2.1). Second, a few other approaches have been applied but do not fit in
either Grammar-based nor Mutation (Section 2.4.2.2).
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2.4.2.1 Grammar-Based Approaches

Grammar-based approaches take as input a grammar and generate test programs [Pur-
dom 1972]. However, only generating a program without taking care of the context
of the program only tests the first steps of the compilation, such as the parsing.
More complex approaches were studied to generate programs that test the follow-
ing steps.

Grammar-based approaches are of two main categories: grammar-directed ap-
proaches and grammar-aided approaches. Also, Attribute Grammar-directed ap-
proaches generates test programs solely with the grammar as input. Grammar-
aided approaches combine a grammar as input with other heuristics, such as start-
ing from a code template and filling it up with the help of a grammar.

Grammar-directed approaches. Grammar-directed approaches generate test pro-
grams solely with the grammar as input. Affixes-Grammars and Attribute-Grammars
use similar concepts [Koster 1991]. They both increase context-free grammar with
context-sensitive information. For example, when an identifier is found by the
parser, a rule for this identifier is added to the grammar. Introduced by Knuth [Knuth 1968]
and first described to help test compiler later [Duncan 1981], it has since then
been applied on Pascal [Burgess 1986] and Fortran [Burgess 1996]. Particularly,
[Burgess 1996] improves upon [Burgess 1986] by adding the possibility of defin-
ing weights on grammar rule usage, and the generation of self-checking test pro-
grams, e.g. test programs containing assertion checks. Even more recently such a
grammar-based solution was approached by training a recurrent neural network [Amodio 2017].

W-Grammars rely on a grammar and a meta grammar. The role of the meta
grammar is to generate the terminal symbols for the grammar, which are context-
sensitive symbols, first used in the context of ALGOL68 [vanWijngaarden 1965].
For example, the meta grammar generates variables [Bazzichi 1982]. Rather than
using directly a grammar or a subset of a grammar, studies [Zelenov 2007, Ze-
lenov 2003] use a model of a grammar and generate a restricted grammar with
model transformation. Another approach is to use small generators [Lindig 2005a,
Lindig 2005b] with the initial grammar, which generates only a small part of the
test program.

Grammar-aided approaches. Grammar-aided approaches combine a grammar
as input with other heuristics, such as starting from a code template and filling it
up with the help of a grammar.

The oldest academic work we found on VM testing uses this approach to gen-
erate test programs [Sirer 1999]. They use a template that they fill with parts of a
grammar. Moreover, they generate self-checking test programs. The most promi-
nent work in grammar-aided approaches is CSmith [Yang 2011]. CSmith generates



20 Chapter 2. Testing Language Implementations in the Literature

diverse valid inputs. It uses complex heuristics to avoid undefined behaviors. The
code fragment is generated only if a number of safety checks all pass. CSmith has
inspired many works that have used it as a seed test program for mutations (Section
2.4.3.

It has also been adapted to generate concurrent C/C++ programs [Morisset 2013]
and for OpenCL [Lidbury 2015]. Other approaches generate configurations for
CSmith rather than modifying it [Groce 2012,Alipour 2016,Chen 2019b]. CSmith
configurations select which features to use in the generated program. Swarm test-
ing [Groce 2012] creates many configurations of CSmith. It has been utilized fur-
ther to generate configurations based on historical data [Chen 2019b] and directed
by previous results [Alipour 2016].

Rather than starting from a placeholder and filling it up with code snipper, Bou-
jarwah et al. [Boujarwah 1999] start by generating small code snippets and then
generate the necessary code to make it semantically correct e.g. variable declara-
tions. Finally, rather than using hardcoded test programs as an initial template,
Holler et al. [Holler 2012] take real-world programs and replace parts of them with
grammar-driven generated code snippets.

2.4.2.2 Other Approaches

Other approaches have been investigated by academia to generate test programs.
Berry et al. [Berry 1983] take a statistical approach to create test programs that

use features that are used by developers. They generate code by using hardcoded
code snippets.

Test program generation has also been approached through the use of orthog-
onal lattice square which has the advantage of not generating duplicated test pro-
grams [Mandl 1985].

The origin of CSmith, RandProg, was created to test the volatile and const
C keywords [Eide 2008]. It was achieved by having a predefined program, and
randomly adding the keywords in front of the variable declarations.

Another approach tests C arithmetic by using an existing program and con-
structing random arithmetic expressions [Nagai 2012] with random operators, global
variables, and local variables. They generate self-checking test programs that com-
pare the runtime value of the expression with the statically computed value.

A type-centric approach was applied to Haskell [Pałka 2011]. It expands non-
terminal terms into well-typed Haskell expressions. Another type-centric approach
expresses type requirements using constraint logic programming [Dewey 2015].
The code generation is spread between multiple small generators. A refinement of
this approach [Midtgaard 2017] was used to specifically test the evaluation order
of function parameters. The evaluation order of function parameter is unspecified
behavior in C for example [Committee 2007]. This approach also uses heuristics
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to avoid undefined behaviors.
Some generators using templates and input use configurations to test Ada com-

pilers [Austin 1991] and Java classes [Yoshikawa 2003]. It has also been used to
test compiler optimizations specified as temporal logic formulas [Zhao 2009].

To test the APL compiler, Ching et al. [Ching 1993] use real-world applica-
tions. During generation, some symbols from a template are replaced with built-in
APL functions. Kalinov et al. [Kalinov 2003a, Kalinov 2003b] test an mpC, a par-
allel compiler. They take as input an expression that is used as a seed to fill up a
template.

Another approach uses skeletal program enumeration [Zhang 2017]. Given a
program with holes, the approach exhaustively fills the holes with unique combi-
nations of parameters.

Recent advances in machine learning allowed other test program generation
techniques. Treefuzz [Patra 2016] is a recent machine learning approach that is
testing Javascript compilers. This work trains on abstract syntax trees by learning
which kinds of nodes are typically inside a particular kind of node. Lastly, an ap-
proach creates a grammar by learning which kind of inputs a black box language
implementation accepts. The grammar is generated to support an incremental sub-
set of the language.

Rather than generating whole test programs, Polito et al. [Polito 2022a] gen-
erates only the inputs to predefined programs. They approach testing of their im-
plementations of the interpreter primitive and JIT primitives with concolic test-
ing [Godefroid 2005,Sen 2005,Qu 2011]. They then compare the results of the ex-
ecution of each version. This is a cross-optimisation differential testing approach.

2.4.3 Test Program Mutation
Rather than generating test programs ex-nihilo, some approaches take existing
programs and modify them automatically. This approach is called mutation or
fuzzing. The input to the mutator is called the seed. The mutator may create zero,
one, or multiple inputs from a given seed. The seed is any program that is valid.
Particularly the seeds may come from real programs, or test programs generated
from tools such as the ones presented in the previous Section (Section 2.4.2).

The mutations are either preserving the semantics of the seed, called semantics-
preserving mutations, or modifying the semantics of the seed called non-semantics-
preserving mutations.

Semantics-preserving mutation approaches. The most important work on sem
antics-preserving mutations in compiler testing are Equivalence Modulo Input (EMI)
[Le 2014,Le 2015,Sun 2016b]. EMI proposes to create functionally equivalent test
input programs modulo a given set of inputs to this program. This is achieved by
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modifying test inputs without changing their semantics. A simple example of mu-
tated test input would be to add a space at the start of a C file. Both the initial and
mutated test inputs should be functionally equivalent. If the output of the compiler
provides different results, a bug has been uncovered. This works under the assump-
tion that the initial program does not contain undefined behavior. CSmith generates
test inputs free of undefined behaviors [Yang 2011], it is therefore used as initial
test inputs for EMI mutations. The test programs are validated with metamorphic
testing (Section 2.3.2).

EMI is declined in three strategies:

• Orion [Le 2014] creates test inputs by removing dead code, portions of code
that are not executed (Listing 2.4).

• Athena [Le 2015] creates test inputs by inserting code in the dead code por-
tions of the test inputs (Listing 2.5).

• Hermes [Sun 2016b] creates test inputs by inserting semantics-preserving
code in both dead and live code (Listing 2.6).

1 void initialOrionFunction(){
2 if ( false ) { return 1 + 1; }
3 return 2 + 1;
4 }
5

6 void mutatedOrionFunction(){
7 /* Orion removed dead code here */
8 return 2 + 1;
9 }

Listing 2.4: Example of a mutated code using Orion. It removes dead code parts
from the test input.

1 void initialAthenaFunction(){
2 if ( false ) { return 1 + 1; }
3 return 2 + 1;
4 }
5

6 void mutatedAthenaFunction(){
7 if ( false ) {
8 if ( true ) { 1.0 + 1; } /* Athena inserted code here, in a dead code portion */
9 return 1 + 1;

10 }
11 return 2 + 1;
12 }

Listing 2.5: Example of a mutated code using Athena. It inserts code in the dead
code portion of the test input.
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1 void initialHermesFunction(){
2 if ( false ) { return 1 + 1; }
3 return 2 + 1;
4 }
5

6 void mutatedHermesFunction(){
7 if ( false ) { return 1 + 1; }
8 if ( true ) { 1.0 + 1; } /* Hermes inserted code here, in a live code portion */
9 return 2 + 1;

10 }

Listing 2.6: Example of a mutated code using Hermes. It inserts semantic-
preserving code in both the dead and live portions of the test input.

Diverse strategies of EMI have been successfully applied in other cases such as
testing of OpenGL compilers [Donaldson 2016] as well as graphics shader compil-
ers [Donaldson 2017].

Non-semantics-preserving mutations. A non-semantics-preserving mutation could
change a literal in an if’s condition (Listing 2.7). The path of execution is altered,
and the program has a different semantic.

1 void initialFunction(){
2 if ( true )
3 { return 1; }
4 else
5 { return 2; }
6 }
7

8 void mutatedFunction(){
9 // Change the true literal to the literal false

10 if ( false )
11 { return 1; }
12 else
13 { return 2; }
14 }

Listing 2.7: Example of non-semantic-preserving code. The mutation replaces the
literal true with the literal false in the condition of the if statement, changing the
semantics of the program.

First, Nagai et al. propose an extension of their grammar-directed approach to
generate complex arithmetic expressions [Nagai 2012] with non-semantics-preserving
mutations [Nagai 2014]. They take care of not generating expressions containing
undefined behavior.

Classfuzz [Chen 2016] proposes to use coverage information to direct the fuzzing
of test programs to test bytecode verifiers. The fuzzer is directed by using the
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Markov Chain Monte Carlo (MCMC) sampling algorithm. Moreover, the mutated
test input is first executed on a reference JVM. Only mutated test inputs exhibiting
unique execution paths are executed in other JVMs to apply differential testing.

Classming [Chen 2019c] focuses on detecting deep compiler bugs. They con-
sider that a test program reaches the "deep compiler" when they pass the bytecode
verifier. This purpose required many executable mutants that were able to pass the
bytecode verifier to test the execution engine. For that purpose, they start from
existing Java projects which they mutate using and also apply MCMC sampling.

Javascript VMs testing has also been approached with mutations. Holler et
al. [Holler 2012] describe LangFuzz. They create a code fragments pool by parsing
a sample of programs. Test programs are then mutated by replacing parts of them
with those code fragments of similar types.

Javascript has been studied with a fuzzer approach as well with Comfort [Ye 2021].
The Javascript execution engine implementations are directed by the ECMAScript
standard. Implementing the whole standard is a complex task. Rather than looking
for edge-cases, they search for standard conformance bugs. This is achieved by
using differential testing on ten major Javascript execution environments. The test
inputs are created with a deep learning approach. Then they apply fuzzing on it.

Rather than generating test inputs ex nihilo, test transplantation [Lima 2020]
gathers test inputs from each Javascript implementation to execute them on all of
the implementations available. This includes not only VMs implementation but
also interpreters such as Duktape [Vaarala 2013] or test cases mined from issue
trackers. They take test inputs passing on every Javascript execution engine and
apply fuzzing on the test inputs.

2.5 Other Simulation-Based Testing

We also take a look at how simulation-based solutions approach testing outside of
language implementations. Particularly we investigate how they deal with the fact
that they are in fact in a simulation rather than native execution in their testing.

A simulation imitates a system. The imitation of the system is implemented to
a degree varying from being identical to very loose. Using a simulation usually of-
fers different properties from the initial implementation. For example, it may offer
more abstraction and control over the flow of execution or debugging properties. It
may also have some costs such as a loss of precision.

Process and system VMs. Process VMs simulate the CPU and System VMs sim-
ulate operating systems rather than languages. Both of these kinds of VM simulate
the CPU. However, to improve performance, they execute code natively on the
CPU as much as possible and use the simulation as little as possible. Martignoni
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et al. [Martignoni 2010] test multiples existing Process and System VMs. In their
case, the ideal reference implementation is obvious i.e. the physical CPU is always
right. However, using the CPU directly is not possible. For example, if the CPU
goes into an infinite loop, there is no way to reclaim control. They have to use
a hardware-assisted virtual machine. They wrote 65 test cases and then applied
fuzzing on them to generate many more inputs. They validate these inputs by us-
ing a cross-version differential testing approach. Moreover, they execute the test
cases for each architecture, which enables the use of cross-architecture differential
testing.

Phone application. Another field that massively uses simulation-based testing,
is phone application development. The hardware is extremely diverse, as well as
the kind of sensors making it difficult to test everything properly at the simula-
tion level. Multiple services now offer cloud-based real hardware testing because
simulation testing is considered to be insufficient [Prathibhan 2014, Starov 2015,
Vilkomir 2015]. This allows phone application developers to automatically test
their projects in parallel on multiple real hardware devices.

Network protocols. Network becoming increasingly complicated, simulation-
based testing has been a logical solution to simplify testing. Particularly, research
works [Zarrad 2017, Alsmadi 2020] have attempted to improve the confidence of
developers in network simulators with mutation testing.

Cross-language development. PharoJS [Bouraqadi 2016] is a tool allowing de-
velopers to write Javascript for web and mobile applications. Developers express
the code in Pharo, transpile it to Javascript and execute it in browsers. To vali-
date applications written in PharoJS, it uses unit test cases on both the Pharo and
Javascript environments. This is achieved by sending the Javascript environment
commands of what to do and queries to check the final state. The application de-
veloper is expected to have both the Pharo and Javascript test case passing.

This section showed that simulation-based testing has been used successfully
in several different domains. However, when possible native execution is preferred
on top of simulation testing. Simulation-based solutions approach to testing is
summarized by Table 2.1.

2.6 Conclusion
This state of the art gives many hints on how to test a VM written in a simulation-
based VM generator framework. Particularly to address automatically the Oracle
problem, and to test the generated VM.
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Table 2.1: Summary of how simulation-based solutions approach testing. We show
here whether they apply native testing, mutation testing and if the test cases are
handcrafted.

Native Mutation Hand Crafted
Testing Testing Test Cases

Process and system VMs ✓ ✓ ✓

Phone application ✓ ✓

Network protocol ✓

Cross-language development ✓ ✓

Addressing the Oracle Problem in VM developments. All of the works on
VM testing presented in this state of the art only address the test input generation
problem. This is because they are able to leverage multiple implementations of a
language. Rather than leveraging multiple implementations, some research uses
cross-optimization in VM testing [Béra 2016, Polito 2022a]. Many languages only
have one implementation and therefore can not use cross-implementation differen-
tial testing or cross-optimization strategy to solve the oracle problem. We show in
this thesis that using a simulation-based VM generator framework to develop a VM
enables differential testing by default, with a cross-environment testing strategy.

Testing Simulation-Based VM Generators VMs. The usage of simulation-based
VM generator creates multiple executables. Particularly they use different envi-
ronments, with different runtimes. PyPy’s approach validates each of these envi-
ronments differently. The simulated interpreter is validated with both interpreter
and application-level test cases. The generated interpreter is validated only with
application-level test cases. We propose in this dissertation to apply interpreter-
level test cases on both interpreters. We show in this dissertation that the simulated
and generated VM catch different bugs, that are in either or only in one of the
environments.

In the following Chapter, we present our experimental context, which drove our
research toward these problems.
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This chapter presents our experimental context: Pharo. Particularly we have
presented Pharo itself, its syntax, and its relevance for this thesis. More impor-
tantly, we have presented the Pharo VM. The Pharo VM is written in Slang, a
subset of the Pharo language. The Pharo VM is generated to C and compiled by a
C compiler for production purposes.

3.1 Introduction
Contributions of this thesis target virtual machines developed in a simulation-based
VM generator framework. We’ll be referring to them as VM for short.

To answer our research questions, we experimented on the Pharo Virtual Ma-
chine which is developed in a simulation-based VM generator [Miranda 2018,
Polito 2021]. Other simulation-based VM generator frameworks are used to de-
velop VMs. The Squawk VM is a Java VM for bare metal execution on sensor
devices [Simon 2006]. The simulation-based VM generator framework RPython
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has been used to develop multiple VMs. Particularly a Python VM named the PyPy
VM [Rigo 2006,Ancona 2007], a Squeak VM named Spy [Bolz 2008] and another
named RSqueak [Felgentreff 2016].

We present in this chapter the Pharo language (Section 3.2.1) and its VM (Sec-
tion 3.2.3). We also give an indication of how to read Pharo code (Section 3.2.2).
We then show that Pharo is a relevant environment for this research (Section 3.2.4).
Finally, we show how to execute the multiple version of the Pharo Virtual Machine
(Section 3.2.4).

3.2 The Pharo Language

Pharo 1 is a general-purpose dynamically-typed language. We present in the fol-
lowing the language itself (Section 3.2.1), its syntax (Section 3.2.2), and its VM
3.2.3. We conclude this section by highlighting the reasons the Pharo language is
relevant for this kind of research (Section 3.2.4).

3.2.1 Pharo in a Nutshell

Pharo is a pure object-oriented dynamically-typed general-purpose programming
language [Black 2009] derived from Smalltalk [Goldberg 1983]. Pharo code is
compiled to bytecode by the Opal Compiler [Béra 2013]. The bytecode is fed to
the Pharo Virtual Machine for execution by an interpreter and a baseline JIT. Pharo
supports many industrial applications as well as research projects2.

Here is a selection of the features Pharo offers to developers:

Pure object-oriented programming. Everything interaction in the system is achi-
eved through the use of message sends. Even primitive types such as integers
are objects and they are able to receive messages.

Fully reflexive. Pharo supports not only introspection but also intercession. It al-
lows one to modify any object in the system programmatically.

Simple syntax. The two previous items allow one to remove many concepts from
the programming language syntax. For example, classes are objects. There-
fore they do not need special syntax to instantiate it. Instead, they only need
to be able to receive a message that asks for an instantiations. The full Pharo
syntax fits on half a postcard 3.1.

1https://pharo.org
2https://consortium.pharo.org

https://pharo.org
https://consortium.pharo.org
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Metacircular environment. The Pharo system is written in itself. This allows
developers to explore the system, redefine it, and hack it. Developers are
able to increase the core by adding messages on primitive types.

Figure 3.1: The full Pharo syntax on half a postcard. The syntax is described
further in Section 3.2.2.

3.2.2 Basic syntax

To allow the reader to follow the code snippets in this dissertation, here are a few
language syntax explanations. We also give equivalent syntax in java.
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Comments. Comments in Pharo are expressed between double quotes (Listing
3.1).

1 " This is a Pharo comment "
2

3 // This is a Java comment
4 /* This is a Java comment */

Listing 3.1: Comments syntax in Pharo.

Keywords. Pharo uses only 6 keywords. We present the 4 that are relevant to this
work.

• true, false are the boolean constants.

• nil represents the undefined object. It is similar to NULL in java.

• self is the receiver in the context of the method. It is expressed as the this
keyword in Java.

Particularly, the new java keyword that instantiates classes does not have a key-
word equivalent. Instantiation is achieved by sending the message new to a class
object.

Assignments. Assignments in Pharo are expressed with a column and an equal
sign (Listing 3.2).

1 " Pharo assignment "
2 aVariable := aValue.
3 // Java assignment
4 aVariable = aValue;

Listing 3.2: Assignments syntax in Pharo.

Returns. Returns in Pharo are expressed with caret sign (Listing 3.3).

1 " Pharo return "
2 ^ aValue
3

4 // Java return
5 return aValue;

Listing 3.3: Return syntax in Pharo.
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Message Sends. Every message is sent to a receiver. The receiver of a message
is an expression. In Java, message sends have a unified syntax. the receiver is
followed by a dot, the method name, and the arguments between parenthesis.

Pharo gives developers more flexibility by defining three kinds of message
sends. Listing 3.4 presents an example of each of these message sends kinds.

Unary Messages. A unary message takes a single argument: the receiver (Line 2).
It is written in plain text.

Binary Messages. A binary message takes an argument as well as the receiver
(Line 3). It is represented by a symbol (e.g. +, -, =) or a string of symbols
(e.g. ->, ==). It does not have a Java equivalent.

Keyword Messages. A keyword message takes one or more arguments as well as
the receiver (Lines 4 and 5). It’s written in all letters, with a column character
at the end of each part of the method name. For example, the name of the
method in Line 5 is aKeywordMessage:withMultipleArguments.

1 "Pharo message sends"
2 aReceiverExpression anUnaryMessage.
3 aReceiverExpression <|−− anArgument. "Binary message, no java equivalent"
4 aReceiverExpression aKeywordMessage: anArgument.
5 aReceiverExpression aKeywordMessage: firstArgument withMultipleArguments: secondArgument.
6 /*Java message sends*/
7 aReceiver.anUnaryMessage();
8 aReceiver.aKeywordMessage(anArgument);
9 aReceiver.aKeywordMessagewithMultipleArguments(firstArgument, secondArgument);

Listing 3.4: Message sends syntax in Pharo.

Blocks. Pharo blocks are lexical closures. Although they have more properties,
we limit their usage as blocks of code with no delayed execution in this dissertation.
Particularly, as there are only 6 keywords in Pharo, the control flow is achieved with
message sends. if statements take Pharo blocks as arguments (Listing 3.5). Blocks
are written with square brackets characters.

1 " Pharo blocks "
2 true ifTrue: [ aBlockBody ].
3

4 // Java blocks
5 if(aCondition) then { aBlockBody; }

Listing 3.5: Block syntax in Pharo. The Java version is a semantic subset of the
Pharo blocks. However, in this dissertation, we only use this simplified version.
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Method Definition. Method definitions are generally written a special tab in the
Pharo IDE which defines in which class the method is installed. We use in this
dissertation a slightly different syntax which allows the reader to know in which
class the method is installed, for additional contextual information (Listing 3.6).
We start with the capitalized name of a class followed by the definition of the name
of the method and of the arguments. This is followed by the method body.

1 " Pharo method definition "
2 ClassName << aMethodName: aMethodArgument
3 aMethodBody.
4

5 // Java method definition
6 class ClassName{
7 aReturnType aMethodName( anArgumentType aMethodArgument){
8 aMethodBody;
9 }

Listing 3.6: Method definition syntax in Pharo.

Method Annotation. The method may contain meta-data that may be useful for
various tools. For example, they direct compilation, unit testing, debugging, script-
ing and UI. Pharo calls them pragmas, Java calls them annotations. Pharo pragma
uses an identifier similar to message sends. They use either a unary message iden-
tifier or keyword message identifier 3.7.

1 " Pharo method pragma example"
2 ClassName << aMethodName
3 <aPragma>
4 <aPragma: aPragmaArgument>
5 aMethodBody.

Listing 3.7: Pragmas syntax in Pharo.

3.2.3 The Pharo Virtual Machine

The Pharo virtual machine is an industrial-level Virtual Machine written in Pharo
itself and generated to C using a VM-specific translator called the Slang VM gener-
ator [Ingalls 1997,Miranda 2018]. The VM implements at the core of its execution
engine a threaded bytecode interpreter, a linear non-optimizing JIT compiler named
Cogit [Miranda 2011] that includes polymorphic inline caches [Hölzle 1991] and
a generational scavenger garbage collector that uses a copy collector for young
objects and a mark-compact collector for older objects [Ungar 1984].



3.3. Executing the Pharo Virtual Machine 33

The VM generator is in charge of generating from high-level object-oriented
Pharo code, low-level functional/imperative C code, and applying VM-specific op-
timizations.

The following numbers illustrate the complexity of the JIT Virtual Machine,
one of the versions of the Pharo VM:

• It has 33 classes;

• They have 2656 methods and 252 variables;

• It generates 125 000 lines of C code from 33 000 Slang code lines;

• It implements 255 bytecodes, organized in 77 different families [Béra 2014];

• It implements about 340 primitive methods, with a number of them both
duplicated in the interpreter and in the JIT compiler;

• The JIT compiler defines about 150 different IR instructions [Polito 2021].

3.2.4 Pharo’s Relevance
Pharo is relevant for this research because of several features.

Simulation-based VM generator. We present in this dissertation how to test
VM written in simulation-based VM generator. Reusing the Slang VM generator
allowed us to have a validation on a real-world system.

Open source. Pharo is fully open source. Particularly, the Virtual Machine and
its simulation-based VM generator are both available.

Industrial context. The Pharo Virtual Machine is an industrial-level Virtual
Machine. Pharo supports many industrial applications as well as research projects3.

3.3 Executing the Pharo Virtual Machine
Using a simulation-based VM generator framework to develop the Pharo VM means
that the VM has two execution environments. The Pharo VM is executed either
in a simulation environment (Section 3.3.1) or the generated environment (Sec-
tion 3.3.2).

3.3.1 Simulating the Pharo VM
The Pharo VM is compiled to bytecode to execute the simulated VM. The sim-
ulated VM is used both for development and debugging purpose. Particularly,

3https://consortium.pharo.org

https://consortium.pharo.org
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Figure 3.2: Simulation overview. The simulation environment contains the im-
plementation of the VM components. A layer on top of the simulation defines a
few simulation-specific features. Particularly, it allows the VM objects to use a
simulated stack and heap. The VM components are processed by the Slang VM
generator to generate the production VM.

the Pharo simulation has been used to debug multiple parts of the VM such as
the GC [Miranda 2018], the JIT compiler [Miranda 2011] and test the JIT com-
piler [Polito 2022a]. This simulation is significantly slower than the version com-
piled by the Slang VM generator. However, we benefit from the full power of Pharo
and its IDE for testing and debugging.

The simulation environment contains the implementation of the VM compo-
nents (Figure 3.2). A layer on top of the simulation defines a few simulation-
specific features. Particularly, it allows the VM objects to use a simulated stack
and heap.

The VM components are processed by the Slang VM generator to generate the
production VM.

3.3.2 Generating the Pharo VM

As Pharo is a Smalltalk-inspired language, the Pharo to C translation is done using
the Slang VM generator, a Smalltalk-to-C VM generator [Ingalls 1997]. Slang op-
erates by translating a group of classes into a single C file. Methods are translated
into functions, and message-sends are translated as function calls. While the Pharo
source program presents dynamic behaviour such as exceptions or runtime reflec-
tion, the Slang VM generator does not allow many of those. It either forbids them
at generation time or generates an invalid C code.

Using Slang to develop the Pharo VM has two key advantages. First, Slang
automatically introduces interpreter optimisations such as (a) the localisation of
critical variables (frame pointer, instruction pointer) [Miranda 1987,Polito 2022b],
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(b) the inlining of bytecode cases inside the interpretation loop, or (c) threaded
code [Ertl 2003a]. Second, it allows us to simulate the Pharo VM just by execut-
ing it as normal Pharo code, avoiding expensive change-compile-test development
cycles [Miranda 2018, Polito 2021].

Figure 3.3: Generation overview. The VM components are processed by the Slang
VM generator to generate a C source file. The generated VM is fed to a C compiler
with a few handwritten files to generate the production VM. The production VM is
then ready to execute code.

A graphical overview of the generation process is provided in Figure 3.3. As
Slang is developed in a Pharo environment and is a subset of Pharo, it first goes
through the same steps as regular Pharo code and is therefore also compiled to
executable bytecode. During this first stage, the Pharo compiler first parses the
code and creates the method’s AST. This compilation process detects some errors
and mistakes such as syntactic errors or undeclared variables.

Next, the Slang VM generator computes a set of classes to be translated and pro-
cesses them in the second stage of the generation. During the generation process,
the Slang VM generator handles the AST of input classes and methods, prepares
them to be translated, and emits the corresponding C code. The Slang VM gener-
ator checks whether some unsupported features are used, such as dynamic arrays,
and interrupts the translation process with an error if it encounters any of them. It
then applies optimizations such as inlining and dead code elimination. It generates
and flushes the emitted C code into a file. Finally, the generated C code is com-
piled using a traditional C compiler. The C compiler catches some more statically
detectable errors such as invalid C code.
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3.4 Conclusion
In this dissertation, all the experiments were applied to the Pharo Virtual Machine.
We present in this chapter the Pharo language and its VM. The Pharo VM is de-
veloped with the help of a simulation-based VM generator framework. We have
also presented the Slang language. In the remainder of this dissertation, we use
the term virtual machine to describe a VM developed in a simulation-based VM
generator framework. In the next Chapter, we explain how we use the simulation
environment to test the Pharo VM.
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This chapter presents the first step in our research: how to test the simulated
VM. We present the methodology we devised to test the VM, as well as the dif-
ferent execution modes we leverage: unit testing, full system simulation, and real
hardware execution. Basically, the aim is to use each execution mode where it per-
forms best. Particularly, we leverage the execution speed and the feedback-cycle
speed of unit test cases to execute them as much as possible. Similarly, we lever-
age the precision of the execution of the real hardware execution. However, as it is
significantly slower, it is executed less often.
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4.1 Introduction

The Pharo VM is developed with a high-level simulation environment that is very
handy to simulate full executions and live-program the VM [Miranda 2018]. The
VM uses a Just In Time (JIT) compiler which generates assembly code. As such,
to test the code outputted by the JIT compiler, the simulation environment is a
hybrid execution environment: the generated runtime, i.e. the machine code com-
piled methods generated by the JIT compiler, is executed using a machine code
simulator.

We extended the simulation environment with a testing infrastructure that al-
lows us to have fine-grained control of testing scenarios. This makes tests small,
fast, reproducible, and cross-ISA The VM development environment is illustrated
in Figure 4.1. Our testing infrastructure lies within the simulation environment and
has access to the same infrastructure as the full simulation. Eventually, the VM is
generated to C and compiled for a given ISA/architecture.

Listing 4.1 shows an example of test case testing that the primitive #primitiveAdd
fails in case the results of the addition do not fit in a SmallInteger. This is achieved
by pushing the maximum value for a SmallInteger on the stack (line 2), pushing
another SmallInteger on the stack (line 3), and trying to add them by using the
dedicated primitive (line 5). The assertion then checks that the interpreter reports
that the primitive failed (line 9).

1 InterpreterPrimitiveTest >> testPrimitiveAddWithOverflowFails
2 interpreter push: (memory integerObjectOf: memory maxSmallInteger).
3 interpreter push: (memory integerObjectOf: 42).
4

5 interpreter primitiveAdd.
6

7 self assert: interpreter failed.

Listing 4.1: Example of test case that is executed on the simulated Pharo VM. This
test case tests that the primitive #primitiveAdd fails in case the result of the addition
does not fit in a SmallInteger.

Based on this infrastructure we defined a hybrid testing methodology that mixes
three different execution modes: unit testing, full-system simulation, and full-
system real-hardware execution. Our methodology takes advantage of the strengths
of unit testing, full-system simulation, and real-hardware execution where they per-
form better.
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Figure 4.1: Development environment of the Pharo VM. The VM is executed
as Pharo code in the simulation environment and generated to C to produce the
production artifact. The simulation environment has its own heap and stacks. This
new testing infrastructure extends and makes use of the existing simulation envi-
ronment.

4.2 An Iterative Test-Based Methodology

4.2.1 Motivation

Both the simulated and generated VM execution modes have different benefits and
constraints, as shown in Table 4.1. Real hardware is not always readily available
or easy to debug, but its execution is the most precise in comparison with simu-
lated hardware. At the same time, testing changes in real hardware is expensive
to compile and run, leading to slow develop-compile-test feedback cycles. On
the other side of the spectrum, unit tests are a handy way to express reproducible
and representative scenarios and are capable of capturing regressions (Listing 4.1).
However, since they are based on a simulation environment, they suffer from exe-
cution imprecisions because the simulation machinery is not 100% representative
of real executions.

4.2.2 VM Testing: An Agile Perspective

Based on these observations, we characterise the three different execution modes
as per Table 4.1, using the following criterion:

• Feedback-Cycle Speed. How fast is the develop-compile-test cycle for a sin-
gle test scenario? Unit tests support fast development cycles because they work
on small and precise scenarios and do not require a full system initialization.
Full-System simulations have slower development cycles because they require
a full-system initialization plus the time to arrive at the interesting execution
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Table 4.1: Characterisation of different execution modes.

Simulated VM Full-System Full-System
Unit Testing Simulation Real Execution

Feedback-cycle Speed + - -
Availability + + -
Reproducibility + - -
Precision - - +
Debuggability + + -

spot. Full-system real hardware execution has on average even slower feed-
back cycles than the full-system simulation because they require also a full VM
compilation, which in our case includes generation to C and C compilation.

• Availability. Is the testing scenario readily available to execute? On the one
hand, simulation-based solutions (Unit tests, full-system simulations) are highly
available although tied to the availability of a machine code simulator, which
are in general software-based portable solutions. On the other hand, hardware-
based solutions (real hardware) are much less available, as they require target
hardware access.

• Reproducibility. What are the chances of reproducing a single test scenario?
Full-System executions (simulation, real hardware) have low reproducibility by
default because millions of instructions may need to be executed before hitting
an actual problem, and non-determinism may worsen the problem. In contrast,
unit tests are by construction repeatable.

• Precision. How precise is the scenario execution? Simulation-based solu-
tions (Unit tests, full-system simulations) have generally lower precision than
real hardware because a simulator introduces a distance between the execu-
tions. For example, Slang’s type system uses low-level typing that is not simu-
lated by the Pharo environment.

• Debuggability. Is the testing scenario easy to debug? On one hand, the simula
tion-based solutions (Unit tests, full-system simulations) are often built with de-
bugging support in mind. On the other hand, real hardware execution requires
abandoning the abstractions of the simulation environment and often deal with
abstractions closer to the machine.

4.2.3 A Single Methodology to Rule Them All

Based on these constraints, we developed the methodology illustrated in Figure 4.2:

1. Spend as much time as possible working on unit tests: they are cheap to write
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and execute.

2. Introduce full-system simulations when we consider coverage is good enough:
it represents a full-system execution without access to real hardware.

3. Introduce testing on real hardware when we consider full-system simulation
reliable enough: to obtain final precise and reliable feedback.

The key of this methodology is to augment the team’s velocity and to apply
Test-Driven-Development (TDD) techniques from Software Engineering to VM
development. In this schema, unit tests are the main development unit because
of their fast feedback. In our experience, unit tests have caught the vast majority
of bugs without the need to validate them in real hardware. Really few problems
seemed to remain untestable at first because of simulation imprecisions, but most
of them became testable after introducing fixes in the simulation environment.

We then use full-system executions (either simulated or on real hardware) to
get feedback on failing untested functionalities. As soon as a full-system execution
fails, we use that as feedback for unit testing: we build one or more failing tests for
the scenario, we manually do test reduction on them, and finally fix the actual prob-
lem to make them pass. Such a mixed-mode methodology allowed us to port most
of the JIT compiler to AArch64 before we had access to real hardware. As a nice
side effect, we created a large set of tests that are small, fast to run, reproducible,
and cross-ISA, and even unveiled old bugs in the pre-existing backends.

Figure 4.2: Our methodology is based mainly on developing mostly black-box
unit tests. When the number of running unit tests gives us enough confidence we
introduce full-system simulations, and when we are confident enough about the
full-system simulations we spent time on real hardware. At each step, we reduce
the problems we find to a bare minimum test case that reproduces it. We then
introduce it as a regression test.
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4.2.4 The Pharo VM Testing Infrastructure

All unit test cases and the testing infrastructure reported in this dissertation are
available in the package VMMakerTests, in the branch PharoX of our Git public
repository1. Our testing suite defines as-per-today 1367 written unit tests2, Table
4.2 details the processor-independent test cases.

The most complex part of writing a VM-specific unit test is defining the test
fixture/setUp. Indeed, executing a short method doing push a, push b, send +, return
requires the initialization of the heap, the execution stack, and internal VM data
structures, among others. Because of these, the largest effort of our infrastructure
was put into creating the specific initializations and testing primitives. The core
of our infrastructure lies within four abstract Test classes that developers extend to
define their new testing scenarios:

• Heap Initialized Test Case. The root of our testing hierarchy. All tests that
inherit from this class run configured with a heap. This class also provides
facilities to create/load classes and instantiate objects.

• Interpreter Test Case. All tests that inherit from this class run configured with
a heap and an execution stack. They have access to a call-stack builder to create
well-formed stack frames.

• Compiler Test Case. All tests that inherit from this class run configured with
a heap, an execution stack, and a code cache. They have access to a simplified
compiler interface that compiles either entire methods, compiler intrinsics, and
individual bytecodes. Moreover, all tests extending this class are by default
executed on all supported ISAs.

4.3 VM Testing Guidelines

In our journey of writing tests for the Pharo VM, we developed a large test suite
that covers different VM concerns such as the interpreter, the compiler, the object
format, and the garbage collector. In this section, we report on our experience
designing VM-specific unit tests in the form of several guidelines. These VM-
specific guidelines emerged from applying general well-known testing principles
such as:

Fast. A test should be as instantaneous as possible to ensure we have a fast feed-
back cycle.

Reproducible. Test executions should be deterministic.

1https://github.com/pharo-project/opensmalltalk-vm
2https://github.com/pharo-project/opensmalltalk-vm/commit/8f3028057c4f98afa38c5645223d19ecfbfb2bf3

https://github.com/pharo-project/opensmalltalk-vm
https://github.com/pharo-project/opensmalltalk-vm/commit/8f3028057c4f98afa38c5645223d19ecfbfb2bf3
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Repeatable. Several test case executions should be independent of each other.

Unitary. Each test should test a single concern. Particularly, if a given function-
ality has many aspects to test such as several border cases, a test exists for
each of them.

Validating. A test must have at least one assertion, and ideally only one.

4.3.1 Black Box Testing
We use black-box testing in the vast majority of our tests: we test externally observ-
able behaviour. For example, most of our memory management tests are word-size
independent. Another example is compiler tests: we avoid as much as possible
exposing the internals of the compiler such as the Intermediate Representation (IR)
or the generated machine code within the test code. Indeed, most of our compiler-
related tests work with the granularity of a single bytecode. This design gives our
tests two main properties: (1) resistance to changes in the VM and compiler imple-
mentation, and (2) architecture/ISA independence.

Listing 4.2 shows one of the simpler tests in our compiler test suite. The test
uses our compiler interface to compile a single bytecode, execute the generated
machine code and test that the constant zero was pushed to the operand stack.
This test is written once and runs automatically in all supported compiler backends
(AArch64, AArch32, x86, and x86-64), both in 32bits and 64bits machines.

1 testPushConstantZeroBytecodePushesASmallIntegerZero
2 self compile: [ compiler genPushConstantZeroBytecode ].
3 self runGeneratedCode.
4 self assert: self popAddress equals: (memory integerObjectOf: 0)

Listing 4.2: Test compilation of push constant zero.

To automatically execute the test cases in multiple configurations, we use con-
figuration matrices.

4.3.2 Word Size Independent Testing Using Test Parameterisa-
tion

Pharo test infrastructure makes use of parameterized test cases to automatically run
a single test on multiple configurations. Matrix configurations direct how the test
cases are to be tested. Particularly, every test is executed for 32 and 64 bits. Listing
4.3 shows the configuration of our interpreter and memory testing matrix which
runs the test cases automatically in 32bits and 64bits. The processor-dependent
test cases, the JIT test cases, are executed on every processor architecture. The
1367 unit test cases represent a total of 3603 run tests when the different matrix
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configurations are taken into account. A full run of Pharo’s test suite amounts to a
total time of ~2.5 minutes in our continuous integration server.

1 testParameters
2 ^ ParametrizedTestMatrix new
3 addCase: { #wordSize −> 8};
4 addCase: { #wordSize −> 4};
5 yourself

Listing 4.3: Testing matrix for memory and interpreter tests.

4.3.3 Grow Slowly in Complexity

A simple heuristic we use to develop tests is to always start with the simplest test
we can write. If a test cannot be easily written with the testing infrastructure as-is
this is an indicator that either the infrastructure is missing support for some feature,
or that a simpler test needs to be developed before.

A second heuristic is to treat test code as any other code. In other words, test
code can be subject to refactorings, cleaning, and the extraction of other reusable
components. In the course of testing the VM, we created multiple setup methods
for the different initialization phases e.g. initialized memory or initialized inter-
preter, and multiple helpers particularly to ease object creation.

4.3.4 Dealing with Platform Specific Constraints

The memory and interpreter test cases presented in this chapter have little to no
platform-specific constraints. However, since the JIT compiler generates assembly
code, not every JIT compiler test case is valid for every architecture.

The guidelines above, therefore, make test cases that are generic by default,
but generic tests do not deal correctly with platform-specific constraints. Platform-
specific constraints arise from different VM configurations, target operating sys-
tems, or target processors. For example, AArch64 differs from Intel-based pro-
cessors in many ways: multiplication overflow does not set the overflow flag, sub-
traction presents an inverted carry flag, and the stack pointer has alignment re-
strictions. Some operating systems impose exclusive write-executable permissions.
VM-specific differences appear between 32bits and 64bits memory models.

In cases like the ones exemplified above, our testing infrastructure does not
forbid testing but requires more fine-grained control and narrowing the scope of
the test. We achieve fine-grained control in platform-specific tests by allowing test
cases to manually feed Intermediate Representation instructions to the compiler.
Also, when narrowing test scenarios for a particular platform, we observed the
emergence of two main cases in our test suite:
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Generic tests with exceptions. Some tests are valid for all but one matrix config-
uration. In such cases, the specific configuration is explicitly skipped for that
test.

Platform Specific Tests. Some tests are valid only for a single platform. In such
cases, a separate test class with a specialized test matrix is written to host
them. An example of this is the ARM stack alignment tests, in class VMARM-
StackAlignmentTest, with a test matrix using a single case, as shown in Listing
4.4.

1 testParameters
2 ^ ParametrizedTestMatrix new
3 addCase: { #wordSize −> 4. #wordSize −> 8};
4 yourself

Listing 4.4: Testing matrix for a platform specific test.

4.4 VM Simulation-Based Testing Limitations
As stated earlier in this chapter, both the simulated and generated VM execu-
tion modes have different benefits and constraints. However, in a simulation en-
vironment, they suffer from execution imprecisions because the simulation ma-
chinery is not 100% representative of real executions. These imprecisions are
called semantic gaps with the generated VMs [Besnard 2017]. More semantic
gaps also appear because a generator may imprecisely map code from one form to
the other [Terekhov 2000]. This might be because of a bug in the generator but
this may also be a hypothesis that the developer must be aware of. Moreover, the
test cases are only executed in the simulation environment, but those test cases do
not ensure the correctness of the generated VM. The generated VM is only tested
by full hardware execution. This section presents the semantic gaps problem of
simulation-based VM generators and the limits of simulation-based testing driven
by Slang VM generator examples.

4.4.1 Pharo VM Semantic Gaps by Example

The Slang VM generator takes as input a VM definition written in Pharo itself
and generates C code [Misse-Chanabier 2019]. Code generation does not happen
without loss: the Slang VM generator generates an efficient VM by restricting the
input language and its generation. Pharo’s object-oriented features are mapped to
C code or rejected [Ingalls 1997].

1 primitiveNaturalLogarithm
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2 <var: receiver type: #double>
3 | receiver |
4 receiver := self stackFloatValue: 0.
5 self successful ifFalse: [ ^ self primitiveFail ].
6 self putOnStackTopFloatObjectOf:
7 (self generationEnvironment: [ receiver log ]
8 simulationEnvironment: [ receiver ln ])

Listing 4.5: Excerpt of VM code for the primitiveNaturalLogarithm. It is showing
environment-specific code and type annotations that are ignored during simulation.

Let us consider the example in Listing 4.5 that presents some of Slang VM
generator features. The example defines a native function (i.e. primitives in Pharo’s
terminology) computing the natural logarithm from a positive floating point num-
ber. The Slang VM generator provides a framework to define stack-based bytecode
machines and access the execution stack e.g. the call to stackFloatValue: (lines 4
and 6). It also provides VM developers with a way to specify environment-specific
code (lines 7 and 8). For example, the natural logarithm is implemented in the C
standard library using the log function, while in Pharo, it is implemented using the
ln message. Indeed, the log method identifier (i.e. selector in Pharo’s terminology)
exists in Pharo but computes a base 10 logarithm.

Moreover, Pharo is a dynamically-typed language that does not use explicit type
annotations. However, the Slang VM generator needs them to produce correct C
code even though the simulation ignores them (line 2). This means that wrong type
annotations do not impact the simulated VM, it only impacts the generated VM by
producing possible execution and generation differences. Notice that the semantic
gaps are aggravated by additional Pharo features e.g. inheritance, polymorphism,
method redefinition, super message sends, block closures, managed memory, and
absence of stack allocation which require more complex code transformations.

4.4.2 Semantic Gaps Related Bugs

As we described, we use test cases in the simulation environment. Let’s consider
for example the VM test case depicted in Listing 4.6. This test case is executed
as plain Pharo code during the simulation and passes, regardless of bugs in type
annotations. If we modify or remove the type annotation, the generated VM does
not work anymore: it casts a float to an int, producing unexpected results. Sim-
ilar problems have been informally reported for simulation-based VM generator
frameworks such as RPython [RPythonCommunity 2016].

1 testPrimitiveNaturalLogarithmShouldFailForNegativeNumber
2 | aFloat |
3 aFloat := self newFloatFromInt: −1.
4 interpreter push: aFloat.
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5 interpreter primitiveNaturalLogarithm.
6 self assert: interpreter failed.

Listing 4.6: Excerpt of a test case validating that the logarithm of a negative number
sets the interpreter in a failed state. This test case passes in simulation but does not
capture potential typing failures of the generated code.

Multiple other semantic gaps are not caught by the simulation test cases. For
example, we found that the generator may generate C code containing C undefined
behavior that the simulation test cases miss.

These issues come from the fact that the simulation is not a perfect replica of
the generated environment. This is worsened by the fact that the VM generator
may also add semantic gaps. The generated VM may therefore exhibit behaviour
that is not the same as the simulated VM. To solve this issue, we propose in the
next chapters to generate the test cases to test the generated VM.

4.5 Conclusion
In this Chapter, we have presented the hybrid approach we use to test the Pharo
VM. This methodology mixes three different execution modes: unit testing, full-
system simulation, and full-system real-hardware execution. This methodology
takes advantage of the strength of each execution mode.

Moreover, we have shown that the simulation is not able to detect some bugs,
due to semantic gaps. Particularly, as the explicit types are ignored during the
simulation, the simulation test cases miss explicit type-related bugs. To solve this
issue, we propose to generate the test cases to test the generated VM.
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Table 4.2: Processor Independent Tests (32bits / 64bits): These test cases focus
mainly on the memory representation and its management, as well as the Interpreter
and its primitives. They are simulated for 32 and 64 bits machines. They do not
use Unicorn’s machine simulator.

VM Component Operation Independent Total
Test Cases Executions

Test Infrastructure
Method Builder 10 20
Stack Builder 18 36
Total 28 56

Object Memory

Stack Reification 7 14
Context / Stack Mapping 13 26
GC Data Structures 13 26
Unmovable Objects 9 18
Old Object 63 126
Garbage Collection
Young Objects 38 76
Garbage Collection
Weak Object 9 18
Garbage Collection
Ephemeron Object 19 38
Garbage Collection
Old Objects 85 170
FreeSpace Management
Memory Structure 30 60
Preconditions
Total 286 572

Interpreter

Bytecode Tests 43 86
Method Lookup 15 30
Object Representation 17 34
Primitives 62 124
Total 137 274

Total 451 902
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This chapter introduces Test Transmutation. Test Transmutation proposes to
test the generated VM by co-generating the test cases with the VM and executing
the generated test cases. We first describe the properties of generated test cases and
compare them to the properties of other execution modes presented in Chapter 4.
We describe the oracle that we use to validate our test cases and the mutated test
cases. Our oracle uses functional equivalence to compare the test case results. As
the test case results come from different environments, we call this differential test-
ing strategy a Cross-Environment Differential Testing strategy. We explain further
how we apply non-semantic-preserving mutations on test cases. The validation of
Test Transmutation is described in the next chapter.
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5.1 Introduction

We propose Test Transmutation (Figure 5.1) to address semantic gaps between
the simulated and generated VM by generating the simulated VM’s test cases and
executing them on the generated VM (Section 5.2). We execute both simulated
and generated test cases and compare their results with differential testing [McK-
eeman 1998] to detect execution differences (Section 5.3). A core insight is that
regardless of the differences between simulated and generated code, test cases are
always self-validating and have a deterministic and discrete result: they either suc-
ceed or fail in an assertion check or a runtime error. Our differential testing process
relies on this self-validating property to build the test oracle: two test cases have
equivalent behavior if they both pass or if they both fail.

Generating the test cases presents two main challenges. First, generated test
cases suffer from semantic gaps similar to the ones found in VMs. Second, the
existing and maintained VM test cases always pass by design, making them poor
inputs for the differential testing process.

To address these challenges, we extend our approach with automatic non-semantic-
preserving mutations [DeMillo 1979] (Section 5.4.2). Mutated test cases are ex-
pected to keep behaving similarly when executed in the simulated and generated
VM. For example, if a mutated test case breaks in the simulated VM, it should also
fail in the generated VM. A non-equivalence of test results shows that there is a
bug in the VM or in the VM generator.

We present the validation of Test Transmutation in the next chapter (Chapter 6)

5.2 Co-Generation of VM and Test Cases

5.2.1 Generating Simulation Test Cases

To test the generated VM in spite of the semantic gaps, we propose to generate the
simulation test cases.

Our heuristic differentiates test results in a binary way: a test case either passes
or fails. We consider that a test case passes in the well-known usage of the word:
It runs all its instructions without error. An error can be either: a failed assertion,
a run-time exception, or a compilation failure. In case of any error, the test fails.
In our case, failures happen because of four different reasons: (i) either the VM
generator rejects the program, (ii) the generated source code does not compile, (iii)
or an assertion check fails, or (iv) an unexpected runtime error happens.

One of the biggest advantages of using simulation-based VM generator frame-
works is the ability to use the simulation during development and to use the VM
generator to generate the production version. This results in a unique code base
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Figure 5.1: Test Transmutation overview. We generate test cases with the VM (1)
and compare their results with differential testing (2). Mutations increase the num-
ber and variety of test cases (3) and are validated by applying differential testing
(2).

that is used in both simulation and production environments. Co-generating the
test cases allows developers to have a unique test code base in a similar manner.

5.2.2 Generated Test Cases properties
We expand the table initially presented in the previous chapter to incorporate Gen-
erated Unit Testing (Table 5.1).

Table 5.1: Characterisation of different execution modes with the characterisation
of generated VM unit testing.

Simulated VM Full-System Full-System Generated VM
Unit Testing Simulation Real Execution Unit Testing

Feedback-cycle Speed + - - ∼
Availability + + - -
Reproducibility + - - +
Precision - - + +
Debuggability + + - ∼

Feedback-cycle Speed. The VM under test is the generated VM. Therefore it
requires to be compiled at least once. Plus, the compiled VM binary is invalidated
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every time the source code is modified and requires a recompilation. However,
the unit test cases generation and compilation are fast. Therefore, as long as the
compiled VM is valid, developers are able to execute any number of test cases on
the generated VM.

Availability. Similarly to real hardware execution, real hardware unit testing re-
quires to have access to the hardware.

Reproducibility. Unit tests are highly repeatable by constructions. This remains
the case regardless of the execution environment.

Precision. Real hardware unit testing is more precise than the simulated VM be-
cause the distance between the real hardware execution and the test case execution
is as small as it may possibly be. For example, Slang’s type system uses low-
level typing that is not simulated by the Pharo environment. Simulation test cases,
therefore, miss low-level typing bugs, whereas generated test catch such bugs.

Debuggability. As developers work in the simulation, most of the tooling they
create remains in the simulation. Therefore developers have to rely on general-
purpose low-level debuggers when debugging the compiled VM. The generated test
cases provide a significantly easier program to debug than real hardware execution.
Moreover, they provide additional debugging information by regenerating the test
case without recompiling the full VM.

5.3 Generated Test Cases Oracle
The oracle problem is the problem of automatically determining whether a given
input matches the expected semantics [Chen 2020]. Our oracle is based on differ-
ential testing [McKeeman 1998]. Differential testing oracles are comparing some
properties of two program executions with a comparison function. Our oracle uses
functional equivalence (Section 5.3.1) to compare the test case results. The result-
ing oracle uses a Cross-Environment Differential Testing Strategy (Section 5.3.3).

5.3.1 Comparison Function: Functional Equivalence
Informally, two pieces of code producing the same results for all inputs are func-
tionally equivalent. In other words, two pieces of code that use different algorithms
to achieve the same behavior are functionally equivalent. Listing 5.1 shows an ex-
ample of two methods that are functionally equivalent. Unfortunately, detecting
whether two pieces of code are functionally equivalent or not is an undecidable
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problem [Person 2008]. Therefore we use an heuristics based on test case results
which we describe in the following.

1 "aMethod1 is functionally equivalent to aMethod2"
2 AClass >> #aMethod1: aBoolean
3 aBoolean ifTrue: [ ^ 1 ]
4

5 "aMethod2 is functionally equivalent to aMethod1"
6 AClass >> #aMethod2: aBoolean
7 aBoolean not ifFalse: [ ^ 1 ]

Listing 5.1: Example of functionally equivalent methods. Both code executions
return the same result. The second boolean is the negation of the first one, and the
#ifTrue: message send is replaced with #ifFalse: message send.

5.3.2 Compared Property: Test Case Results

Test cases are always self-validating and have a deterministic and discrete result:
they either succeed or they fail. We, therefore, differentiate test case results in a
binary way. We consider that a test case passes in the well-known usage of the
word: It runs all its instructions without errors. An error is either: a compilation
failure, a failed assertion, or a run-time exception. In case of any error, the test case
fails.

The simulation test cases fail because an assertion check fails or a runtime
error is signaled during the test case execution. For example, simulation test case
executions are time constrained and the runtime may signal a TimeOut error.

Generated test cases may fail due to other runtime errors kinds such as segmen-
tation faults. But although the runtime error kinds differ the generated test cases
fail for the same reasons. However, they also fail if the simulated test case code is
rejected by the VM generator or if the generated test case code is rejected by the C
compiler.

5.3.3 Cross-Environment Differential Testing Strategy

We leverage the fact that developing a VM in the simulation environment of a
simulation-based VM generator framework by definition creates at least one gener-
ated VM. Having two executable VM enables us to use differential testing to create
an oracle (Listing 5.2). Our oracle uses functional equivalence to compare the test
case results. As the test case results come from different environments, we call this
differential testing strategy a Cross-Environment Differential Testing strategy. We
propose in this thesis to compare test case results of the execution of a test case in
two different environments, i.e. the simulation and production environment. There-
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Simulated code Generated code Differential

✓ Passing ✓ Passing ✓ Equivalent
✗ Failing ✗ Failing ✓ Equivalent
✓ Passing ✗ Failing ✗ Non-Equivalent (bug!)
✗ Failing ✓ Passing ✗ Non-Equivalent (bug!)

Table 5.2: Truth table for the interpretation of the differential testing function.

fore we call such a differential testing strategy a cross-environment differential
testing strategy.

1 differentialTestingFor: aTestCase
2 simulationResult := aTestCase executeOnSimulatedVM.
3 generationResult := aTestCase executeOnGeneratedVM.
4

5 self assert: simulationResult equals: generationResult.

Listing 5.2: Our oracle uses functional equivalence to compare the test case results.
As the test case results come from different environments, we call this differential
testing strategy a Cross-Environment Differential Testing strategy.

Table 5.2 summarizes the behavior of our oracle. When the test results are the
same (i.e. both success or both failure), we consider that the differential test case
passes and no bug was found. When the test case results differ, the test case reveals
a bug in the VM or the VM generator.

5.4 Test Case Mutation
We generate test cases from existing simulation test cases. Therefore test cases
suffer from similar semantic gaps as the VMs e.g. typing semantics. Moreover, all
have poor variations in their results because the VM is maintained to pass all test
cases.

We tackle this issue by applying non-semantics-preserving mutations on the
test cases used as input (Section 5.4.1). Mutations automate the creation of more
inputs allowing one to gain confidence in the correctness of the generation process
and the generated test cases (Section 5.4.2). Moreover, we use a coverage-directed
approach to mutation (Section 5.4.3).

5.4.1 Mutation by Example
Mutating a piece of code consists in adding, deleting, or replacing parts of the code.
Mutations are either preserving the semantics of the initial code or not. Mutations
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are either:

Semantic-Preserving Mutations. Such mutations keep the semantics of the ini-
tial code. For example, it has been used by adding code in dead code sec-
tions. Therefore the added code does not change the semantics of the ini-
tial input and the resulting program is supposed to be equivalent [Le 2014,
Le 2015, Sun 2016b].

Non-Semantic-Preserving Mutations. Such mutations do not make any guaran-
tee about the resulting program. It either behaves as the initial program be-
haves or differently.

In the following, we use non-semantics-preserving code.
Code is mutable in many ways. For example, Listing 5.3 uses a plus operator.

Applying the mutation operator plus to minus replaces the plus operator with a
minus operator. (Listing 5.4). The mutated test input is then fed to the DTIO with
the compilers under test.

Non-semantics-preserving mutation operators are not ensuring that the seman-
tics of the test input change. For example, Listings 5.3 and 5.4 used as an example
of mutation exhibit a code for which the non-semantics-preserving mutation oper-
ator actually does not impact the semantics. Therefore the mutant and the initial
code are functionally equivalent.

1 AClass >> #testFivePlusFourIsSmallerThanTen
2 assert( 5 + 4 < 10 )

Listing 5.3: Example of original test input fed to the mutator

1 AClass >> #testFivePlusFourIsSmallerThanTen
2 assert: 5 − 4 < 10

Listing 5.4: Mutated code of test input depicted in 5.3 after applying the mutation
operator plus to minus.

5.4.2 Test Case Variations with Non-Semantic-Preserving Mu-
tations

We generate test cases from existing simulation test cases. Therefore test cases
suffer from similar semantic gaps as the VMs e.g. typing semantics. Moreover, all
have poor variations in their results because the VM is maintained to pass all test
cases.

We tackle this issue by applying non-semantics-preserving mutations on the
available test cases. Mutations automate the creation of more inputs allowing one
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to gain confidence in the correctness of the generation process and the generated
test cases. Our main observation here is that applying mutations to the original
simulated test cases should keep the generated counterpart functionally equivalent.
In other words, if a mutant breaks a simulated test case, we expect it to break the
generated test case too. Similarly, if a mutant keeps a simulation test case passing,
we expect the generated test case to be passing. Therefore we validate mutants with
the same process of differential testing explained in the previous section.

For example, Listing 5.5 shows the application of the mutation operator Remove
Statement Mutation which removes a statement from the method. It removes in the
listing a message sent triggering the garbage collection. Therefore an object that
has been allocated should remain in the memory, and the assertion should fail.

1 GCTests >> #testUnreferecedObjectIsReclaimedByGC
2 self newNewSpaceObject.
3 "memory collectNewSpace. <- removed statement"
4 self assert: memory isEmpty

Listing 5.5: Example of an automatically mutated test case. The original test case
allocates an object (Line 2), triggers a garbage collection (Line 3), and expects
the memory to be freed after the garbage collection (Line 4). Applying the
mutation operator RemoveStatementMutationOperator on this test case removes the
garbage collection (Line 3). Therefore the allocated object is still in the memory,
which means the assertion should now fail (Line 4) in both the simulated and the
production VMs.

5.4.3 Coverage Directed Approach to Mutations

We look for functional equivalence of the test inputs. To validate whether a mutated
test case detects a bug, we are executing test cases. A test case execution has
little chance of encountering a miscompilation on code it is not executing. This
kind of compiler bug exists and has been researched by Equivalence Modulo Input
[Le 2014]. However, a test case has significantly higher chances to encounter a
mutation installed in its execution path. Mutating blindly, therefore, serves little
purpose and is unnecessarily time-consuming. By applying a coverage-directed
mutation approach, only the code in the call graph of at least one test case is eligible
to be mutated. Every mutation, therefore, impacts at least one test case.

Moreover, the coverage information also enables coverage-driven evaluation
of the test cases. Instead of executing every single test case available, only the
test cases impacted by a mutation are executed. Most of the time only a few test
cases are necessary to ensure functional equivalence of the outputs for mutated test
inputs. Both these coverage-directed approaches are illustrated with an example in
Listing 5.6.
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1 AClass >> #test1
2 self usedMethod
3

4 AClass >> #test2
5 self anotherMethod
6

7 AClass >> #usedMethod
8 "usedMethod body"
9

10 AClass >> #unusedMethod
11 "unusedMethod body"

Listing 5.6: Example of coverage-directed mutation and evaluation. usedMethod is
in the call graph of test1 but not test2. usedMethod is eligible for mutation. When
usedMethod’s mutated code is installed, only test1 is executed as it does not affect
test2. unusedMethod is not covered by the test cases of the program and is therefore
not eligible for mutations.

5.5 Conclusion
This chapter presents Test Transmutation, a new approach to test VMs. Test Trans-
mutation uses existing simulation test cases and generates them to execute them
on the generated VM. To validate whether the generated test cases are generated
correctly, we use differential testing of the test case results of the simulated and
generated VMs to check whether they are functionally equivalent or not. Two test
case results that differ exhibit a bug. As generated test cases are also sensible to se-
mantic gaps, we also apply non-semantic-preserving mutations on them and reuse
differential testing on the execution result of the mutated test cases.

The next chapter presents our validation of Test Transmutation. We describe
both a qualitative and quantitative analysis of how Test Transmutation is relevant
to test VMs.
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This chapter presents the validation of Test Transmutation. This validation is
two-fold. First, we present a qualitative analysis of whether test cases generated
from simulated test cases are able to catch bugs in the simulated VM and in the
generated VM. This analysis is achieved by manually introducing errors in the VM
and executing test cases on both the simulated and the generated VM. This valida-
tion shows that this approach is able to detect bugs that VM developers typically
encounter. Second, we present the results of mutating the simulated test cases.
Particularly, we apply these mutations to the memory manager test cases. We also
present the multiple new issues in the VM that we found. Moreover, applying these
mutations shows that the test case generator is correct as well as exploring more
VM execution paths.
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6.1 Introduction
The previous chapter presented Test Transmutation to test VMs. However, exe-
cuting test cases in the generated VM only makes sense if the generated test cases
detect bugs and are generated properly. This chapter presents the evaluation of Test
Transmutation.

We start by presenting a qualitative analysis of Test Transmutation (Section 6.2).
To assess that test cases detect bugs, we manually introduce bugs inside the VM
code and check that the test cases are able to detect them. Due to the semantic gaps,
some bugs are detected only in the simulation environment VM whereas others are
detected only in the generated environment. This analysis shows that the simula-
tion test cases are not able to detect some kinds of bugs and existing simulation test
cases are able to detect them in the generated VM.

Secondly, we present a quantitative analysis of applying Test Transmutation to
the Pharo VM. We start by characterizing the test cases we use for this analysis.
Then we present the results of applying test case mutation. It creates mutated test
cases from simulation test cases. Test Transmutation creates 494 mutants which
are validated with 1890 test case executions. We present the three VM bugs that
we have detected. Finally, we present the threats to the validity of this study before
concluding this chapter.

6.2 Test Transmutation Qualitative Analysis
To evaluate the ability of Test Transmutation to detect bugs, we manually introduce
bugs in the VM based on bugs experimented by VM developers in the past. We
then evaluate those bugs on 238 test cases covering the modified code. This section
presents the introduced bugs, their rationale, relevance, and reports the observed
outputs. This section shows that Test Transmutation detects semantic gaps between
simulated and generated VMs.

Our results show that our approach is able to unveil several differences between
the simulated and generated VMs (Table 6.1). We consider it as a correct behav-
ior that the Slang VM generator rejects problematic code during generation time.
However, our evaluation shows that the Slang VM generator presents the following
flaws that are presented in the remainder of this section:

Type annotations. Errors in type annotations may produce compilation errors and
runtime failures.

Name Conflicts. Name conflicts create compile-time errors.

Undefined Behavior. The Slang VM generator is not entirely aware of all the tar-
get language’s undefined behavior. Therefore the generated code may exhibit
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undefined behavior.

Invalid Execution. Some programs are invalid at simulation time, although they
can be generated and executed correctly. Some programs are valid at simu-
lation time, but cannot be generated nor executed correctly.

Table 6.1: Bug detection by the test cases in the simulated and generated VM.

Simulated VM Generated VM

Type Annotation ✓ ✗

Memory Simulation ✓ ✗

Name Conflict ✓ ✗

Literal Type Error ✗ ✗

Undefined Behavior ✗ ✓

Name Mangling ✗ ✓

6.2.1 Memory Management Differences

Background. The simulation running in Pharo presents deep differences with the
target C runtime environment in terms of memory management. Indeed, Pharo
is a managed language with garbage collection and no explicit stack allocation,
while C allows developers to perform stack allocations by using standard library
functions such as alloca(). This means that the developers should take special care
when simulating manual memory management while developing the VM memory
manager.
Bug Description. Stack allocations are simulated as simple heap allocations List-
ing 6.1. This means that simulated stack allocations outlive their defining stack
frames, allowing programs to freely access and modify such a piece of memory.
The bug introduced memory accesses to stack-allocated regions returned to their
caller. In C however, memory allocated on the stack by using the alloca() function
is returned after the current function returns. Accessing this memory after it is not
accessible anymore creates segmentation faults, preventing VM execution.

1 alloca: desiredSize
2 memory := self generatedCode: [ self alloca: desiredSize ]. " stack allocation "
3 simulationCode: [ ByteArray new: desiredSize ]. " heap allocation "
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Listing 6.1: Example of memory management differences. The alloca() C
function allocates memory on the stack. Stack-allocated memory is not accessible
anymore after the function calling alloca() returns. However, it is simulated as a
heap allocation. Therefore it outlives the method sending the message #alloca:.
Therefore unaccessible memory is still accessible in the simulation but triggers
segmentation faults in generated test cases.

Results. All simulated test cases passed, whereas all generated test cases failed
with segmentation faults.

6.2.2 Type Annotation Errors

Background. Simulated and generated VMs present differences in typing. On the
one hand, the simulated VM executes on top of Pharo and uses its dynamically-
typed features such as late binding and method lookup. On the other hand, C is
statically typed. Moreover, C requires developers to specify not only the type but
also the space they take in memory. Therefore, generating the VM to C requires the
VM source code to have some type annotations. Moreover, even though type an-
notations are available in the Slang source code, they are ignored by the simulation
environment.
Bug Description. Wrong or missing type annotations break the generation process
or make the executable VMs produce runtime errors. The introduced bug changes
a type annotation from a long int pointer to a char pointer (Listing 6.2).

1 addGCRoot: varLoc
2 "<var: #varLoc type: #’long int *’> ### Original annotation"
3 <var: #varLoc type: #’char *’> "### Buggy replacement"
4 extraRootCount >= ExtraRootsSize ifTrue: [ ^ false ]. "out of space"
5 extraRootCount := extraRootCount + 1.
6 extraRoots at: extraRootCount put: varLoc.
7 ^true

Listing 6.2: Example of type annotation. We replace the type annotation of the
variable varLoc from a long int pointer to char pointer.

Results. All simulated test cases passed because they do not consider the type an-
notation at all. However, all generated test cases failed with segmentation faults.
This is because we changed the size in memory of the pointed value to a smaller
type. Therefore the VM puts values too big for this type in this variable, which af-
fects unexpectedly memory that shouldn’t be accessed in this manner. We consider
this a VM generator bug.
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6.2.3 Literal Type Errors

Background. Another simulated vs generated VMs typing error happens during
type checking and type inference at generation time. The VM generation process
performs type inference to guide generation.
Bug Description. We introduced a bug by changing the type of a literal from
integer to float with the same value as illustrated in Listing 6.3.

1 weakArrayFormat
2 "^4 ### Original code"
3 ^4.0 "### Buggy replacement"

Listing 6.3: Bug introduced by changing the type of a literal from integer to float.

Results Modifying a literal’s type had an effect both in the simulated and generated
test cases. 10 out of 238 test cases failed on the simulation because the Float class
does not implement the message #bitAnd:. At the same time, none of the test cases
could be generated because the VM generator eagerly rejects them with a type
error.

Notice that we consider this the correct behavior: generated test cases detect
the difference, in this case at VM-generation time.

6.2.4 Name Conflicts and Name-mangling

Background. The simulated and the generated VM do not have the same rules for
name management. For example, it is perfectly valid in the simulation (written in
Pharo) to have a method and a class’ attribute with the same name. However, in C
a function and a global variable with the same name produce name conflicts. This
difference is aggravated by the fact that the Pharo convention dictates that getters
and setters have the same name as the attributes they access.
Bug Description. We introduced a bug by explicitly preventing the inlining of a
getter and setter pair (Listing 6.4). The generated version uses the identifier bogon
to reference a variable and two functions (Listing 6.5).

1 bogon
2 <inlineInC: #false>
3 ^ bogon
4

5 bogon: aNumber
6 <inlineInC: #false>
7 bogon := aNumber

Listing 6.4: Example of a non-inlined getter, creating a name conflict on
generation. Its generation is depicted in Listing 6.4
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1 int bogon;
2 int bogon(){ return bogon; }
3 void bogon(int aNumber){ bogon = aNumber; }

Listing 6.5: Code generated from the code in Listing 6.4. The identifier bogon is
declared and defined multiple times, which results in a C compilation error.

Results. All these being valid Pharo idioms, simulated test cases keep passing.
However, the VM generation process accepts this idiom but generates wrong C
code, causing an ulterior compilation error. We consider this a VM generator bug:
the VM generator should manage the name-mangling of methods and generate a
working VM.

6.2.5 Undefined Behavior

Background. The C programming language targeted by the Slang VM genera-
tor contains 193 sources of undefined behavior in C99 [Committee 2007]. Upon
encountering an undefined behavior, C compilers are able to apply aggressive opti-
mization. Thus, C developers must avoid using them in their programs. However,
since VM developers write mainly code in the simulation environment, both the
developer and the Slang VM generator should make sure to not produce code with
undefined behavior.
Bug Description. We introduced a C arithmetic overflow (Listing 6.6). This be-
havior in the C specification is explicitly unspecified. Therefore upon encountering
this behavior, the compiler is free to deal with it in any way it wants.

1 howManyFreeObjects
2 | counter |
3 counter := 0.
4 self allFreeObjectsDo: [ :freeObject | counter := counter + 1 ].
5 "^ counter ### Original code"
6 ^ counter + self maxCInteger + 1 " ### Buggy replacement"

Listing 6.6: Introducing a potential cause of undefined behavior.

Results. Since in Pharo, integer arithmetics is potentially unbound, the expression
self maxCInteger + 1 is automatically coerced to a large precision integer, making 5
simulation test cases fail. At the same time, all 238 generated test cases pass in the
generated VM. We consider that this is a Slang VM generator bug: either the pro-
gram should be rejected by the Slang VM generator, or the simulation environment
should be modified to have the same integer arithmetics as the target.
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6.2.6 External functions and Name-mangling

Background. The Slang VM generator allows any function or method to call any
external C function such as memcpy by just mangling method-invocation selec-
tors to C function names at generation time. However, the Slang VM generator’s
name-mangling can produce the same function name for different method selectors.
Moreover, to enable the simulation of external functions, a simulation-specific im-
plementation requires to be provided. Thus, VM developers must use the correct
method invocation so a function call works on both simulated and generated code.
Bug Description. We introduced a bug by replacing an external function call with
an equivalent one from the Slang name-mangling point of view (Listing 6.7). How-
ever, the simulation defines only one method to simulate memcpy. Therefore only
one of the two versions works in the simulated VM.

1 "Original code"
2 self me: destAddress mc: sourceAddress py: bytes
3

4 "Buggy replacement"
5 self memc: destAddress p: sourceAddress y: bytes
6

7 "generated version"
8 memcpy(destAddress, sourceAddress, bytes);

Listing 6.7: Example of two valid ways of writing a call to the memcpy function in
Slang. Both are generated properly to memcpy(). However, the simulation defines
only one method to simulate memcpy. Therefore only one of the two versions works
in the simulated VM.

Results. This modification produced 50 failing simulated test cases, while all 238
generated test cases passed. We consider this a VM-generator bug: the simulation
should have been allowed to run or the VM-generator should have rejected the
program.

6.3 Empirical results on the Pharo VM

To evaluate the capability of Test Transmutation to find bugs in existing test cases,
we apply our approach to a subset of the existing VM test cases. This section shows
that Test Transmutation is able to detect bugs in the VM.

6.3.1 Test Case Characterization

Our validation executes Test Transmutation on a subset of 256 tests, out of which
238 are correctly generated by our prototype implementation. The Pharo memory
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manager is a generational scavenger garbage collector that uses a copy collector
for young objects in the new space and a mark-compact collector for older ob-
jects [Ungar 1984] in the old space. We categorize the test cases as follows, and
we summarize them in Table 6.2:

Memory structure. Test cases checking the memory structural properties of the
new space and the old space. Particularly, they check that Garbage Collection
specific variables are initialized. There are 8 test cases testing the new space
structure, 7 of which are passing in the generated VM. There are 7 test cases
testing the old space structure, only one of them passing in the generated VM.
This is because the old space test cases test simulation-specific properties that
the generated VM does not respect.

Memory allocation. Test cases checking the multiple object allocation heuristics
in the VM heap. For example, they check that creating a new object reduces
the space available in the new space. There are 9 test cases testing the new
space allocation scheme, 8 of which are also passing in the generated VM.
There are 21 test cases testing the new space allocation scheme, all of which
are also passing in the generated VM. There are also 127 test cases testing
the multiple kinds of allocation strategies that are used in the VM.

New space garbage collection. Test cases checking the copy garbage collector
used in the new space garbage collection. For example, they check that allo-
cating two objects in a row should allocate both objects next to one another.
There are respectfully 9 test cases that are testing weak objects garbage col-
lection 19 testing the ephemeron objects which are all passing in the gener-
ated VM. Weak and ephemeron objects are objects which require a special
kind of finalization process. There are also 38 test cases testing regular object
garbage collection, of which 29 are passing in the generated test cases. The
remaining 10 encounter type inference issues that prevent their generation at
the moment of writing.

Old space garbage collection. Test cases checking the mark-compact algorithm
used for old space garbage collection. For example, they check that objects
referenced are marked, and not reclaimed nor moved by the garbage col-
lection. There are 9 test cases testing regular objects garbage collection, of
which 8 are passing in generated VM. There are 9 test cases testing unmov-
able or pinned objects, which are all passing in the generated VM. Unmov-
able objects are objects that should not be moved by the compactor.
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6.3.2 Prototype Results
Table 6.2 reports on the test cases generation status. The test cases are executed on
Pharo 9 to test the Pharo 9 VM. Currently, all 256 initial test cases are passing in
the simulation. Of those 256, 238 are passing in the generated VM for Ubuntu 20.0
and x64.

From the existing 238 test cases, we generate a total of 494 mutants. The
mutants are generated by using coverage-directed mutant creations to only create
mutants that are in the path of at least one test case. The execution of the test
cases also uses coverage information to only execute necessary test cases for each
mutant. Every test case is executed in both the simulated and generated VM for
each mutant. There were 1890 test case executions to validate the 494 generated
mutants.

We detail the results in the following, and recap them in Table 6.2:

Memory structure. Each test case eligible for mutation generates only one mu-
tated test case and is validated by executing only itself. The 8 test cases
execution did not find bugs.

Memory allocation. Memory allocation test cases were eligible for many muta-
tions and required many test case execution for their validation. The 13 new
space test case executions and the 71 old space test case executions were not
able to find bugs. However, memory allocation strategies required 1464 test
case executions for their validation, two of which were able to detect bugs.

New space garbage collection. Object test cases were eligible to generate 62 mu-
tants out of the 29 initial passing test cases. Out of these test case execution,
11 were able to detect bugs. Out of the 9 test cases testing weak objects,
there were 34 mutant executions, none of which detected bugs. Finally from
the 19 ephemeron object test cases, 10 mutant execution found bugs out of
the 101 that were executed.

Old space garbage collection. Both the 8 regular objects test cases and the 9 un-
movable objects test cases resulted in the execution of 33 and 104 test cases
for the validation of their mutants, however, none of them found bugs.

6.3.3 Results Analysis
Since the VM has been used industrially for several years now, the VM is stable
and we expect to find few bugs in the code. However, in the current prototype im-
plementation, we detect three kinds of bugs captured using 23 mutated test cases.
Additionally, this approach didn’t detect bugs in the test case generator. This im-
proves our confidence in the test case generator.
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Category Sub-Category Passing Passing Mutant Mutants
Simulated Generated Executions Bugs

Memory New Space 8 7 7 0
Structure Old Space 7 1 1 0
Memory New Space 9 8 13 0
Allocation Old Space 21 21 71 0

Strategies 127 127 1464 2
New Space Objects 38 29 62 11
GC Weaks 9 9 34 0

Ephemerons 19 19 101 10
Old Space Objects 9 8 33 0
GC Unmovables 9 9 104 0
Total 256 238 1890 23

Table 6.2: Detailed categorization of the test cases considered and the statistics re-
lated to the validation of the mutants. Only test cases passing in both the simulated
and the generated VM are eligible to be used in the mutation part of Test Transmu-
tation. Mutated test cases are validated with one or multiple test case executions.
Particularly, the Memory allocation strategy required 1464 test case executions to
validate all the mutated test cases generated from memory allocation strategies test
cases. Finally, we present the number of test case executions that detected a bug.

Stack Allocation Issues. At first, Test Transmutation uncovered the alloca simula-
tion issue described in Section 6.2.1 before even applying mutations. Non-inlined
stack allocations are freed as soon as the allocating function returns, causing mem-
ory access violations in all tests. We had to fix this bug in order to apply mutations,
obtain these results and find the following bugs.
Division Differences. Mutations unveil a difference in the behavior between sim-
ulated and generated VMs regarding integer division. In Pharo, both the selector
#// and #/ exists. The first performs exact integer division whereas the second re-
turns a fraction. Moreover, #// truncates the result of the division and returns an
integer. Both selectors are generating the / operator in C. Mutants changing the
arithmetic operators break an implicit VM invariant the VM, creating a runtime
error in the simulated VM. However, both selectors are generated to the same C
operator. Therefore the C test cases pass.
Runtime Assertion Differences. Mutations creating failing assertions unveil a dif-
ference in the behavior between simulated and generated VMs regarding runtime
assertions. Runtime assertions check for invariants to eagerly prevent complex sce-
narios such as memory corruptions. The mutations, therefore, broke an invariant.
On the one hand, invariant assertions in the simulated VM stop the execution and
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fail test cases. On the other hand, invariant assertions in the generated VM log
an error and continue the execution. Because of these differences, 21 mutated test
cases are passing in the simulated VM but not in the generated VM. Note that the
assertions are generated differently when generating the VM and the test cases.
The failing assertions and the semantics difference are on the VM assertion.

6.4 Threats to Validity
Selected Test Case Subset. Test cases are written in plain Pharo, thus their gen-
eration was not initially possible: test cases use many idioms not supported by
the Slang VM generator such as the testing framework generation. Therefore, we
focused on a subset of the available test cases, namely the memory management
test cases. Such test cases cover the implementation of a generational scavenger
garbage collector [Ungar 1984] and a mark-compact collector for older objects
their structure and their allocation schemes.

The selected subset may be considered not representative of the entire VM
process. To address this issue, Section 6.2 shows that our approach covers many
semantic gaps that are independent of the tested component.

Testing Requires Disabling Optimizations. The Slang VM generator is tailored
for performance. In addition, many optimizations are required for a correct gener-
ation. For example, method inlining is required for stack allocation to work as ex-
pected. Indeed, methods allocating stack-memory (i.e. using alloca(), Section 6.2.1)
need to be inlined in their caller, otherwise, the allocated memory is freed right on
return. Such optimizations affect the observability of the program and need to be
disabled to allow their testing. Thus, they pose a potential threat to validity. To
minimize this threat to validity, we only disable inlines selectively when required
for a test case compilation.

6.5 Conclusion
Our validation showed multiple cases in which generating simulation test cases are
able to find diverse bugs. Such bugs are typical of real-world bugs that happen
during VM development. Co-generating the simulation test cases are therefore
able to detect typical real-world bugs that are encountered by developers during
VM development. The second part presents the results of mutating the test cases.
From the existing 238 test cases, we generate a total of 494 mutants which are
validated by 1890 test case executions. Finally, we presented the threats to the
validity of this study. As with any kind of testing, it required some deoptimization
of the VM code. However, we have reduced these threats as much as possible.
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7.1 Summary
Virtual Machines (VMs) are modern programming language implementations. Test-
ing and debugging a VM is a laborious task without the proper tooling. This is par-
ticularly true for VMs implementing garbage collection, Just in Time (JIT) compi-
lation, and interpreter optimisations. This situation is worsen when the VM builds
and runs on multiple target processor architectures.

To ease the development of VMs, simulation-based VM generator frameworks
were studied. Such frameworks allow developers to work on the VM in a simula-
tion environment and to generate the VM once it’s ready. Developers leverage the
simulation environment to ease not only the development process but also tooling
and debugging the VM. However, it creates abstraction gaps between the simulated
and generated VM. Therefore the execution of the simulated and the generated VM
are not functionally equivalent.

Chapter 2 describes the problems and their solutions in the current state of the
art. We highlight two well-known problems: the oracle problem and the test input
problem. (1) The oracle problem, or how to automatically determine whether a
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given input matches the expected semantics, is solved with two main approaches:
differential or metamorphic testing. (2) The test input problem, or how to auto-
matically generate relevant test inputs, is solved with three main approaches: hand-
written programs, test program generation, and test program mutations. (3)
Moreover, we also investigate simulation-based testing in other domains.

We concluded from other simulation-based approaches that testing only the
simulation was not enough. We started by writing handwritten test cases on the
simulated VM. We have decided that the best approach for our research was differ-
ential testing with a cross-environment strategy and reusing handwritten test inputs
and generating them to C. Moreover, the handwritten test inputs are also mutated
to test the test case generator.

Chapter 3 presents our experimental context: Pharo. Particularly we have pre-
sented Pharo itself, its syntax, and its relevance for this thesis. More importantly,
we have presented the Pharo VM. The Pharo VM is written in Slang, a subset of the
Pharo language. The Pharo VM is generated to C and compiled by a C compiler
for production purposes.

Chapter 4 presents the first step in our research: how to test the simulated VM.
We present the methodology we devised to test the VM, as well as the different ex-
ecution modes we leverage: unit testing, full system simulation, and real hardware
execution. Basically, the aim is to use each execution mode where it performs best.
Particularly, we leverage the execution speed and the feedback-cycle speed of unit
test cases to execute them as much as possible. Similarly, we leverage the preci-
sion of the execution of the real hardware execution. However, as it is significantly
slower, it is executed less often.

Chapter 5 introduces Test Transmutation. Test Transmutation proposes to test
the generated VM by co-generating the test cases with the VM and executing the
generated test cases. We first describe the properties of generated test cases and
compare them to the properties of other execution modes presented in Chapter 4.
We describe the oracle that we use to validate our test cases and the mutated test
cases. Our oracle uses functional equivalence to compare the test case results. As
the test case results come from different environments, we call this differential test-
ing strategy a Cross-Environment Differential Testing strategy. We explain further
how we apply non-semantic-preserving mutations on test cases.

Chapter 6 presents the validation of Test Transmutation. This validation is two-
fold. First, we present a qualitative analysis of whether test cases generated from
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simulated test cases are able to catch bugs in the simulated VM and in the gen-
erated VM. This analysis is achieved by manually introducing errors in the VM
and executing test cases on both the simulated and the generated VM. This valida-
tion shows that this approach is able to detect bugs that VM developers typically
encounter. Second, we present the results of mutating the simulated test cases.
Particularly, we apply these mutations to the memory manager test cases. We also
present the multiple new issues in the VM that we found. Moreover, applying these
mutations shows that the test case generator is correct as well as exploring more
VM execution paths.

7.2 Answering Research Questions

As a conclusion to this thesis, we answer the questions formulated in the introduc-
tion.

RQ1: How can VM developed in simulation-based VM generator be tested
and verified in spite of semantic gaps? We present a methodology to test VMs
developed in simulation-based VM generator frameworks (Chapter 4). It leverages
unit testing and full-system simulation to test the simulated VM. It then leverages
real hardware execution for its precision to confirm that the production VM in-
deed works in spite of semantic gaps. However, real hardware execution suffers
from low debuggability. We improve on this methodology with Test Transmuta-
tion, which applies unit testing on the generated VM as well (Chapter 5).

RQ2: Can existing test cases from the simulation environment be re-used to
test the generated VMs? To evaluate whether test cases written to test the simu-
lated VM are able to test the generated VMs, we present an evaluation of manually
injecting faults (Chapter 6). We present each fault reasoning, bug description, and
whether test cases were able to find the bug introduced. Moreover, we also show
that applying mutations on the simulated test case and validating with differential
testing discovers bugs by exploring more execution paths. We show that both the
simulated and generated test cases are able to find different kinds of bugs. There-
fore existing test cases from the simulation can be re-used to test the generated
VMs.

7.3 Contributions

The main contribution of this thesis is an approach to test VMs developed in
simulation-based VM generator frameworks. It includes:
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1. A simulation-based testing methodology to test a VM developed in a simulation-
based VM generator framework (Chapter 4).

2. Test Transmutation, an approach extending the simulation-based test method-
ology to apply unit testing on the generated VM based on test co-generated
with the VM test case mutation (Chapters 5 and 6).

7.4 Future Work
We finish this thesis by presenting multiple future works that could take place on
VMs testing, starting from our research.

7.4.1 JIT Real Hardware Testing
In this thesis, we have created the required bricks to test the generated VM more
precisely, with unit test cases. However, we did not use the JIT test cases. The
test infrastructure for the JIT test cases is more complicated because of the nature
of the test cases. Particularly, the test cases rely on a machine code simulator.
Moreover, simulating the JIT requires tricks to stop the execution at some particular
points. One such trick has been to use illegal addresses to get feedback on the
execution [Miranda 2011, Ingalls 2020]. The co-generation of these test cases will
have unique challenges that were not covered in this thesis. Moreover, testing the
JIT with unit test cases per platform could find bugs significantly faster than the
current process.

7.4.2 Extend Existing Techniques to the Generated VM
Most VMs implement at their core behavior duplication to support different kinds
of code execution. Particularly, the interpreter provides one implementation of a
primitive, while the JIT compiler provides another implementation at the machine
code level. This enables differential testing to detect bugs between the different
implementations.

Recently, Polito et al. proposed a concolic testing approach to apply differential
testing of the Pharo VM interpreter and JIT compiler [Polito 2022a]. This approach
tests the simulated VM by generating meaningful inputs. However, this approach
is purposefully focused on the testing of the interpreter and JIT compiler because
they have duplicated semantics with different implementations. Such an approach
cannot test components that do not have multiple implementations with differential
testing.

This thesis focused on the creation of an oracle to test the generated VM, there-
fore this concolic approach could be extended to use also test the generated VM.
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More widely, differential testing is now available to test any components. There-
fore multiple approaches such as the ones described in our state of the art could
now be applied to the VM generators.

7.4.3 Back to the Start: Improving VM Generators
At its root, this research project was not about testing itself but about improving
VM generators. However, once we started experimenting with the VM, it became
quickly clear that VM generators were missing a key feature: the validation of the
generated artifact. This lead us to test the simulated VM, to enable us to test the
generated VM. However, the initial concern about improving the VM generators is
still very relevant and in dire need of validation of the generated VM. For instance,
Polito et al. proposed an optimization that automatically localizes a few critical
VM variables to the interpret function automatically [Polito 2022b]. Now that the
validation of the generated VM is available, more experiments are able to take place
at the level of the VM generator.

7.4.4 Improving the Oracle with Cross-Architecture Differen-
tial Testing

Developers using simulation-based VM generator frameworks mostly work on their
VM in the simulation. As such, the most important part of the oracle was not only
to validate the generated VM but also to validate that the generated VM was equiv-
alent to the simulated VM. Moreover, it allows developers to keep the whole code
base and tooling infrastructure in the simulation.

However, Simulation-based VM generator frameworks often generate more
VMs that are compilable to multiple processor architectures. Therefore developers
are able to use cross-architecture differential testing. Particularly, this would allow
a developer to test the semantics of multiple back ends of JIT compilers natively.
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