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Reconstruction progressive de formes à partir de nuages de points 3D

Résumé

Avec l’enthousiasme pour les jumeaux numériques dans divers domaines, la reconstruction

de surfaces à partir de nuages de points 3D est de plus en plus nécessaire, tout en faisant

face à des défis scientifiques multiformes. Les dispositifs d’acquisition de données à faible

coût permettent d’obtenir facilement et rapidement des scans 3D, mais peuvent conduire à

des nuages de points 3D avec défauts. De plus, les utilisateurs attendent des approches de

reconstruction de surface légères et contrôlables avec des critères personnalisés en fonction de

leurs applications. Cette thèse vise à aborder ces questions en apportant plusieurs approches au

problème de la reconstruction de surface sous deux aspects : (1) l’analyse de nuages de points,

et (2) la reconstruction de surface avec des informations a priori.

Nous proposons d’abord une discrétisation progressive (grossier vers fin) du domaine pour

les approches globales implicite, leur permettant de gérer divers défauts. Cette méthode est

étendue pour être informée par des primitives détectées dans le nuage de points. Ensuite, nous

présentons une approche basée sur l’apprentissage profond qui apprend à détecter et à consoli-

der des points appartenant aux singularités (coins, arêtes vives) dans le nuage de points 3D. Ces

point singuliers sont ensuite considérés comme une entrée supplémentaire à la méthode de re-

construction progressive. Enfin, nous apportons une méthode de reconstruction variationnelle

à partir de nuages de points non-orientés, tirant parti à la fois des métriques d’erreur quadra-

tiques et du clustering via partitionnement variationnel. Le maillage triangulaire de sortie est

concis et anisotrope, avec des sommets de maillage répartis sur les arêtes vives.

En résumé, cette thèse vise à contribuer des approches efficientes pour la reconstruction de

surfaces dans une perspective globale et progressive. En combinant plusieurs a priori et en

prenant en compte différents critères, les méthodes proposées peuvent traiter divers défauts et

détails à plusieurs échelles.

Mots-clés : Reconstruction de surfaces, Reconstruction globale, Reconstruction lisse par mor-

ceaux, Nuages de points avec défauts, Quadriques d’erreur, Réseaux de neurones.
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Progressive Shape Reconstruction from Raw 3D Point Clouds

Abstract

With the enthusiasm for digital twins in various domains, surface reconstruction from raw 3D

point clouds is increasingly demanded while facing multifaceted challenges. Low cost data

acquisition devices make it possible to obtain 3D scans easily and quickly, but may lead to

defect-laden point clouds. In addition, users expect lightweight and controllable surface re-

construction approaches with personalized criteria depending on their applications. This thesis

aims at addressing these issues by contributing several approaches to the problem of surface

reconstruction from two aspects: (1) point cloud comprehension and (2) surface reconstruction

with a priori information.

Concretely, we first propose the notion of progressive discrete domain for global implicit re-

construction approaches that refines and optimizes a discrete 3D domain in accordance with

both input and output, and to user-defined criteria. Based on such a domain discretization,

we devise a progressive primitive-aware surface reconstruction approach with the capacity to

refine the implicit function and its representation, in which the most ill-posed parts of the re-

construction problem are postponed to later stages of the reconstruction, and where the fine

geometric details are resolved after discovering the topology. Secondly, we contribute a deep

learning-based approach that learns to detect and consolidate sharp feature points on raw 3D

point clouds, whose results can be taken as additional inputs to consolidate sharp features for

the previous reconstruction approach. Finally, we contribute a variational shape reconstruction

method from unoriented point clouds, leveraging both quadric error metrics (QEM) and clus-

tering through variational partitioning. The output triangle mesh is concise and anisotropic,

with mesh vertices equidistributed along sharp creases.

In summary, this thesis seeks effective surface reconstruction from a global and progressive

perspective. By combining multiple priors and designing meaningful criteria, the contributed

approaches can deal with various defects and multi-scale features.

Keywords: Surface reconstruction, Global and piecewise-smooth surface reconstruction, Defect-

laden point clouds, Quadric error metrics, Neural networks.
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2 CHAPITRE 1 — Introduction

1.1 Background

Computer graphics has been prevalently utilized in many areas including manufacturing,

computer-aided design, film and video games, and various specialized applications. In recent

years, it is attracting an increasing attention especially with the rising computing power, the ra-

pidly evolving display technology, and many novel applications like self-driving, digital twins,

smart city and so on.

In auto industry, many companies make huge investment to the research and development of

advanced driver-assistance systems and reliable self-driving cars. Although most of the vehicles

are equipped with level 1 driving automation and several companies are producing vehicles with

level 2 driving automation in the existing market, there are still major scientific challenges for

developing higher level driving automation systems. One of the biggest challenges is to recons-

truct rapidly the surrounding scenes and understand the captured 2D and 3D information with the

minimum device cost and the maximum reliability.

Film industry and game industry have been growing fast in the last decades. “Avatar”, released

in 2009, contains already more than 60% Computer-Generated Imagery (CGI) in 24 fps. The origi-

nal scenes are captured by a special binocular fusion camera system composed of paired cameras

and the 3D stereoscopic scenes are generated in post-production. Their motion capture system

produces animated 3D characters by deforming 3D models under the control of the key points

of the actors. More impressively, the recently released “Avatar : The Way of Water” brings novel

technologies for making lifelike 3D animations underwater, which is considered as a milestone in

3D film history (shown in Figure 1.1). The film is produced in 48 fps in order to recover more

details, especially in high speed motion. However, people never stop pursuing more realistic 3D

animations with more advanced visual effects and higher resolutions.

Figure 1.1 – Film clips from “Avatar” (left) and “Avatar : The Way of Water” (right)

Digital twin, as a virtual conception method proposed in recent years, has also made a signifi-

cant change in many fields. The target of digital twin is to build virtual representations of intended

or actual real-world physical products or systems. In manufacturing industry, digital twins have

changed the way they design and maintain industrial products and begins to play a very important
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role during the whole product lifecycles. In construction industry, digital twins are able to shorten

the design and the construction cycle and reduce costs as well as carbon footprints. In healthcare

industry, digital twins are essential to build patient models and datasets, which facilitate the accu-

rate diagnosis and make the remote consultation feasible. Still, there are thus many issues to be

solved : How to better model the digital twins? How to simulate the real processes on the digital

twins? How to interact between the digital twin and the physical twin?

To sum up, computer graphics is of central importance of many industries. Among all chal-

lenges mentioned above, a core challenge that has driven computer graphics is : what is a good

way to reconstruct and represent shapes? And its answer depends on two crucial points : (1) the

data acquisition and (2) the various 3D tasks.

1.1.1 Data acquisition

In recent years, abundant 3D scanners are proliferating in our daily life, such as Light De-

tection And Ranging (LiDAR), industrial computed tomography (CT) scanning, RGB-D sensors,

etc. According to Fortune Business Insights 1, the global 3D scanning market size was USD 5.02

billion in 2018 and is projected to reach USD 10.90 billion by 2026, exhibiting a Compound An-

nual Growth Rate (CAGR) of 10.2%. In addition, 3D scanners are becoming more lightweight

and increasingly common. Apple Inc. even equips the latest iPhone models with built-in LiDAR

sensors which enable users to create and edit 3D models with their smartphones. In summary, 3D

scanners can produce three common data types, as shown in Figure 1.2.

(a) Point cloud (b) 2D slices (c) Multi-view photograph

Figure 1.2 – Common acquired data representations. (b) Image taken from MathWorks Documen-
tation. (c) Image taken from [FH+15].

Point cloud. A 3D point cloud is a set of point coordinates in three dimensions. It can contain

supplementary information such as colors, normals, intensities, labels, etc. LiDAR is one of the

1. https ://www.fortunebusinessinsights.com/3d-scanning-market-102627

https://www.mathworks.com/help/images/exploring-slices-from-a-3-dimensional-mri-data-set.html
https://www.mathworks.com/help/images/exploring-slices-from-a-3-dimensional-mri-data-set.html
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main ways to acquire 3D point clouds. Its non-contact laser emission offers several advantages

such as fast measurement speed, high precision, and accurate identification. This makes it a core

sensor in many devices, e.g. drones, autonomous cars, robots, and so on. Though point clouds

can be used directly for rendering or semantic analysis, they are often converted into meshes for

further use in the applications.

2D slices. 2D slices are commonly used in the field of medicine, acquired with e.g. CT, Ma-

gnetic resonance imaging (MRI), and X-ray microtomography. They correspond to a stack of 2D

slices (i.e., tomograms), the slices giving the x and y coordinates and the slice’s serial number

indicating the z coordinates. 3D meshes can be reconstructed from such structures to get a deeper

understanding and more accurate diagnosis.

Photographs. 3D data can also be acquired and reconstructed from stereo image pairs or RGB-

D images without a priori knowledge. Stereoscopic borrows the principle of human eye imaging.

Using binocular vision, the depth information can be retrieved from pairs of images given the

positions and the focal lengths of the cameras. Reconstruction from images with depth maps highly

simplifies the routines of structure from motion (SFM) and can generate high-quality geometric

models.

So far, point cloud is one of the most common 3D data representations. Furthermore, 2D

slices and photographs are usually converted to point clouds in many cases before feeding to the

corresponding 3D algorithms.

1.1.2 3D tasks

3D models have been widely used in various tasks, including animation, physical simulation,

modeling and rendering. The requirements of data representations highly rely on the targeted ap-

plications.

Animation and simulation. The core objective of both tasks is similar, aiming at modeling and

deforming 3D objects given some context. Animation seeks to produce fancy imaginary scenes

or objects, while the simulation is designed to restore real-world scenes and objects or simulate

physical phenomena. Animation and simulation are powerful tools for many industries such as

film production, video games, safety engineering, or training education. One of the most common

input data representation for both tasks is 3D mesh, a collection of vertices, edges, and faces that

defines the shape of an object or a scene. It can be either a surface or a volume. By discretizing a

complex object into well-defined cells (e.g. triangles, quadrangles, tetrahedra, etc.), variables are

assigned to each element so that solvers can easily simulate expected behavior.
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Modeling. 3D modeling is a powerful tool for developing mathematical coordinate-based repre-

sentations of any object in three dimensions. It has a wide range of applications in the manufactu-

ring industry, medicine, or gaming. In addition, the popularization of 3D printer also promotes the

development of 3D modeling technology. Computer-aided design (CAD) models based on non-

uniform rational basis spline (NURBS) surfaces are by far the most common representation for

designing 3D models, whereas meshes are widely used for 3D modeling from existing objects or

scenes. Meshes are effective in explicitly representing the geometry of a model by describing the

relationship between geometric primitives through mesh connectivity. In addition, a wide range

of operations is well defined on meshes, such as Boolean logic (Constructive Solid Geometry),

editing, smoothing, simplification, subdivision or remeshing.

Rendering. Rendering is the process of generating a photorealistic or non-photorealistic image

from a 2D or 3D model by means of a computer program. As the last major step of the graphics

pipeline, giving models and animation their final appearance, it is an indispensable technology in

many fields. In architectural design, for instance, the architects can make design decisions with

the help of 3D rendering, before the building gets physically built. Meshes are an important data

source for 3D rendering. In the context of ray tracing-based rendering, their continuity facilitates

the computation of intersection between rays and meshes ; the facet normals and orientations make

the computation of ray reflections well-defined.

1.1.3 Shape reconstruction problem

3D shape reconstruction solves the problem of converting data acquired from 3D scanners into

geometric data structures that can be used in various tasks and applications. This thesis focuses on

surface reconstruction from raw 3D point clouds, into triangle surface meshes, by building desired

bridges between two data representations.

Point cloud is a subsampling of the real surface of objects, it may suffer from insufficient

sampling rates, intrinsic noises of 3D scanners, outliers, missing parts, etc. Although it captures

the approximate shapes of objects, it would be unrealistic to recover all details from a discrete

representation. In other words, surface reconstruction is an ill-posed problem (see Figure 1.3). Gi-

ven a point cloud, we can find an infinite number of surfaces that interpolate, i.e. pass through all

input points. The approximation is a relevant alternative to interpolation when the input point set

is defect-laden. In addition, regularization criteria must be chosen with care for dealing gracefully

with the defects, so-called priors. Some assumptions are made before solving the reconstruction

problem so as to regularize the missing information of the shapes. Common priors include smooth-

ness prior, primitive prior, data-driven prior and visibility prior.

Triangle mesh is one of the most widely used mesh structures for discretizing 3D shapes. It

comprises a set of triangles that are connected by their common edges or vertices. Compared to
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(a) Raw point cloud (b) Global smooth
reconstruction

(c) Piecewise smooth
reconstruction

(d) Interpolated
reconstruction

Figure 1.3 – The ill-posed nature of surface reconstruction problems. The best solution differs
depending on the selected prior and regularization criteria.

general polygon meshes, triangle meshes are more common due to their simplicity, easing many

geometric operators. Secondly, they are easier to generate via many available automatic mesh

generators. Thirdly, planar elements facilitate geometric computations.

1.2 General state of the art

As mentioned above, surface reconstruction are guided by various priors. In what follows, we

provide an overview of surface reconstruction methods using smoothness priors, primitive priors

and data-driven priors. We refer the reader to recent surveys [BTS+14, BTS+17, GXW18, JJC20,

HWW+22b] for more details.

1.2.1 Smoothness-based methods

The smoothness prior, including local surface smoothness prior, global surface smoothness

prior, and piecewise smoothness prior, produces surface approximations satisfying a certain level

of smoothness. It is less limited especially when the input data are non-uniform, incomplete or

noisy.

1.2.1.1 Surface representation

Smoothness-based methods often use implicit functions to represent reconstructed surfaces.

The latter is defined as the zero-level set of a scalar-valued function defined in Euclidean space :

F : R3 → R, i.e. S = {x ∈ R3|F (x) = 0}. Implicit surfaces offer several advantages :

• They allow fast checking of the position of a given point. The function sign provides infor-

mation on whether it is inside or outside the reconstructed surface.

• One can perform easily local modifications and Boolean operations on implicit surfaces.
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• The topology changes can be performed efficiently by modifying the function values at

critical points.

1.2.1.2 Discretization domain

In most cases, implicit functions are defined as a sum of basis functions with compact sup-

port, thus a discretization domain must be defined at the beginning of the reconstruction process.

The simplest choice is to associate the basis functions with the input points. It is widely used in

local smoothness-based methods thanks to its efficiency. However, it is hard to adapt in global

smoothness-based methods because the complexity of global systems can be extremely high when

the number of input points increases.

Octrees are commonly used in global methods. They are sufficiently scalable to large point

clouds and their hierarchical structure facilitates the application of multi-grid solvers. Still, there

are several limitations of octree-based discretization :

• Beyond its bounding box, the main parameter of an octree, i.e. the maximum depth of the

tree, is not directly related to a meaningful criterion that decides the reconstruction accuracy,

such as a geometric tolerance error. It is thus not obvious for a user to select a proper depth

for a given input point cloud.

• An octree is a data structure made up of cubes aligned to a Cartesian coordinate system.

Such an alignment and cube-based isotropy in general do not match the geometry of a given

point cloud.

• The peak memory of an octree is hard to control. For instance, an octree of depth n + 1
may consume much more memory than one of depth n, and we cannot predict or choose the

maximum memory consumption.

Another common choice for global methods is the 3D Delaunay triangulation, whose vertices

satisfy the empty sphere property, i.e. the circumsphere of any tetrahedron does not contain any

other vertex of the triangulation. Delaunay triangulations are easier to control by adding or re-

moving vertices from the triangulation. In addition, they are not axis-aligned as octrees, and can

thus be aligned to any local feature. Compared to octree-based methods, Delaunay-based methods

differ mostly in the following aspects : (1) the choice of the basis function, (2) the discretization

of the operators, and (3) the solvers.

Basis function. The choice of the basis functions has an important influence on the smoothness

of the implicit functions. On a discretized octree, each node is associated with a centered unit-

integral basis function with compact support. A common choice is the second-order B-spline basis.
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Equation (1.1) provides its definition in R1 (see Figure 1.4) :

Φ2(s) =


1.125 + 1.5s+ 0.5s2 if s ∈ [−1.5,−0.5]

−s2 + 0.75 if s ∈ [−0.5, 0.5]

1.125− 1.5s+ 0.5s2 if s ∈ [0.5, 1.5]

(1.1)

and Equation (1.2) provides its definition in R3 :

Φ2
o(q) = Φ2(

qx − cxo
wo

) · Φ2(
qy − cyo
wo

) · Φ2(
qz − czo
wo

), (1.2)

where o denotes the node, co denotes the node center and wo denotes the node width. As a result,

the implicit function at a given query position depends not only on nodes of all depths containing

this query, but also nodes of all depths whose supports include this query.

Figure 1.4 – Basis functions. Left : second-order B-spline function in 1D. Right : hat function on
a 2D triangulation (image taken from [NNZ21]).

On a 3D triangulation, the most common choice is the piecewise linear hat function defined at

the triangulation vertices (see Figure 1.4). It has a value of 1 on the central vertex and a value of 0

on its 1-ring neighbors. Given a query position, its function value is the barycentric interpolation of

the basis functions of the four vertices of the tetrahedron containing this query. Although higher-

order basis functions can be introduced by adding control points, it highly increases the system

and meshing complexity. Compared to the basis functions designed for octrees, the ones designed

for triangulations are less smooth and are more sensitive to the quality of the tetrahedra.

Operator discretization. Operators on octrees are discretized by using the finite element me-

thod (FEM), which considers dot products between pairs of functions over the finite elements.

Operators on triangulations can either be discretized by using FEM or using discrete exterior cal-

culus (DEC). DEC-based methods [DHLM05] discretize operators using simplicial chains and

cochains, requiring dual Voronoi partitioning. Alexa et al. [AHKSH20] compared both discretiza-

tions of the Laplacian operator on 3D triangulations.
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Solvers. Several linear solvers are proposed to accelerate the computation on octrees. They be-

nefit from the fact that (1) Octree is a hierarchical structure, (2) Octree nodes have regular shapes,

and (3) Efficient data structures facilitate neighbor lookup. Kazhdan et al. [KBH06, KH13, KH19]

proposed successively the log-linear cascadic, linear cascadic, and V-cycle solvers. The latter is

general-purpose and both time- and memory-efficient.

In general, solvers for 3D triangulations are less efficient than the ones for octrees. Conjugate

Gradient solver is a good iterative solver for large-scale linear systems, while its convergence is

highly dependent on the condition number of the system. Several preconditioners have been pro-

posed to deal with this issue, for example, Krishnan et al. [KFS13] proposed an algebraic multigrid

methods (AMG) style preconditioner, Chen et al. [CSHD21] proposed a multiscale Cholesky pre-

conditioner.

1.2.1.3 Isosurface meshing

Although ray tracking techniques can be used for extracting the final isosurface once the im-

plicit function is solved, it remains an expensive operation of the whole reconstruction pipeline.

As a consequence, more methods adopt tessellation-based methods, where meshing is performed

in a discretization domain. Lorensen et al. [LC87] proposed the marching cubes algorithm to per-

form efficient extraction of an isosurface from an implicit function defined on an octree. Many

variants have been proposed in the following years, e.g. Dual Marching Cubes [Nie04] propo-

sed by Nielson et al. which extracts quad patches ; Dual Marching Cubes [SW04] proposed by

Schaefer, which extracts local feature aligned triangular patches on a grid topologically dual to

the octree ; Dual contouring [JLSW02] proposed by Ju et al., which contours an octree tagged by

Hermite data. Marching tetrahedra [DK91], proposed by Doi et al. is an alternative to marching

cubes and it applies not only on triangulations but also on octrees whose nodes can be split into

6 tetrahedra. In addition, it is shown to avoid some ambiguous cases that appear in the marching

cubes algorithm.

1.2.1.4 Local smoothness-based reconstruction

Point Set Surfaces (PSS) were introduced by Alexa et al. in 2001 [ABCO+01]. As they ap-

proximate the surfaces by moving least squares (MLS) methods with high flexibility and control-

lability, this approach received a lot of attention. Many more variations have been introduced in

the following years : Implicit MLS (IMLS) proposed by Shen et al. in 2004 [SOS05], which in-

tegrates constraints over polygons to allow exact interpolations ; Algebraic PSS (APSS) proposed

by Guennebaud et al. in 2007 [GG07] (see Figure 1.5), which is based on moving least squares

fitting of algebraic spheres ; and Hermite PPS (HPPS) proposed by Alexa et al. in 2009 [AA09],

which allows interpolating normal constraints in a stable way. Recently, Mercier et al. [MLR+22]

proposed a method that extended the APSS approach, which approximates algebraic spheres using
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non-compact kernels and introduces an adaptive progressive octree refinement scheme driven by

the resulting implicit surface. This approaches properly captures the reconstructed geometry even

far away from the input samples.

Figure 1.5 – Algebraic point set surface (APSS). Overview in 2D (Image taken from [GG07]).

The multi-level Partition of Unity (MPU) was proposed by Ohtake et al. in 2003 [OBA+03]. It

is an adaptive method based on local shape functions, partitions of unity, and an octree hierarchy.

The octree is constructed following a top-down scheme controlled by a single specified accuracy

parameter. In other words, the cells are subdivided recursively until a user-defined error tolerance

is met. Fuhrmann et al. [FG14] proposed in 2014 a method extending MPU, called floating scale

surface reconstruction, which takes into account both normal and scale information of the input

point clouds (see Figure 1.6).

Figure 1.6 – Multi-level Partition of Unity (MPU). Overview of the approach in 2D (Image taken
from [OBA+03]). Left : adaptive subdivision coupled with least-squares fitting. Right : enlarging
the spherical domain for the local approximation to make it more robust.

Local smoothness-based approaches have a good capability to generalize for various shapes

and acquisition devices, and are usually both memory and computation efficient. However, they

are insufficiently smooth when dealing with severe artifacts. In addition, there is no guarantee that

the resulting isosurface is watertight or hole-free.

1.2.1.5 Global smoothness-based reconstruction

Most global smoothness-based methods follow the same process : given a point cloud with

oriented or unoriented normals, they discretize a geometric domain on which they solve a global

energy optimization problem, and then extract the zero-set of the obtained implicit function to
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yield a surface triangle mesh. The existing approaches mostly differ in the way that they (1) define

the scalar function with respect to the inferred surface (e.g. smoothed indicator [KBH06], signed

distance [CT11, HCJ19], signed robust Wasserstein distance [MdGD+10]), (2) define the objective

function (often trading data fidelity for regularity) and (3) solve for it (linear system [KBH06,

CT11], generalized eigenvalue solver [ACTD07]).

RBF-based approaches. Among the pioneering approaches, the global smoothness-based me-

thods rely upon globally-supported basis functions discretized either on the input point cloud or on

a regular grid. Carr et al. [CBC+01] introduced in 2001 an interpolating method based on radial

basis function (RBF). However, it is slow and compute-intensive for large point clouds, and the

linear system is badly conditioned due to the application of global supported RBF associated with

input points and off-surface points.

Poisson-based approaches. Kazhdan [Kaz05] proposed in 2005 a Fourier series-based method

solved on a voxel grid, which consumes a large amount of memory due to the choice of the

discretization. Based on their previous method, Kazhdan et al. [KBH06] proposed the popular

Poisson surface reconstruction (PSR) method in 2006 (see Figure 1.7), which is still considered as

the state-of-that algorithm when seeking high performance surface reconstruction. It is designed

to solve for an indicator function whose gradient best fits a vector field defined by the oriented

normals of the point cloud. To solve this problem, locally supported basis functions are assigned

to an octree discretized by the input point cloud, and then a spatially adaptive multiscale approach

is utilized to accelerate and reduce the memory footprint of the solver.

Figure 1.7 – Poisson reconstruction. An intuitive illustration in 2D (Image taken from [Kaz05]).

Several improvements based on PSR have been proposed in the following years : Screened

Poisson surface reconstruction [KH13] (SPR) which adds a data fitting term that encourages the

isosurface to pass through the input points ; an adaptive and efficient multi-grid solver [KH19]

for solving linear systems on octrees ; an improved PSR algorithm that incorporates a constraint

envelope of the input point cloud as a Dirichlet constraint within the global Poisson formulation

in order to better reconstruct regions with missing data. Despite all the above advantages of the
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Poisson-based approaches, they are still limited by the fact that they require oriented point clouds

as input and the quality of normals highly impacts the final results.

In order to solve this issue, Peng et al. [PJL+21] introduced a differentiable formulation of

PSR allowing backpropagation via neural networks. They optimize simultaneously the point co-

ordinates and corresponding normals by minimizing the Mean Square Error (MSE) loss between

the predicted and the ground truth indicator function. The function is discretized on a uniform grid

and the Poisson equation is solved using spectral methods to offer a fast GPU implementation. Al-

though this method achieves good performance for small scenes, it does not scale to large scenes

because the memory consumption grows cubically with respect to the grid resolution. Recently,

Hou et al. [HWW+22a] improved PSR by updating iteratively the vector field of an unoriented

input point cloud (see Figure 1.8). They observe that a ray originating from the interior of a solid

and pointing to infinity crosses the isosurface an odd number of times. A proper average of the

isosurface normals can thus correct the vector field used to define the Poisson equation. This me-

thod inherits the scalability and robustness features of PSR. It can deal with both sparse and dense

raw point sets, but cannot deal with missing data and sharp features.

Figure 1.8 – Iterative Poisson reconstruction. An intuitive illustration in 2D (Image taken
from [HWW+22a]).

Delaunay-based approaches. Several methods are discretized and solved over Delaunay trian-

gulations. Alliez et al. [ACTD07] proposed a spectral surface reconstruction approach that com-

putes an implicit function such that its gradient is best aligned with the principal axes of a cova-

riance tensor field defined by the estimated normals (see Figure 1.9). It is formulated as a maxi-

mization of the anisotropic Dirichlet energy (i.e. the Laplacian operator computed in the norm of

the tensor field) over the unit ball defined by a linear combination of the Dirichlet energy (i.e. the

Laplacian operator) and the biharmonic energy (i.e., the bi-Laplacian operator). This method re-

moves the need of normal orientations, at the cost of solving a generalized eigenvalue problem ins-

tead of a simpler linear system. We observe that the bi-Laplacian operator is highly dependent on
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the quality of the triangulation, leading to numerical instabilities when the triangulation contains

badly-shaped tetrahedra.

Figure 1.9 – Spectral surface reconstruction approach in 2D (Image taken from [ACTD07]).

Mullen et al. [MdGD+10] proposed in 2010 a method that first approximates locally an unsi-

gned distance field from the input unoriented point cloud, before proceeding to a global stochastic

signing of the function. It performs an adaptive domain discretization by using an octree only for

the initialization, combined with Delaunay refinement before solving. This method offers robust-

ness to unstructured outliers.

Other approaches. Another method quite similar to the Poisson approach is the Smooth Signed

Distance surface reconstruction method (SSD) proposed by Calakli et al. [CT11] in 2011 (see

Figure 1.10). Instead of formulating the implicit function as an indicator function, SSD seeks an

implicit function that approximates a signed distance field of the oriented input point cloud. While

PSR encodes the smoothness prior to the divergence of the input normal field, SSD minimizes

directly data fitting and normal fitting on the input points, under a soft constraint that encourages

the Hessian matrix of the implicit function to have zero norms. The smoothed vector field and di-

vergence operator are no longer needed, which facilitates the operator discretization. SSD follows

the same pipeline as PSR and it also benefits from the advantages of a multi-grid solver. It seeks

higher-order smoothness than PSR at the price of a longer computation time because the linear

system contains much more non-zero values.

Figure 1.10 – Smooth signed distance reconstruction in 2D (Image taken from [CT11]). Left :
oriented point cloud. Right : signed distance function.
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Variational implicit point set surfaces (VIPSS) have been proposed by Huang et al. [HCJ19]

in 2019 (see Figure 1.11). Unlike other MLS-based methods, VIPSS formulates surface recons-

truction as a global quadratic optimization problem and seeks an implicit function that minimizes

the data fitting term under a soft constraint encouraging the function to have a unit gradient field.

Discretization is not needed during optimization but is indispensable for meshing. This method is

very well suited to sparse, non-uniform, and unoriented point clouds, but it cannot deal with large

point clouds since the memory consumption grows cubically with the number of points.

Figure 1.11 – Variational implicit point set surfaces (VIPSS). Examples of Duchon’s interpolants
that interpolate scattered points in 1D and 2D for different choices of the Hermite data (Image
taken from [HCJ19]).

1.2.1.6 Piecewise smoothness-based reconstruction

We now classify the popular piecewise smoothness-based reconstruction approaches by dis-

tinguishing when the piecewise smoothness prior is introduced, i.e. before, during, or after the

reconstruction step.

Before reconstruction. Avron et al. [ASGCO10] proposed in 2010 a two-step L1 optimization

approach for reconstructing point set surfaces. They first solve a global sparse minimization pro-

blem to consolidate normal orientations, which are further used to consolidate point positions. The

final surface mesh is extracted using the Ball Pivoting algorithm [BMR+99] from the consolidated

point set. Huang et al. [HWG+13] proposed an edge-aware point set resampling technique for up-

sampling point sets with noise-free normals and preservation of sharp features. The regions away

from the edges are resampled, and then the remaining ambiguous areas are resampled progressi-

vely to approach the edge singularities. Introducing priors before reconstruction is made flexible,
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but the quality of sharp feature recovery is hard to control since it is highly dependent on the

selected reconstruction solver.

During reconstruction. Several MLS-based approaches are proposed for piecewise smooth re-

construction with sharp features. The robust moving least-squares approach (RMLS) [FCOS05]

introduced by Fleishman et al. in 2015 differs from previous MLS-based approaches in two as-

pects : (1) The point cloud is segmented into multiple outlier-free smooth regions before recons-

truction, and (2) The projection operator projects query points to the closest smooth region or the

closest sharp feature depending on their relative locations to the nearby smooth regions. Öztireli

et al. [ÖGG09] proposed the Robust implicit moving least-squares variant (RIMLS). It combines

the IMLS surface with a robust local kernel regression kernel using Ψ-type M-Estimators, leading

to a differentiable MLS surface that better preserves sharp features.

Figure 1.12 – Feature-preserving surface reconstruction and simplification (Image taken
from [DCSA+14]). (a) Point set. (b) Initial 3D Delaunay triangulation. (c) Initial reconstruc-
tion surface. (d) Initial transport plan. (e-f) Intermediary decimation steps. (g-i) Reconstruction
results with 100, 55 and 22 vertices. (j-l) Final transport plan with 100, 55 and 22 vertices.

After reconstruction. Some approaches regularize and simplify an initial surface guess with

respect to sharp features. Hoppe et al. [HDD+94] proposed a piecewise smooth surface recons-

truction approach that takes as input a reconstructed and optimized dense mesh and fits an accurate

and concise piecewise-smooth subdivision surface. Wang et al. [WYZC13] pioneered a recons-

truction pipeline that first removes outliers and eliminates noises from the input point cloud, then

passes the so-consolidated point cloud to PSR. The sharp features are recovered by post-processing

of a bilateral filtering of face normals and a normal-guided point position optimization. Digne et

al. [DCSA+14] introduced a sharp feature-aware surface reconstruction and simplification ap-
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proach, which starts with an initial surface guess and decimates it via an optimal transportation

error metric (see Figure 1.12).

1.2.2 Primitive-based methods

Surface reconstruction with primitive priors usually consists of two steps : primitive detection

and primitive assembly. They are widely used in large-scale indoor scenes or outdoor scenes re-

construction owing to their good scalability and the low complexity of the output meshes, even if

the meshes are in most cases polyhedral surfaces instead of triangular surfaces.

1.2.2.1 Primitive detection

Primitive detection has received considerable attention for more than 40 years, and many ap-

proaches have been proposed to solve this problem in various contexts. For more details, we refer

to a recent survey authored by Kaiser et al. [KZB19].

The basic geometric primitives include planes, spheres, cylinders, cones and torie. One or

more primitive types are detected depending on the design of each approach. The planar primitive

is the most common choice, not only because it is easy to estimate in the detection phase, but also

because it is efficient to intersect planes for assembling primitives.

Fischler et al. [FB81] introduced in 1981 a paradigm for fitting a model to experimental data,

called RANdom SAmple Consensus (RANSAC). The algorithm starts with selecting randomly a

minimal set of candidate control points. A hypothesis is formulated according to the candidate set,

followed by a score function evaluation that decides whether the candidate is kept or discarded.

Schnabel et al. [SWK07] proposed the efficient RANSAC approach that improves the original

method by extending RANSAC to all types of primitives and accelerating it during the score

evaluation phase. The algorithm is robust against noises and outliers, and it scales well with respect

to the size of the input point cloud and the number of detected primitives.

(a) Point Cloud (b) RANSAC (c) Region Growing

Figure 1.13 – Comparison between RANSAC and Region Growing on a 3D point cloud. (Image
taken from [OVJ+22]).

Rabbani et al. [RVDHV06] proposed a region growing based approach clustering points based

on unoriented normals and local connectivity of the points. A local hypothesis grows in a spatial

neighborhood of a seed point until no points can be merged under a user-defined normal threshold.



1.2 – 1.2.2 Primitive-based methods 17

The process stops once all points are segmented. Compared to efficient RANSAC, this approach

is less resilient to outliers but provides better quality outputs for large scenes with many small

details, at the cost of higher computation time.

Recently, Yu et al. [YL22] proposed an energy-based method that refines an initial planar

primitive configuration (obtained from e.g. RANSAC, region growing, etc.) by optimizing an ob-

jective function relating to high fidelity, simplicity, and completeness. The said objective function

is explored by performing repeatedly five local geometric operators : transfer, exclusion, inser-

tion, merging, and splitting. A greedy search strategy is adopted based on a modifiable priority

queue. This approach is shown to be able to largely improve an initial configuration provided by

aforementioned primitive detection methods.

1.2.2.2 Primitive assembling

We roughly divide the primitive assembling methods into two types : connectivity-based and

partition-based approaches.

Connectivity-based assembling. A popular method proposed by Chen et al. [CC08] first reco-

gnizes planar regions based in the input point clouds, then intersects the planes to form creases

and corners, before generating closed polyhedra.

Partition-based assembling. Most of the partition-based approaches partition space into a dis-

crete domain, then label each cell as inside or outside.

Schnabel et al. [SDK09] proposed in 2009 a graph-cut based method to reconstruct and com-

plete surfaces from a set of detected primitives. The graph is constructed on the vertices of a

regular grid bounding the input point cloud and the graph cut algorithm is performed iteratively

to minimize an objective function trading completeness for fidelity, followed by a violation detec-

tion of the cut edges in order to update edge costs in the graph. The output surface is extracted

by an extended version of marching cubes which preserves the sharp feature edges deduced from

the inside/outside labels. Lafarge et al. [LA13] proposed a hybrid approach that first constructs

a structured point set and then reconstructs the hybrid surface by combining consolidated primi-

tives and the remaining unconsolidated points. A novel efficient min-cut formulation discretized

on a Delaunay triangulation was designed to combine structure, geometry and visibility in or-

der to guarantee that the output meshes are intersection-free and 2-manifold surfaces. Chauve et

al. [CLP10] introduced in 2010 a lightweight method discretized on a 3D space decomposition

of polyhedral cell complexes. Bauchet et al. [BL20] proposed an efficient kinetic data structure

for partitioning the 3D space into convex polyhedra, that largely reduces the computation cost of

previous approaches and improves the quality of the output 3D polyhedral partitions.
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1.2.3 Learning-based methods

With the undisputed success and rapid growth of neural networks and deep learning in many

domains, more and more learning-based reconstruction approaches using data-driven priors have

been proposed in the last five years. Several well-rounded 3D datasets with quality labels (e.g.

ModelNet Dataset [CFG+15], ABC Dataset [KMJ+19]) have been published as well, stimulating

the use of data-driven priors and enabling new benchmarks and baselines for the surface recons-

truction problem. Depending on the output, we can roughly classify the learning-based methods

into three types : signed distance function (SDF), occupancy, and explicit mesh.

Signed distance function. Park et al. [PFS+19] proposed DeepSDF in 2019, a learned conti-

nuous signed distance function representation from point clouds. They adopted an encoder-

decoder structure, which encodes at first the input shape into a 512-dimensional shape code, then

the decoder takes both the code and a query position and gives the predicted signed distance value.

Though DeepSDF shows interesting results in several 3D tasks, it lacks the capacity of represen-

ting the details of shapes. Boulch et al. [BM22] overcomes this issue by computing latent vectors

at each input point (see Figure 1.14). The final latent code for a query position is produced by a

learning-based interpolation on nearest neighbors. Their approach can represent not only a single

object but also large-scale scenes, while it is time and memory-consuming. What’s more, there is

no guarantee that the implicit function is continuous or differentiable. Liu et al. [LGP+21] pro-

posed DeepIMLS, which predicts an octree as a scaffold for generating MLS points with learned

priors. As a result, the implicit function benefits the advantages of MLS and can be applied in

differentiable tasks.

Figure 1.14 – POCO (Image taken from [BM22]).

Occupancy. The surface reconstruction problem can be reformulated as an occupancy predic-

tion problem on regular grids or octrees. Several approaches have been proposed since 2017 : Oc-
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tree Generating Network [TDB17], O-CNN [WLG+17], Minkovski engine [CGS19], Occupancy

network [MON+19], etc. A detailed review is provided in Section 2.5.

Explicit mesh. Some approaches directly predict an explicit mesh as the reconstructed surface.

Hanocka et al. [HMGC20] proposed Point2Mesh, which learns to deform iteratively an initial

mesh in order to minimize the distance between the input point cloud and the sampled point cloud

from the current mesh. Rakotosaona [RGA+21] et al. proposed the Delaunay Surface Element

(DSE) reconstruction approach that trains one network for selecting geodesic neighbors from Eu-

clidean neighbor sets and another network for creating log map projection from geodesic neighbors

to 2D embeddings (see Figure 1.15). The final mesh is synchronized from Delaunay triangulation

surface patches of the learned 2D embeddings. Chen et al. proposed neural marching cubes [CZ21]

in 2021 and then neural dual contouring [CTFZ22] in 2022. Taking as input a regular grid with

either corner signs (for signed distance field) or edge intersection flags (for unsigned distance

field), it predicts for each grid cell a Hermite point for reconstructing the final surface mesh. These

methods can also be used for extracting sharp features and open boundaries for both oriented and

unoriented point clouds.

Figure 1.15 – Delaunay surface element reconstruction (Image taken from [RGA+21]).

Existing problems. Although many learning-based approaches have been proposed, most of

them have one or several limitations :

• The resolution of the final surface is limited by the high memory consumption, hence the

scalability of these approaches remains a major issue in real-world applications.

• The method can be overfitted to one or several shape classes in the training dataset, and the

generalization to other classes is not easy to achieve, which restricts the applications of the

trained models.

• Training and inference can take a long time even on compute-intensive devices and well-

annotated datasets are not always available.
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1.3 Focus and positioning

We address two main problems in this thesis : (1) How to reconstruct good surfaces from

defect-laden point clouds ; (2) How to approximate the surfaces to achieve a satisfactory balance

between complexity and accuracy. These problems pose several challenges :

Q1. How to deal with point clouds with latent defects?

In real-world applications, point clouds scanned by acquisition equipments usually contain

various defects such as missing data, noises, outliers, misalignment among devices, etc. There-

fore, the reconstruction process has to be carried out under defective information that may lead to

inaccurate surfaces, or even outrageous surfaces. There are several reasons. The first one is the po-

pularization of low-cost scanners and sensors. Such devices sacrifice accuracy in order to reduce

production costs. The second one is the wide usage of medium-range and long-range scanners,

which pay more attention to high-level geometry instead of fine details. The last one is due to the

use of handheld laser scanning systems, which introduce more errors during the registration step.

Only very few existing methods can deal with a wide range of defects, thus the choice of a

proper reconstruction method for a given defect-laden point cloud is highly empirical and requires

domain specific knowledge. A possible solution is to design both input- and output-aware re-

construction algorithms instead of being only input-aware. Another way to handle this issue is to

introduce data-driven priors with sufficient data augmentation.

Q2. How to deal with point clouds with multi-scale features?

We wish to address the increasing demand for modeling complex objects and large-scale

scenes. As a result, reconstruction with multi-scale details must be taken into consideration during

the algorithm design phase. A sufficient sampling rate is a key guarantee to reconstructing areas

with high curvature and fine details, while the reality is that the sampling rate is rather low in such

regions.

Introducing an appropriate combination of priors can help solving this issue : smoothness

priors guarantee good consistency for free-form parts ; primitive priors reconstruct easily regions

with simple canonical primitives, and data-driven priors retrieve information from training datasets

for ambiguous regions.

Q3. How to derive meaningful parameters for controlling surface reconstruction algorithms?

Most reconstruction algorithms require some user-defined controlling parameters. While mea-

ningful parameters (e.g. the ones related to error tolerance or complexity) are widely used in

local algorithms, it remains a difficult problem to devise intuitive ones for controlling global
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smoothness-based reconstruction algorithms. For instance, the two main parameters of screened

Poisson reconstruction are the depth of the octree and the screening weight. SSD reconstruction

has an additional Hessian weight to control the smoothness of the final implicit function. All such

parameters are not directly related to a meaningful criterion that governs the reconstruction accu-

racy. It is thus not obvious for a user to select them given a point cloud. In addition, the optimal

choices may change for different point clouds.

Distance- and normal-related parameters are good default options for users. Introducing

such parameters into global smoothness-based reconstruction algorithms makes the latter more

flexible. In addition, using a parameter field instead of a single threshold can further improve the

controllability of the output surface.

Q4. How to achieve a good trade-off between complexity and accuracy?

The reconstruction accuracy is highly influenced by the solver quality. The improvement of

the quality always depends on more expensive operators. For global smoothness-based methods,

dense discretizations play a critical role to ensure good condition numbers and approximate solu-

tions. For local smoothness-based methods, global kernel functions help reconstruct surfaces with

enough smoothness. For primitive-based methods, accurate detection of primitives is indispen-

sable for the assembling step. However, such operators are limited by the memory and computing

power of the computing devices.

To achieve a good trade-off between complexity and accuracy, we should provide “just en-

ough” degrees of freedom (DoF) during the computation. One way to tackle this issue is to intro-

duce some amount of progressiveness into the reconstruction algorithms.

1.4 Contributions

Focusing on surface reconstruction from raw 3D point clouds, we introduce three surface

reconstruction approaches suitable for different situations, together with a sharp feature point

consolidation approach which can be used as a pre-processing for the proposed reconstruction

approaches.

Contribution 1 : Progressive discrete domain for global implicit reconstruction.

Most global smoothness-based reconstruction approaches follow the same pipeline : they dis-

cretize a geometric domain on which they solve a global energy optimization problem, and then

they extract the zero-set of the obtained implicit function to get a triangle surface mesh. Although

many different energies and meshing approaches have been proposed in the past years, the domain

discretization step received fewer attention in the literature.
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We first underline in this thesis the importance of the domain discretization step in the glo-

bal implicit reconstruction pipeline. It has a direct influence on the smoothness of the implicit

function, the complexity of the global system and the quality of the extracted isosurface. We then

devise a progressive coarse-to-fine approach that jointly refines the implicit functions and its re-

presentation domain, through iterating solver, optimization and refinement steps applied to a 3D

Delaunay triangulation. It can be combined with many global implicit solvers. Our discretized

domain has several properties : (1) It is both input and output aware. The domain is denser near

the isosurface, and even denser where it exhibits small local feature size. Just enough degrees of

freedom are allocated in order to ensure a good complexity-accuracy tradeoff. (2) The domain has

a high quality to improve the solver conditioning. (3) The isosurface extracted from the domain

also has a high quality.

Our experiments show that our discrete domain can largely improve the reconstruction quality

on real scanned point clouds with various defects, such as noises, missing data, variable resolution,

or variable feature size.

Contribution 2 : Primitive-guided implicit reconstruction on progressive discrete domain.

Global implicit reconstruction approaches offen struggle to reconstruct canonical primitives.

There are two reasons : (1) The global implicit function is a weighted sum of all basis functions

with compact supports instead of a simple shape parameterization. (2) Hard constraints cannot be

integrated into global solvers on octree-based discretization. For instance, the screened term in

PSR is added into the energy function as a soft constraint, as well as the hessian term in SSD. As

a result, we can never expect that a Poisson function equals to zero at all input points or a SSD

function is a real distance function.

Based on the proposed discrete domain, we explores a progressive implicit reconstruction

approach able to consider detected primitive configurations. We leverage an initial primitive de-

tection step to constrain the implicit function on non-ambiguous canonical primitive areas, then

interleave global implicit solvers with refinement and optimization of the 3D tetrahedron mesh

used to represent an implicit function respecting detected primitives.

Although we are still improving this approach in order to produce high-quality isosurface with

smooth transitions between constrained and unconstrained areas, our approach shows already se-

veral benefits : (1) Our approach is capable of combining global smoothness prior with primitive

prior and it has the possibility to involve data-driven prior to reconstruct sharp features. (2) Our

approach explores that global implicit reconstruction approaches can be controlled by known in-

formation, which eliminates some defects around ambiguous regions.
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Contribution 3 : Sharp feature consolidation via displacement learning

Point clouds, especially those scanned from man-made objects, often contain sharp features.

The latter gives crucial semantic information of a shape. However, recovering sharp features du-

ring smoothness-based reconstruction is hard. First, the normals of the sharp feature points are

ambiguous or ill-posed. Smoothing their normals destroys the sharpness around such region. Se-

cond, there are few points sampled exactly on sharp features due to the sampling techniques. Last,

introducing smoothness prior further hinders recovering sharp features from raw point clouds.

In this thesis, we present a deep learning-based network that learns to detect and consolidate

sharp feature points on raw 3D point clouds. We devise a multi-task neural network architecture

that identifies points near sharp features and predicts displacement vectors toward the local sharp

features. The so-detected points are thus consolidated via relocation. A point-to-feature oracle is

designed to improve the data augmentation quality so as to prevent our models from overfitting.

Our proposed approach is noise-resilient and flexible. It outperforms the state-of-the-art ap-

proaches both quantitatively and qualitatively on the popular ABC dataset. It is also a powerful

preprocessing tool for surface reconstruction approaches. We are working on introducing it into

our progressive implicit reconstruction pipeline as data-driven prior.

Contribution 4 : Coarse-to-fine piecewise smooth reconstruction via clustering quadric error
metrics.

At the end of the thesis, we tackle the hard problem of reconstructing piecewise smooth sur-

faces with sharp features from raw 3D point clouds. Most previous piecewise smooth-based re-

construction approaches solve it by treating three separate sub-tasks in a certain order : (1) separa-

ting sharp features from smooth patches, (2) reconstructing smooth patches and (3) stitching them

with sharp features. Although it facilitates the algorithm design, it does not take into account the

interaction among the sub-tasks and thus either leads to defective results or increases the algorithm

complexity.

We devise a coarse-to-fine approach which reconstructs and simplifies simultaneously a pie-

cewise smooth surface from an unoriented raw 3D point cloud via clustering quadric error metrics

(QEM). Local geometries are captured by point cloud QEM estimations and the points are clus-

tered via a variational shape approximation-type region growing process. An oriented mesh is

extracted using a binary integer problem solver from a connectivity graph guided by the adjacency

of the clusters.

The proposed approach is evaluated on challenging point clouds both qualitatively and quanti-

tatively. It is shown that our approach produces oriented output meshes whose densities are adapted

to local feature sizes and local curvatures with just enough degree of freedoms. It is computatio-

nally efficient and is scalable to large point clouds.
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1.5 Thesis overview

Figure 1.16 – Outline of the thesis.

The overview of this thesis is shown in Figure 1.16, and its parts are organized as follows :

Chapter 2 presents our first contribution on progressive discrete domains for global implicit

reconstruction methods.

Chapter 3 presents our current progress on primitive-guided implicit reconstruction on pro-

gressive discrete domains.

Chapter 4 presents the proposed deep learning framework for sharp feature consolidation.

Chapter 5 presents our fourth contribution on coarse-to-fine mesh reconstruction via cluste-

ring quadric error metrics.

Chapter 6 provides conclusive remarks on all contributions of this thesis. We also discuss

future work and potential breaking points in these research directions.
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Many global implicit surface reconstruction algorithms formulate the reconstruction

problem as a volumetric energy minimization, trading data fitting for geometric regu-

larization. As a result, the output surfaces may be located arbitrarily far away from the

input samples. This is amplified when considering (i) strong regularization terms, (ii)

sparsely distributed samples or (iii) missing data. This breaks the strong assumption

commonly used by popular octree-based and triangulation-based approaches that the

output surface should be located near the input samples. As these approaches refine,

during a pre-process, their cells near the input samples, the implicit solver deals with a

domain discretization not fully adapted to the final isosurface. We relax this assumption

and devise a progressive coarse-to-fine approach that jointly refines the implicit function

and its representation domain, through iterating three steps (solver, optimization and re-

finement) applied to a 3D Delaunay triangulation. There are several advantages to this

approach : the discretized domain is adapted near the isosurface and optimized to im-

prove both the solver conditioning and the quality of the output surface mesh contoured

via marching tetrahedra. At the end of this chapter, we also describe an attempt for dis-

cretizing an octree from a defect-laden point cloud, via a deep learning-based approach.

We then analyze the remaining problems and describe some directions to improve this

approach in a future work.
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2.1 Introduction and related work

Assuming input measurement data provided as an unorganized 3D point set, surface recons-

truction is the process of recovering shapes or entire scenes that fit these data, while dealing with

defect-laden or missing data. The reconstruction problem is inherently ill-posed as an infinite

number of shapes may fit the data. The common wisdom consists of reducing the search space,

i.e. regularizing the problem via adding predetermined priors deriving from assumptions about

geometry, semantics, acquisition or structure. A geometric prior may relate to trivial topology, ab-

sence of boundaries, canonical shape primitives or smoothness. Furthermore, data fitting is only

half the problem, as satisfactory complexity-distortion tradeoffs are also sought after. In addition,

other properties are desirable for downstream use of the reconstructed discretized surfaces (often

triangle meshes), such as well-shaped elements and adaptive density.

Global implicit surface reconstruction methods commonly hinge upon global solvers, possi-

bly multi-scale. These solvers, commonly tailored to discrete differential operators, yield implicit

functions that trade data fidelity for geometric prior matching, where the prior commonly favors

closed smooth surfaces. Such global solvers require discretizing both the 3D domains where the

implicit function is defined and the aforementioned operators, and contouring the implicit func-

tion to extract the final meshes. Ideally, the above discretization should provide (1) just-enough

degrees of freedom near the reconstructed surface for the solver, (2) well-shaped volumetric ele-

ments everywhere to ensure good numerical conditioning for the solver, (3) geometric regularity

when inferring smooth surfaces, and (4) well-shaped elements of the output surface mesh.

2.1.1 Previous work

As surface reconstruction approaches are already reviewed in Section 1.2, we restrict next our

review to implicit global reconstruction methods with an emphasis on discretization issues. As our

progressive approach utilizes tetrahedron mesh optimization and refinement principles, we also

review the related work.

Implicit surface reconstruction. The type of domain discretization used for representing the

implicit function differs for each method. The popular Poisson reconstruction method and its

variants [KBH06, KH13, KCRH20] refine an octree before solving for the implicit function. It

utilizes smooth basis functions defined on the octree elements, and requires diffusing the input

normals in order to compute the divergence operator. On areas with missing data, such approaches

can generate spurious surfaces and coarse output meshes where the cells of the octree are not

refined. A recent variant [KCRH20] adds a close envelope and constraints the solver to generate

level sets only inside this envelope, which significantly reduces the undesired spurious surfaces,

while the envelope is not always available in real applications. The Smooth Signed Distance (SSD)

reconstruction approach proposed by Calakli and Taubin [CT11] also utilizes an octree before sol-
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ving, but does not require diffusing the normals or discretizing the divergence operator. A spectral

approach [ACTD07] removes the need for oriented point sets as input points, at the cost of solving

for a generalized eigenvalue problem instead of a simpler linear system. It uses a 3D Delaunay

triangulation as domain discretization, refined before solving as in previous work. The "signing-

the-unsigned" approach [MdGD+10] signs an outlier-robust distance function. Adaptive domain

discretization is performed by using an octree only for the initialization, combined with Delaunay

refinement before solving.

In summary, most common implicit-based approaches rely upon a predetermined domain dis-

cretization : they determine a data structure (often an axis-aligned bounding volume hierarchy

such as an octree) from the local density of input samples, a resolution for the reconstructed sur-

faces, and then utilize a global solver to infer an implicit surface. Refining the data structure a

priori, and only near the input samples, can either overlook areas where the solver completes

missing data or over-refines where the reconstructed surface is flat. In addition, the axis-aligned

nature of the above data structure is too rigid : it produces output meshes that may contain badly

shaped elements and the overall approach is not intrinsically invariant to rotations. We are thus

left with a chicken-and-egg problem, as knowing the reconstructed surface requires solving, and

ideal solving conditions require knowing the final reconstructed surface. The difficulty of sequen-

cing actions where each seems to depend on others calls for a progressive approach in which the

solver is used iteratively, as a means of consolidating hypotheses emitted in previous iterations,

and interleaved with (isosurface-driven) optimization and refinement of the discretization. Seve-

ral approaches already proceed coarse-to-fine during reconstruction (e.g., [OBA+03, SLS+06] to

cite a few), but do not jointly refine and optimize both the implicit function and its representation

domain. Optimization herein should be understood as adapting the domain geometry around the

isosurface.

Tetrahedron mesh optimization. Quality meshes commonly refer to tetrahedron elements with

controlled size and shape, which offer both accuracy and conditioning for discrete operators such

as Laplacian, Hessian, or divergence [She02]. Some approaches optimize via local topological

transformations [LCS09, CZZ+17]. Other approaches relocate the vertices, either locally [JWZ11]

or globally [VWP13]. Klingner and Shewchuk use an even broader repertoire of mesh transforma-

tions [Kli08]. These approaches are insufficient for our specific context where both the discretized

domain (shape of tetrahedra) and the discretized isosurface (shape of triangles extracted via mar-

ching tetrahedra) must be optimized jointly.

Tetrahedron mesh refinement. Mesh refinement is a relevant paradigm for improving the

complexity-distortion tradeoff of finite element simulations [BKK20]. Mesh adaptation requires

estimating the simulation error [GBA+17]. Delaunay refinement is a popular greedy refinement

method for isotropic mesh generation and shape approximation [CDS13, Si15]. The Delaunay re-
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finement paradigm is also relevant for discretizing the 3D domain in our context, by inserting cir-

cumsphere centers of tetrahedra. However, we also need a specialized refinement scheme around

the inferred surface (discretized by marching tetrahedra), tailored to preserve the shape of isosur-

face triangles.

2.1.2 Positioning and contributions

Departing from most implicit surface reconstruction methods that discretize the domain a

priori based on the input data, we propose an output-sensitive progressive coarse-to-fine approach

that jointly refines the implicit function and its representation domain, while discovering its iso-

surface (see Figure 2.1). The motivation for such an approach stems from the observation that

the global surface reconstruction problem is two-fold : the domain should be adapted both for the

solver to capture adequately the variations of the solution as a scalar field ({f(x), x ∈ R3}) and

then specifically around an isosurface to be extracted (without loss of generality, S = f−1(0)).

Dedicated refinement and optimization approaches must be developed for these two entangled

sub-problems. Our method is intended to deal with implicit reconstruction methods that can be

discretized on tetrahedron meshes.

Figure 2.1 – Progressive discrete domain for surface reconstruction. Left : input point set. Right :
our approach jointly refines and optimizes the implicit function (bottom) and its discretized domain
(a 3D Delaunay triangulation) around the refined isosurface (top). In such a progressive approach,
the implicit solver is used iteratively, as a means of consolidating hypotheses emitted in previous
iterations. Top : the isosurface and only the set of tetrahedra intersected by the isosurface are
shown. Bottom : the implicit function (piecewise-linear over the 3D triangulation) is depicted on
the facets intersected by a clipping plane.

Our key insights and technical contributions are :
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— The domain discretization should be of high quality, so that the differential operators used to

solve for the implicit function can perform reliably. Meanwhile, the discretization should be

economical, to allow for fast updates of the solution between two iterations. We contribute

a sparse refinement scheme that allocates degrees of freedom where most needed.

— The local discretization density should be adapted to the target surface : denser near the

isosurface, and even denser where it exhibits a small local feature size. Without prior know-

ledge about the output surface (i.e., the locus where {f(x) = 0}), rendering pre-allocation

of an adaptive structure around input samples inadequate, we adopt a progressive approach

that allocates additional degrees of freedom that are necessary to improve the accuracy and

quality of the isosurface.

— The isosurface should be of high-quality. Given a current isosurface contoured by marching

tetrahedra, we optimize the tetrahedron mesh so that the isosurface intersects the tetrahedra

preferably through their edge midpoints. Our approach differs from the recent contribution

of Hass and Trnkova [HT20] in that we also optimize for the shape of tetrahedra.

— Our method is intended to be generic, making little assumptions about the implicit function,

solver and surface extraction methods, so that existing solvers can be used as black boxes.

We demonstrate the relevance of our method by instantiating it on three popular method :

Poisson [KH13], smooth signed distance (SSD) [CT11] and spectral [ACTD07] reconstruc-

tion.

2.2 Technical background

2.2.1 Implicit surfaces

An implicit surface, referred to as isosurface in the sequel, is defined as the level-set of a

function f : R3 → R. Some conditions such as non-vanishing gradients are required to ensure that

the isosurface is a surface. In our context where we perform a progressive implicit reconstruction of

surfaces from point samples, we distinguish between three main cases, locally : (1) The isosurface

passes near the input points : the original objective of faithfully approximating the input data is

met ; (2) The isosurface locally passes far away from the input points : either it fills a hole or

the domain discretization is too coarse, or a high regularization term creates a high tension of the

isosurface ; (3) Some points are isolated, i.e., not locally approximated by the isosurface : these

points are outliers or the domain discretization is too coarse.

Once the implicit function is computed, the isosurface can be contoured by the marching

tetrahedra approach. Since the function is linearly interpolated inside each tetrahedron, in general

(omitting degenerate cases), it extracts linear surface elements (quadrangles or triangles) inside

the tetrahedra whose vertices have function values with opposite signs. The isosurface is thus a

hybrid quad-triangle surface mesh.
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(d) Unbiased

r+ = 1.1
r-  = 0.9

(c) Biased

r+ = 1.15
r-  = 0.95

(b) Unbiased, Noisy

r+ = 1.1
r-  = 0.9

r+ = 1.15
r-  = 0.95

(a) Biased, Noisy

Figure 2.2 – Contouring a discretized domain. (a) A “biased” triangulation is generated by two
layers of randomly-generated vertices located on two concentric spheres with an inner radius of
0.95 and an outer radius of 1.15. (b) A noisy yet unbiased triangulation is generated by two layers
of random vertices sampled on two concentric spheres (outer radius 1.1, inner radius 0.9). The re-
sulting isosurface contains badly shaped triangles as well. (c) A biased triangulation is generated
by two layers of evenly-placed vertices sampled on two concentric spheres. Although the tetra-
hedra are well shaped (isotropic, i.e., nearly-equilateral), isosurface mesh contains many skinny
triangles which correspond to triangulated quadrangle elements connecting well-shaped triangles
of different sizes due to the biased triangulation. (d) A unbiased triangulation is generated by two
layers of evenly-placed vertices sampled on two concentric spheres. Most triangles of the isosur-
face are well-shaped and uniformly sized.

2.2.2 Discretization

What is a good tetrahedron discretization for the global implicit reconstruction problem is a

central question in our context. The tetrahedron elements should be well-shaped to ensure good

conditioning of the solver. In addition, the 3D triangulation should exhibit denser elements only

near the isosurface, where the inferred surface has a small local feature size (equivalently : large

curvature, small thickness or small separation distance). Furthermore, the quality of the isosur-

face mesh elements has a close relationship with the discretized domain used to represent the

implicit function, for the tetrahedra intersecting the isosurface. Figure 2.2 depicts four different

discretizations of an implicit function approximating a unit sphere, and the resulting isosurface

meshes. The implicit function is defined analytically in order to eliminate the role of the solver,

and all quadrangles are triangulated so as to maximize the smallest triangle angle. This illustrates

that contouring well-shaped tetrahedron elements through their edge midpoints lends to isosurface
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meshes containing mostly high-quality triangles, with controlled size. To summarize, we seek for

a discretized domain whose elements are well-shaped, denser near detailed isosurfaces, and spar-

ser far away, with one layer of well-shaped tetrahedra intersecting the isosurface in their edge

midpoints.

2.3 Approach

2.3.1 Overview

Our algorithm takes as input a 3D point set with oriented or unoriented normals (depending

on the implicit solver) and generates as output a discretized reconstruction domain, in accordance

to the pipeline depicted by Figure 2.3. We assume that the point set is sampled on a closed 2-

manifold smooth surface, i.e., on the boundary of a solid. Measurement noise as and missing data

are tolerated.

Input Output

Coarse Delaunay
Refinement

Bounding Shape
Initialization Implicit Solver Mesh Optimizer Mesh RefinerCriteria

yes

no

Figure 2.3 – Overview. The domain boundary is initialized by a loose sphere bounding the input
point samples, refined by coarse Delaunay refinement. The algorithm then iterates through the
solver, optimizer and refiner. The isosurface, contoured by marching tetrahedra, is generated as
output once user-specified criteria are met.

We aim at generating and adapting a tetrahedron mesh discretizing the domain, serving as a

support of an implicit function computed via a user-defined implicit surface reconstruction solver.

We then extract an isosurface in the form of a surface triangle mesh. Possible choices for the

solver include Poisson (screened or not) [KBH06, KH13], smooth signed distance [CT11] and

spectral [ACTD07].

Our algorithm outputs an isosurface that fits well the input data set while exhibiting the follo-

wing properties : (1) It represents an approximation of the smooth inferred surface, with a uniform

or adaptive sizing ; (2) It completes missing data (holes) with piecewise linear approximations of

smooth surface patches, in accordance with the regularity requested for the solver ; and (3) Its

triangles are well shaped, i.e. isotropic.

The main user parameter of our algorithm is the aforementioned sizing field, which provides

indirect control over the final mesh complexity. In the uniform case, a target triangle area is requi-
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red. In the adaptive case, a variable sizing field is required. We propose such a sizing field based

on a local curvature estimate.

Notations. The input point set is denoted by X = {(p1, np1), . . . , (pN , npN )}. The loose boun-

ding 3D volume mesh is denoted by T = {V,E, T} where V = {v1, . . . , vM} denotes the vertex

set, E = {e1, . . . , eP } denotes the edge set and T = {t1, . . . , tQ} denotes the tetrahedron set. The

implicit function is denoted by a piecewise linear scalar function f : R3 → R defined onto T and

the isosurface is denoted by a set of oriented triangles S = f−1(0) = {(a1, na1), . . . , (aR, naR)}.
A uniform (constant) sizing field is denoted by s, and an adaptive sizing field is defined as a scalar

function s(x) from R3 → R.

Assumptions made on the solver. Our method requires the solver to be discretizable on tetra-

hedron meshes. This is the case for all solvers requiring discrete differential operators such as the

Laplacian, gradient, divergence and Hessian. For solvers that take as input parameters a kernel for

diffusing attributes from the input samples (e.g., normals for Poisson reconstruction), we require

as parameter the kernel size in order to ensure a minimal vertex sampling around the input point

samples. SSD and spectral reconstruction do not suffer from this constraint. We assume that the

solver provides as output a piecewise-linear scalar implicit function defined on the tetrahedron

mesh vertices, and that the output surface is the zero level set of this function.

2.3.2 Initialization

Given the input point set X , we compute its bounding sphere whose center is denoted as cX
and radius denoted as rX . The geometric domain is initialized by inserting into a 3D Delaunay

triangulation 100 points uniformly sampled on the surface of a sphere centered at cX with radius

1.4rX . We then perform 3D Delaunay refinement according to the circumradius-to-shortest edge

ratio (threshold set to 1.3 by default), which ensures an initial quality 3D triangulation. The initia-

lization has little impact on the final reconstructed surface when the enlarged ratio (1.4 by default)

is large enough. Its role is to bootstrap the refinement algorithm after obtaining an initial implicit

function from the solver. The domain is then further discretized gradually in the following process.

2.3.3 Optimization

Given the current triangulation T , implicit function and relating isosurface S, the optimization

step is designed to relocate the triangulation vertices so as to find a balance between improving

the shape of tetrahedra (making them as isotropic as possible), favoring that tetrahedra intersected

by S are intersected through their edge midpoints (creating a layer of tetrahedra “sandwiching”

the isosurface), while preserving the boundary of the initial bounding sphere.
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We formulate the optimization as a function-minimization process for the variable vertex posi-

tions {vi}, in which the objective function comprises three terms : (1) the As-Similar-As-Possible

(ASAP) term Ea rewards isotropic tetrahedra, weighted by a coefficient λa, (2) the mid-edge term

Em rewards midpoint isosurface intersection, weighted by a coefficient λm and (3) the damping

term Ed penalizes large-scale vertex relocation far away from the isosurface.

Denoting by TS the set of tetrahedra intersecting S, the objective functionE(T ) is defined as :

E(T ) = λa
∑
t∈T

wa(t)Ea(t) + λm
∑
t∈TS

wm(t)Em(t) +
∑
v∈V

wdEd(v). (2.1)

Figure 2.4 depicts the two principal terms of the optimized objective function.

(a) ASAP energy (b) Mid-edge energy

Figure 2.4 – Objective function. (a) The as-similar-as-possible (ASAP) term favors the tetrahedron
to become equilateral under a volume constraint. (b) The mid-edge term favors the midpoint of
edges with opposite function value signs to pass through the isosurface (blue).

ASAP objective. The goal is to deform each tetrahedron t to make it as congruent as possible

to an equilateral tetrahedron, referred to as reference tetrahedron, under a scaling operator that

preserves a given volume, while preserving its center. We define the reference tetrahedron t′ as the

centered unit regular tetrahedron and find the optimal transformation by minimizing the following

function :

Ea(t) = min
S

3∑
i=0
‖(c(t) + Svt′i)− vti‖

2, (2.2)

where S denotes an arbitrary isotropically stretched rotation matrix (a similarity matrix), c(t)
denotes the center of t, and ti (resp. t′i) denotes the ith corner of t (resp. t′). To find the minimizer

matrix S∗, we borrow ideas from the local/global optimization approach [SA07]. We start from

translating the centroid of the tetrahedron c(t) to the origin, and then compute the 3×3 covariance

matrix defined as

C(t′, t− c(t)) = t′(t− c(t))T . (2.3)

We then perform a singular value decomposition (SVD) onto the covariance matrix :

C = UΣVT . (2.4)
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To determine the scaling factor of C, we first compute the volume of all tetrahedra T and then

smooth the volume values by averaging the values of adjacent tetrahedra. This decreases the sizing

gradation among adjacent tetrahedra and better conditions the system. Given vol(t), the smoothed

volume of the tetrahedron t, we set the modified singular value matrix Σ′ to be :

Σ′ = 3

√
vol(t)
vol(t′) · I3. (2.5)

The minimizer matrix S? is set to :

S? = VΣ′UT . (2.6)

If the determinant of S? is negative, we invert the sign of the last singular vector of U and then

recompute S?. The objective function can then be written as :

Ea(t) =
3∑
i=0
‖(c(t) + S∗vt′i)− vti‖

2, (2.7)

where the vertex locations vti denote the variables under optimization.

Mid-edge objective. This term favors that the isosurface intersects tetrahedra through their edge

midpoints. Combined with the ASAP objective, contouring the intersected tetrahedra yields well-

shaped triangles with locally uniform sizing, where the length should be expressed within the norm

of the sizing field.

Given a tetrahedron t intersected by isosurface S, we consider only the edges intersecting S,

i.e. the edges with alternating signs of the implicit function value. In essence, this term encourages

the midpoint of all edges crossing S to be mapped to it, which in turn encourages the isosurface S
to be located in the middle of two offset surfaces composed of the faces of TS that do not cross S.

Em(t) =
∑

e∈t,f(ve1 )·f(ve2 )<0

((
ve1 + ve2

2 − pe
)
· nat

)2
, (2.8)

where at denotes the isosurface inside tetrahedron t (a quadrangle, resp. a triangle, if the number

ηt of edges of t crossing S is 4, resp. 3), pe is the intersection of edge e and at, and nat is the

normal of at. The variables ve1 and ve2 refer to the vertex locations of the vertices of edge e.

Damping objective. To prevent the boundary of the triangulation T from expanding or shrinking

during optimization, we add a damping term to restrict the movement of the vertices near ∂T .

More specifically, we first iterate over each vertex v and compute the minimum (resp. maximum)

function values fmin (resp. fmax), and the minimum (resp. maximum) function values at each

vertex adjacent to a tetrahedron crossing the isosurface fSmin (resp. fSmax).
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The weight of vertex gd(v) is defined as :

gd(v) =



f(v)− fSmin

fmin − fSmin
, if f(v) < fSmin

f(v)− fSmax

fmax − fSmax
, if f(v) > fSmax

0, otherwise.

(2.9)

Large holes may generate open isosurfaces with boundary on the domain boundary ∂T . In

order to avoid shrinking the isosurface’s boundary, we compute the distance from each vertex v to

∂T and set gd(v) = 1 for vertices located near ∂T to ensure that they remain unchanged. Once

the weight gd(v) is determined, the objective is computed as :

Ed(v) = gd(v) · ‖ṽ − v‖2, (2.10)

where ṽ denotes the vertex position at the previous iteration.

There are several reasons motivating this design choice : (i) We observed that large sliver te-

trahedra are generally located at the boundary of T , and while they contribute in practice very

little to the accuracy of the solution around the target isosurface S, penalizing their shape’s dis-

tortion comes at the much higher price of preventing optimization of the tetrahedra around S. (ii)
Formulating the damping weights as a function of the scalar field f itself allows us to favor shape

improvement of the tetrahedra around S without having to walk explicitly on the triangulation

(making it possible to set them in linear time), or updating and querying the nearest neighbor

structure, which would be necessary if the weights were defined in terms of distance to S . (iii) For

all solvers under consideration, the uncertainty of S is better expressed in terms of variation of the

scalar field around 0 than in terms of distance to S (consider the Poisson solver for example, for

which large holes in the data are filled with an extremely slowly-varying scalar field f ).

Weighting functions. To make the optimization invariant to rigid motion and scaling of the input

point set X and triangulation T , we define weighting functions for the three terms, respectively.

Denote by r(T ) the diameter of the triangulation (largest distance between pairs of vertices). For

the ASAP term we define wa(t) = vol(t)/r(T )3 ; for the mid-edge term we define wm(t) =
area(at)/r(T )2 ; for the damping term we define a high coefficient, by default wd = 100/r(T ),

which makes it a hard constraint to E(T ).

Linear solver. Since the three above terms are quadratic, the total objective function E(T ) is

quadratic and can be minimized by solving a linear system with 3|V | variables. We initialize the

solution as the unoptimized vertex coordinates and utilize an iterative linear solver. As all vertices

are relocated, we update the implicit function values at the vertices by linear interpolation over
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the triangulation computed by the previous solver, since the cost of running a solver on a large

triangulation is substantially more expensive than the one of the optimizer.

2.3.4 Refinement

We now describe a progressive and parsimonious refinement process for the 3D triangulation

of the domain, in order to provide “just enough” degrees of freedom around the isosurface S for

further computation. More specifically, we propose two refinement schemes tailored to induce a

local subdivision of the triangle facets of the isosurface with variable granularity, that preserves

the shapes of both the facets of the isosurface and tetrahedra of the 3D triangulation.

We observe the two possible configurations of a tetrahedron intersecting the isosurface, i.e.

with both positive and negative function values at its vertices (see Figure 2.5). For case 1, we have

either 3 positive values and 1 negative value, or vice-versa : the isofacet at is a triangle. For case

2, we have 2 positive and 2 negative values : the isofacet at is a quadrangle. In order to triangulate

at, we split the quadrangle by its shortest diagonal.

+

+

+

-
-

-
-

-

(c) Trisection (Case 2) (d) Bisection (Case 2)

(a) Trisection (Case 1) (b) Bisection (Case 1)

Figure 2.5 – Subdivided facets of the isosurface. Left : two configurations of a tetrahedron contai-
ning the isosurface. Middle : trisection refinement. Right : bisection refinement. For case 1 (1/3
vertices), the number of triangles is multiplied by a factor 9 after trisection refinement (a) and by
4 after bisection refinement (b). For case 2 (2/2 vertices), the number of triangles is multiplied by
a factor between 9 and 15 after trisection refinement (c) and by 4 after bisection refinement (d).

Trisection refinement. Given a tetrahedron t to be refined, we insert the trisection points of

each edge and the centroid of each face into the domain triangulation (see Figure 2.6(b)). While

for case 1 the isofacet is always divided into 9 sub-triangles (Figure 2.5(a) and 2.6(e)), it is not true
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for case 2, in which the number of sub-triangles depends on the shape of t. Empirically, the number

is between 9 and 17, with an average of 12, which we use to define our refinement algorithm.

Bisection refinement. We insert the midpoint of each edge with the same value signs (Fi-

gure 2.6(c)(d)). In both cases, the isofacet is divided into 4 sub-triangles (Figure 2.5(g-h)).

(a) Tetrahedron (b) Trisection (c) Bisection 
(Case 1)

+ +

+-

-
-

-

-

(e) Trisection
 (Case 1)

(f) Trisection 
(Case 2)

(g) Bisection 
(Case 1)

(h) Bisection 
(Case 2)

(d) Bisection
(Case 2)

Figure 2.6 – Refinement schemes. (a) Tetrahedron before refinement. (b) Refinement by crossing
edge trisection : we insert three points uniformly sampled on each edge and the centroid of each
face. (c-d) Refinement by bisection : we insert the midpoint of each edge with similar value signs
(two cases). (e-f) Refined isosurfaces for both cases after trisection refinement. (g-h) Refined iso-
surfaces for both cases after bisection refinement.

Refinement strategy. The adaptive mesh refinement step utilizes the above refinement schemes

as follows. Consider a tetrahedron t intersecting the isosurface into a facet ft. We evaluate the

target area at the centroid of ft from the input sizing field, denoted as s(ft). The area ratio rt is

defined as the ratio between the current area of ft and the target area s(ft). If rt is smaller than 1,

we deduce that the local sizing criterion is already satisfied, and we do not refine t. Otherwise, we

check the following conditions and adopt the following schemes :

1. If t belongs to case 1 and rt > 9, we trisect t.

2. If t belongs to case 2 and rt > 12, we trisect t.

3. If t belongs to case 1 and 4 ≤ rt < 9, we bisect t.

4. If t belongs to case 2 and 4 ≤ rt < 12, we bisect t.

5. If 1 < rt < 4, we bisect t with a certain probability.
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When 1 < rt < 4, we expect rt to approach 1 while avoiding over-refining t. Suppose we have

N tetrahedra intersecting isosurface with average area a before refinement. We bisect u percent of

tetrahedra and the average area after the refinement is a′. In order to preserve the total area of the

isosurface, we have :

a′ =
Na

4uN + (1− u)N → u =
a− a′

3a′

For a specific tetrahedron t, we evaluate a uniform random variable c ∈ [0, 1] and bisect the

tetrahedron only if c < 1
3(rt − 1). Otherwise, we do not refine it.

Adaptive sizing field. While the target area is intuitive to deduce for a uniform sizing field, the

adaptive sizing field is more delicate. Users can come with their own sizing fields, but we provide

a reasonable choice guided by the local curvature estimate of the inferred surface. Our sizing field

is dense near the region with high curvatures and sparse otherwise.

We start by evaluating the minimum curvature cmin and the maximum curvature cmax onto the

input point cloud X by fitting a Monge form [CP05].

Then, before beginning each refinement step, we construct a smoothed curvature map for

tetrahedra intersecting the isosurface. Given a tetrahedron t intersecting the isosurface, we consider

the k-nearest neighbors of the centroid of at in X and estimate the local curvature by computing

the maximum absolute value of the two principal curvatures of the neighbors. This curvature map

is smoothed following the same process of the volume field in ASAP energy and then clipped

within [cmin, cmax].
When refining a tetrahedron t, we deduce the target sizing from its smoothed curvature c. A

mapping function is applied to c so that users can control the grading of the sizing field :

c′ =
( c− cmin

cmax − cmin

)λ
· (cmax − cmin) + cmin.

Denote by d a user-controlled parameter that defines the expected distance tolerance from the

isosurface to the point cloud. The target sizing s is computed as :

s = 4
√

3 ·
(2d
c
− d2

)
.

Finally, s is clipped within [smin, smax] and used for guiding the above refinement process.

2.3.5 Solvers

We now detail our framework at work using global implicit reconstruction solvers applied to

tetrahedron meshes.
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Discretization elements. We use piecewise-linear basis functions {φi}i, φi(vj) = δji for all

vertices vj of T . For a point x inside a tetrahedron t = (t0, t1, t2, t3), {φtk}3k=0(x) are its

barycentric coordinates, and given scalar values {fi} associated with the vertices {vi} of T ,

f(x) is defined as f(x) =
∑3
k=0 φtk(x)ftk =

∑
i φi(x)fi. Similarly, the gradient of f at x

is defined as 5f(x) =
∑3
k=05φtk(x)ftk . We note G ∈ R3|T |×|V| the gradient matrix whose

(3t, 3t + 1, 3t + 2) rows contain the four gradients of the barycentric coordinate functions of the

tetrahedron t, Div the (integrated) divergence matrix, L ∈ R|V|×|V| the (integrated) Laplacian

matrix, B := LM−1
V L ∈ R|V|×|V| the (integrated) bi-Laplacian matrix, and H ∈ R9|V|×|V| the

(integrated) Hessian matrix. We use the construction presented by Stein et al. [SGWJ18] : Noting

Gx, Gy, Gz ∈ R|T |×|V| the gradient matrices of the (x, y, z) coordinates, H is defined as

H :=D̃T M̃T G̃, with (2.11)

G̃ :=


Gx

Gy

Gz

 , D̃ :=


GxGyGz 0 0 0 0 0 0
0 0 0 GxGyGz 0 0 0
0 0 0 0 0 0 GxGyGz

 .
Denoting the integrated Laplacian matrix, L is defined using the standard cotangent formula

as : Lij =
∑
t3(i,j) lij cot(γtij)/6 ∀j ∈ N1(i)

Lii = −
∑
j 6=i Lij ,

(2.12)

where lij denotes the length of edge (i, j), and γtij denotes the dihedral angle opposite to edge

(i, j) in the tetrahedron t.

Screened Poisson solver. We minimize the objective function :

ESP :=
∫
T
‖ 5 f(x)− ñ(x)‖2dx+ α

|X |
∑
p

f(p)2 → min, (2.13)

where ñ(x) denotes a smooth approximation of the normal field n defined on X . Note that it is

common to shift the solution after minimization, in order to find the isosurface best approximating

the input samples X : f ← f − median({f(p)}p∈X ). If α is set to 0, one obtains the original

Poisson solver, in which case it is necessary to add at least one constraint as otherwise the system

is underconstrained. Minimizing this objective function on tetrahedron meshes amounts to solving

for the following linear system : [
L+ α

|X |
ΦT
XΦX

]
F = DivÑ , (2.14)

where ΦX denotes the matrix stacking the barycentric coordinates of X .



2.4 – Experiments 41

Smooth signed distance solver. We minimize the objective function :

ESSD := α

|X |
∑
p

f(p)2 + β

|X |
∑
p

‖ 5 f(p)− np‖2 (2.15)

+ γ

|T |

∫
T
‖Hf(x)‖2dx→ min.

Minimizing this objective function on tetrahedron meshes amounts to solving the following

linear system :[
α

|X |
ΦT
XΦX + β

|X |
GTSTXSXG+ γ

|T |
HT M̃−1

V H

]
F = β

|X |
GTSTXNX ,

where NX ∈ R3|X | stacks the normals of X , M̃V ∈ R9|V|×9|V| denotes the mass matrix of the

vertices repeated 9 times along the diagonal, and SX denotes the selection matrix whose (3i, 3i+
1, 3i+ 2) rows contain the Identity matrix at columns (3t, 3t+ 1, 3t+ 2) if vertex i lies inside the

tetrahedron t.

Spectral solver. We minimize the objective function :

ESpec :=
∑
p

5f(p)T · Cp · 5f(p)→ max, such that (2.16)

α

|X |
∑
p

f(p)2 + β

∫
T
‖ 5 f(x)‖2dx+ γ

∫
T
4f(x)2dx = 1.

Maximizing this objective function on tetrahedron meshes amounts to finding the largest ei-

genvalue and related eigenvector of the following generalized eigenvalue problem :

[
GTSTXCXSXG

]
F = λ

[
α

|X |
ΦT
XΦX + βL+ γB

]
F, (2.17)

where CX denotes the block diagonal matrix whose ith block is the anisotropy matrix Ci :=
I + µnin

T
i , ni denotes the (unoriented) normal of input point pi ∈ X and µ controlling the

anisotropy favoring alignment between the gradient and the unoriented normal at pi. Compared to

the above solvers, this one is oblivious to the orientation of the input normals. This comes at the

cost of solving for a generalized eigenvalue problem designed to yield a signed implicit function.

2.4 Experiments

Our framework is implemented in C++, using the CGAL library for 3D triangulations and geo-

metric computations [The21], the Eigen library for linear algebra and solvers [GJ+10], the Spectra

library for solving generalized eigenvalue problems [Qiu21] and OpenMP for multithreading ac-
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celeration [DM98]. The experiments are conducted on a MacBook Pro with a 2,9 GHz Quad-Core

Intel Core i7 CPU and 16GB memory.

(1a) Point Cloud (1b) Original Poisson (1c) Optimized Poisson

(2a) Point Cloud (2b) Original Poisson (2c) Optimized Poisson

(3a) Point Cloud (3b) Original Poisson (3c) Optimized Poisson

Figure 2.7 – Reconstruction gallery (part 1). We compare our reconstruction results (right) with
the one solved using common input-sensitive approaches (middle).

Figure 2.7 and 2.8 depict a gallery of reconstructed surfaces. (4) is a very sparse point set with

oriented normals (from [HCJ19]). Common octree-based methods cannot yield a smooth surface

since the octree is refined only near the input point set, while our progressive approach yields

smooth surfaces. The rest depict other scanned point sets with holes and noise. Our progressive
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(4a) Point Cloud (4b) Original SSD (4c) Optimized SSD

(5a) Point Cloud (5b) Original SSD (5c) Optimized SSD

(6a) Point Cloud (6b) Original Spectral (6c) Optimized Spectral

(7a) Point Cloud (7b) Original Spectral (7c) Optimized Spectral

Figure 2.8 – Reconstruction gallery (part 2). We compare our reconstruction results (right) with
the one solved using common input-sensitive approaches (middle).
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approach reconstructs smooth surfaces in accordance to the regularity parameter of the selected

solver.

2.4.1 Adaptivity

Initialization 1st Optimization 1st Refinement 2nd Optimization

#vertices: 1,978
#vertices (iso): 236

2nd Refinement

#vertices: 1,978
#vertices (iso): 229

#vertices: 5,356
#vertices (iso): 1,988

#vertices: 5,356
#vertices (iso): 2,028

#vertices: 30,715
#vertices (iso): 14,676

3rd Optimization 3rd Refinement 4th Optimization 4th Refinement 5th Optimization

#vertices: 30,715
#vertices (iso): 15,192

#vertices: 59,631
#vertices (iso): 32,667

#vertices: 59,631
#vertices (iso): 34,948

#vertices: 80,276
#vertices (iso): 52,557

#vertices: 80,276
#vertices (iso): 49,911

Figure 2.9 – Reconstruction process for the Massai Model. The first and third rows depict the
isosurface and the tetrahedra intersected by the isosurface during the reconstruction process. The
second and fourth rows depict the implicit function clipped by a plane.

Figure 2.9 depicts the progressive reconstruction process on the Massai point set. The opti-

mizer and the refiner jointly improve the quality of the discretized domain and isosurface mesh.

The discretized domain is getting denser and denser while sandwiching the reconstructed isosur-

face. The ratio between the number of vertices near the isosurface and of the entire triangulation

increases rapidly, showing that we allocate more degrees of freedom where needed. The impli-

cit functions depicted in a cutting plane highlight that the triangulation is denser around the high

curvature area, which helps reducing the interpolation error.
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2.4.2 Progressive refinement

Octree Initialization Input Initialization Direct Refinement Progressive Refinement

(a) Point Cloud 
Arc de Triomphe

(d) Reference
Indonesian Lady

(c) Point Cloud
Indonesian Lady

(b) Reference
Arc de Triomphe

Figure 2.10 – Reconstructed surfaces and discretized domains of the four above approaches,
clipped by a cutting plane. We utilize the SSD solver for both point clouds and use a uniform
sizing field to guide the refinement. Our optimized domain adapts to the isosurface.

We validate the relevance of the proposed progressive domain approach, by comparing four

different approaches for generating the discretized geometric domain and reconstructing the output

isosurface :

1. Octree-based initialization : we discretize the domain by inserting into the 3D triangulation

all nodes of a dense octree refined from the local density of the input point set.

2. Input-based initialization : we first insert all input points into the 3D triangulation, then

perform dense Delaunay refinement inside a loose bounding box of the input point set until

all tetrahedra are well-shaped.
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3. Direct refinement : we initialize the 3D triangulation by a sparse point set sampled on the

loose bounding box of the input point set, followed by Delaunay refinement until all tetra-

hedra are well-shaped. We then launch the solver to obtain an initial isosurface and refine

the 3D triangulation by using our refinement process until the sizing criteria are satisfied,

without using any optimizer or solver. We run a final solver to generate the final isosurface.

4. Progressive refinement : we perform the proposed progressive algorithm through “solver-

optimizer-refiner” iterations.

Our goal is not to evaluate the output result by common criteria such as e.g. the average

distance from the points to the reconstructed surface, or deviation of normals, etc. Instead, we

wish to verify the relevance of our domain discretization, given a solver and its regularization

parameters. Once combined, they trade data fidelity for regularization, and can thus deviate largely

from perfect data fidelity.

TABLE 2.1 – Reconstructing the Arc de Triomphe and Indonesian Lady models

Measures
Methods

Octree Input Direct Progressive Reference

Arc de
Triomphe

Hausdorff 1.622006 2.463567 3.124351 1.504585 -
Mean (Method - Ref) 0.054016 0.085333 0.053248 0.033301 -
Mean (Ref - Method) 0.049102 0.080371 0.048665 0.031906 -
RMS (Method - Ref) 0.093774 0.184979 0.111763 0.055931 -
RMS (Ref - Method) 0.080871 0.162403 0.08594 0.051933 -

Timing 78.27 805.42 758.92 2532.42 31493.71
# Isovertices (1) 116232 53340 232447 331968 741211

# Vertices around iso (2) 57643 24361 115574 153514 364041
# Vertices (3) 117160 309478 238417 231673 1419823
Parsimony (4) 0.492002 0.078716 0.484756 0.662632 0.256399

Indonesian
Lady

Hausdorff 0.024654 0.036668 0.041566 0.022067 -
Mean (Method - Ref) 0.000430 0.000838 0.002920 0.000596 -
Mean (Ref - Method) 0.000612 0.001235 0.002925 0.000588 -
RMS (Method - Ref) 0.001444 0.001785 0.005649 0.001324 -
RMS (Ref - Method) 0.001801 0.002647 0.005501 0.001185 -

Timing 615.17 1222.79 702.13 1502.67 27806.79
# Isovertices (1) 249969 1576551 88207 312517 455312

# Vertices around iso (2) 123723 754457 46928 144366 229912
# Vertices (3) 280335 974507 272648 254091 1947880
Parsimony (4) 0.441340 0.774194 0.172119 0.568167 0.118032

(1) Number of vertices on the remeshed isosurface. (2) Number of triangulation vertices around the iso-
surface. (3) Number of vertices of the entire triangulation. (4) Parsimony = (2)/(3).
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In order to evaluate and compare the results, we compute a “ground truth” reference isosurface

from a point set, by running the given solver and regularization parameters on a densely discretized

domain. We generate the domain as follows : (1) Compute the isosurface using a dense octree-

based SSD, (2) sample very densely the isosurface, duplicate the resulting point set and offset the

two point sets along the negative and positive local normal directions, (3) insert all offset points

into a 3D Delaunay triangulation, (4) optimize the 3D triangulation by minimizing the ASAP

energy, and (5) solve via SSD to generate the reference isosurface.

Figure 2.10 (the first column) shows the selected point clouds and their corresponding ground

truth isosurfaces. Figure 2.10 (the second to the fifth columns) and Table 2.1 depict and record

the four aforementioned reconstructions and related statistics. For both input point sets, using

our progressive approach we obtain more than 55% vertices of the triangulation near the final

isosurface, which validates the parsimony of our approach. We compare the 4 above approaches in

terms of (1) the output surface (2) the discretized domain (3) the distances from the reconstructed

surface to the reference surface computed using Metro [CRS98], (4) the parsimony, defined as the

number of vertices adjacent to tetrahedra intersecting the isosurface, divided by the total number

of vertices of the triangulation.

2.4.3 Robustness

Different densities. We sample the kitten model with different densities and compare the results

of our algorithm using the SSD solver and uniform area criteria with the results of the original

octree-based SSD algorithm, see Figure 2.11.

Variable resolution. We generate a point set of the Kitten with two different resolutions : dense

on the head and sparse elsewhere. Figure 2.11 compares our optimized one with the original SSD.

Noise. We compare our results with the original octree-based SSD on a model with increasing

levels of noise (σ ∈ {0.005, 0.01, 0.05, 0.1}). The results are shown by Figure 2.12. When increa-

sing σ, the original SSD becomes more and more sensitive to solver parameters and the isosurface

becomes less and less smooth.

Holes. We verify the capability of our approach to fill holes on the two Indonesian models, see

Figure 2.13 and Figure 2.14, which are two laser scans with large holes and imperfect normals.

Albeit filling holes is an ill-posed problem, our method seems to fill the holes more gracefully. The

artifacts of the octree-based SSD are getting more evident when the depth of the octree increases,

while there are no such artifacts when we solve SSD on an optimized domain. Note that these

artifacts (bumps with high curvature variations) are in contradiction with what is expected from an

SSD solution on a smooth input with strong Hessian penalization. This indicates that the allocated
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719 points 1460 points

Optimized SSD

Original SSD (Octree-based)

7278 points 14547 points 43148 points

Figure 2.11 – Reconstruction results of Kitten model with different sampling densities. Top row :
input point clouds. Middle row : SSD solved on our optimized geometric domain. Bottom row :
SSD solved on an octree. It fails to discover more details when the point cloud is sparse.

structure prevents the solver from yielding an accurate result, which an a posteriori remeshing

approach would not help fixing.

2.4.4 Solver conditioning

The ASAP energy is the key component for improving the solver conditioning. It improves

the quality of the tetrahedral elements of the 3D triangulation to achieve this goal. We start by

comparing the number of iterations to make the linear solver attain a fixed tolerance error (1e-

10) before and after a pure ASAP optimization (without mid-edge energy). All the solvers are

initialized with a zero vector solution to make it a fair comparison. From Table 2.2 and Figure 2.15,
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σ = 0.005 σ = 0.01 σ = 0.05 σ = 0.1

 Original SSD
(Octree-based)

Optimized SSD 

Point Cloud

Figure 2.12 – Reconstruction results of the Guitar model with different noise levels. Top row :
input point clouds. Middle row : SSD solved on our optimized geometric domain. Bottom row :
SSD solved on an octree. The parameters of the original SSD are chosen to make the isosurface
as smooth as possible.

we observe that the number of iterations decreases and the quality of the tetrahedra improves after

each optimization step.

Combining with mid-edge energy, the optimizer makes a trade-off between the quality of the

triangulation and the quality of the remeshed isosurface. In practice, we find that λa = λm = 3 is

a good choice for most of the cases. For challenging cases, for example, when the point cloud has

many salient features, λm can be increased to prevent the failure of the solver.

2.4.5 Ablation study

We show the impact of the optimizer by removing one or several components from our ap-

proach and compare the produced isosurfaces on the Horse point cloud. The following options are

tested :
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(1a) Indonesian Lady 1 (1c) Optimized SSD(1b) Original SSD (Octree-based)

Figure 2.13 – Reconstructing the first Indonesian Lady model, with large holes between the legs
and near the stomach. The second has many small holes.

(2a) Indonesian Lady 2 (2b) Original SSD (Octree-based) (2c) Optimized SSD

Figure 2.14 – Reconstructing the second Indonesian Lady model, with many small holes.

1. Non-optimized strategy : Iterating over solver and refiner without any optimization. One

step of ASAP optimization is applied before the solver, otherwise the solver fails to

converge.

2. Mid-edge strategy : Iterating over solver, optimizer and refiner, while disabling ASAP

energy. One step of ASAP optimization is applied before the solver, otherwise the solver

fails to converge.

3. ASAP strategy : Iterating over solver, optimizer and refiner, while disabling mid-edge

energy.

We notice that the ASAP energy is indispensable to the convergence of the solver. The recons-

tructed isosurfaces and the histogram of their qualities are shown in Figure 2.16. Together with

mid-edge energy, they improve a lot the quality of the isosurface, eliminate the influence of outliers

and fill the holes with a smooth surface.
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TABLE 2.2 – Reconstructing the Tiki model. Performing several iterations of ASAP optimizations
results in faster solver convergence rates, indicating empirically that our optimization improves
the conditioning of the solver for a fixed number of vertices.

Num of ASAP Optimization 0 3 5 10
Num of Solver Iterations 13542 8403 2944 2444

Solver Error 8.67667e-11 9.88958e-11 9.96412e-11 9.94334e-11
Solver Time (s) 2.82103 1.59871 0.569161 0.46091
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Figure 2.15 – Reconstructing the Tiki model. The first row shows the clipped domain at iteration
{0, 3, 5, 10} and the second row plots the distribution of dihedral angles of the triangulation
tetrahedra.

2.4.6 Timings

Figure 2.17 records the execution times for each model shown. Each color represents one ite-

ration and the final pink color indicates the time for the final solver, which produces the final

isosurface on the optimized geometric domain. Compared to octree-based solvers, our algorithm

takes more time. However, it is scaling fairly well with the number of input points, and the execu-

tion time mostly depends on the target sizing field.

2.4.7 Limitations and future work

With no a priori knowledge about the curvature and local feature size (lfs) of the inferred

isosurface, our approach may fail to reconstruct fine details due to insufficient discretization. Fi-

gure 2.18 depicts one failure case of our discretized domain. The book in the hand of Ignatius is

an area with two layers of points with opposite normals. In order to reconstruct it correctly, this
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Figure 2.16 – Reconstruction results of Horse model by disabling one or several components of the
proposed approach. The third row plots the distribution of the angles of all isofacets (triangles).

region should be densely refined to offer enough degrees of freedom. Given that the initial solu-

tion does not capture this region, it is not sufficiently refined. As the reconstruction progresses, the

region gets denser, but this is insufficient to yield a good solution around this region.

Globally speaking, our current approach presents several limitations. Firstly, the ability of

our method to discover salient geometric events - and adapt the reconstruction domain to them

- remains bounded to the actual performance of the underlying reconstruction algorithm used at

each iteration. Secondly, deriving sufficiency conditions for ensuring convergence remains to be

done, and we believe that per-solver approaches could first be designed before addressing the

more generic case. Thirdly, our approach focuses on improving the quality of the solvers’ outputs

at the cost of longer execution timings, but we envision that simple approaches could be used

to reduce those. For instance, we rely on Delaunay triangulations, whose structures can change
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Figure 2.17 – Timeline of our reconstruction for all models shown. Each color corresponds to one
iteration and pink corresponds to the final solver running on the optimized domain.

unexpectedly when relocating vertices, requiring the solvers’ algebraic structures to be updated

accordingly even with a fixed vertex count. Adopting other tetrahedron mesh structures could help

addressing this problem, while lowering the amount of slivers present in the triangulation, thus

improving the conditioning of the solvers. Lastly, we discretize our solvers using piecewise linear

elements. In future work, we plan to explore a higher-order variant of this approach, in which the

tetrahedron elements of the domain are the support of a non-linear implicit function. We also wish

to address piecewise-smooth surfaces with boundaries and non-manifold features.

Point Cloud Initial Isosurface Intermediate Isosurface Final Isosurface

Figure 2.18 – Reconstruction process for the Ignatius Model. The final isosurface fails to comple-
tely reconstruct the book.
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2.5 Octree-based approach

Inspired by the performance of the progressive domain discretization on 3D Delaunay triangu-

lations, in this section we describe an attempt to devise a similar approach for octree-based domain

discretization.

Common octree discretization approaches are controlled by two user-defined parameters : (1)

maximum tree depth and (2) minimum bucket size. Given a point cloud, the octree stops to refine

a node if it is already at maximum tree depth or if it contains fewer input points than the minimum

bucket size. As a result, it suffers from the same problems mentioned in Section 2.1.1 when dealing

with defect-laden inputs. Figure 2.19 depicts a naive quadtree (2D version of octree) discretized

on a noisy circle with missing parts, compared with a quadtree discretized on a perfect full circle.

Solving a reconstruction problem on such a naive quadtree leads to a badly discretized implicit

function and badly extracted isosurface.

(1) Common octree
discretized on point cloud (2) Ideal octree

Figure 2.19 – A naive quadtree discretization on a 2D noisy circle and a perfect quadtree discre-
tization on a full circle.

Compared to Delaunay triangulations, octrees have fewer degrees of freedom. A binary deci-

sion must be made for each octree node : refine or stop. Motivated by the successful application

of neural networks in various classification tasks, we devise a learning-based approach for perfor-

ming progressive octree discretization. Our neural network predicts a binary occupancy prediction

for a node given the information of its parent and the neighbors of its parent, along with a feature

descriptor that will be used as prior information of its children. Instead of taking the whole octree

as the network’s input as in previous work, our neural network acts on each node, regardless of its

depth.
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2.5.1 Related work

Voxel-based neural networks ([ZT18, SZT19, LTLH19], to cite a few) have been well explored

in the last five years. Convolutional neural networks can be easily generated from 2D images to

3D voxels by adding a new dimension. However, such an extension highly restricts the scalability

of voxel-based neural networks since we represent three-dimensional binary sparse matrices by

real value dense matrices. There are two common solutions : (1) replacing the grid with octrees,

or (2) introducing new sparse operators for grids.

Octree. A careful design must be considered for octree-based neural networks. Different from

grids, octrees are usually implemented by a series of pointers, which complicates the querying of

neighbor nodes and the implementation of layers.

Riegler et al. [RUG17] proposed OctNet in 2017, which implements an octree as a collection

of shallow octrees placed along a regular grid. The position of each node is encoded into bit-

strings. Three efficient operators are defined based on this data structure : convolution, pooling

and unpooling. This approch is evaluated on the following tasks : 3D classification, point cloud

orientation and 3D segmentation. Wang et al. [WLG+17, WSLT18] proposed successively O-CNN

and Adaptive O-CNN. The octants of each level are associated with shuffle keys and then sorted

in ascending order, which facilitates storing octant features in hashmaps. An encoder-decoder

with a skip connection is proposed for their data structure. Tatarchenko et al. [TDB17] proposed

an Octree Generating Network (OGN), which learns occupancy values of octants to guide the

refinement of the octree. Similarly, their octree is stored using hashmaps of index-value pairs. A

feature propagation step is performed for octants labeled as “mixed” states.

In conclusion, existing octree-based methods take commonly an octree as a data structure,

which requires complex network structures to perform neighbor querying and GPUs with large

memory. Instead, our approach operates on octants, making it flexible and simple.

Sparse operator. Choy et al. [CGS19] proposed and implemented Minkovski Engine, an auto-

differentiable PyTorch library for convolving spatially sparse tensors, which fits well 3D grids

and octrees. The resulting multi-threaded generalized sparse convolution operator, implemented

on GPU, highly improves the efficiency of convolutional operators on sparse tensors.

2.5.2 Method

Our approach takes a raw 3D point cloud as input and a maximum octree depth as parameter,

and generates a discretized octree as output. Specifically, it is composed of three main compo-

nents : octree refinement, neighbor search and neural occupancy prediction. For each octant, the

neighbor search component finds the features of its neighbors at the parent level and sends the

information to the neural occupancy prediction component. The prediction component learns a
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high-dimensional feature from the neighbor information and the inside input points of the current

octant, and predicts an occupancy prediction. The octree refinement component refines the current

octant if the prediction is above a threshold and then stores the feature in a hashmap for further

computation. We provide next a detailed description of each component.

2.5.2.1 Neighbor search

Red : SW child
Green : Parent

S of parent
W of parent
SW of parent

Red : NE child
Green : Parent

N of parent
E of parent
NE of parent

Red : SE child
Green : Parent

S of parent
E of parent
SE of parent

Figure 2.20 – Given a query octant, the corresponding directions of the neighbors are indicated
by the relative position of the octant and its parent.

We design a neighbor search approach based on the relative position of a query octant and its

parent. For one query, there are at most eight surrounding octants whose depths are smaller than

the current octant, including its parent octant. We define the vector
−→
k = sign(cni − cp(ni)) where

cni denotes the coordinate of the query center, and cp(ni) denotes the coordinate of its parent.

Given the width of the query wni , we then search for the nodes (with smaller depth than the query)

containing the following set of points :

mj = cni + wni ·
−→
k ·

(
(j | 4) mod 2, (j | 2) mod 2, j mod 2

)
, 0 ≤ j ≤ 7. (2.18)

If a node is outside of the bounding box of the octree, we set it to a null pointer. We show three

examples on a 2D quadtree in Figure 2.20 and four examples on a 3D octree in Figure 2.21. The

time complexity of the neighbor searching step is O(n) where n denotes the maximum octree

depth.

2.5.2.2 Occupancy prediction

The prediction component is composed of three sub-networks : a pretrained and froze Point-

Net++ [QSMG17] that extracts an initial feature from the input points inside the query octant, a
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Figure 2.21 – Some examples of the located octant neighbors (in red) given the query octants (in
green).

convolutional feature merging network which combines the initial feature and the features of its

neighbors, and a decision maker which predicts an occupancy probability based on the combined

feature. Figure 2.22 depicts the detailed network structure.

𝒫 Pretrained
PointNet++

𝑓! 𝑓! …𝑓"#$ Convolutional
Feature Merging 𝑓 Decision
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𝑠

Input Point
Samples

Initial Feature
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Feature
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Score
[0,1]

Groundtruth Decision y: {0, 1}
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Figure 2.22 – Network structure of the neural occupancy prediction component.

As the cardinality of the input points for the pre-trained PointNet++ is fixed to be 1024, the

points inside the query octant must be subsampled if it contains more than 1024 points, and upsam-

pled otherwise. Subsampling is implemented via farthest point sampling (FPS) and upsampling is

performed by duplicating the points with a small percent of random noise. The output of the sub-

network is a 128-dimensional feature vector that describes the shape of the inside points.

2.5.2.3 Octree refinement

The octree is first fully refined to depth 2. We then process the octants by levels using the

prediction component. We adopt a naive refinement choice that refines all octants whose prediction
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probabilities are larger than a threshold after all octants of a certain level are processed. More

choices are provided in the analysis and discussion section.

2.5.3 Experiments

Dataset. We select 20 models from the Thingi10k Dataset [ZJ16]. We simulate a virtual scanner

by first estimating the ambient occlusion of the isotropically remeshed groundtruth surface, and

then perform a Poisson-disk sampling to generate a 3D point cloud. After transferring the ambient

occlusion from the mesh to the sampled point cloud, we select points whose ambient occlusion

values are greater than a user-defined threshold. The resulting point cloud has a denser sampling

rate around regions exposed to cameras and a sparser sampling rate around regions under occlu-

sion. A small percentage of noise is added to the point cloud when it is loaded. The groundtruth

octree is discretized to a user-defined depth on the surface. Figure 2.23 provides an example.

(a) Ground Truth Mesh (b) Isotropic Mesh (c) Ambient Occlusion

(d) Poisson-disk Sampling (e) Points to Remove (f) Final Point Cloud

Figure 2.23 – Illustration of our virtual scanner for generating point clouds with defects from
ground truth mesh.

Training approach. The network is trained mesh by mesh and layer by layer. Training one

mesh at a time reduces the memory footprint, and we porocess each layer successively since the
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children’s features are dependent on the ones of their parents. For each pair of input point clouds

and surface mesh, we extract initial features for depth 2 and then train the network from this

depth to the deepest non-leaf depth. The network saves all combined features until the prediction

accuracy reaches a certain threshold or a maximum number of iterations.

Experiments. We train our network on 3 point clouds, using an NVIDIA GeForce GTX 1070 Ti

8G, and validate the model on one point cloud. Training takes 10 hours for 10 epochs. Figure 2.24

plots the training and validation accuracy. The training criteria quickly improve during the first two

epochs and then remain stable in the following epochs. However, the validation accuracy decreases

rapidly, indicating that the network is overfitting the training dataset.

(a) First Training Point Cloud (b) Second Training Point Cloud

(c) Third Training Point Cloud (d) First Validation Point Cloud

Figure 2.24 – Running accuracies on the training point clouds and the validation point cloud. Note
that the x-axis is the number of epochs and the y-axis is the accuracy. Different colors correspond
to different depths of the octree (from 2 to 6).

Figure 2.25 depicts our neural network at work on another point cloud. We observe that the

network achieves a good accuracy for shallow depths, but accuracies for deeper depths are unsa-

tisfactory. In addition, the network remains slow, making it hard to enlarge the training dataset.
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(a) Groundtruth Mesh (b) Sampled Point Cloud (c) Octree Depth 7 (d) Octree Depth 6-7

(e) Octree Depth 5-7 (f) Octree Depth 4-7 (g) Octree Depth 3-7 (h) Octree Depth 2-7

Figure 2.25 – Nodes of the discretized octree on a test point cloud by the trained neural network
with different depths.

2.5.4 Analysis and discussion

We now discuss the remaining issues with the existing method and potential directions for

improving it.

Firstly, the errors introduced in earlier stages of the refinement process have an irreversible

impact on the following stages. If one node is not refined, it can never be refined later. A pos-

sible direction is to assign a loss weight that decreases with when the octree depth increases. In

addition, a better octree refinement approach could help improve this issue. For example, we can

introduce a smoothing function that enforces some octants to be refined if the probabilities of their

neighbors satisfy several conditions. However, both mentioned propositions add soft constraints

to the problem thus this issue cannot be fully solved.

Secondly, the current network is limited in terms of scalability. The number of octants of an

octree can easily be over 500,000, especially when it goes deeper. As a result, training a neural

network onto a large dataset and constructing an octree is both memory- and compute-intensive.

Introducing parallelization may alleviate the problem but is still not sufficient for trainings on very

large datasets.

Thirdly, PointNet++ is not satisfactory for computing node features, though it has many suc-

cessful applications of extracting point cloud features. When the octree goes deeper, the number
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of inside points decreases rapidly and its shape is far from a complete point cloud. Duplicating

points with random noise makes the extracted feature even more unstable. To deal with this issue,

we intend to discretize the query octant using a small-size grid and then train a neural network

structure for 3D dense tensors from scratch.

Lastly, we use the same neural network for all octree depths while the patterns for discretizing a

node change. It is possible to add a branch of the sub-network which learns a depth approximation

of the current octant to the root and unifies the local features according to this approximation,

whereas a proper loss function and a suitable network structure must be carefully chosen.

2.6 Conclusion

In this chapter, we proposed two progressive domain discretization approaches for implicit

surface reconstruction approaches : triangulation- and octree-based. The triangulation-based ap-

proach takes an initial 3D Delaunay triangulation of the domain and an implicit solver. It iterates

over three main steps (solve, optimization, adaptive refinement), all steps being designed to coope-

rate with each other and improve the conditioning of the solver, and the quality and complexity-

distortion tradeoff of the output isosurface mesh. In such a progressive approach, the implicit

solver is no longer used once as in previous work, but iteratively as a means to discover more and

more details for the isosurface.

In the octree-based approach, we make an attempt to discretize an octree from coarse to fine

using a deep neural network. A node feature is first extracted from a pre-trained point-based neural

network and is then merged with the features of its neighbors. Based on the merged feature, a

binary decision is made by an MLP which decides whether the node is refined.

The benefits of optimizing a discrete domain for global implicit surface reconstruction ap-

proaches are that the global system has a better conditioning and that the output mesh is adapted

to the intrinsic geometric complexity of the reconstructed surface, instead of to the input point

set density, as in previous work. An improved discretization can also be leveraged for recovering

sharp features and dealing with a wide range of defects of the input 3D point cloud.
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on progressive discrete

domains

In this chapter, we explore a progressive implicit reconstruction approach with the capa-

bility to refine the implicit function and its representation, where the most ill-posed parts

of the reconstruction problem are postponed to later stages of the reconstruction, and

where the fine geometric details are resolved after discovering the topology. More spe-

cifically, we leverage an initial primitive detection step to constrain the implicit function

on canonical primitive areas, then interleave global implicit solves with refinement and

optimization of a 3D tetrahedron mesh. The latter is used to represent an implicit func-

tion that is constrained to respect the detected primitives. The resulting discrete domain

is adapted automatically to the point set : coarser near detected primitives to reduce

memory consumption and denser near free-form areas to improve accuracy for curved

shapes.
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3.1 Introduction and related work

3.1.1 Introduction

Most surface reconstruction approaches rely on a single prior to regularize the problem. Sur-

face reconstruction methods based on global smoothness have been widely used in many applica-

tions since it is versatile especially when data are nonuniform, incomplete or noisy. They always

guarantee global consistency but the cost of reconstructing even a simple canonical primitive may

be prohibitive. Undesired artifacts may appear near primitives due to the discretization domain

and the meshing approach (see Figure 3.1). Fewer alternative approaches have been proposed to

support global smooth reconstruction with other priors (e.g., boundary information is taken into

consideration in [KCRH20]). Primitive-based surface reconstruction approaches easily reconstruct

the detected primitives but finding the relationships between primitives is ill-posed and difficult.

(a) Point Cloud (b) Screened Poisson (c) Progressive Poisson

Figure 3.1 – Reconstructed surfaces of screened Poisson [KH13] and the proposed progressive
Poisson in Chapter 2 on a point cloud containing primitives.

In this chapter, we propose a progressive approach that combines a global implicit function

with primitive-based functions, represented on a data-adapted 3D Delaunay triangulation. Ca-

nonical primitives are first detected using an efficient RANSAC-based approach before recons-

truction. Starting from an initial coarse triangulation, we repeat the three following steps until a

user-specified tolerance error is satisfied : (1) adaptive refining of the triangulation, (2) solving

for the implicit function that fits both the canonical primitive and the input points located on free-

form parts, and (3) optimizing vertex positions so as to improve the fitting of an isosurface of the

implicit function.
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3.1.2 Related work

Our approach is related to both global smoothness-based reconstruction and primitive-based

reconstruction, which are discussed in Section 1.2. In this section, we focus on a very relevant

approach : a structured point set surface reconstruction [LA13] proposed by Lafarge et al. in 2013.

The output surface triangle mesh is reconstructed in two steps : (1) regularization and denoising

of the input 3D point cloud to yield a structured point set, and (2) extraction of the output mesh by

labeling tetrahedra in a 3D Delaunay triangulation via a min-cut formulation. More specifically, the

approach takes as input an unoriented 3D point cloud with a configuration of planar primitives. It

first associates the adjacent primitive information with each input point and then deduces four sets

from the point cloud : planar set, crease set, corner set and clutter set. Points in the planar set are

sampled uniformly on each planar primitive. Points in the crease set are sampled uniformly on the

intersections of adjacent primitives. Points in corners are found by finding 3-cycles in the primitive

adjacency graph.The clutter set contains the remaining input points that are not associated to any

planar primitive. They are possibly preprocessed by an outlier removal step. Figure 3.2 depicts an

example of a structured point set obtained by this approach.

Figure 3.2 – Image taken from [LA13].

To extract the output surface mesh, a 3D Delaunay triangulation is initialized inside an enlar-

ged bounding box of the input points and discretized by inserting all points from the structured

point set. The set of the tetrahedra is then divided into two non-overlapping subsets : inside or out-

side tetrahedra, by a graph cut considering both the facet quality and a penalty relating to visibility

prediction. Figure 3.3 depicts a reconstruction result on the point cloud of the Statue of Liberty.

This approach is efficient and scales to large 3D point clouds. Nevertheless, we notice the follo-

wing issues which are not considered in this approach : (1) Only planar primitives are considered ;

(2) It cannot complete missing data ; and (3) It cannot deal with shapes with complex occlusions or
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Figure 3.3 – Image taken from [LA13].

invisible parts from the scanning directions, since the objective function of the min-cut algorithm

highly depends on visibility.

3.1.3 Positioning and contribution

Following the same concept introduced in Chapter 2 but with a departing method, we propose

a surface reconstruction approach for oriented 3D point clouds. We extend and enrich the progres-

sive discrete domain approach described in the previous chapter, with primitive information. Our

approach offers the following advantages :

• It can deal with multiple types of primitives. We consider three primitives (planes, spheres,

cylinders), and other primitives can be handled as well, as long as we can compute the

projections and oriented normals of the primitive.
• It benefits from the controllability of global smooth implicit reconstruction approaches, by

introducing primitive priors as input. The primitive priors simplify the reconstruction around

canonical parts of the model, while the global smoothness priors discover the topology and

fuses the canonical with the free form areas.
• It is resilient to both noise and missing data since we take advantage of both priors : all

components of our approach are adapted to both free-form and canonical parts.

3.2 Approach

Our approach takes a 3D point set with oriented normals X = {(p1, np1), . . . , (pN , npN )} as

input and generates as output a surface triangle mesh S = f−1(0) = {(a1, na1), . . . , (aR, naR)}



68 CHAPITRE 3 — Primitive-guided implicit reconstruction on progressive discrete domains

deduced from an implicit function f : R3 → R following the pipeline shown in Figure 3.4. The

primitive configuration can be either user-provided or generated by our complete pipeline. We

assume that the input point set is sampled around a closed 2-manifold smooth surface, i.e., the

boundary of a solid. Some measurement noise as well as missing data are tolerated. Similar to our

approach detailed in the previous chapter, the main user parameter is a sizing field that provides

indirect control on the final mesh complexity.

Input

Primitive-aware
Domain Initialization

Constrained
Solver

Primitive-aware
Mesh Optimizer

Primitive-aware
Mesh RefinerCriteria

yes
no

Primitive
Detection

Output

Side ViewTop ViewBottom View

Figure 3.4 – Overview of the proposed reconstruction approach.

3.2.1 Primitive detection

We formulate the primitive configuration as a list of labels L = {lp1 , . . . , lpN } that indicates

the associated primitive labels and a list of primitives C = {C1, . . . , CM}. Each primitive should

be represented such that the corresponding projection and its normal on the primitive can be retur-

ned given any query point in the domain. When this information is not provided by the user, a pri-

mitive detection step is performed prior to the progressive reconstruction. Many approaches have

been proposed for the detection of canonical geometric primitives from 3D data [KZB19]. We uti-

lize the efficient RANSAC [SWK07] as a default detection method, but it can be replaced by other

primitive detection approaches based on region growing [AB94], Hough transforms [DDSD03] or

more recent deep learning based approaches [LSD+19].

The Random Sample Consensus (RANSAC) algorithm was proposed by Fischler et al. in

1981 [FB81], aiming at estimating the parameters of a mathematical model from a set of observed

data that contains outliers. While RANSAC offers relevant properties such as robustness, gene-

rality and simplicity, its scalability is limited due to a very large search space and high intrinsic

computational complexity. Efficient RANSAC [SWK07] improves significantly the performance
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of RANSAC on large 3D point clouds by a hierarchically structured sampling approach for candi-

date shape generation and a lazy cost function evaluation scheme, which rejects useless primitives

at an early stage of the detection process. It is controlled by the following parameters :

1. Maximum angle deviation between the normal of a point and the corresponding normal of

its projection onto the primitive ;
2. Maximum distance tolerance between a point and a primitive ;
3. Maximum tolerance of Euclidean distance among all points considered connected on a pri-

mitive ;
4. Minimum number of inliers for a primitive ;
5. Probability to miss the largest candidate primitive.

3.2.2 Primitive-aware domain initialization

The domain boundary is discretized by inserting 100 uniformly sampled points of a loose

bounding sphere around the input 3D point cloud. Before iterating over the “solver-optimizer-

refiner” loop, we initialize the inside of the 3D Delaunay triangulation according to the given

primitive configuration.

(a) Point cloud (b) Primitive configuration (c) Bounding shape

(d) Insert primitive samplings (e) Delaunay refinement

Figure 3.5 – Primitive-aware domain initialization for an input 3D point cloud.
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In order to guarantee a good isosurface while keeping the mesh complexity reasonable, we

perform a subsampling of each primitive. While prior work [LA13] achieves this by computing a

binary occupancy 2D grid projected onto the primitive, this operation is limited to planar primi-

tives. Instead, we perform a farthest point sampling of the inliers of each primitive and regularize

the sampled points by projecting them on the relating primitive. All sampled and regularized points

are inserted into the 3D Delaunay triangulation, and the related vertices are labeled as “constrai-

ned” during the whole reconstruction process. A coarse 3D Delaunay refinement according to the

circumradius-to-shortest edge ratio [She98] is then performed in the whole domain, in order to

obtain a proper initialization for the solver. This choice has several advantages : (1) The areas

without ambiguity are determined before reconstruction ; (2) The unknown areas are left to the

later stages of the reconstruction ; and (3) The topology and relationships between the areas are

discovered progressively throughout the main loops. Figure 3.5 shows the domain initialization

for an input 3D point cloud.

3.2.3 Primitive-aware solver

During domain discretization, the vertices of the triangulation are separated into two sets :

constrained and unconstrained vertices. Constrained vertices are always placed onto the primitives

where the expected implicit function value is zero. Instead of adding a soft constraint rewarding

the function values to be zero, we design a constrained solver where the function values of all

constrained vertices are enforced to zero, and the corresponding variables are removed from the

linear system before solving. We experimented with either Poisson [KH13] or SSD [CT11] solvers,

and observed that the Poisson solver is less sensitive to the quality of the 3D triangulation and

complexity of the constrained areas. Note that the constrained vertices must lie on the isosurface.

Although constraining the (signed distance) function values of the vertices of an edge determines

the location of the isosurface locally, it is quite delicate to merge it with either a smoothed indicator

function (in the case of Poisson reconstruction) or a signed smooth distance function (in the case

of SSD reconstruction). Merging functions with different natures introduces bad constraints on

adjacent vertices of constrained vertices and may cause failure of the primitive-aware solver.

Constrained

Isosurface

Primitive 1

Primitive 2

Primitive 3

(a) Case 1 (b) Case 2

Figure 3.6 – Illustration of bad cases in the triangulation.
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Before solving, we address two bad cases in the triangulation (depicted Figure 3.6). First, a

tetrahedron cell should not have its four vertices constrained, otherwise such cell translates into

an iso-solid instead of an iso-surface. Second, a cell should contain either zero or one primitive,

not more. Otherwise there are not enough degrees of freedom to recover the relations between

primitives. For instance if the cell in Figure 3.6(b) is not refined, the gray primitive can never

be discovered in the following steps. To eliminate the cells violating the two above rules, we

repeatedly iterate over all cells and insert the circumcenter of the violating cells. Since such a cell

is immediately broken into 4 cells once the circumcenter is inserted as unconstrained vertex, this

operation terminates in a finite number of steps when assuming sufficient separation between the

detected primitives.

Generally speaking, removing a constrained variable xi (corresponding to constrained vertex

vi) from a linear system AX = B requires subtracting from Bj the amount Aijxi for all adjacent

vertices vj (as shown in Figure 3.7). Seeing all the constrained variables are set to 0 in our case,

we simply constrain the solver by removing the rows and the columns of the constrained variables

from the linear system. This operation has two advantages : (1) the assembling of the linear system

is accelerated and (2) the size of the linear system is reduced. Note that octree is not eligible for this

operation because that the value of the implicit function becomes a weighted sum of the values of

the variables in all octree depths, thus the variables cannot be determined before solving the linear

system.

Figure 3.7 – Removing variables from the constrained linear system.

3.2.4 Primitive-aware optimization

The primitive-aware optimizer proceeds similarly to the one described Section 2.3.3, with two

modifications to the mid-edge and damping terms of the objective function.

Mid-edge objective Instead of encouraging the isosurface to intersect all tetrahedra through

their edge midpoints, the isofacets containing three constrained vertices are ignored such that

there are two layers of tetrahedra both on the positive and negative sides of the implicit function,

which intersect on the primitive-aware isofacets. The tetrahedra containing two constrained ver-

tices, one negative vertex and one positive vertex, are considered as belonging to a transition area,
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i.e., the constrained vertices remain unmovable and the other iso-point intersects the midpoint of

the edge with opposite function values. The tetrahedra intersected by the isosurface without any

constrained vertex are considered as belonging to a free-form area and are optimized as in the pre-

vious chapter. In summary, the only modification for the mid-edge objective concerns the edges

with both positive and negative function values. Figure 3.8 depicts an example before and after

optimization.

Pure free-form Pure primitive Primitive / Free-form

Unconstrained positive
Unconstrained negative
Constrained

Figure 3.8 – Three cases for primitive-aware optimization.

Damping objective To prevent the constrained vertices from moving after the optimization, we

increase to a large extent (100 times) the damping energy for all constrained vertices.

3.2.5 Primitive-aware refinement

The primitive-aware refinement step builds upon the refiner described Section 2.3.4, with one

modification. Instead of considering all tetrahedra intersecting the isosurface, only the ones contai-

ning at most two constrained vertices are considered and refined according to the user-defined

sizing field.

3.3 Experiments

The proposed approach is implemented in C++, using the CGAL library for 3D triangulations

and geometric computations [The21], and the Eigen library for linear algebra and solvers [GJ+10].

The experiments are conducted on a 3.40GHz Intel Xeon CPU E3-1231 using a single CPU thread.

Figure 3.9 shows the progressive reconstruction process on the “Arc de Triomphe” 3D point

cloud. The primitive areas are well reconstructed from the beginning, then the more ambiguous

areas are progressively discovered and reconstructed throughout the "solver-optimizer-refiner"

loop.
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Point Cloud Primitive Configuration Initialization + 1st Solver 1st Optimizer

2nd Optimizer1st Refiner + 2nd Solver 2nd Refiner + 3rd Solver 3rd Optimizer

Final Solver Isosurface (Side View) Isosurface (Top View) Isosurface (Bottom View)

Figure 3.9 – The whole reconstruction process applied to an input 3D point cloud.

Figure 3.10 depicts a gallery of reconstructed surfaces. The proposed approach is particularly

suitable to reconstructing hybrid shapes mingling free-form and canonical parts, such as sculp-

tures, architectures or man-made objects. The primitives are faithfully reconstructed. The topo-

logy and free-form areas are well recovered by the constrained Poisson solver. Nevertheless, we

observe that the results exhibit artifacts on transition areas between primitives, or between primi-

tives and free-form areas. We discuss the origin of such artifacts and potential improvements in

Section 3.4.

The screened Poisson reconstruction (SPR) approach [KH13] is often struggling to reconstruct

nearby surface sheets with opposite orientations. The proposed constrained solver largely im-

proves the reconstruction quality for such cases by setting constraints from primitives. Figure 3.11

depicts a comparison of our approach and SPR on a point cloud with oriented normals, sampled on

a pinched sphere. The reconstruction is constrained by four detected cylinder primitives around the

central parts of the pinched sphere, guaranteeing a good separation of two sheets of isosurfaces.

SPR is not able to find an isosurface with the correct topology there, regardless of the chosen
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Arm Joint (14,461 points) Primitive Configuration (52 primitives) Primitive Poisson Reconstruction

Primitive Poisson Reconstruction

Primitive Poisson Reconstruction

Primitive Poisson Reconstruction

Primitive Poisson Reconstruction

Bird (7,285 points) Primitive Configuration (7 primitives)

Griffon (28,842 points) Primitive Configuration (11 primitives)

Hospital (13,856 points) Primitive Configuration (11 primitives)

Mechanical Piece (41,964 points) Primitive Configuration (18 primitives)

Figure 3.10 – Reconstruction gallery.
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parameters. The capability to reconstruct nearby sheets is relevant and can render the reconstruc-

tion task more predictable depending on the detected primitives. Even in cases where no primitive

information is detected, users can manually select few points located on the expected surface and

then reconstruct while matching the relating constraints.

Point Cloud with Normal
Detail (Our Approach) Detail (Screened Poisson)

Primitive Configuration Isosurface (Our Approach) Isosurface (Screened Poisson)

Figure 3.11 – Reconstructing a pinched sphere with oriented normals.

Figure 3.12 compares our primitive-guided approach with progressive Poisson reconstruction

approach proposed in Section 2. We observe that the primitive one reconstructs smooth primitive

regions with much fewer isofacets. The computation is highly accelerated compared to the pro-

gressive one because of two reasons : (1) The reconstruction needs fewer iterations to converge.

(2) The constrained solver has fewer variables (i.e. free vertices in the discrete domain).

3.4 Discussion

In this chapter, we proposed a primitive-guided global smooth implicit reconstruction ap-

proach for oriented point clouds. We leverage an initial primitive detection step to initialize the

discrete domain and constrain the implicit function on canonical primitive areas. We then inter-

leave constrained global implicit solves with refinement and optimization of the 3D tetrahedron

mesh used to represent an implicit function that respected the detected primitives. Despite the

achieved improvements, three issues must be faced to improve our approach.
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Point Cloud Progressive Poisson Reconstruction
(368,324 vertices)

Primitive Poisson Reconstruction
(74,773 vertices)

Left View (Progressive) Right View (Progressive) Bottom View (Progressive)

Left View (Primitive) Right View (Primitive) Bottom View (Primitive)

Figure 3.12 – Comparison between progressive Poisson reconstruction and primitive Poisson re-
construction on a point cloud.

Issue 1 : How can we better blend constrained with smooth functions?

Currently, blending of the constrained and smooth functions is handled by the constrained re-

finer. However, refinement is insufficient as the constrained function matches the primitive prior

while the smooth function matches the smooth prior. More specifically, decreasing the data fitting

parameter in SPR lends to a smoother function while the constrained function remains unchan-

ged. Figure 3.13 depicts irregular artifacts caused by blending around the intersections between

different primitives (black cluster in the primitive configuration). Solving this issue requires intro-

ducing a buffer area around such areas, where the two functions are properly blended to achieve a

good balance.

Issue 2 : How can we preserve the constrained region during reconstruction?

Another artifact is depicted by Figure 3.14. When the sampling density of the primitive areas

is low, the constrained parts are contaminated by adjacent free-form areas during the progressive

reconstruction. Conversely, when the sampling density is high (as in above examples), there is
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Point Cloud Primitive Configuration Isosurface (Left View) Isosurface (Right View)

Figure 3.13 – Reconstruction of the Tiki model.

Point Cloud Primitive Configuration Initialization 1st Iteration

2nd Iteration 3rd Iteration Final Solver Isosurface

Figure 3.14 – Reconstruction of the Guitar model.
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no guarantee that all constrained triangles are not destroyed by the refinement step. The reason

is that during refinement, we break badly shaped tetrahedra by inserting their circumcenter into

the triangulation. When a circumcenter is outside the tetrahedron, other constrained triangles may

also be refined. We must devise a better refinement approach that avoids such cases.

Issue 3 : How can we retrieve sharp features?

Although we have introduced primitive priors into the reconstruction, our output implicit func-

tion remains globally smooth. Reconstructing sharp features is indispensable for reconstructing

piecewise smooth isosurfaces. We can reconstruct sharp features by inserting constrained vertices

located on the sharp features and connecting them with primitive constrained vertices. In other

words, it remains to detect sharp feature points from the input 3D point cloud. We propose next a

deep learning based sharp feature consolidation approach, which can be considered as an additio-

nal input to this approach, in order to reconstruct piecewise-smooth surfaces.



CHAPITRE 4
Sharp feature

consolidation via
displacement learning

Detecting sharp features in raw 3D point clouds is an essential step for designing ef-

ficient priors in several 3D Vision applications. This chapter presents a deep learning-

based approach that learns to detect and consolidate sharp feature points on raw 3D

point clouds. We devise a multi-task neural network architecture that identifies points

near sharp features and predicts displacement vectors toward the local sharp features.

The so-detected points are thus consolidated via relocation. Our approach is robust

against noise by utilizing a dynamic labeling oracle during the training phase. The ap-

proach is also flexible and can be combined with several popular point-based network

architectures. Our experiments demonstrate that our approach outperforms the previous

work in terms of detection accuracy measured on the popular ABC dataset. We show the

efficacy of the proposed approach by applying it to several 3D vision tasks.
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4.1 Introduction and related work

4.1.1 Introduction

For scanned or Computer-Aided Design (CAD) 3D models, a sharp feature usually re-

fers to creases and corners where the surface is not smooth. Recognizing such sharp fea-

tures from raw point cloud is a preliminary step for several point cloud processing tasks such

as surface reconstruction [ÖGG09, GSH+07, ABK98, GG07, SYM10], extraction of feature

graphs [LB16, NLNZ16] or semantic segmentation [GXT+21, LAK20]. With the development of

point cloud acquisition techniques and the release of well-annotated 3D datasets [KMJ+19], many

data-driven approaches have been proposed in recent years. Most previous approaches formulate

sharp feature detection as a classification problem, which leads to several issues : (1) Feature

points are not located exactly on sharp features in general, which leads to incomplete features ; (2)

To deal with this issue, several approaches introduce a distance threshold that defines the maxi-

mum distance between a feature point to the nearest sharp feature. Using such a distance threshold

in common classification problems highly impacts the final prediction and it is delicate to choose

(see Figure 4.1) ; (3) Noise has a large impact over the classification results ; and (4) The network

can be easily overfitted given patches or clouds with ground truth labels.

(a)

(b) (c)

(d) (e)

Figure 4.1 – Impact of distance thresholds and displacement vectors on sharp feature detec-
tion. (a) Noisy point cloud around a sharp feature. (b) Given a small distance threshold, existing
classification-based methods detect few accurate sharp feature points, which do not capture well
the entire sharp feature. (c) Given a large distance threshold, the detected sharp feature points be-
come vague. (d) Our method can detect the sharp feature points within a large distance threshold,
and the learned displacement vectors relocate the points closer to the sharp feature. (e) Resulting
accurate detection.

Inspired by displacement-based point cloud denoising methods, we propose a deep learning

framework for detecting and consolidating sharp features from a raw 3D point cloud, coined SFC-

Net. Our framework contains two main components : (1) A point-to-feature oracle that largely

improves the data augmentation quality so as to prevent models from overfitting ; (2) A multi-task
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neural network architecture that predicts altogether a binary label (sharp/smooth) for each input

point and a displacement vector for each sharp feature point. Our approach outperforms popular

unsupervised methods and supervised methods on the ABC dataset [KMJ+19]. We also evaluate

our method on noisy point clouds and real scanned models. Quantitative and qualitative results are

provided in Section 4.3.

In summary, our insights and technical contributions are :

— We proposed a novel end-to-end multi-task neural network architecture that performs accu-

rate sharp feature detection and consolidation ;
— Our neural network has a flexible structure that can be combined with many popular back-

bones and adapted to many datasets ;
— We proposed a point-to-feature oracle that largely improves the data augmentation quality

during training to prevent models from overfitting ;
— Our approach has a good resilience to noise.

4.1.2 Related work

In this section, we first review the popular neural network structures for extracting geome-

tric features from raw point clouds. We next review related work on sharp feature detection and

consolidation from raw point clouds, including unsupervised methods and supervised methods.

We then review the pioneering work on feature-preserving mesh denoising, which can also be

utilized for sharp feature detection and consolidation from point clouds, when combined with an

extra surface reconstruction step. We also briefly review point cloud denoising methods, focusing

on displacement-based methods that motivate our displacement learning approach.

4.1.2.1 Learning-based geometric feature extraction

While convolutional neural networks yield impressive results for many image-related tasks,

point cloud processing remains a challenge due to the unstructured and irregular nature of point

clouds. The PointNet approach proposed in 2017 by Qi et al. [QSMG17] quickly became a po-

pular learning approach for point cloud processing, and was applied to many tasks. It extracts

point features from point coordinates by applying input and feature transformations and then ag-

gregates global point features by max pooling. Qi et al. then proposed PointNet++ [QYSG17],

which improves over previous work by considering local geometries with sampling and grouping

layers. Guerrero et al. proposed another variant of PointNet, referred to as PCPNet [GKOM18].

Instead of taking the whole point cloud as input, PCPNet deals with patches to learn specific local

point features. More recently, Qian et al. proposed ASSANet [QHL+21], a novel separable set

abstraction module that further improves PointNet++.

Another family of methods is spatial-based. Wang et al. introduced a graph neural network,

referred to as DGCNN, which learns features on KNN neighbors using successive EdgeConv
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layers [WSL+19]. The So-Net [LCL18] is devised to model the spatial distribution of the in-

put points. The SPLATNet [SJS+18] computes hierarchical and spatially-aware features of input

points with sparse and efficient lattice filters. All the above networks can be utilized as a backbone

of our framework, as long as they produce pointwise descriptors.

4.1.2.2 Sharp feature detection and consolidation

Unsupervised methods. Several unsupervised methods rely upon Moving Least Squares (MLS)

surface reconstruction [Lev04]. Fleishman et al. [FCOS05] proposed a Moving Least Squares me-

thod for reconstructing a piecewise smooth surface from a point cloud. Sharp features are identified

as points at the intersection of multiple iteratively fitted surfaces. Daniels et al. [DHOS07] impro-

ved over this method by using an adaptive threshold. They define a projection operator which takes

into consideration edge points, followed by a smoothing filter. However, the performance of these

methods highly depends on the quality of surface reconstruction results, which may fail in noisy

cases. Moreover, most of these methods are compute-intensive and usually inefficient.

Huang et al. [HWG+13] contributed an edge-aware point cloud resampling technique built

upon a normal estimation step followed by a robust projection operator. The final outcome highly

depends on the quality of the normal estimation step.

Another line of methods detects sharp features via local geometric descriptors. Weber et

al. [WHH10] rely upon point-sampled geometries. They first eliminate planar points by perfor-

ming a flatness test. Clustering over the Gauss map is then performed to find sharp feature points.

Mérigot et al. [MOG10] utilize convolved covariance matrices of Voronoi cells to characterize

point properties and then filter out smooth points by a fixed threshold. Bazazian et al. [BCRH15]

accelerated this approach by computing tensors directly from the nearest neighbors of points. The

above methods are computationally efficient but defining relevant thresholds is a trial-and-error

process.

Supervised methods. With the development of neural networks, more and more supervised me-

thods are proposed for point cloud processing. Yu et el. [YLF+18a] proposed EC-net in 2018,

in which they extend PU-Net [YLF+18b], a network designed to upsample and perform an edge-

aware point cloud consolidation. Despite its success, its results are impacted by the way the patches

are created. Wang et al. [WXX+20] contributed an end-to-end neural network, called PIE-Net,

that is trained for parameter inference of feature edges over a 3D point cloud, where the output

consists of one or more parametric curves. However, it is limited in terms of scalability. Loizou

et al. [LAK20] devised a convolutional neural network based on DGCNN [WSL+19], to detect

the boundaries of parts in 3D point clouds. Recently, Himeur et al. [HLP+21] introduced PCED-

Net, a lightweight neural network that takes as input a series of multi-scale differential geometric

descriptors of points and predicts three-class labels for a sharp feature and its surroundings. In
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contrast, our framework learns displacement while detecting sharp features, which offers higher

genericity and robustness to noise. Matveev et al. [MRA+22] introduced recently DEF, a learning-

based framework which estimates a distance-to-feature field for sampled 3D shapes. A set of depth

images are generated on local patches and passed to an image-based neural network. The output

distance prediction of an individual point is blended from the overlapping patches. Compared to

point cloud-based networks, DEF needs a more sophisticated data annotation procedure and the

predictions are influenced by feature visibility.

4.1.2.3 Feature-preserving mesh denoising

Many filtering-based approaches have been proposed in the last two decades since its suc-

cessful applications in image-related tasks. Fleishman et al. [FDC03] first proposed a bilateral

mesh denoising approach by filtering mesh vertices in the normal direction, iteratively. Jones et

al. [JDD03] introduced another single-pass bilateral filtering approach that can deal with arbitrary

triangle soups. Wang [Wan06a] further improved the previous approach by integrating the filter

with remeshing operators to iteratively recover sharp features. Zheng et al. [ZFAT10] introduced a

novel bilateral filter on the facet normal field, taking into consideration both spatial difference and

signal difference into bilateral weighting . Zhang et al. [ZDZ+15] devised a two-stage approach

in which they apply a joint bilateral filter on face normals guided by an estimated normal field

before updating the vertex position. Instead of filtering vertices, Attene et al. [AFRS03] proposed

the Edge sharpener that first filters chamfer triangles and then subdivides them by inserting new

vertices located on sharp features. Wang [Wan06b] further improved this incremental approach by

introducing a new sharp-fold detector and a skeleton-guided vertex relocation step.

Another family of approaches are optimization-based. He et al. [HS13] introduced a mesh

denoising approach via L0 minimization. The vertex locations are optimized by minimizing the L0

norm of the signal gradients. Wang et al. [WYL+14] devised a two-stage approach in which they

compute at first a smoothly regularized mesh and then recover sharp features from the residual

between the regularized mesh and the original mesh via l1 analysis. With recent trend of data-

driven techniques, Zhao et al. [ZLZ+19] proposed NormalNet, a learning-based normal filtering

approach for mesh denoising. They followed the same iterative scheme of Zhang et al. [ZDZ+15]

and replaced the estimated guidance field by a deep neural network.

While sharp feature detection and consolidation can be performed by combining surface re-

construction approaches and feature-preserving mesh denoising approaches, the former step may

introduce extra errors into the pipeline and the latter step may depend on the quality, the density,

or the manifoldness of the reconstructed mesh.
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4.1.2.4 Displacement-based point cloud denoising

As the displacement property indicates the mismatches between the true model and the sam-

pling, it can be utilized to reduce or even eliminate the intrinsic noise in point clouds. Rakotosaona

et al. proposed PointcleanNet [RLBG+20], which pioneered the idea of displacement learning for

point cloud denoising. They designed a two-step neural network based on PCPNet [GKOM18]

that first eliminates outliers before estimating displacement vectors for all inliers. Instead, our me-

thod uses a shared backbone for both classification and regression, which significantly reduces the

number of parameters. Pistilli et al. [PFVM20] introduced a fully convolutional network predic-

ting displacement vectors. The success of the above methods shows the potential of displacement

learning for sharp feature detection.

4.2 Approach

Input

n

D1

Oracle Backbone
n

D2

f

MLP
M2

MLP
M1

Dis

Cla

+

Masked MSE

BCE

Figure 4.2 – Overview of the proposed learning architecture. It comprises four modules : point-to-
feature oracle (purple dash), point descriptor extractor (red dash), sharp feature detector (green
dash) and displacement predictor (blue dash). Point-to-feature oracle module is only used for
training. It introduces noise to the input, computes the ground truth classification labels and the
ground truth displacement vectors. A backbone is used to extract high dimensional representations
f (size : n×D2) in the point descriptor extractor module. MLP stands for multi-layer perceptron.
Cla and Dis represent binary sharp feature labels and displacement vectors, respectively.

⊕
adds

the corresponding predicted displacement vectors to detected sharp feature points to make them
lie closer to the ground truth sharp features. BCE and Masked MSE are two losses calculated
base on Cla, Dis and the ground truth generated by the oracle.

During training, our method takes as input a ground truth meshM, a set of ground truth sharp

featuresF (with parametric representations) and an initial point cloud P ∈ Rc×3 sampled nearM,

where n is the number of points and 3 represents the {x, y, z} coordinates of the points. During

inference, our method only needs a 3D point cloud P. It outputs a set of binary classification labels

Cla ∈ {0, 1}n and a set of displacement vectors Dis ∈ Rn×3, simultaneously.
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Figure 4.2 provides an overview of our architecture with four modules : point-to-feature

oracle, point descriptor extractor, sharp feature detector and displacement predictor.

4.2.1 Point-to-feature oracle

Most data-driven methods use pre-defined labels for point clouds during the training session.

This operation would probably lead to overfitting, or designing complicated loss functions to com-

pute gradients, which makes the network hard to adapt to other datasets or architectures. Instead,

we propose a point-to-feature oracle. It updates dynamically the ground truth classification la-

bels and the ground truth displacement vectors according to the current noisy point cloud and the

ground truth mesh before forwarding inputs to the network. Our network can deal with, but is not

limited to, four types of sharp creases : segments, circles, ellipsoids and B-splines.

(a) Inputs (b) Per-primitive distance field (c) Distance field

(d) Offsets

Figure 4.3 – Principle of the point-to-feature oracle. (a) Our oracle takes a point cloud and a
set of ground truth sharp features as input. (b) We compute the point-to-feature distances and the
nearest projections between the point cloud and each primitive, respectively. Yellow denotes d = 0
and black denotes d ≥ dmax in the color maps. (c) Each point is then mapped to the closest sharp
feature. The ones with a point-to-feature distance smaller than dmax are labelled as sharp feature
points. (d) The offset vectors are computed for all sharp feature points.

Figure 4.3 shows the principle of our oracle. It takes two user-define parameters, a noise level

n and a distance threshold dmax, whose influences are well studied in Section 4.3. Given as input

a sampled point cloud P from a CAD model and its associated ground truth sharp features in

analytical expression, we first add a uniform random noise with the user-defined noise level (1%
length of the bounding box diagonal by default) on P. We then use the oracle to find, for each

point p, its nearest ground truth sharp feature, and project p onto this feature. p is labeled as

a sharp feature point if the distance between p and its projected point is smaller than the user-

defined distance threshold, which is set to 0.03 times the length of the bounding box diagonal in

our experiments.

For segments and (open or closed) circles, we compute the point’s projection onto sharp fea-

tures by algebra computation. To simplify the computation for (open or closed) ellipsoids and
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B-splines, we generate a dense point sample on the sharp features and find the nearest one to the

query point p as its projection.

4.2.2 Point descriptor extractor

The so-called backbone is used to extract pointwise descriptions f for point clouds. We expe-

rimented with DGCNN [WSL+19] and PCPNet [GKOM18] backbones, but users can plug their

own backbone as long as it produces pointwise descriptors.

DGCNN is a graph-based convolutional neural network that takes as input a point cloud of

fixed cardinality N. It yields a global descriptor of size 1,024 for the whole point cloud and a multi-

scale local descriptor of size 448 for each point. By concatenating global and local descriptors,

each point has a descriptor of size 1,472. Since N is fixed for DGCNN, the point cloud must have

the same cardinality during inference, which is its main limitation.

PCPNet is a PointNet-based neural network that takes as input a center (query) point along

with its k-nearest neighbors and produces a local descriptor of size 1,024. While the cardinality

of point clouds is not restricted, the inference is substantially slower than that of the DGCNN

backbone.

4.2.3 Network architecture

After generating the features, two multi-layer perceptrons take f as input and output Dis and

Cla, respectively. Both M1 and M2 comprise three layers. Cla is a set of binary classification

labels, indicating whether a point is near a sharp feature. Dis is a set of pointwise vectors that

represent the relocation from sharp feature points to their closest sharp features. The displacement

vectors for smooth points are ignored by applying masks to the loss function.

4.2.4 Loss function and training

Our loss function is composed of two parts, a Binary Cross Entropy (BCE) with logits loss

for sharp feature classification and a masked Mean Squared Error (MSE) loss for displacement

prediction. The two losses cooperate in order to yield both a more accurate classification and a

more precise displacement regression.

BCE with logits loss. Given a point cloud with n points, the ground truth labels y =
{y1, . . . , yn}, the predictions x = {x1, . . . , xn} from M1 where xi ∈ [−∞,+∞], and the sig-

moid function σ, the loss is computed as :

lc(x, y) = − 1
n

n∑
i=1

[yi · log σ(xi) + (1− yi) · log(1− σ(xi))] (4.1)
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By combining the Sigmoid layer with BCE with logits loss, the back-propagation is numerically

more stable by taking advantage of the log-sum-exp formulation, since the computation converts

to :

lc(xi, yi) =

(1− yi) · xi + log(1 + e−xi) if xi > 0

−xi · yi + log(exi + 1) otherwise
(4.2)

Masked MSE loss. Given ground truth displacement vectors u = {u1, . . . , un} and the predic-

ted vectors v = {v1, . . . , vn} from M2, the masked MSE is :

ld(y, u, v) = − 1
n

n∑
i=1

11(yi) · ‖vi − ui‖2 (4.3)

The mask makes the network concentrate on regressing displacement vectors for points around

sharp features.

Training. The total loss energy is defined as :

l(x, y, u, v) = wc · lc(x, y) + wd · ld(y, u, v) (4.4)

where wc and wd denote user-defined coefficients to balance the two tasks. An appropriate balance

between these two losses is recommended to obtain a good cooperation of two tasks. During

training, we first set a large wc and a small wd (wc = 1 and wd = 0.01 for both backbones)

during the first 10 epochs, because a good classification result is required for learning displacement

vectors. We then set a smaller wc and a larger wd (wc = 0.01 and wd = 100 for DGCNN-

backbone ; wc = 1 and wd = 20 for PCPNet-backbone) until the network converges to ensure

accurate displacement prediction.

4.2.5 Cascaded model

In most cases, the proportion of sharp feature points in a point cloud is small, especially when

the sharp threshold is low. Consolidating sharp feature points by adding displacement vectors thus

becomes inadequate. To solve this issue, we propose a cascaded model based on the one presented

in Figure 4.2.

The architecture is depicted by Figure 4.4. Given a point cloud Pi ∈ RN×3, a pre-trained

single model SFCNet computes the binary labels and displacement vectors, followed by a Point

Enricher. The enriched point cloud Pi+1 ∈ RN×3 is composed of three sets from Pi : the detected

sharp feature points displaced by their corresponding displacement vectors, the detected sharp

feature points and a random selection of smooth points. Suppose that ns points are detected as

sharp feature points in Pi, Pi+1 contains 2ns sharp feature points and N − 2ns smooth points

in the ideal case. This step is repeated until ns satisfies a user-defined maximum number of sharp
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SFCNet

Point
Enricher

SFCNet
Refiner

Figure 4.4 – Cascaded learning architecture. SFCNet is a model trained with the uniformly sam-
pled point clouds. Point Enricher inserts displaced detected sharp feature points to the input point
cloud of SFCNet and erases the same amount of detected smooth points. The enriched point cloud
is either passed to SFCNet as the blue arrows, or passed to SFCNet-Refiner as the red arrows,
decided by the user-defined maximum number of sharp feature points and the maximum number of
iterations. SFCNet-Refiner is another model trained with the enriched point clouds shown in the
middle box.

feature points or the iterated time t reaches the maximum number of iterations, set by default to

8, 000 and 3 in our experiments. The point cloud Pt is then sent to SFCNet-Refiner model, with a

similar structure than SFCNet, but trained with the enriched point clouds.

The cascaded model can be viewed as an end-to-end network with a frozen pre-trained SFC-

Net. SFCNet-Refiner is indispensable since the distributions of sharp feature points and smooth

points before and after iterative enrichment may be very different.

4.3 Experiments

We implemented our approach using the Geomdl library [BK19] for B-spline distance com-

putation and the PyTorch deep learning framework [PGM+19]. We first introduce the setup of our

experiments. We then study the robustness of our approach to the hyper-parameters, and carry on

an ablation study for each component of our approach to demonstrate their individual relevance.

We show both the quantitative and the qualitative results, as well as comparisons with unsupervi-

sed and supervised methods.

Dataset. The ABC dataset [KMJ+19] is a collection of CAD models with parameterized curves

and annotated surfaces. We selected 5,093 models which contain at least one sharp crease. We split

them into three non-overlapping sets used for training (3,623 models), evaluating (471 models) and

testing (999 models).

Metrics. We selected two lines of quantitative metrics to evaluate our approach : (1) Common

metrics used for binary classification and (2) Distance metrics used for regression. Similarly to
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previous approaches [HLP+21, LAK20, WXX+20], we adopt the following metrics for classifi-

cation : Precision, Recall, F1-score, Accuracy and Intersection over Union score (IoU). Besides,

we estimate two metrics based on the Euclidean distance. More specifically, we compute the dis-

tance between detected sharp feature points and continuous ground truth sharp features, by taking

advantage of the annotation of the ABC dataset and our point-to-feature oracle, which evaluates

the correctness of the sharp feature points. We refer to this distance with PtF distance. We then

estimate the Chamfer distance between the detected sharp feature points and a set of uniformly-

sampled points on the ground truth sharp features, which evaluates the completeness of the detec-

ted features.

Setups. We experimented with two backbones to validate our approach : PCPNet [GKOM18],

an architecture based on PointNet ; and DGCNN [WSL+19], an architecture based on graph neural

networks. PCPNet takes a point cloud with arbitrary cardinality, while DGCNN takes a point cloud

with a fixed cardinality (set by default to 10k in our experiments). We refer to our model with

PCPNet backbone as SFCNet-P and the one with DGCNN backbone as SFCNet-D. The point

cloud is normalized inside the bounding box from [−1,−1,−1] to [1, 1, 1] and centered at the

origin. By default, we add a random uniform noise with a noise level set to 0.01 during training.

To compare different methods, we add a similar noise level in the test set. The default backbone is

DGCNN and the default sharp feature threshold is 0.03. Figure 4.5 shows several results produced

by our default model on the test set.

4.3.1 Robustness study

We evaluate the sensitivity of our approach to the sharp distance threshold, defined as the

maximum point-to-feature distance for sharp feature points, and to the noise level of the point

clouds.

Distance threshold dmax. A large sharp distance threshold helps the framework detect more

sharp feature points, but displacement learning becomes more challenging, as shown in Figure 4.6.

We trained four SFCNet-D networks using the same parameters, except for the distance threshold.

Table 4.1 records the measured metrics for dmax ∈ {0.02, 0.03, 0.05, 0.1}. We observe that the

model with dmax = 0.1 achieves good scores for most of the classification criteria while the

distance criteria are much worse than dmax = 0.03. Figure 4.6 shows the visualization results

on one model. The right one detects more than 5k sharp feature points while we can see from the

figure that some of the detected sharp feature points can not be well displaced to the sharp features.

Noise level n. This parameter has a strong relationship with dmax thus we cannot fix dmax for all

experiments. We choose to train a series of SFCNet-D networks with different pairs of (n, dmax)
and then compare the distance metrics. Table 4.1 records the quantitative results, which indicates
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#s : 2, 199

a : 0.94
d : 0.017

#s : 2, 297
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Figure 4.5 – 3D models from the ABC dataset. Our method displaces the detected sharp feature
points closer to the ground truth. Top row : ground truth. Middle row : detected raw sharp feature
points. Bottom row : displaced sharp feature points. Sharp feature points are depicted in red, and
smooth points are depicted in blue. a, d and #s denote accuracy, point-to-feature distance and
number of sharp feature points, respectively.

that our method is robust to noise when the distance threshold is larger than the noise level. When

the distance threshold is smaller than the noise level, the sharp feature points can not be accurately

detected, as shown in the eighth row of Table 4.1 and in the fourth model of Figure 4.7 where few

sharp feature points are detected.

4.3.2 Ablation study

We evaluate the role of the different components by removing one or several components from

our approach and comparing the quantitative results on the test set.

Point-to-feature oracle. To show the importance of the dynamic labeling oracle, we consider

four pairs of contrast experiments : D1 versus D2, D3 versus D4, P1 versus P2 and P3 versus P4 as

shown in Table 4.1. The results show that the oracle can efficiently improve both the classification

and the regression performance. In addition, the oracle helps the network converge faster and
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Classification(%) Distance(×10−2)

Recall ↑ Precison ↑ IoU ↑ F1 ↑ Accuracy ↑ Chamfer ↓ PtF ↓

T
hr

es
ho

ld

(0.01, 0.02) 76.20 66.31 54.74 68.29 93.05 5.43 2.77

(0.01, 0.03) 79.65 82.68 67.65 78.98 92.65 4.55 2.65
(0.01, 0.05) 80.58 84.53 69.88 80.77 90.87 5.16 3.26

(0.01, 0.1) 86.15 89.51 78.14 86.69 89.96 5.84 4.17

N
oi

se

(0, 0.03) 87.27 70.91 63.96 76.37 91.83 4.81 3.02

(0.01, 0.03) 79.65 82.68 67.65 78.98 92.65 4.55 2.65
(0.03, 0.03) 71.34 65.50 51.26 65.63 90.48 6.87 3.73

(0.06, 0.03) 45.32 67.22 36.52 50.71 93.63 11.42 3.81

(0.06, 0.1) 84.3 83.67 71.63 81.89 85.88 7.82 5.31

C
om

po
ne

nt
s

D1 : DGCNN+CLA 76.43 79.03 60.26 72.45 87.58 7.99 4.40

D2 : DGCNN+ORACLE+CLA 80.62 80.54 67.40 78.38 92.34 6.41 3.61

D3 : DGCNN+CLA+DIS 87.32 74.91 66.44 77.68 89.11 5.72 4.01

D4 : SFCNet-D 79.65 82.68 67.65 78.98 92.65 4.55 2.65
P1 : PCPNet+CLA 96.01 70.82 68.88 79.79 92.15 7.09 5.36

P2 : PCPNet+ORACLE+CLA 88.96 87.20 79.14 86.92 95.54 5.97 3.69

P3 : PCPNet+CLA+DIS 9.24 60.10 8.01 14.14 82.20 51.6 6.04

P4 : SFCNet-P 88.47 88.58 79.86 87.38 95.74 4.31 2.63

TABLE 4.1 – Quantitative results for robustness study and ablation study. Quantitative results
with different distance thresholds, noise levels and components are recorded. Multiple pairs of
(noise, threshold) are used to study the user-defined parameters. We also compared our SFCNet-
P model and SFCNet-D model with different combinations of the proposed modules. D and P are
abbreviations for DGCNN and PCPNet. 1 to 4 indicate the experiment numbers.

better. In our experiments, networks without oracle have much more chances to diverge (see P3)

than the ones with oracle.

Displacement learning. The following four pairs of contrast experiments show the improvement

by combining displacement learning with classical binary classification learning : D1 versus D3,

D2 versus D4, P1 versus P3 and P2 versus P4 as shown in Table 4.1. Displacement learning

boosts not only the distance metrics, but also the classification metrics in most cases. However, the

comparison between P1 and P3 clearly shows that when the oracle is disabled during the training

phase, the displacement learning introduces instability into the framework, since both MLPs share

the same backbone. By combining our oracle with displacement learning, our network achieves

the best scores in terms of most metrics.

Backbone. We conducted two groups of experiments : D1-D4 for DGCNN backbone and P1-

P4 for PCPNet backbone. For both backbones, our proposed approach performs best within the
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d : 0.006
#s : 1, 122

a : 0.98
d : 0.006
#s : 1, 598

a : 0.97
d : 0.008
#s : 2, 602

a : 0.97
d : 0.019
#s : 5, 040

a : 0.91

Figure 4.6 – Visual comparison for different distance thresholds. From left to right : distance
thresholds set to 0.02, 0.03, 0.05 and 0.1. The one with dmax = 0.1 misclassified some smooth
points as sharp feature points, while the ones with dmax ∈ {0.03, 0.05} keep a good trade-off
between the classification accuracy and the distance criterion.

#s : 1, 321

a : 0.97
d : 0.009

#s : 1, 182

a : 0.97
d : 0.008

#s : 937

a : 0.96
d : 0.012

#s : 366

a : 0.97
d : 0.016

#s : 3, 222

a : 0.93
d : 0.026

Figure 4.7 – Visual comparison with different pairs of sharp distance thresholds and noise levels.
From left to right, the pairs of sharp distance thresholds and noise levels have the same order as
in Table 4.1. An incompatible choice of dmax and n (the 4th model) leads to a bad result.

group. Generally speaking, PCPNet backbone has a better performance than DGCNN backbone,

while the price is a much longer testing time for a given point cloud.

Sharp feature type We consider four types of sharp features in our experiments : segments,

circles, ellipsoids and B-splines. In order to evaluate the capacity of handling all these types, we

first computed the distribution of sharp feature types on the testing set and then compared it with

the distributions of detected sharp feature points by both SFCNet-D and SFCNet-P. We observe

a similarity among the distributions, while our models find slightly less sharp feature points than

the ground truth. We then compute respectively the accuracy of detected sharp feature points and

the average PtF distance of consolidation sharp feature points for each type. Our models achieve a

good and balanced results on the four types, while the performance of B-splines is slightly worse

than the other types due to its high complexity. Note that our models can not directly predict the
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type of feature points, the type of each predicted sharp feature point is obtained by finding the

closest ground truth feature.

(a) Distributions (b) Accuracy (c) PtF distance

Figure 4.8 – The statistics of consolidated sharp feature points by our approach on the test set.
Ground truth : computed by our oracle on noisy point clouds. SFCNet-D : D4. SFCNet-P : P4. (a)
The distributions of sharp feature points belonging to each sharp feature type. (b) The accuracy
of detected sharp feature points for each sharp feature type. (c) The PtF distance of consolidated
sharp feature points for each sharp feature type.

4.3.3 Comparisons

Point-based approaches We compare our approach with PB-DGCNN [LAK20] (re-trained

from scratch on our dataset for 50 epochs, since there is no released pre-trained model), EC-

Net [YLF+18a] (using the released pre-trained model), PIE-Net [WXX+20] (using the released

pre-trained model), together with two unsupervised methods : Feature edge estimation via Voronoi

Covariance Measure (VCM) provided by the CGAL Library [MOG10] and Covariance Analysis

(CA) [BCRH15]. Table 4.2 records the error metrics on our test set. We observe that both of our

networks have smaller Chamfer distances and smaller PtF distances compared to other methods.

SFCNet-P performs best on the various metrics. Figure 4.9 and Figure 4.10 offer a visual com-

parison of all methods. VCM and CA are sensitive to user-defined parameters : we find it hard

to define through trial-and-error parameters that fit all point clouds in our test set. Compared to

PB-DGCNN, our SFCNet-D achieves similar scores for classification metrics while performing

better in terms of distance, owing to the displacement learning. EC-Net seems to have more mis-

sing parts than our models and both distance criteria are worse than the ours. The results show that

PIE-Net is not noise-resilient and the detected sharp feature points may distribute over the whole

point cloud. While the paper mentions that it also predicts 3D offset vectors to relocate points onto

edges, such a prediction step is commented out in the code and no pre-trained model contains such

a relocation operation.

We evaluate the average inference time on our test set. VCM [MOG10], implemented in C++,

takes around 1.877s for 1 model with 10k points. All the other methods are implemented in Python,

and the approximate test times are : 0.134s for CA [BCRH15], 1.26s for PB-DGCNN [LAK20],

2.4s for EC-Net [YLF+18a], 0.177s for PIE-Net [WXX+20], 0.174s for SFCNet-D and 5s for

SFCNet-P.
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Figure 4.9 – Visual comparisons with supervised and unsupervised methods on selected models
from the test set. According to the closeups, our methods can detect more meaningful sharp feature
points that are closed to the sharp features.
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Figure 4.10 – Visual comparisons with supervised and unsupervised methods on selected models
from the test set. According to the closeups, our methods can detect more meaningful sharp feature
points that are closed to the sharp features.
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Cla(%) Dis(×10−2)

Rec Pre IoU F1 Acc Cha PtF

CA 67.18 63.06 43.50 57.58 78.98 11.80 8.23

VCM 81.29 38.10 34.09 48.99 72.29 12.01 7.91

PB-DGCNN 85.81 77.90 68.29 79.55 92.20 6.17 3.81

EC-Net - - - - - 6.90 4.25

PIE-Net 48.87 45.11 20.32 32.47 62.86 16.65 14.07

SFCNet-D 79.65 82.68 67.65 78.98 92.65 4.55 2.65

SFCNet-P 88.47 88.58 79.86 87.38 95.74 4.31 2.63

TABLE 4.2 – Quantitative comparison with unsupervised and deep learning sharp feature points
detection methods on the ABC dataset. Note that we cannot compute classification metrics of
EC-Net since the produced point clouds are upsampled. CA : [BCRH15], VCM : [MOG10], PB-
DGCNN : [LAK20], EC-Net : [YLF+18a], PIE-Net : [WXX+20].

Mesh-based approaches Feature-preserving mesh denoising approaches can be utilized for

sharp feature detection and consolidation from point clouds, combining with an extra surface re-

construction step. We compared our approach with Bilateral Normal Filtering [ZFAT10], Mesh

Denoising via L0 Optimization [HS13], Guided Mesh Normal Filtering [ZDZ+15], Edge Sharpe-

ner [AFRS03] and Non-iterative Feature-preserving Mesh Denoising [JDD03].

Typical mesh-based approaches work on orientable meshes with noisy vertex positions, as

shown in the Fandisk model in Figure 4.11. We sampled the noisy mesh to obtain a noisy point

cloud. As a consequence, the resulting point cloud contains structural piecewise linear noises

which are rarely present in raw point clouds and our approach cannot achieve a good performance

on such inputs.

Conversely, mesh-based approaches are not dealing well with noise in raw point clouds and

errors originating from the reconstruction step. The Mechanical part model belongs to our test

set. The raw point cloud contains random noise. To reconstruct an oriented mesh, we estimate

and orient normals, then reconstruct the surface using the popular Screened Poisson Reconstruc-

tion [KH13]. Since smoothness priors are introduced during reconstruction, most mesh-based ap-

proaches fail to detect connected and clean sharp features, and outliers are inevitable. In addition,

not all point clouds are orientable, as shown in the Art piece model. We utilize a recent learning-

based surface reconstruction approach, referred to as DSE meshing [RGA+21]. DSE combines

3D Delaunay triangulations with learned local parametrizations to yield quality meshes, even if it

may generate non-manifold edges. The advantage of this approach is that it does not require any

normal information. Most mesh-based approaches fail on this model. The Edge Sharpener contri-

buted by [AFRS03] successfully orients the noisy mesh while it introduces artifacts around the



98 CHAPITRE 4 — Sharp feature consolidation via displacement learning

Input
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Figure 4.11 – Qualitative comparison with mesh-based approaches. The first two rows : Fandisk
model. The third and fourth rows : Mechanical part model from ABC Dataset. The last two rows :
Art piece model from [XWD+22] (Bilateral Normal fails on this model). Input : point cloud for
SFCNet-P (odd rows), mesh for the other approaches (even rows). The sharp features are extracted
from mesh by comparing the maximum angle between the normal vectors of adjacent triangles
using [The21].

sharp feature in the intersection of two nearby surface patches with opposite orientation. Since our

approach is normal-free, it yields satisfactory outputs on the whole model.

4.3.4 Cascaded models

We test our cascaded model on the ABC dataset. A pre-trained SFCNet-P network is used to

iteratively detect and displace the sharp feature points. The enriched point clouds are used to train

another SFCNet-P network, as SFCNet-Refiner in Figure 4.4. Figure 4.12 depicts two models

together with the identified sharp features points by a single SFCNet model and our cascaded

model. Compared to the single model, the cascaded model consolidates sharp features with more

points without loss of accuracy.
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Figure 4.12 – Visual comparison on two point clouds with cascaded model and single model. c
denotes the Chamfer distance. The left is produced by the cascaded model and the right produced
by the single model.

4.3.5 Results on real scans

#i : 461, 683 #s : 108, 898#i : 1, 067, 582 #s : 334, 817

Figure 4.13 – Scanned point clouds of Visionair repository. The first and the third image show
the detected sharp feature points without displacement. The second and the forth ones show the
predicted sharp feature points with displacement. #i and #s denote the number of input points
and the number of detected sharp feature points, respectively.

We evaluate our SFCNet-P model on real scanned 3D point clouds taken from the online Vi-

sionair repository [Vis]. These point clouds have never been seen during the training phase. Com-

pared to the training dataset, we highlight three major differences in real scanned point clouds :

(1) The cardinality of the point clouds (from 460k to 1 millon) is substantially larger than that

of our training dataset (10k) ; (2) The intrinsic noise in scanned point clouds originates from the

laser, instead of being simulated randomly ; (3) The models scanned by real-world scanners are

often open, while all models of our training dataset are closed. Despite the above differences, our

model predicts accurate sharp feature points from the real scanned point clouds with displacement

learning, see Figure 4.13.
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Due to the lack of ground truth labels, it is hard to obtain quantitative results on real-world

data. We compared our proposed approach with other approaches qualitatively on a scanned point

cloud.

SFCNet-P(wo disp) SFCNet-P VCM CA

PB-DGCNN EC-Net PIE-Net

Figure 4.14 – Comparisons on a scanned point cloud (718k points). SFCNet-P(wo disp) denotes
our SFCNet-P model without adding displacement vectors. The output of VCM is sensitive to the
quality of estimated normals, since the ground truth normals are not available for this point cloud.
Inputs for PB-DGCNN and PIE-Net are subsampled due to the restriction for their input.

4.3.6 Limitations

Our current approach presents several limitations. First, the detected sharp feature points may

not distribute uniformly over the sharp features. We intend to devise a loss function that favors

the uniform distribution of inliers along sharp creases. However, the difficulty lies in the fact that

we have no knowledge of continuous sharp feature graphs. Second, we classify points into two

classes : sharp or smooth, instead of classifying them into instances. In future work, we wish

to extend our framework to perform instance segmentation of sharp features, in order to cluster

sharp feature points into several creases, possibly meeting at corners, darts or cusps. To achieve

this goal, the network needs to predict the number of sharp features, which is substantially more

difficult than binary classification.
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4.4 Applications

We show two potential applications of our approach : 3D feature line extraction and 3D surface

reconstruction. Nevertheless, our approach is not limited to these two applications. It can be further

adapted to other applications such as instance segmentation or feature graph extraction.

4.4.1 Feature line extraction

#pr : 6

#pr : 8

#pr : 6

#pr : 30

#pr : 32

#pr : 30

#pr : 6

#pr : 13

#pr : 6

#pr : 10

#pr : 11

#pr : 10

Figure 4.15 – Feature line extraction results using RANSAC. From top to bottom : results of dense,
uniformly sampled points on ground truth feature creases, results of the detected sharp feature
points without displacement, results of the consolidated sharp feature points by our SFCNet-P
model. #pr denotes the number of detected primitives. The ones without displacement detect
many wrong primitives and there are more outliers (black points) left after the detection.

After consolidating the sharp feature points, we can apply primitive detection methods to ex-

tract parametric representations of sharp feature creases. We adapt RANSAC [FB81] algorithm

to extract feature lines and the results are shown in Figure 4.15. The parameters are carefully tu-

ned for all experiments. We observe that the extractions of consolidated sharp feature points are

more robust and have a better quality than the one of the detected sharp feature points without

displacement.

4.4.2 Surface reconstruction

Some surface reconstruction methods can benefit from consolidated point clouds. We utilize

a recent learning-based surface reconstruction approach, referred to as DSE meshing [RGA+21].
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Figure 4.16 – Reconstructed meshes using DSE meshing. First row : reconstruction from the
consolidated 3D point clouds. Second row : reconstruction from the 3D input point clouds. c
denotes the Chamfer distance between the reconstructed mesh and the ground truth mesh in the
ABC dataset. DSE meshing is able to capture more details on sharp creases with consolidated
point clouds and the Chamfer distance shows that the meshes are closer to ground truth compared
to the original point clouds.

DSE combines 3D Delaunay triangulations with learned local parametrizations to yield quality

meshes, even if it may generate non-manifold edges. The advantage of this approach is that it

does not require any normal information. We show the quality improvement of our approach by

comparing the surface reconstruction results from the input 3D point clouds with the consolidated

3D point clouds. For generating a consolidated 3D point cloud, we first combine the input point

cloud with the displaced sharp feature points, then 10k points are sampled using farthest point

sampling to meet the input size requirement of the DSE.

Figure 4.16 depicts the reconstruction results before and after consolidation using our SFCNet-

P model, in which we selected three 3D point clouds without noise from the test set in order to

better compare the reconstruction quality around sharp creases.

4.5 Discussion

We contributed a novel deep learning based-framework devised to detect and consolidate sharp

feature points from raw 3D point clouds. Compatible with existing backbones devised to extract

features from 3D point clouds, our framework comprises two learnable modules : the first mo-

dule learns to predict binary smooth/sharp labels for all points, and the second module learns to



4.5 – Discussion 103

regress the displacement vectors used for relocating sharp feature points onto sharp features. Our

framework is capable of identifying and consolidating sharp features, altogether. Our approach is

robust to intrinsic noise, thanks to the point-to-feature oracle, which performs data augmentation

during the training phase, and displacement learning, which relocates sharp feature points onto

their nearest sharp features. Our experiments demonstrate that our framework outperforms the

state-of-the-art in terms of detection accuracy and distance criteria.





CHAPITRE 5
Variational Shape

Reconstruction via
Quadric Error Metrics

Inspired by the strengths of quadric error metrics initially designed for mesh decimation,

we propose a concise mesh reconstruction approach for 3D point clouds. Our approach

proceeds by clustering the input points enriched with quadric error metrics, where the

generator of each cluster is the optimal 3D point for the sum of its quadric error me-

trics. This approach favors the placement of generators on sharp features, and tends to

equidistribute the error among clusters. We reconstruct the output surface mesh from the

adjacency between clusters and a constrained binary solver. We combine our clustering

process with an adaptive refinement driven by the error. Compared to prior art, our me-

thod avoids dense reconstruction prior to simplification and produces immediately an

optimized mesh.
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5.1 Introduction

Mesh reconstruction consists in finding a mesh that piecewise approximates a point sampling

of a 3D surface well. In addition to the inherent ill-posed nature of the reconstruction problem,

several dilemmas witness the difficulty of this problem, such as interpolation vs. approximation,

or greedy vs. variational approaches.

In this section, we focus on concise mesh reconstruction from 3D point clouds that are unstruc-

tured and come without oriented per-sample normal vector. In addition, we aim to produce concise

surface triangle meshes through a low-memory footprint process, see Figure 5.1. One possible so-

lution to the problem is to perform dense mesh reconstruction followed by mesh decimation but

the transient memory consumption is large. If one seeks additional features such as noise resi-

lience or hole filling, one may resort to implicit reconstruction followed by isosurfacing and mesh

decimation. However, this sequence adds another inconsistency since the bias induced by implicit

reconstruction is unknown by the decimation step, resulting in a suboptimal complexity-distortion

tradeoff. Proceeding coarse-to-fine has in general a lower memory footprint, but approaches such

as greedy Delaunay refinement result in suboptimal approximations. This calls for a coarse-to-fine

variational approach.

Another challenge comes from sharp features. Nothing is really sharp in the physical world

when looking at fine scales. Nevertheless, a physical fillet (rounded edge) becomes sharp when

zooming out at coarse scales. In a surface triangle mesh, any edge or vertex that is not flat is a

sharp feature, but edges and vertices are also used to approximate smooth parts. In other words, the

sharpness of a feature depends on the chosen scale or approximation tolerance error. As we wish

to proceed coarse-to-fine, this rules out approaches based on early sharp feature detection. Instead,

we favor a variational approach where sharp features emerge from an optimization process.

5.2 Related Work

We first review the shape reconstruction problem, with a focus on generating concise meshes

as output. We then review the pioneering work on quadric error metrics and its variants, and a few

variational approaches.

5.2.1 Shape reconstruction

We focus next on key aspects sought after in our problem statement : conciseness and recovery

of sharp features. We refer to books or surveys for a more complete review on shape reconstruction

[Dey06, BTS+17].

Conciseness. Hoppe et al. [HDD+94] pioneered a piecewise smooth reconstruction approach

that takes as input a dense reconstructed mesh, and interleaves decimation and optimization to
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Figure 5.1 – Variational shape reconstruction. Clustering of the points is randomly initialized,
then alternates partitioning and generator updating. Some generators relocate to sharp features
after one iteration. New generators are then added. Clustering converges after six iterations. A
set of candidate edges is derived from the adjacency between clusters, and candidate facets (red)
are generated. The output 2-manifold mesh is reconstructed via a constrained binary solver that
selects a subset of the red facets.

fit a subdivision surface. Digne et al. [DCSA+14] formulate shape reconstruction as an optimal

transport problem between a discrete measure (points seen as Dirac masses) and a dense simplicial

complex seen as the support of a piecewise-constant measure, which is then decimated. In addi-

tion to being compute-intensive, these fine-to-coarse approaches contradict our desire to proceed

coarse-to-fine with low memory consumption. The literature is sparser on coarse-to-fine mesh-

based approaches. Sahillioğlu and Yemez [SY10] start from the visual hull mesh of an object, and

perform smoothing and restructuring operations. Delaunay refinement is another instance of the

coarse-to-fine paradigm [CGAY13], but for the two above approaches the meshes are too isotropic

to offer the level of conciseness sought after.
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Sharp features. The literature is abounded by methods trying to detect sharp features, but we

seek for an approach that recovers sharp features by optimizing vertex locations such that sharp

features are formed when they yield the best approximation. Several non-linear regression ap-

proaches have been proposed to find such optimal locations : e.g., robust implicit moving least-

squares surfaces (MLS) [ÖGG09], or robust MLS [FCOS05]. Another approach consists of conso-

lidating the point clouds before reconstruction, by removing outliers, reducing noise and relocating

some points onto sharp features. Avron et al. [ASGCO10] first solves a global sparse minimiza-

tion problem to consolidate normal orientations, then uses them to consolidate point locations and

reconstructs the mesh via ball pivoting [BMR+99]. Xu et al. [XWD+22] recently pioneered a

multistage approach that removes noise, identifies feature lines via discrete optimal transport and

interpolates the consolidated point cloud. Consolidating the mesh after reconstruction is also an

option. Attene et al. [AFRS03] proposed a so-called edge sharpener. Wang et al. [WYZC13] first

remove outliers and noise, before inputting the consolidated 3D point cloud to Poisson surface

reconstruction [KBH06]. Sharp features are then recovered by applying bilateral filtering to the

reconstructed surface mesh. Yadav et al. [YRP18] proposed another two-stage mesh denoising

algorithm. All these methods are powerful but operate on dense meshes. Several learning-based

methods have been recently proposed for extracting sharp feature graphs from raw point clouds.

Liu et al. [LDSW21] proposed a deep network structure predicting first the sharp corners then

selecting edges. Only segments can be dealt with in this method. Matveev et al. [MRA+22] learns

a distance-to-feature field before corner prediction and spline fitting

5.2.2 Quadric Error Metrics

Garland and Heckbert [GH97] pioneered a mesh decimation approach that applies a sequence

of edge collapse operators sorted by so-called quadric error metrics (QEM). QEM capture weigh-

ted sums of squared errors to the supporting planes of triangle facets (see Section 5.3). This po-

werful idea has become one of the most popular approaches for mesh decimation. Hoppe [Hop99]

extended this approach to deal with appearance attributes such as colors or texture coordinates.

Deng et al. [DLM11] utilized quadric error metrics to build cages for shape editing. Thiery et

al. [TGB13] defined a spherical quadric error metric in 4D for extreme shape approximation. Sa-

linas et al. [SLA15] contributed a structure-aware variant that adds to the quadrics a set of plane

quadrics detected from the input mesh. Legrand et al. [LTB19] proposed a mesh smoothing and

clustering approach via filtering quadrics : a field of filtered quadrics is defined on the input mesh

by diffusing quadrics via a bilateral filter, a spatial kernel and a QEM-based range kernel. The

mesh vertices are connected to form a tree structure according to a relevance score estimated from

the filtered quadric field, and the final clusters are generated by pruning the branches. Recently,

Trettner and Kobbelt [TK20] extended the QEM approach by defining probabilistic quadrics in
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closed form, in order to deal with uncertainty in the input meshes. Such an approach improves the

resilience to noise and quality of the mesh elements.

5.2.3 Variational approaches

Cohen-Steiner et al. [CSAD04] introduced the variational shape approximation (VSA) ap-

proach, which formulates the task as a discrete, variational partitioning problem with planar

proxies. VSA optimizes clusters of connected mesh triangles by minimizing a one-sided error

metric (L2 or L1,2) formulated between triangles and planar proxies. The number of clusters is ad-

justed via four operators (merge, split, add, teleport). The final output is an anisotropic polygonal

mesh derived from the clustering partition. Wu and Kobbelt [WK05] extended VSA to deal with

higher order proxies such as spheres and cylinders. Skrodzki et al. [SZP20] adapted VSA to 3D

point sets, and added a switch operator to guarantee convergence. Yu and Lafarge [YL22] devi-

sed a pliant approach for partitioning a 3D point cloud into planar parts. From an initial partition,

a multi-objective function is optimized through five types of operators (insert, exclude, transfer,

merge, split) to obtain a balance between fidelity, complexity and coverage. The optimized parti-

tion is then inputted to a piecewise-planar reconstruction approach [BL20]. The above clustering

approaches are powerful, but partitioning solves only half of the problem, as it remains to mesh the

optimized partition which is in general composed of polygonal elements. Intersecting planes is an

option, but it is numerically unstable, as already observed by Zimmer et al. [ZCHK12] for planar

panelization of freeform surfaces. Meshing is also hampered by concave elements of the partition.

Resorting to a volumetric partition through a kinetic-based approach is a reliable alternative, but

is compute-intensive [BL20]. Departing from partitioning with planar elements, we adopt a dual

approach that partitions with “conical” elements, i.e. vertices with their adjacent planar elements

where the vertex locations are computed through integrating quadrics over clusters.

5.2.4 Positioning and Contributions

The original QEM approach, designed for greedy mesh decimation, is fast and very effective.

We observe that it may be seen as a clustering algorithm over the input mesh vertices, where the

objective is to minimize the maximum (over the clusters) of the sum of squared distances from

the optimal vertices to the set of planes of the clusters. This maximum is minimized in a greedy

hierarchical way using a priority queue for decimation operators, and the output mesh is the dual

(i.e., nerve) of the clustering : one vertex per cluster, and one edge per pair of neighboring clusters.

We utilize the strengths of QEM to design a novel coarse-to-fine variational reconstruction

algorithm. Our starting point is also QEM, but we replace the greedy fine-to-coarse clustering

by a variational expectation-minimization (EM) approach. The objective function is no longer

the maximum cluster error but rather the sum of errors over the clusters. Our method may also

be seen as a form of dual to the VSA approach initially designed for mesh partitioning ; instead
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of considering squared distances from data points to planar cluster proxies, we consider squared

distances from tangent planes at data points to clusters estimated cone points. Our experiments

show that, especially for extreme approximations, our approach outperforms the state-of-the-art.

In addition, our method takes point clouds as input, allowing to address concise mesh recons-

truction. For this harder problem, taking the nerve of the clustering as output mesh may not suffice

anymore, and we output instead a mesh computed by a specific binary solver.

Our main technical contributions are :

• A novel variational partitioning method designed to cluster the input points based on quadric

error metrics. The generators are optimal points minimizing the sum of quadric error metrics

for the clusters.

• The resulting partitioning tends to equidistribute the errors among clusters, yielding clusters

with anisotropy in accordance to the local geometry.

5.3 Background

We briefly review quadric error metrics (QEM) pioneered by Garland and Heckbert [GH97]

for mesh decimation, and some other variants such as the probabilistic QEM recently introduced

by Trettner and Kobbelt [TK20].

Given a triangle t, we consider its supporting plane π and denote by n a unit normal vector of

π and by p an arbitrary point on π. The matrix of the plane quadric associated to t is the 4 × 4
symmetric matrix

Qt =
[
nnT −pTnnT

−nnT p (pTn)2

]
=
[
A −b
−bT c

]
. (5.1)

Given a query point q ∈ R3, the corresponding error function is defined as f(Qt, q) = q̃TQtq̃,

where q̃ = (qT , 1)T are the homogeneous coordinates of q. This function captures the squared

distance from point q to plane π. The probabilistic QEM incorporates Gaussian noise for both the

unit normal vector n and the position p on the plane π. In this case, A, b and c are replaced by

their corresponding expectations E(A), E(b) and E(c).

A diffused quadric is assigned to each vertex of the input surface triangle mesh. Given a vertex

v on a 2-manifold, its diffused quadric Qv is defined as the sum of the weighted quadrics of its

1-ring neighboring faces, i.e.

Qv =
∑

ti∈ neighbors(v)

1
3atiQti , (5.2)

where ati denotes the area of triangle ti. Each plane quadric is thus evenly distributed on the three

vertices of its triangle. From a geometric viewpoint, summing quadrics is equivalent to taking the

union of the planes. Such an initialization guarantees that the vertices are the optimal minimizers

of their diffused quadrics, while it is in general not the case during decimation. Equation (5.2) is
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extended to deal with boundaries by adding quadrics corresponding to planes that are orthogonal

to boundary edges.

When an edge e connecting v1 and v2 is collapsed, the quadric of the new vertex ve is computed

as :

Qve = Qv1 +Qv2 , (5.3)

meaning that the new collapsed vertex receives the contribution from all weighted planes of the

input surface mesh assigned to v1 and v2. Finding the optimal location of ve is achieved by solving

for point p∗e that minimizes QEM f(Qve , pe), i.e. the point which realizes the smallest sum of

squared distances to all assigned planes. If all planes are similar then all points on the plane

minimize f(Qve , pe) ; if all planes intersect in a line, all points on this line minimize f(Qve , pe) ;

if all planes intersect at one point, the intersection point is the only minimizer of f(Qve , pe). In

other words, QEM has the virtue of placing points onto sharp creases or corners, while an infinite

number of optimal point locations (lines or planes) exist for linear sharp creases or corners. Such

an ill-posed problem is solved via singular value decomposition (SVD) [Lin00], which computes

the closest point in the optimal set from a given point - commonly the collapsed edge midpoint.

We note that there is an intrinsic relation between incremental decimation via QEM and fine-

to-coarse vertex clustering. After initialization, each vertex is considered as an individual cluster.

An edge collapse operation merges two clusters into a new cluster associated with the new optimal

vertex. During decimation, the evolution of clusters can be tracked with a tree structure.

5.4 Approach

Figure 5.2 provides an overview of our approach. The input is a 3D point cloud sampled on

a closed surface, and the output is a surface triangle mesh. A quadric error metric (QEM) is first

estimated for each point. Clustering of the input 3D points is then initialized with random points

chosen as initial generators. Clustering is performed by alternating partitioning, via region growing

with updating the generators, until a maximum error tolerance is met for each cluster. Refinement

is performed by adding batches of new generators where the error is large. The output mesh is

extracted by solving a constrained binary integer problem.

5.4.1 Quadric estimation

The original QEM approach designed for mesh decimation utilizes the mesh triangles to initia-

lize a quadric per vertex, by summing plane quadrics on the 1-ring adjacent facets of each vertex.

We first estimate a planar quadric per input point, based on a local normal and area estimation,

and then compute a diffused quadric per point in order to capture its local geometry.

Denote byP the input 3D point cloud. Denote by pi a point ofP ∈ R3 with normal ni ∈ R3×1.

We assume that normal ni is either read from the input data, or estimated using a local normal
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Figure 5.2 – Overview : reconstruction via quadric error metrics.

estimation method. Normal orientation is not required. We compute the plane quadric of pi as :

Qpi =
(
nxi , n

y
i , n

z
i ,−ni · pTi

)T · (nxi , nyi , nzi ,−ni · pTi ). (5.4)

To compute the diffused quadrics, we first need to define a neighborhood and support area for

each point. We choose by default the k-Nearest Neighbor (KNN) graph for both computations.

The support area ai for point pi is estimated as :

api = 1
2k2 ·

( ∑
pj |(pj ,pi)∈KNN(P)

‖pi − pj‖
)2
. (5.5)

The diffused quadrics for a point pi is then computed as :

Qvi =
∑

pj |(pj ,pi)∈KNN(P)
apj ·Qpj . (5.6)

Such a quadric reflects an approximation of the local geometry and point density. Figure 5.3 de-

picts the estimated diffused quadrics centered at each vertex of two point clouds, using quadric

ellipsoids. Each ellipsoid represents a quadric error isosurface, that is the locus of points with

equal errors. The center of the quadric realizes the error minimum. Intuitively, we can classify el-

lipsoids into three main types : pancakes, cigars and balls, corresponding to smooth areas, creases

and corners.

The above estimation assumes that the points are sampled on a smooth surface. Our initializa-

tion step is flexible and can also take into account additional geometric information that would be

available as input, e.g. information on sharp features via multiple local plane quadrics. However,

the strength of our method is to avoid the ill-posed detection step, and yet to recover sharp creases

even when using diffused quadrics that mollify the sharp features existing in the sampled physical

object.
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Figure 5.3 – Quadric ellipsoids on two input point clouds.

5.4.2 Initialization

Clustering of the input points is initialized by randomly selecting a handful of input points

as initial cluster generators {ci|1 ≤ i ≤ m}. The generators coincide with the input points after

initialization, but this is no longer the case later as they will be updated as optimal QEM 3D points.

5.4.3 Clustering

The clustering step operates by alternating partitioning with the generator updating until the

clusters stabilize or a maximum number of iterations is reached.

Partitioning It proceeds by region growing. More specifically, growing progresses on the KNN

graph greedily one point at a time, with a priority queue that minimizes a cost E combining QEM

and Euclidean distance. The cost of adding a point pi to the cluster lj is :

E(pi, lj) = [cj , 1]T ·Qvi · [cj , 1] + λ · ‖pi − cj‖2, (5.7)

where cj denotes the current generator of cluster lj and λ denotes a coefficient for regularizing

region growing on planar areas. λ is set by default to a small value such that the coarse-to-fine

refinement focuses mainly on minimizing the QEM error. There are three reasons for using such

a Euclidean distance term : 1) to regularize partitioning of flat or straight areas by competing

growing fronts, so that we obtain a Voronoi-like partition instead of noisy adjacency frontiers, 2)

to obtain evenly distributed vertices on flat areas or along straight creases, when these areas are

densely populated by generators, and 3) to provide enough edge candidates for meshing concave

planar clusters. To make the two metrics compatible, we set λ to be k times the squared average

spacing of the input point cloud, because Qvi is computed as the sum of plane quadrics weighted

by support areas. See Figure 5.4.
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Figure 5.4 – Partitioning and λ coefficient. On flat areas the QEM errors equate zero. This yields
a clustering with noisy adjacency frontiers, and an insufficient adjacency between clusters for the
meshing step. Increasing λ improves the configuration, including for concave clusters.

Once a point is labeled as lj , all its unlabeled neighbors in the KNN graph are pushed to the

priority queue with label j as new candidates. Such a partitioning proceeds until the priority queue

is empty.

Note that in Equation (5.7), Qvi · [cj , 1] measures an error that is oriented, i.e. realized by the

generator point cj of cluster lj for the quadric of the candidate point to growing. Consider a 3D

point set sampled on a perfect cube, with little noise. If a cluster has a generator point on a corner

C of the said cube, then the error would be very small for the (almost flat pancake) quadrics of the

candidate points sampled on the three faces adjacent to C, as well as for the (thin cigar) quadrics

of the candidate points on the three creases adjacent to C (see Figure 5.5, pink area). A similar

behavior is observed when a cluster has a generator point on a crease point of the cube, but with

two adjacent faces and creases (see Figure 5.5, green area). Such a behavior is also similar for the

tip of a cone, hence our reference to conical elements in Section 5.2.

Generator updating In this step, the optimal generator of each cluster is recomputed. For cluster

lj , the optimal point c∗j is computed as :

c∗j = arg min
p∈R3

[p, 1]T ·Qcj · [p, 1]. (5.8)
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Figure 5.5 – Illustration of generators on a perfect cube.

More specifically, c∗j is obtained by solving the following linear system :

Ac∗ =


Q11 Q12 Q13 Q14

Q12 Q22 Q23 Q24

Q13 Q23 Q33 Q34

0 0 0 1

 c∗ =


0
0
0
1

 (5.9)

When A is not invertible, c∗ is computed by a SVD solver.

Note that the next clustering iteration, and in particular its partitioning step that proceeds by

region growing over the KNN graph, requires each updated generator c∗j to be associated with

an input point in P . Each generator c∗j is associated its nearest input point in cluster lj . Only the

optimal points c∗ are later used for constructing the output surface triangle mesh.

Clustering terminates when there is no change between the old and new set of generators, or

when a user-selected maximum number of iterations is reached.

5.4.4 Batch splitting

The maximum QEM error is monitored for all points of a cluster, once clustering terminates.

We adopt a farthest point approach to design a splitting operator that inserts a new generator in

the cluster realizing the maximum error. More specifically, for each cluster lj , we find the point

labeled j that maximizes Qcj , i.e.

pmax(lj) = arg max
pi∈lj

[pi, 1]T ·Qcj · [pi, 1]. (5.10)

If the corresponding QEM exceeds a maximum user-defined tolerance, then pmax(lj) is added as

a new candidate for cluster splitting. We then greedily compute an independent set of clusters to

be split, enforcing that two adjacent clusters cannot be split in the same splitting batch to avoid

over-refining. As it is not intuitive to define a meaningful QEM tolerance, we take a Euclidean
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distance tolerance parameter and convert it to a QEM scale according to the relationship between

these two metrics, see Section 5.3.

Alternating between partitioning and batch splitting stops when all clusters satisfy the user-

defined tolerance error or when a maximum number of iterations is reached.

5.4.5 Meshing

The current partition of clusters yields a set of vertices that are optimal in the QEM sense. It

remains to connect these vertices by finding a set of triangle facets. We first derive a graph of edges

from the adjacency between clusters, from which we compute facet candidates and then solve a

constrained binary program (CBP) to extract the output surface triangle mesh.

Edge graph. After partitioning, a graph of edges is derived from the adjacency between clusters

in the KNN graph of the input point cloud.

Facet candidates. Given the above edge graph, we search for 3-cycles in the graph by selecting

all triplets of vertices that are mutually connected by an edge. This yields a set of triangle facet

candidates, possibly overlapping in some areas. It remains to select a subset of these facets.

Mesh extraction. From the set of facet candidates, we wish to keep the ones that fit well, co-

ver well the input 3D point cloud and favor a 2-manifold mesh. Building upon the PolyFit ap-

proach [NW17], we minimize an objective function rewarding a data fitting term Ff and a data

coverage term Fc, under a 2-manifold constraint. More specifically, we assign a binary label bfi

for each facet candidate fi and a binary label bei for each edge ei. Label one indicates that the facet

or edge is kept for the final mesh, and label zero indicates that it is discarded. We then minimize :

max
{bf1 ,...,bfn}

n∑
i=1

bfi
·
(
Ff (fi) + Fc(fi)

)
(5.11)

s.t. 2bei −
∑

fj around ei

bfj
= 0, ∀ei. (5.12)

Figure 5.2 (right) illustrates facet filtering : some quads overly covered by four red facets are later

triangulated with two triangles in the output mesh. When the 2-manifold property is not sought

after, we can deactivate the constraints and search instead for a balance between high fitting,

high coverage and low complexity of output. We can then reconstruct non-manifold meshes with

boundaries by simply selecting facets such that Ff (fi) + Fc(fi)− 1 > 0.
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Fitting term. For each facet candidate, we find all input points whose distance to the triangle

facet is smaller than a tolerance error ε and compute the fitting term as :

Ff (fi) =
∑

pj |d(pj ,fi)<ε

(
1− d(pi, fj)

ε

)
. (5.13)

Coverage term. Coverage prevents large triangles from covering empty areas. For each facet

candidate, the ε-selected input points are projected onto its supporting plane. Then, we construct a

2D alpha shape with alpha set to s times the average spacing of P and compute the ratio between

the total area of the triangles of the alpha shape, and the area of the facet. s is by default set to 5.

Fc(fi) = min
(
1,

area
(
α({pj |d(pj , fi) < ε})

)
area(fi)

)
(5.14)

Manifold constraint. To favor 2-manifold output meshes, a constraint is added for each edge ei
such that if it is kept by the solver (ei = 1), then exactly two triangles adjacent to ei must be kept,

and zero adjacent triangles otherwise (Equation (5.12)).

5.5 Experiments

We implemented our approach in C++, using several libraries : CGAL [The21] for geometric

computations, Eigen [GJ+10] for linear algebra and SCIP [BB+21] for solving binary linear pro-

blems. All experiments are conducted on a MacBook Pro with a 2.9GHz Quad-Core Intel i7 CPU

and 16GB memory. Our implementation is running on a single core.

5.5.1 Qualitative results

Figure 5.6 – Reconstructing a capsule. Left : input 3D point cloud. Middle : Poisson+QEM with
83 vertices. Right : our reconstruction with 83 vertices.

Figure 5.6 validates our concise reconstruction approach on a 3D point set sampled on a cap-

sule made up of an open cylinder and two half-spheres. The clustering algorithm generates elon-



5.5 – 5.5.1 Qualitative results 119

gated clusters on parabolic areas and isotropic clusters on the spherical areas, that translate into

skinny and isotropic triangles, respectively.

Figure 5.1 illustrates our approach on a point cloud sampled on a “G” letter, containing curved

sharp creases. The variational clustering approach tends to equidistribute the errors among clusters

where possible, translating into evenly placed vertices along the curved creases. Figure 5.7 shows

three concise reconstructions from a point cloud sampled on a mechanical part.

Figure 5.7 – Reconstructing a blade. Left : input 3D point cloud. Right : reconstructions with
increasing mesh complexity.

Figure 5.8 – Reconstructing a smoothed circular cone. Left : input 3D points. Top : our recons-
truction with increasing resolution. Meshes are shown with or without the input points. Bottom :
Poisson reconstruction followed by QEM-based mesh decimation.

Figure 5.8 highlights the difference between variational partitioning and dense Poisson recons-

truction followed by greedy QEM decimation [KH13, GH97], when dealing with smooth creases.

Creases should be reconstructed as sharp edges at coarse scales, and as smooth edges at finer

scales. The input point set is sampled on a circular cone without a boundary, with a smoothed tip
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and crease at the bottom. As well as being low-memory, our reconstruction is more symmetric

than the greedy approach, reflecting the error equidistribution among clusters. The tip remains as

a unique isolated corner for 15 vertices, then only the smoothed tip and crease start being refined.

Figure 5.9 shows our method at work on more diverse sharp features, including sharp creases

subtending small angles. The cluster anisotropy reflects the local geometry and the generators are

located on sharp corners, creases and curved areas. Other reconstructions with two resolutions are

shown Figure 5.10.

Figure 5.9 – Reconstructing a piston. Left : input 3D point cloud. Middle : input points after
clustering. Right : output mesh, and vertices colored by their corresponding clusters. The vertices
are preferably located on sharp corners and creases.

5.5.2 Quantitative results

Table 5.1 reports maximum Euclidean distance errors from the 3D point cloud to the output

mesh, for comparing with Poisson followed by QEM-based decimation. A blue cell indicates the

smallest values.
Model Capsule Cone (#v :5) Cone (#v :7) Cone (#v :15) Cone (#v :58) Cone (#v :113)

Max (P+Q) 0.07489 0.3836 0.1078 0.06092 0.01455 0.008757
Max (Ours) 0.03256 0.2561 0.08905 0.01721 0.007488 0.004118

Model Hilbert Hilbert (0.5%) Hilbert (1%) Bunny Part Hand
Max (P+Q) 1.6725 1.7233 1.5873 0.00328 2.145 0.01345
Max (Ours) 0.1729 1.0565 2.0487 0.002055 2.1063 0.008587

Model Elephant (Middle) Elephant (Right) Mother (Middle) Mother (Right) Rocker arm (Middle) Rocker arm (Right)
Max (P+Q) 0.04299 0.01088 4.8591 1.3958 0.002321 0.001147
Max (Ours) 0.0232 0.007387 4.5793 1.1293 0.001209 0.0005845

TABLE 5.1 – Maximum distances from 3D point clouds to output meshes.
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Figure 5.10 – Meshes reconstructed with two resolutions. #p : number of points. #f : number of
faces. #v : number of vertices. From top to bottom : Elephant, Mother, Rocker arm, Sharp sphere.
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5.5.3 Timing and peak memory

Figure 5.11 plots timings and peak memory consumption against number of input points or

complexity of the output mesh. The input point cloud is uniformly sampled on a sphere. The me-

mory consumption is only relative, as our current implementation is interactive and the rendering

part consumes a large memory fraction of the whole program.

Figure 5.11 – Timing and peak memory. Top : the number of input points increases from 732 to
1M, while the complexity of the output mesh is constant (150 vertices). Bottom : the number of
input points is constant (73k points) while the complexity of the reconstructed mesh increases.

5.5.4 Comparison

Figure 5.12 and 5.13 show visual comparisons. We compare our method with Pois-

son reconstruction, Poisson followed by QEM-based decimation and VSA, kinetic shape re-

construction [BL20], partitioning followed by kinetic shape reconstruction [YL22], an in-

terpolant Delaunay-based approach [RGA+21], a recent feature-aware shape reconstruction

RFEPS [XWD+22], and RFEPS followed by QEM-based decimation and VSA. Note that the

last two approaches and our approach make no assumption about normal orientation, while the

others require oriented normals. We can match the exact same mesh complexity only for Poisson

followed by QEM decimation, as the other methods deal with planar shapes before meshing. For

the Stanford bunny, the differences between the two meshes with the same complexity are subtle
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Figure 5.12 – Comparisons on the bunny. KSR : kinetic shape reconstruction [BL20]. DSE :
Delaunay surface elements [RGA+21]. Partitioning : [YL22].

Figure 5.13 – Comparisons on a mechanical part (point cloud taken from RFEPS [XWD+22]).
KSR denotes kinetic shape reconstruction. DSE denotes Delaunay surface elements.
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but noticeable by comparing the shading of the triangles with the one of the dense Poisson recons-

truction (e.g., nose, crease of the neck and tail). The ear is discretized differently, with a vertex

located on a saddle point.

5.5.5 Robustness

Figure 5.14 illustrates the stability of the clustering step and approximation errors with respect

to four different random initializations. Some salient features such as the saddle in the palm are

approximated with some stability.

Figure 5.14 – Meshes reconstructed from four different initializations.

Figure 5.15 evaluates robustness to noise on dense point clouds sampled on a CAD model,

altered with random uniform noise with different magnitude–up to 3% of the bounding box dia-

gonal. We measure : (1) the average distance from a densely sampled reconstructed mesh to the

ground truth, (2) the average distance from densely sampled ground truth sharp creases to the

reconstructed mesh and (3) the manifoldness of the output mesh.

Figure 5.15 – Robustness to noise.
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Figure 5.16 illustrates robustness to noise on a genus 120 model : reconstruction degrades

gracefully when noise increases.

Figure 5.16 – Robustness to noise on a genus 120 hex pen pot (taken from Thingi10K [ZJ16]).

Figure 5.17 – Robustness to noise on the Hilbert cube. First column : noisy point cloud. Second
column : our method. Third column : output of Kinetic reconstruction. Fourth column : output of
Poisson reconstruction followed by QEM-based mesh decimation. #f : number of faces.

Figure 5.17 compares our method with kinetic shape reconstruction [BL20], and with Poisson

reconstruction followed by QEM decimation, on a piecewise-planar Hilbert cube with increasing

random uniform noise.
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Figure 5.18 – Left : point cloud generated by photogrammetry, with noise and outliers. We estimated
point normals on the 100 nearest neighbors in order to smooth the normal field. Middle : facet candidates
deduced from clustering. Right : reconstructed mesh.

Figure 5.18 shows results on a point cloud generated by photogrammetry, with a large amount

of noise and outliers.

5.5.6 Limitations

Over-refinement. Batch splitting steps may over-refine some areas, despite the independent set,

so that some straight creases may be overly discretized. A richer set of operators (e.g., join or

switch) may help but can lead to looping between refinement and coarsening of the partitioning.

We leave this for future work.

Fold-overs. The constraints of the binary solver guarantee that each edge is adjacent to either 0

or 2 facets, making the output mesh orientable and free of non-manifold edges. Nevertheless, it

does not prevent from having two selected faces around an edge nearly co-planar with opposite

orientations (see inset figure - the output mesh contains a fold-over). A larger value for λ parameter

(distance for region growing) helps to reduce the problem but does not solve it entirely. In addition,

we cannot get rid of non-manifold vertices.

Boundaries. Clustering does not place generators on boundary curves, unless boundary points

are first detected and orthogonal quadrics are added there. This contradicts our initial desire to

avoid resorting to a detection step. Our approach is designed to deal only with point clouds sampled

on closed objects. The solver can fill some holes via the 2-manifold constraints, but only when
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Figure 5.19 – Reconstruction result contains a fold-over face.

Figure 5.20 – Non-manifold mesh reconstruction. By replacing the hard manifold constraint in
the mesh solver by an objective function which rewards only low complexity of the output mesh,
we can reconstruct meshes with boundaries and non-manifold meshes. The output is a triangle
soup.

there are enough candidate facets filling these holes. Deactivating the constraints is feasible (see

Figure 5.20) but the 2-manifold property is no longer favored.

5.6 Discussion

We proposed a variational shape reconstruction method leveraging the strengths of two

concepts : quadric error metrics (QEM) and variational partitioning. It can deal with unoriented
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3D point clouds as input and is designed for concise triangle mesh reconstruction. Most previous

variational approaches optimize planar elements before determining vertices and then a connecti-

vity to form triangles. As the optimized errors often refer to infinite planes and the elements may

be concave, determining vertices and meshing is difficult. We adopt a dual approach and optimize

the placement of optimal cone points of clusters, that are later connected to form the output tri-

angle mesh. Intuitively, this brings us one step closer to the final discretization, with improved

consistency that translates into lower approximation errors and better recovery of sharp features

and symmetries.

In future work we plan to extend our approach so that it can discover open boundaries during

clustering, while keeping the 2-manifold property. We will also explore alternative solvers for the

final mesh extraction steps, so that the user can better trade complexity for distortion, or balance

with other objectives such as shape of the mesh elements. Finally, we will extend this approach in

order to reconstruct piecewise-smooth surfaces with curved Bézier triangles.



CHAPITRE 6
Conclusion

6.1 Summary and conclusion

With the advancement of 3D data acquisition devices and the growing diversity of 3D applica-

tions, surface reconstruction is facing more and more challenges. In this thesis, we proposed three

surface reconstruction approaches for reconstructing triangular surface mesh from raw 3D point

clouds with laden defects. We stick to the following three principles throughout the whole design

process :

• Our approaches reconstruct progressively the surface mesh in order that it is both input-

aware and output-aware. The progressivity is controlled both by carefully chosen or user-

defined criteria and by surface mesh qualities at the same time. We take care of multi-scale

features through progressive reconstruction and attempt to achieve a good trade-off between

the complexity and the accuracy of the surface mesh.

• We solve the reconstruction problem in a global manner. Global regularity helps to eliminate

noises and fill holes. What’s more, the surface mesh is guaranteed to be manifold without

post-processing, which encourages wider usage in further applications.

• We combine multiple priors such that the ill-posed nature of the reconstruction problem is

well-regularized around the whole surface. For instance, primitive priors are suitable for

treating canonical parts, smoothness priors can be applied for free-form parts and data-

driven priors are well-fitted to deal with sharp features.

In our first contribution (Chapter 2), we devise a progressively discretized domain for solving

popular global implicit reconstruction approaches. Given an initial 3D Delaunay triangulation of

the domain and an implicit solver, our approach iterates over three main steps (solve, optimiza-

tion, adaptive refinement), all steps being designed to cooperate with each other and improve the

conditioning of the solver, and the quality and complexity-distortion tradeoff the output isosurface

mesh. In such a progressive approach, the implicit solver is no longer used once, but iteratively as

a means to discover more and more details for the isosurface. The benefit is to reconstruct and ge-

nerate altogether output meshes with well-shaped triangles and adapted to the intrinsic geometric

complexity of the reconstructed surface, instead of to the input point set density, as in previous

work.
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Building upon the above domain discretization approach, we explore a progressive implicit

reconstruction approach guided by both smoothness priors and primitive priors in Chapter 3. With

the detected planar primitive set as preliminary information, the triangulation is split into primitive

zones, free-form zones, and transition zones. By replacing the implicit function values of primitive

zones with their signed distance values and eliminating them from the whole system, the other

zones are resolved by a constrained global solver. Both the optimizer and the refiner are primitive-

aware in order to reduce the information loss for the next iteration.

To generalize this approach to all types of primitives, we need to conceive an intelligent way

to compute the intersections among primitives. Chapter 4 gives a possible solution to deal with

this issue. We present a deep learning-based approach that detects and consolidates sharp feature

points on raw 3D point clouds. Based on a high dimensional pointwise feature, a binary classifier

selects a set of sharp feature points and a displacement regressor predicts a vector to consolidate

them.

In Chapter 5, we propose a progressive surface reconstruction approach from unoriented point

clouds guided by quadric error metrics. We start by selecting random seeds as an initial guess

and then extend a region growing step to find the best clustering result which minimizes the QEM

energy. More degrees of freedom are added as needed progressively according to the QEM criteria.

The surface mesh is extracted from a 3D triangulation composed of all optimal cluster centers via

a global solver.

6.2 Outlook

In this thesis, we focused on the surface reconstruction of raw 3D point clouds from a global

and progressive perspective. However, there still remain several open problems in this domain. We

detail three of them as follows.

Perspective 1 : How to treat open boundaries in global implicit reconstruction methods?

Common global implicit reconstruction methods are designed on the assumption that the ap-

proximate surface is bounded and closed, which makes them inapplicable to large-scale scene

reconstruction. These methods usually assemble global systems on an enlarged discrete domain

bounded by the input point cloud and solve them with the Dirichlet boundary condition or the

Neumann boundary condition. Without prior boundary information, the boundary condition can-

not be properly involved, while acquiring the information is as hard as solving the reconstruction

problem. In future work, we plan to devise learning-based methods to estimate boundary prior and

then discover the surface mesh boundary in a progressive manner.
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Perspective 2 : Can we leverage multi-modal data for regularizing the ill-posed nature of re-
construction problems?

Surface reconstruction from raw point clouds faces great difficulty when dealing with ambi-

guous regions. A typical example is that we cannot distinguish with further information if two

nearby groups of points belong to two surface patches or if it is due to a misalignment between

devices. Another example is that we cannot determine if a region without input points is a hole

or if it is due to missing data. In such situations, introducing multi-modal data (e.g. 2D images,

RGB-D images, videos, etc.) can be a powerful regularization tool. We will explore this direction

by conceiving reconstruction approaches combining more priors.

Perspective 3 : What is a good representation for deep learning-based reconstruction methods?

In our thesis, we devised a learning-based approach for detecting sharp feature points. In our

future work, we will attempt to conceive deep learning-based methods for reconstructing surfaces.

A key breakthrough is to find a proper representation for 3D surfaces in the neural network. Current

approaches rely on grids, graphs or implicit functions. None of them can describe completely

the geometric and topologic properties of a surface mesh (e.g. gradient, curvature, manifoldness,

genus). We intend to design a differentiable mesh that allows formulating of the above properties

as loss functions. What’s more, it will facilitate the integration of multi-modal data into the neural

networks.
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