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Titre : Développement d’un système de gestion des graphes temporelles pour le domaine d’objets connectés

Mot clés : Bases de données orientées graphe, bases de données temporelles, langage de requêtes, stockage

Résumé : Les graphes sont fréquemment utilisés pour modéliser les interactions du monde réel comme une collection de nœuds et de relations fournissant, généralement, un modèle simple et intuitif pour analyser les domaines centrés sur les relations. Il y a eu un développement substantiel dans la conception de bases de données facilitant la modélisation et l’interrogation des données sous forme de graphes. Ces efforts ont conduit à la conception de bases de données orientées graphes qui intègrent des techniques spéciales de matérialisation et d’évaluation de requêtes optimisées pour les modèles de données de graphes.

Comptant tenu de leur grande expressivité dans la représentation de relations complexes, les modèles de graphes ont été utilisés dans de nombreuses applications. Cependant, un grand nombre de ces graphes subissent des changements continus ou sporadiques. Dans de nombreuses applications, des informations plus importantes peuvent être extraites de l’analyse de l’historique de ces graphes plutôt qu’un seul état statique (c’est-à-dire non temporel). En d’autres termes, le suivi de l’historique des graphes ouvre une large éventail de capacités analytiques telles que la détection d’anomalies, la prévention des pannes ou la prévision du comportement futur. Ces capacités ont favorisé l’intégration de la dimension temporelle dans de nombreuses applications.

Dans cette thèse, nous nous concentrerons principalement sur un cas d’usage particulier qui est celui de Thing’In, une plateforme de recherche innovante, et in vivo gérant un graphe d’objets, où les nœuds sont des objets (principalement des objets IoT) et les arêtes sont des relations entre eux. Les utilisateurs de Thing’in sont des entreprises et des administrations publiques développant des services autour des villes intelligentes, des bâtiments ou des usines intelligentes, ainsi que des propriétaires d’objets privés et des développeurs construisant des applications IoT. La majorité des nœuds du graphe Thing’in représentent des appareils IoT (par exemple, des machines, des détecteurs de mouvement ou des caméras). Alors que les autres nœuds sont liés à l’environnement de ces appareils et fournissent une description structurale et sémantique de leur environnement (par exemple, des villes, des bâtiments ou des pièces).

Lorsque la plateforme a été initiée en 2017, le graphe de Thing’in contenait 50 millions d’objets connectés. Ce nombre a régulièrement augmenté pour atteindre 50 millions, un nombre qui continuera à augmenter dans le proche avenir. Le graphe de Thing’in étant non statique, des questions importantes sur les états passés du graphe peuvent être posées ce qui a motivé la gestion de la dimension temporelle dans la plateforme. L’un des nombreux cas d’usage de Thing’in qui peut grandement bénéficier d’un support de version temporelle est Mo.Di.Flu, un projet dont l’objectif principal cible l’Industrie 4.0 et BIM2TWIN projets axés sur l’intégration de Digital Twins dans des bâtiments intelligents (par exemple, des usines intelligentes). La plateforme Thing’in est utilisée dans ce projet pour

1. https://bim2twin.eu/
analyser l'historique de ces objets comme suivre les différentes positions d'un produit tout au long du pipeline de fabrication, déte- ter les causes des retards de fabrication ou des pertes de produit et reconstituer l'état du graphe avant une défaillance du système.

Raisonner sur le passé et répondre aux re- quêtes temporelles des cas d'usage de Thi gn'in tels que Mo.Di.Flu n'est possible que si l'historique du graphe est géré. Au début de cette thèse, la plateforme Thing'in n'était pas conçue pour supporter la dimension tempo- relle et seul le dernier état du graphe était conservé. Ainsi, l'objectif de cette thèse est d'intégrer la dimension temporelle dans la pla- teforme Thing'in. L'une des solutions possibles est de développer une couche temporelle au- dessus d'une base de données de graphes non temporels. Bien que cette implémentation soit pratique en raison de sa simplicité, nous supposons qu'une base de données de graphes temporels devrait être construite avec un support temporel natif. Cela nous a moti- vés à construire un système de graphe tem- porel à partir de zéro en abordant les diffé- rentes caractéristiques de conception telles qu'un modèle de données de graphe tempo- rel, l'algèbre, le langage de requête et d'autres fonctionnalités de conception du système (par exemple, l'optimisation du stockage et des re- quêtes). Pour cela, nous avons défini les ob- jectifs suivants :

— Définition d’un langage de requête de graphe temporel pouvant répondre aux besoins des cas d’utilisation de Thing’in.
— Implémentation d’un moteur de sto- ckage de graphes temporels qui offre un usage compact de l’espace de sto- ckage secondaire tout en maintenant la facilité d’extraction des données.
— Conception d’un processeur de re- quêtes pour évaluer les requêtes tem- porelles proposées.

Bien que de nombreux systèmes existants soient conçus avec un support temporel, au- cun de ces systèmes ne répond complète- ment à nos exigences. Plus précisément, les systèmes disponibles n’adressent pas plu- sieurs aspects dans la conception du système comme le langage de requêtes, stockage et optimisation des requêtes. Par exemple, il existe des systèmes qui se concentrent sur le stockage de données mais présentent des requêtes temporelles simples ou basiques ou des requêtes analytiques qui ne sont pas dans le cadre de cette thèse. Alors que les sys- tèmes offrant un langage permettant l’écriture de requêtes de Pattern match n’abordent pas les fonctionnalités de conception telles que la technique de stockage ou les techniques d’opti- misation des requêtes. Pour pallier ces limi- tations, nous avons conçu Clock-G, un sys- tème de gestion des graphes temporels, tel que le but ultime est d’intégrer ce système dans la plateforme Thing’in. Les principales caractéristiques de Clock-G, ainsi les prin- cipales contributions de cette thèse sont :

— La définition du langage de requête de graphe temporel T-Cypher qui per- met l’écriture des requêtes temporelles non verbeuses en ajoutant des règles temporelles à la grammaire existante du langage Cypher. La nouvelle syn- taxe permet d’exprimer des requêtes de pattern matching ou de parcours de graphes temporels qui ne peuvent pas être exprimé par les langages exis- tants.
— La proposition et implémentation d’une stratégie de stockage qui est basée sur les concepts de matérialisation des états du graphe à des instants tempo- rels pour pouvoir y accéder facilement lors du requêtage. La méthode propo- sée offre un équilibre entre l’espace de stockage et le temps de réponse des requêtes ce qui ne peut pas être atteint avec les méthodes de stockage tradi- tionnelles.
— La proposition et implémentation d’un processeur de requêtes T-Cypher qui choisit de façon greedy le meilleur plan d’évaluation d’une requête temporelle en tenant compte de l’intervalle tempo- rel des requêtes.
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INTRODUCTION

Graphs are frequently used to model real-world interactions as a collection of nodes and relationships, providing a fertile ground to analyze relationship-centered domains. To keep pace with this demand, there has been a substantial development in the design of adequate databases that facilitate storing and querying graph-oriented data. These efforts led to the design of graph databases that integrate special storage and query evaluation techniques optimized for graph data models.

Graph models have spurred interest in many applications for their high expressiveness in representing complex relationships. However, many of these graphs are subject to continuous or sporadic changes. In diverse applications, deeper insights can be extracted from analyzing the history of these graphs rather than a single static (i.e., non-temporal) state. Tracking the history of graphs unlocks a breadth of querying capabilities, such as the reconstruction of the state of the graph before a system failure to analyze and prevent the causes of malfunctioning. These capabilities have fostered the integration of the temporal dimension in many applications. For example, in transportation networks, traffic is a dynamic property of roads that should be considered when finding the shortest paths. Including temporal information on roads leads to more accurate route planning, especially in critical situations such as evacuation from disastrous regions to safer ones [70, 94]. Another application of temporal graphs relates to environmental sciences, as exemplified by sensor networks deployed in water treatment plants. Monitoring and tracking anomalies in such systems can predict and thus prevent outgrowing hot spots such as harmful pathogen spills [92]. In social networks, queries retrieving the most long-lasting relationships between individuals lead to community detection [217]. Such information can be beneficial for organizing social or professional events. Another social network application is the detection of frequent co-occurrence of words between community members [219].

In this dissertation, we mainly focus on the particular use case of Thing’in\(^1\), an

\(^1\) https://tech2.thinginthefuture.com/
innovative, open, and in-vivo platform initiated in 2017 by Orange Labs (The R&D (Research and Development) center of the French telecommunication company Orange). This platform manages a graph where nodes are objects (mostly IoT objects), and relationships are the connections among them. Currently, an R&D team of research engineers, project managers, and senior developers is working in tandem to develop this platform. Besides, doctoral students and post-doctoral fellows are annually appointed to help bridge the platform's industrial needs and the latest research work in the area.

The clients of Thing’in are companies and public administrations developing services around smart cities, buildings, or factories, as well as private object owners and developers building analytical IoT applications. Indeed, IoT devices have received wide use due to their capability of sensing, actuating, and interacting among themselves, similarly with their environment. Most of the nodes in the Thing’in graph represent IoT devices (e.g., machines, motion detectors, or cameras), whereas the rest of the nodes are related to the environment of these devices, and provide a thorough structural and semantic description of their surroundings (e.g., cities, buildings, or rooms). The graph of Thing’in is akin to a social graph where human-to-human interactions are replaced by object-to-object ones [229], as seen in Figure 1.1. The nodes and edges of this graph are labelled and can have a set of properties. For instance, the labels of the nodes in the graph of Figure 1.1 are Office, Corridor, Sensor, and Lamp. The labels of the edges are Links to and Monitors. The nodes representing an office or corridor have the property Name, whereas the nodes representing a sensor or lamp have the property Model.

Thing’in offers end-users an API to insert, update, delete, query, and visualize the graph objects. To illustrate the use of the Thing’in portal, we present in Figure 1.2 a real 2-D visualization of the result of one of the most basic Thing’in queries. As shown in the figure, this query returns the street lights near the Eiffel Tower in Paris. These nodes are distributed on the map based on their real geographic locations.

When the platform was first developed in 2017, the graph of Thing’in contained 50 thousand connected objects. This number has steadily risen to 50 million. As the graph of Thing’in evolves over time, important questions about its past states can be posited, motivating temporal analysis. One of the many use cases of Thing’in that can highly benefit from time-version support is Mo.Di.Flu, a project whose main goal targets the Industry 4.0 and BIM2TWIN project focusing on the integration of Digital Twins in

---

2. https://bim2twin.eu/
Introduction

Figure 1.1 – Comparison between a social graph and the Thing’in graph

smart buildings (e.g., smart factories). The Thing’in platform is used in this project to analyze the history of these objects, such as keeping track of the different positions of a product throughout the manufacturing pipeline, detecting the causes of manufacturing delays or product losses, and reconstructing the state of the graph right before a system failure.

A smart factory graph example modeling such a graph is presented in Figure 1.3. The nodes of this graph refer to machines, sensors, employees, alert systems, and power sources. The relationships represent the maintenance of a machine by an employee, the transfer of objects between a pair of machines, the connection between a sensor and a machine, and the power supply between a power source and a machine. Now, each relationship is bound with a time interval during which the relationship was valid, whereas the time intervals of nodes are omitted for the clarity of the figure.

Agropole\(^3\) is another example of a company using the Thing’in platform. Agropole is specialized in the agri-food industry in that it analyzes the conditions for creating, developing, and setting up agri-food projects. Besides, Thing’in is currently establishing a promising collaboration with one of the leading (German) companies in digital automation and energy management. One of the prerequisites of these collaborations is managing the history of the underlying systems, which accentuates the need for time-version support.

\(^3\) https://www.agropole.com/
From the versatile applications mentioned above, we can derive that managing the history of Thing’in is becoming growingly urgent. Reasoning about the past and answering the temporal requirements of the use cases of Thing’in is only possible if the history of the graph is managed. When this dissertation started, the Thing’in platform was not designed to support the temporal dimension, and only the last updated state of the graph was maintained. Hence, our main goal is to design a temporal graph management system and integrate it into the Thing’in platform. In the following, we summarize and analyze the previous research on the management of temporal graphs and outline the key advances in this field of study that we have build on to design our own system.

**Temporal graph management systems**

Extensive work has been carried out on temporal databases. These efforts started in the 1980s by extending relational databases with time such as modelling temporal tuples [59], temporal relational models [34], temporal algebra [69] and other system design considerations such as storage and access techniques [208].

There is a growing recognition of the importance of managing temporal graphs, which is reflected in the technical literature on temporal graph systems. Some of these solutions are based on developing a temporal layer on top of an existing non-temporal
Figure 1.3 – A graph modeling the connections in a smart factory

graph database [141, 46, 48, 124, 116], whereas other solutions build a system from the ground up [219, 112, 139, 165, 142, 111, 223]. These systems either offer temporal extensions of OLAP queries [219, 165, 223] such as iterative graph computing queries (e.g., shortest paths, diameter, and page rank) or OLTP queries [139, 142, 111, 223] such as constructing the state of the graph or the local neighborhood of a node at a time instant or during a time interval. These systems focus on optimizing the storage of temporal graphs but do not offer complex temporal graph queries such as time-extended graph patterns or paths or a language to express these queries. In this dissertation, however, we not only consider the system design characteristics but also
require expressive temporal graph queries extending traditional graph pattern matching and navigational queries with time which can be very useful for the users of Thing’in. This motivated us to build our own temporal graph system Clock-G with the goal of integrating it into the Thing’in platform. We present the different aspects of the design of Clock-G in the following.

**Temporal graph querying**

Many temporal graph querying solutions were proposed in the literature, which extends traditional queries with the temporal dimension. Some of these solutions extend OLAP queries with time such as finding most durable connected components [217, 169], temporal shortest paths [125] and temporal centrality [183], whereas others extend OLTP queries such as temporal graph pattern matching [65] and temporal navigational queries [194, 16]. As the Thing’in platform offers OLTP queries, we limit our research to this querying category and keep OLAP queries for future work. To illustrate the key temporal graph querying functionalities that we found in literature, we present examples of temporal graph queries in Figure 1.4 that can be applied to the smart factory graph illustrated in Figure 1.3. The **temporal slicing** queries (Figure 1.4(a)) return all the subgraphs satisfying a given pattern during a selected time interval, such as returning all the pairs of machines supplied by the same power source during time interval \([t, t']\). The **temporal graph pattern matching** queries (Figure 1.4(b)) return the subgraphs which satisfy a pattern with temporal predicates between the graph variables (nodes and relationship variables), such as the sensors connected to a machine that signals a system failure after the maintenance of that machine. The **temporal path queries** (Figure 1.4(c)) return all paths satisfying given temporal relations between the relationships, such as the sequential occurrence of consecutive relationships. For example, a path returning a sequence of product transferring actions between the machines is a sequential path. We also define further types of temporal paths that we present later in Chapter 4. The **temporal aggregation** queries (Figure 1.4(d)) return a value that is computed over a time interval by aggregating the information related to a node, its relationships, or neighboring nodes. As presented in the figure, the temporal aggregation computes the average duration of maintenance of a machine connected to a power source in the range of time \([t, t']\).

We list the illustrated key querying functionalities \(R_1, R_2, R_3,\) and \(R_3\) as follows:
(a) Pruning the search space to a single time window

(b) Adding temporal relations between the variables of a graph pattern

(c) Adding temporal constraints on paths

(d) Aggregating values over a time interval

---

**Figure 1.4 – Temporal graph querying**

— **R₁** (Temporal slicing): Returning a pattern valid during a given time interval (Figure 1.4(a)).

— **R₂** (Temporal graph pattern matching): Returning a pattern with temporal predicates between the graph variables (Figure 1.4(b)).

— **R₃** (Temporal path): Returning the pairs of nodes connected via temporal paths, which includes temporal constraints on the relationships of the path (Figure 1.4(c)).

— **R₄** (Temporal aggregation): Returning an aggregated value of a node based on the information (e.g., property values) on the node itself, its relationships or neighbors in a time interval (Figure 1.4(d)).

Regarding the importance of such queries for our use case, we propose the tempo-
ral graph query language **T-Cypher** (presented in Chapter 4). We integrate T-Cypher into Clock-G by proposing a query processor (presented in Chapter 6). Our proposed query language extends the existing and well-known query language Cypher [86] with temporal constructs tailored to allow the expression of temporal pattern matching and navigational queries. Our extension is conservative, meaning that we add new grammatical rules without modifying existing ones, making it easier for practitioners who are already familiar with the language to reason about and learn the new syntax. Furthermore, T-Cypher is declarative in that it does not make any assumption about the underlying temporal graph system, which has the advantage of being portable on different temporal graph systems.

Despite the efforts initiated in the GQL\(^4\) manifesto of May 2018 to define a standalone query language for graph databases, this project has not come to fruition by the time of writing this thesis manuscript (October 2022). Hence, we chose to extend Cypher because it is one of the languages that GQL is inspired by. Besides, Cypher has gained wide popularity in the graph database community because of its user-friendly syntax and expressive queries. It should be noted that T-Cypher is already being used in production such that Thing’in enables the use of the T-Cypher language to express temporal queries.

### Storage of temporal graphs

Besides querying languages, we also address the challenge of managing the storage of temporal graphs. Many existing temporal graph management systems focus on this design characteristic which conducted many storage methods. Within this, we define a taxonomy to categorize the available storage methods.

The **Log** approach [94, 93] consists of preserving all the graph updates as a series of timestamped logs. The **Copy+Log** [138] approach consists of storing the graph updates in time windows, such that each time window contains a fixed number of graph operations. These time windows are stored along with snapshots representing the state of the graph at the start of each time window and are used as starting points for query evaluation. We illustrate the **Copy+Log** technique in Figure 1.5 where the graph updates are stored in time windows \(\{\omega^1, \ldots, \omega^5\}\) and copies of the state of the graph are stored in snapshots \(\{S^0, \ldots, S^6\}\). Each time window contains the same number of

---

\(^4\) https://www.gqlstandards.org/
graph updates \((N = 3)\) and starts with a full graph snapshot that represents the state of the graph at the starting time instant of the time window. Despite the advantage of the Copy+Log method in pruning the search space, storing full graph snapshots is space-consuming, particularly in the case of growth-mostly graphs. The limitation of this method is that unchangeable graph entities will be copied across snapshots, causing a large volume of redundant graph entities. Whereas the Log approach has a detrimental impact on the query evaluation time. Hence, a compromise between both methods is needed, which is mainly addressed in this dissertation. To overcome this, we propose the \(\delta\)-Copy+Log, a new storage method for temporal graphs that we detail in Chapter 5.

![Figure 1.5 – Illustration of the Copy+Log technique representing the storage of a temporal graph using snapshots \(\{S^0, \ldots, S^6\}\) and time windows \(\{\omega^0, \ldots, \omega^6\}\)](image)

The \(\delta\)-Copy+Log method stores all graph updates in time windows. Instead of storing full snapshots along with these time windows, it stores deltas which contain only the difference between two successive snapshots. To clarify, a delta contains all the graph updates included in a time window and not canceled by another graph update. For instance, an addition of a graph element is canceled by a deletion of the same graph element, thus, not stored in a delta. Besides deltas, a snapshot is stored for each \(M\) time window that is considered a starting point for query evaluation. That is, \(M\) represents a configurable parameter that can tune the performance of the \(\delta\)-Copy+Log method. We evaluated this storage technique with basic temporal queries such as retrieving the graph’s state or the node’s neighborhood during a time interval or at a time instant. Then, we compared the results with those obtained from adopting the Log and Copy+Log. The results prove the efficiency of our proposal as they demonstrate that it can significantly reduce the storage cost compared to the Copy+Log tech-
nique whereas adding a slight query execution time overhead as compared to the Log method.

Processing of temporal queries

After defining the query language and storage technique, we steered our interest toward the processing of temporal queries. Our processing pipeline consists of parsing a T-Cypher query into a recognizable query object. This query object is then converted into an evaluation plan composed of algebraic operators. Each operator will then be executed against the backend store to find the final result. The best evaluation plan is greedily selected based on a cost model. Our cost model relies on cardinalities given by the backend store. The fundamental difference between our query processor and traditional ones is that we consider the optimal plan to change within the requested time interval. Meaning that a plan that is optimal for a time interval might not be optimal for another one since the cardinalities change over time which changes the cost of evaluation plans. To capture this, the system should keep track of the evolution of the cardinalities instead of a single state. Hence, we propose to preserve the history of the cardinalities in adequate data structures that return the cardinalities of each queried graph entity based on the requested time interval.

We implemented this query processor in Clock-G (as presented in Chapter 6) to enable the evaluation of T-Cypher queries. To evaluate our implementation, we executed several queries ranging from simple single-hop queries to complex pattern-matching ones using large-scale synthetic datasets. Besides, we implemented an alternative solution based on a non-temporal graph database by developing a temporal layer on top of it. Then, we compared the performance of Clock-G and the alternative technique by executing the same queries using the same temporal datasets. The obtained results validate the efficiency of our cost model and the superior performance of Clock-G compared to the alternative solution. This motivates our choice of building a temporal graph system from the ground up instead of relying on an existing non-temporal one.
Temporal graph generation

Synthetically generated graphs are usually used to evaluate different performance metrics of graph systems. In this dissertation, we are interested in the generation of temporal graphs that can be used to assess the performance of temporal graph systems. Available graph generation techniques try to mirror the characteristics of real graphs such as controlling the degree distribution [9, 49, 150, 140, 72, 19] or community structure [120, 134, 132]. None of the temporal graph generators controls the evolution of the degree distribution while maintaining a community structure. We argue that these two characteristics give practitioners the flexibility to model their temporal graphs based on their application demands. For instance, a power law degree distribution of a graph can tend more slowly to zero as time elapses since more nodes with high degrees are created. To capture this evolution, we propose to extend the generative model named Chung-Lu [56] that was originally posited to produce static graphs with a given degree distribution, as presented in Chapter 7. This extension produces temporal graphs such that the degree distribution of each graph snapshot approximates the degree distribution constructed from input parameters.

Furthermore, we assume that most real-world graphs gradually evolve, which implies that successive graph snapshots share a lot of commonalities. We integrate an optimal transport solver into our graph generator to capture this characteristic. This optimal transport solver minimizes the number of graph updates needed to generate a new graph snapshot from a previous one. Our generator can also produce time-varying attributes and types on the nodes and relationships. Indeed, real-world graphs are usually enriched with various node and relationship attributes. Nodes and relationships may be of different types and have several properties with values that may change over time.

Contributions

The main contributions of this thesis are the following:

— Proposing T-Cypher, a temporal graph query language that allows writing complex temporal queries with a user-friendly syntax.
— Proposing $\delta$-Copy+Log, a storage technique for temporal graphs that can mitigate the space and evaluation time trade-off induced by traditional storage tech-
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- Developing a query processing engine that can evaluate T-Cypher queries. This query engine is optimized with a query planner that can greedily select the best evaluation plan by setting the order of algebraic operators based on the requested time interval.
- Proposing RTGEN, a temporal graph generative tool that produces the evolution of the degree distribution while maintaining a community structure that cannot be achieved by any available graph generator.

Outline

The thesis is organized as follows. Chapter 2 discusses the related work on graph management systems to set the stage for introducing the management of time in these systems. We describe the prior work in temporal graph management, such as presenting the different temporal graph models, storage techniques, and query languages. We also survey the literature on the available generative models for static and temporal graphs. Throughout the chapter, we highlight the limitations of the related work and motivate our choice to propose new techniques to tackle them.

Chapter 3 briefly describes the architecture of our temporal graph management system Clock-G and highlights in which chapters each component of our system is presented.

Chapter 4 presents our novel query language T-Cypher that we integrate into Clock-G to enable temporal graph querying. This chapter describes the temporal query constructs and the syntax of the language by giving its grammar rules. It also presents the details of the industrial implementation of T-Cypher in the Thing’in platform.

Chapter 5 presents our space-efficient storage technique that we implement in Clock-G. We provide some preliminary concepts, such as the temporal graph model that we refer to throughout the chapter, to define key concepts of our proposal. We then present a detailed description of our storage technique, followed by a complexity analysis. We give the implementation details of our technique in Clock-G. Besides, we define a set of basic graph queries that we used to evaluate the performance of Clock-G. In this evaluation, we compare the performance of Clock-G with that of a non-temporal graph database to demonstrate that our technique outperforms the alternative solution with particular types of temporal queries.
In Chapter 6, we introduce the query processor that we integrate into Clock-G to evaluate T-Cypher queries. We first provide a general overview of the processing pipeline. We then define a temporal graph algebra in which we use special graph operators extended with the notion of time. We propose a cost model that allows the processor to estimate the cost of a query plan. We also provide the greedy algorithm we use to choose an optimal execution plan. Since the cost estimation of a T-Cypher query depends on the requested time interval, we maintain temporal histograms instead of single-state histograms. We also show the results of evaluating our query processor, which validates the efficiency of our greedy algorithm and cost model.

Chapter 7 describes our temporal graph generator RTGEN. We describe in this chapter our relative graph generation technique that can produce temporal graphs while approximating the given evolution of degree distributions and community structure. This technique also minimizes the effort of transforming a graph snapshot into another one. We define metrics to measure the distance between the generated graphs and the desired parameters. Finally, we evaluated our generator’s results while varying the input parameters.

Finally, we conclude the thesis in Chapter 8 with a summary of achieved results and the directions for future work.
Designing a data management system from the ground up implies studying different key elements: data model, query language, system considerations such as physical storage layouts, and query processing techniques. This chapter introduces the prior work on the essential elements in graph data management systems design and the graph generators used to benchmark these systems. This introduction gives the necessary background for the design of temporal graph data management systems and generators, which is also discussed in this chapter. We identify the limitations of the related work on temporal graph management and outline our proposals to overcome these limitations.

We organize this chapter as follows: we first set the baselines by introducing the different aspects of graph management, including conceptual modeling, defining graph models and query languages, and system design, such as storage techniques and query processing. We then discuss temporal graph management by presenting temporal graph models and query languages, and system design methods. We also discuss the existing static and temporal generative models. Throughout the chapter, we discuss the limitations of these methods addressed in this dissertation.

2.1 Graph management

In this section, we describe the building blocks of a graph management system. The graph-oriented data model has received wide acceptance due to its natural representation of relationships. Hence, many academic and commercial graph databases have been developed, namely Amazon Neptune [12], ArangoDB [172], Blazegraph [30], CosmosDB [18], DataStax Enterprise Graph [73], HANA Graph [209], JanusGraph [127], Neo4j [175], Oracle PGX [181], OrientDB [123], TigerGraph [102], etc. This diversity creates an interoperability challenge, resulting in multiple graph models,
query languages, and other design considerations. In this section, we present and summarize the core features of a graph database design and compare different available graph databases based on these features. Indeed, this study is essential to integrating the temporal dimension into graph management systems.

Figure 2.1 – Example illustrating a property graph.

2.1.1 Graph models and querying

Graph models

Multiple graph models were proposed in academia and industry. The Resource Description Framework\(^1\) (RDF) and property graph data models are the two most commonly used models. This list is, of course, by no means exhaustive. For instance, some industrial solutions map graph datasets onto the relational model and store them in

\(^1\) https://www.w3.org/RDF/
relational database systems. However, we use two specific data models that gained wide acceptance in the community and are arguably more intuitive for graph-shaped datasets than the relational model.

**RDF** is a standard for describing the metadata of data models introduced by the World Wide Web Consortium (W3C) [149]. It is used to generalize the description of web resources by referring to an SPO (Subject; Predicate; Object) model where the labels of nodes represent a subject and an object of a fact, while the label on the relationship represents a predicate. The elements are uniquely identified using a Uniform Resource Identifier (URI) and can hence be used across different applications. Many languages have been proposed to query RDF graph stores such as SPARQL [113] and RQL [135].

**Labeled directed property graphs** In this dissertation, we are particularly interested in the labeled directed property graph model. This model underlies most commercial graph databases in the market [13] and many formal definitions of this model have been proposed [86, 15, 204, 233]. A transformation between this model and RDF graphs was proposed in [115, 114]. These efforts aim at reconciling both models and showing that property graphs could be queried using RDF query languages such as SPARQL. However, we mainly focus this work on property graphs and limit our research to this particular model.

We outline the property graph model based on [86]. Consider the following notations: Let $V$ denote an infinite set of atomic values that can have any type from a finite set of data types $D$ (e.g., string), $L$ denote a finite set of strings, $2^X$ denote the set of all finite subsets of the domain $X$. Following this, we define a labeled property graph as the tuple:

$$G = \{N, R, P, \alpha, \rho, \tau, \theta\}$$

- $N$ denotes the set of node identifiers.
- $R$ denotes the set of relationship identifiers.
- $P$ denotes the set of property keys that a node or relationship can have.
- $\alpha: R \rightarrow (N \times N)$ assigns for each relationship its source and target identifiers.
- $\rho: N \rightarrow 2^L$ assigns a node with a finite set of labels from $L$. 
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— \( \tau: R \rightarrow L \) assigns a relationship with a label from \( L \).
— \( \theta: (N \cup R) \times P \rightarrow V \) assigns a node or relationship identifier and a property key to a value.

It should be noted that its is more standard to use the terms “node” and “edge” instead of “node” and “relationship”. However, this terminology is used in [86] which presents the query language and data model we extend with the temporal dimension.

**Example 2.1.1.** For illustration, we apply this formalism to the graph in Figure 2.1. This graph models the different interactions in a smart factory where nodes refer to machines, conveyors, or sensors. The relationships refer to the connections between sensors and machines or the transfers of products between machines and conveyors and vice versa. In the following, we show how, for a sample of nodes and relationships, this graph can be represented using the above definitions:

— \( N : \{ n_1, \ldots, n_9 \} \);
— \( R : \{ r_1, \ldots, r_8 \} \);
— \( P : \{ \text{Model} \} \);
— \( \alpha : r_1 \rightarrow (n_1, n_3), r_2 \rightarrow (n_3, n_2), r_3 \rightarrow (n_3, n_5) ; \)
— \( \rho(r) = \begin{cases} 
\{ \text{Machine} \}, & \text{if } r \in \{ n_3, n_6, n_9 \} \\
\{ \text{Sensor} \}, & \text{if } r \in \{ n_1, n_2, n_4, n_8 \} \\
\{ \text{Conveyor} \}, & \text{if } r \in \{ n_5, n_7 \} 
\end{cases} \)
— \( \tau(r) = \begin{cases} 
\text{ConnectsTo}, & \text{if } r \in \{ r_1, r_2, r_4, r_8 \} \\
\text{Transfers}, & \text{if } r \in \{ r_3, r_5, r_6, r_7 \} 
\end{cases} \)
— \( \theta : (n_1, \text{Model}) \rightarrow X, (n_2, \text{Model}) \rightarrow Y, (n_8, \text{Model}) \rightarrow Y \);

**Graph querying**

In this section, we present the available query languages and core querying functionalities. We provide two types of graph queries: Navigational and graph patterns representing the core functionality of graph queries. Our goal in this dissertation is to extend these core functionalities with the temporal dimension.

**Graph Query languages**  Despite their wide use, graph databases still lack a standard query language such as SQL [163] that represents the standard query language for relational databases. Many graph query languages have been proposed namely
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Cypher [86], PGQL [200], G-Core [14] and Gremlin [203] developed by Neo4j [175], Oracle [180], Linked Data Benchmark Council (LDBC) [76] and Apache societies, respectively. Many attempts have been initiated to develop a new standard graph query language, such as OpenCypher and LDBC G-Core. However, none of these attempts has yet led to a standard query language. The GQL (Graph Query Language) \(^2\) is an upcoming international standard language for property graph querying currently being developed. The idea of a standalone graph query language to complement SQL was raised by ISO SC32/ WG3 members in early 2017 and is echoed in the GQL manifesto of May 2018. However, this project is not fully accomplished by the time of writing this thesis manuscript (October 2022).

The available graph query languages differ in their syntax and semantics and do not share a common underlying formalism [15]. However, most graph query languages share the same core features: Navigational and Graph pattern matching. It is notable that graph querying also includes shortest paths [27, 67], graph clustering [210], and graph construction [128, 154]. However, navigational and graph pattern-matching queries are the most commonly used.

In the following, we describe the regular path and conjunctive regular path queries, which form the basis of navigational and pattern-matching queries. We refer to the toy graph presented in Figure 2.1 to explain the semantics of each of the queries.

### Regular Path Queries

A Regular Path query (RPQ) returns the pairs of nodes having at least a single path where the sequence of the relationships forms a word in the language of the regular expression defined over the set of relationship types \(\Gamma\) [24, 164].

A regular path query is recursively defined as follows:

- If \(t \in \Gamma\), then \(t \in \text{RPQ}\).
- If \(x \in \text{RPQ}\), then \((x)^- \in \text{RPQ}\).
- If \(x, y \in \text{RPQ}\), then \(x||y \in \text{RPQ}\).
- If \(x, y \in \text{RPQ}\), then \((x).y \in \text{RPQ}\).
- If \(x \in \text{RPQ}\), then \((x)^* \in \text{RPQ}\).

Consider the graph \(G = \{N, R, P, \alpha, \rho, \theta\}\), the semantics of an expression \(e \in \text{RPQ}\) denoted as \([e]_G\) is recursively defined as follows. Note that all the following examples of RPQs are applied to the toy graph of Example 2.1.1 (Figure 2.1).

\(^2\) [https://www.gqlstandards.org/](https://www.gqlstandards.org/)
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— If \( e = a \in \Gamma \), then \([e]_G = \{(u, v) \mid \exists r \in R \text{ s.t. } \alpha(e) = (u, v) \text{ and } \rho(e) = a\}\).

\[(\text{e.g., } [\text{Transfers}]_G = \{(n_3, n_2), (n_5, n_6), (n_6, n_7), (n_7, n_9)\})\].

— If \( e = (x)^- \), then \([e]_G = \{(v, u) \mid (u, v) \in [x]_G\}\).

\[(\text{e.g., } [(\text{Transfers})^-]_G = \{(n_2, n_3), (n_6, n_5), (n_7, n_6), (n_9, n_7)\})\].

— If \( e = (x)|y) \), then \([e]_G = [x]_G \cup [y]_G\).

\[(\text{e.g., } [(\text{: Transfers})|(\text{: Transfers})^-]_G = \{(n_3, n_2), (n_5, n_6), (n_2, n_3), (n_6, n_5), (n_6, n_7), (n_7, n_9), (n_9, n_7)\})\].

— If \( e = (x).y \), then \([e]_G = \{(u, v) \mid \exists z \in N(u, z) \in [x]_G \text{ and } (z, v) \in [y]_G\}\).

\[(\text{e.g., } [(\text{: ConnectsTo})^-|(\text{: Transfers})]_G = \{(n_2, n_5), (n_1, n_5), (n_4, n_7)\})\].

— If \( e = (x)^* \), then \([e]_G = \{(u, v) \mid \forall (u, v) \in TR([x]_G) \text{ s.t. } TR(R) \text{ denotes the}\)

\[(\text{transitive closure of binary relation } R \})\].

\[(\text{e.g., } [(\text{: Transfers})^*]_G = \{(n_3, n_5), (n_3, n_6), (n_3, n_7), (n_3, n_9), (n_5, n_6), (n_5, n_7), (n_5, n_9), (n_6, n_7), (n_6, n_9), (n_7, n_9)\})\].

Conjunctive regular path queries Graph databases use RPQs to allow the expression of navigational queries. However, such queries cannot express graph pattern matching, such as finding the subgraphs with cycles or branching paths on intermediate nodes. Hence, CRPQ (Conjunctive Regular Path Query) has been proposed \([22, 23, 25] \) to allow the expression of graph patterns. CRPQs, also known as pattern subgraph matching queries, identify substructures in a graph. In other terms, these queries ask for all subgraphs that match a given graph pattern. In CRPQs, conjunctions intersect the results between pairs of RPQs. A query pattern is expressed as a set of path predicates where a path predicate is a tuple consisting of an RPQ and a pair of node variables. A CRPQ is expressed with the following syntax:

\[(w_1) \ldots (w_m) \leftarrow e_1(u_1, v_1), \ldots, e_n(u_n, v_n)\]

where

— \( m \geq 0, n \geq 0 \),
— \( u_1, v_1, \ldots, u_n, v_n \in N \),
— \( e_1, \ldots, e_n \in \text{RPQ}_i \),
— \( \forall 0 \leq i \leq m, w_i \in \{u_1, v_1, \ldots, u_n, v_n\} \).

The following CRPQ query returns the machines connected to a conveyor and a sensor.
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\[(m, c, s) \leftarrow \text{Transfers}(m, c), : \text{ConnectsTo}(m, s)\]

This query, applied to the toy graph of Example 2.1.1 (Figure 2.1), returns: \{ \(n_3, n_5, n_1\), \(n_3, n_5, n_2\), \(n_6, n_7, n_4\)\}. Note that extensions of CRPQs were proposed such as UCRPQs to allow the union of CRPQs.

Core querying functionalities in practice Concepts of conjunctive regular path queries continue to hold in modern graph querying languages such as Cypher [86], PGQL [200], G-Core [14], SPARQL 1.1 [113]. Besides, the design of a standardized query language for property graphs (GQL\(^3\)) emphasizes the support of RPQs. Some of the current query languages partially support CRPQs. Cypher [86] partially supports UCRPQs (union of CRPQs). However, the transitive closure operator is restricted to a single repeated relationship type. PGQL [200] partially supports CRPQs but does not allow their union (UCRRQ). Besides, Cypher and PGQL restrict the path length. Gremlin [203] supports CRPQs and allows specifying the number of times a traversal should be performed through the means of the \texttt{repeat} operator. SPARQL [113] supports CRPQs with negation and inverse. Besides, the design of a standard query language for property graphs, aka GQL, emphasizes the use of RPQs.

To achieve our goal of defining a temporal graph query language, we decided to extend Cypher among the existing non-temporal graph query languages discussed above. The rationale behind this choice is the user-friendliness of Cypher's syntax, making it very popular in the marketplace and familiar to a large fraction of practitioners. As previously mentioned, Cypher offers core graph querying functionalities. Besides, Cypher is a declarative query language that can be portable across different systems. It should also be noted that Cypher is built upon to define the syntax of the new standard language GQL.

2.1.2 System design

In this section, we discuss the implementation details of a graph system by addressing the storage and query processing methods. Although the main focus is on temporal graph system design, these methods form the basis of extending graph systems with temporal support.

\[^{3}\text{https://www.gqlstandards.org/}\]
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Storage

In the following, we provide the most common storage layouts and backend stores that persist graphs.

Storage layout A static graph $G = (N, R)$ can be represented using an adjacency matrix. This is a $|N| \times |N|$ matrix, such that the element $a_{ij}$ is defined as $a_{ij} = 1$ if $ij \in R$ and $a_{ij} = 0$, otherwise. This representation requires $O(n^2)$ memory where $n = |N|$. It can be seen that the storage required for this representation is independent of the number of relationships in the graph. Hence, there are no memory savings even for sparse graphs. However, there are numerous formats for storing sparse matrices in a compact form, some of them can be updated [41].

Another storage layout, referred to as the adjacency list layout, has been proposed to exploit the sparsity of real-world graphs. In this representation, an array of lists for each node is used to store a graph $G$. The list corresponding to a node $n \in N$ contains all nodes adjacent to $n$ in $G$. For a directed graph, the space requirement for the lists is $O(m)$ where $m = |R|$. The total memory requirement is $O(n + m)$ where $n = |N|$. In the case of weighted graphs, the weight of each relationship $uv$ is stored with the node $v$ in $u$’s adjacency list.

Backend store Some implementations rely on an existing data store, whereas others have chosen to rebuild their graph store from the ground up to perfectly adapt it to their specific needs. An example of DBMS building its own store is Neo4j. In many GDBMSs, NoSQL databases, namely Key-value stores, are used. Examples of such systems are: ArangoDB [172], DSE (DataStax Entreprise)[73], DGraph [68], CloudGraph [60], and Redis Graph [196].

Query processing

General pipeline The general pipeline of query processing, as presented in [36], starts with parsing the textual representation of a query, which also validates its syntactic correctness. Then, the parsed query is sent to the query optimizer, whose primary role is to compute, most of the time, heuristically, an approximation of the optimal query evaluation plan. The choice of the optimal plan is steered by statistics extracted from the database, such as the distribution of the node label values. These statistics help
estimate each plan’s cardinality in the set of candidate plans. Besides, the cost of an execution plan is tightly coupled to the backend store, data layout, structure of indexes, etc. The query optimizer abstracts these access costs with variable access costs that only depend on the access methods of the database. After computing the execution plan, the query optimizer sends it to the database engine. The database engine first converts the execution plan into a set of physical operators and then executes each operator against the database.

In this dissertation, we follow the same query processing pipeline to evaluate temporal queries where we adapt each element to include the temporal dimension.

**Graph algebra** The evaluation of a query usually implies converting it into a set of operators defined by an Algebra. Several graph algebras were proposed in literature such as GraphQL [117] defined along the lines of the relational algebra and GRAD [96]. In this thesis, we will build on the algebra defined by Hölsch et al. in [126]. The main operators of this algebra are `getNodes` and `expand`, used to access the database nodes and relationships, respectively. Note that this algebra was originally proposed for Cypher queries. However, it can be generalized and used for other graph query languages. Hölsch et al. also discuss the equivalence rules that allow the optimization of queries. We present the operators of this algebra in the following.

![Diagram of possible evaluation plan of the query Q](image)

Figure 2.2 – Possible evaluation plan of the query Q
GetNodes operator \((\bigcirc_{a,\rho_a})\)
This operator access all the nodes of a graph with a given label where \(a\) is the node variable, and \(\rho_a\) is the node label.

Expand operator \((\uparrow_{a,b,\rho_b,\rho_{ab}}(E))\)
This operator computes for the nodes given as input, the relationships that satisfy a given set of conditions where:
- \(a\): is the name of the node in the input relation.
- \(b\): is the name of the added target node.
- \(ab\): is the name of the added relationship.
- \(\rho_b\): is the label of the added target node \(b\).
- \(\rho_{ab}\): is the type of the added relationship \(ab\).
This notation is used to denote expansion from node variable \(a\) to \(b\). However, the notation \((\downarrow_{a,b,\rho_b,\rho_{ab}}(E))\) is used to denote expansion in the opposite direction.

Besides, this algebra also includes relational operators such as join or select. The join denoted \(\Join\) is used to join the result of two algebraic expressions. The select operator denoted \(\sigma_\rho\), is used to filter the result of an expression based on a condition \(\rho\) defined over the set of variables of the expression.

To illustrate, we present an example of an algebraic plan composed of the given operators. We consider the following query \(Q\) written in Cypher [86], which retrieves the sensors connected to a machine \(m_1\) that transferred an object to another machine \(m_2\). This query can be applied to the toy graph of Example 2.1.1 (Figure 2.1).

Query \(Q\)

\[
\text{MATCH (s: Sensor) <- [c: ConnectsTo] - (m_1: Machine) - [t: Transfers] -> (m_2: Machine) WHERE s.Model = Y RETURN *}
\]

We present in Figure 2.2 one of the possible algebraic plans represented as a tree of operators used to evaluate this query. This plan is evaluated in a bottom-up fashion where leaf nodes are executed first. Each parent node receives the result of its child nodes and computes a new result.

We present in Figure 2.3, the result of evaluating each operator on the graph of Example 2.1.1 (Figure 2.1). Expression \(E_0\) returns the sensor nodes of the graph. Expression \(E_1\) expands the sensor node variable of \(E_0\) with the relationship \(c\) and target
Figure 2.3 – The result of evaluating each expression in the plan of Figure 2.2

node $m_1$ variables. Expression $E_2$ filters $E_1$ based on the value of property Model. The returned result contains a single tuple satisfying the given condition. Similarly to $E_0$, the expression $E_3$ computes all the machine nodes of the graph and assigns them with the node variable $m_2$. Then, the expression $E_4$ expands the result of $E_3$ by adding to additional variables $t$ and $m_1$, corresponding to the added relationship and target node, respectively. The final expression $E_5$ joins the results of $E_4$ and $E_2$ by matching the shared node variable $m_1$.

In principle, the expand operator is a possible way of expressing joins between the input relation and the underlying graph as presented in [158] where the graph operators defined in the graph algebra of Hölsch et al. [126] are transformed into relational operators. However, expressing paths (i.e., a succession of expansions) as a recursion of join operators forces an underlying relational model. Hence, defining an expansion
operator is more convenient since it does not restrict the underlying data model. In this dissertation, we extend these graph operators defined by Hölsch et al. with the temporal dimension as presented in Section 6.2.

Query planning The evaluation of CRPQs or subgraph isomorphism is proved to be NP-complete [91]. Another challenge of processing such queries is the random storage access which induces significant query latency. Query planning is an optimization technique used to limit access to secondary storage by predicting, at runtime, the best execution plan between various candidate plans. This query optimization is usually based on reducing the size of intermediate results. Optimizing query plans is challenging since various plans with varying costs may exist, even for simple queries. Database engines use heuristics-based and greedy optimization techniques to accelerate the computation of a query plan. Query planning was extensively studied in the literature of relational databases [226]. The graph algebra proposed by Hölsch et al. [126] presented above was used in many proposals around graph-oriented query processing. It is used in [104, 220] to propose query planning techniques for graph-oriented queries.

2.2 Temporal graph management

After introducing the fundamental concepts of graph management, we discuss the different approaches to extending these concepts with the temporal dimension in this section.

2.2.1 Temporal graph models and querying

Temporal graph models

Temporal graphs are not as intuitive as their static counterparts [121]. Hence many temporal graph models were proposed. These models differ in what temporal semantics they encode and what time representation they use (point-based or interval-based), what graph entities they annotate with temporal information (nodes, relationships, or property values), and whether they represent only structural evolution or also property evolution.
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(a) Snapshot-based

(b) Duration-based

(c) Instant-based

(d) Interval-based

Figure 2.4 – Different temporal graph models

Snapshot-based temporal graphs Based on the Snapshot-based temporal graph model, a temporal graph is defined as the sequence of graph snapshots such that each graph snapshot represents the state of the graph that was valid at a time instant as seen in Figure 2.4(a). Each graph snapshot can be considered as a non-temporal graph. Regarding its intuitiveness and simplicity, this model has received wide acceptance in the research field [38, 146, 133, 199, 80, 138, 139, 111]. The models defined in [138, 139, 111] add properties to the nodes and relationships. Temporal queries can be easily evaluated if the temporal graph is modeled and stored as a sequence of timestamped snapshots. Despite being a widely accepted model, the fundamental disadvantage of using the snapshot-based model when defining temporal graph operators is that they cannot explicitly reference temporal information, as presented in the dissertation of Vera Moffitt in [166]. To overcome this, proposals have been made to assign nodes, relationships, or property values with time. These models will be presented
Duration-based temporal graphs Based on the Duration-based temporal graph model, a graph entity is assigned with a starting time instant and a duration for which the entity persisted. For instance, this model can be used in telecommunication networks, where the duration of calls is the kind of temporal information needed to find paths with the minimum routing duration. It was defined in referred to in [237, 186] where only the relationships are annotated with time. An illustration of this model is given in Figure 2.4(b).

Instant-based temporal graphs Based on the Instant-based temporal graph model, a graph entity is assigned to a set of time instants. This model can be used when the temporal graph represents transactions in an e-commerce platform or a bank system. It was presented in [234] where only the relationships are annotated with time. In such use cases, we often have a graph in which each node represents a user account, and each relationship with a timestamp represents a money transaction between two user accounts. Hence, the connections (relationships) can be considered instantaneous (i.e., their duration can be neglected). An illustration of this model is given in Figure 2.4(c).

Interval-based temporal graphs Based on the Interval-based temporal graph model, each relationship is assigned to a time interval, a compact representation of a convex set of time instants. An illustration of this model is given in Figure 2.4(d). Note that, in this illustration we only annotate edges with time for simplicity. However, in this thesis we include temporal information on the nodes, edges and properties. An Interval-based model, including properties on nodes and relationships, was first proposed by Moffitt et al. in [167]. Authors of this work define a linearly ordered discrete time domain $\Omega^T$ where time instances have limited precision. Based on this model, a temporal property graph is defined as the tuple $G = (N, R, L, \rho, \psi^T, \lambda^T)$, where:

- $N$ is a finite set of nodes, $R$ is a finite set of relationships, $N \cap R = \emptyset$, and $L$ is a finite set of property labels;
- $\rho : R \rightarrow (N \times N)$ is a total function that maps a relationship to its source and destination nodes;
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- $\xi^T : (N \cup R) \times \Omega^T \times \Omega^T \to B$ is a total function that maps a node or a relationship and time interval to a Boolean, indicating existence of the node or relationship during that time interval; and
- $\lambda^T : (N \cup R) \times L \times \Omega^T \times \Omega^T \to \text{val}$ is a partial function that maps a node or a relationship, a property label, and a time interval to a value (val) of the property during that time interval.

We note that the duration and interval-based models are used when the relationships have a non-negligible duration. Both models are generalizations of the instant-based model where the duration is equal to zero in the former, and the start time instant is equal to the end time instant in the latter.

In this dissertation, we follow the interval-based time representation as proposed by Moffitt et al. in [167] to define our temporal property graph model as it represents graph evolution more compactly than storing each temporal state of the graph. Hence, we consider that each node and relationship existed during a set of validity intervals and has a collection of property names assigned each to a set of value/validity interval pairs. Indeed, we consider that properties evolve over time which reflects a large fraction of real world graphs. In the toy graph of Example 2.1.1 (Figure 2.1), the type of connection (i.e. property of the relationship ConnectsTo) between a sensor and a machine can change over time from Bluetooth to Zigbee.

Temporal graph querying

This section presents the prior work on querying temporal graphs.

Local/Global-Point/Range Temporal graph queries can be divided into four quadrants: Local-point, Local-Range, Global-Point, and Global-Range queries [165]. For instance, local queries access a subset of the graph, whereas global queries access the whole graph. Point queries follow the instant-based time representation and retrieve either a local or global state at a given time instant. Range queries follow the interval-based time representation and retrieve either a local or global state valid during a time interval. These four types of queries are included in most temporal graph management systems [141, 138, 124, 139, 165, 142, 111]. However, each system defines different types of local and global queries. Most systems implement a simple form of a local query that represents the local or $N$-hop neighborhood of a node. Some systems also
refer to global queries as the ones retrieving the state of the whole graph, whereas others define such queries as analytical queries, retrieving, for example, the diameter or page rank of the graph.

To illustrate, we present the following temporal query examples that can be applied to the toy graph of Example 2.1.1 (Figure 2.1):

— **Local Point:** What was the state of a machine two days ago?
— **Local Range:** How many sensors were connected to a given machine during the last month?
— **Global Point:** What was the degree of all graph’s nodes last year?
— **Global Range:** How was the connectivity evolving between the graph’s nodes in the past five years?

Although these types of temporal queries have been widely adopted by available temporal graph management systems, we are interested in more complex graph queries such as graph pattern matching and navigational queries. Hence, we survey the research on extending such queries with the temporal dimension in the following. Recall that functionality $R_1$ consists of pruning the search space of a query to given time instant(s) or time interval(s). Functionality $R_2$ consists of expressing temporal predicates between the variables of a graph pattern. Functionality $R_3$ consists of expressing temporal relations between the relationships of a path. Functionality $R_4$ consists of expressing the temporal aggregations.

**Temporal graph querying approaches** As presented in Section 2.1.1, subgraph pattern matching or navigational queries form the core of graph querying. Hence, many proposals to extend these queries with the temporal dimension were posited. In the following, we will present these approaches and outline their limitations.

**Non-decreasing time flow pattern** In this temporal graph pattern, each path between two nodes follow a non-decreasing time flow [184, 197, 244]. This type of temporal pattern is particularly interesting for studying the spread of a disease or analyzing the flow of rumors in a social network. However, the applicability of such querying approaches is narrowed to a particular use case. Besides, it does not offer the flexibility of defining any temporal order between the variables of a pattern.
Most Durable Graph Pattern (MDGP) This type of temporal graph patterns, defined by Semertzidis et al. in [214, 217, 215], returns the most durable matches of a given non-temporal pattern. This querying functionality is very useful for analyzing the tightness of connectivity between the graph nodes. However, the supported graph pattern is non-temporal (i.e., it does not include temporal predicates).

Temporal reachability queries Semertzidis et al. introduce in [216] conjunctive, and disjunctive reachability queries on a sequence of graph snapshots. In a conjunctive reachability path, the intermediate relationships of the returned path should be valid during the entire requested time interval. In a disjunctive reachability path, the relationships should co-exist at a single time instant (in a single temporal graph snapshot). TopChain [237] is another approach offering temporal reachability queries. In this proposal, a node is considered reachable from another if a time-respecting path exists between these nodes. Besides, it also supports the earliest arrival path and fastest path queries. Despite the utility of both approaches, they do not support subgraph pattern matching queries.

Temporal-based language for Software Defined Networks (SDN) A time-based language for graph databases is proposed in [130]. The authors propose a querying language for temporal and layered property graphs motivated by SDN, where nodes are grouped into layers. The language permits horizontal navigation (with in-layer relationships) and vertical navigation (with inter-layer relationships). Furthermore, they added a special clause that can limit the search of a query to a single time point or time interval. The main limitation of this query language is that its semantics is restricted to a particular use case and cannot be generalized to account for other applications.

Granite A temporal navigational query is proposed in [194] and implemented in a distributed query engine called Granite. The temporal predicates are integrated to add a set of comparisons between a node/relationship/property lifespan and a given time interval. Besides, temporal ordering constraints can be added between the incoming and outgoing relationship variables of a single node variable. Besides, Granite includes temporal aggregations by grouping all the paths starting with the same node and aggregating the values of the properties of the last node in the path. The main limitation of
this proposal is that it does not allow the expression of graph pattern matching queries.

Temporal regular path queries (TRPQ) Arenas et al. propose a temporal extension of regular path queries (RPQs) in [16, 7]. To the best of our knowledge, no temporal extension of RPQs have been proposed so far, and so the proposed language is particularly novel. The proposed language includes two orthogonal navigational operators: structural and temporal. The former corresponds to topological movements over the graph, and the latter corresponds to temporal movements over the graph. The language’s syntax is based on the Match clause used by the modern graph query languages PGQL [200], Cypher [86], and G-Core [14]. This language allows the expression of temporal navigational queries such as time-increasing paths. It also allows limiting the scope of a query to a time instant or interval of interest by adding a temporal constraint to the path expression. Besides, the authors plan to include temporal aggregation in a future work. However, TRPQ does not offer the ability to express graph patterns since it focuses on the semantics of RPQs.

Temporal graph algebra (TGA) Moffitt and Stoyanovich propose in [167] a Temporal Graph Algebra (TGA), which presents temporal generalizations based on temporal relational algebra for some graph operators. Besides, authors of this paper present the system Portal implementing the operators of the proposed algebra. This algebra includes the Trim operator, which returns a result in which each node and relationship should exist at a time instant or during a time interval. Another possible operator is the Subgraph operator, which results in subgraphs that are isomorphic to a given pattern during a given time instant or interval. It differs from non-temporal subgraph pattern-matching queries by expressing temporal predicates. Besides, TGA supports user-defined functions allowing the definition of any type of temporal predicate between the variables of a pattern (including Allen’s temporal relations). TGA proposes temporal Aggregation, which is used to compute a new value for a node based on information available at the node itself, its relationships, or its neighbors. However, TGA does not support path queries since it is compositional (i.e., closed under its operations).
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T-GQL is a querying language for temporal property graphs proposed in [65]. Indeed, the language is based on GQL \(^4\). The core feature of T-GQL is the ability to express different types of temporal paths (Requirement \(R_3\)). In a **continuous path**, all relationships should have an intersection between their time intervals. In a **pairwise path**, there must be an intersection between the time intervals of every pair of consecutive relationships. In a **consecutive path**, an outgoing relationship of each node should be valid after incoming relationships. Following this definition, different types of consecutive paths are defined, namely: earliest arrival time paths and fastest paths. Besides paths, the query language uses a temporal slicing operator to limit the search space of a query. The syntax of the T-GQL language is based on GQL such that it is SQL-like with a **Select-Match-Where** structure. The main limitation of this language is that it does not allow the expression of temporal predicates between the variables of a pattern. Besides, T-GQL includes temporal aggregations in the computation of the fastest or earliest arrival time paths. However, it does not allow explicitly expressing aggregations.

**GRALA** Gradoop [205] is a graph system that offers temporal querying functionalities using a declarative analytical language GRALA. The authors propose temporal operators to determine graph snapshots, the difference between two snapshots, and the subgraphs satisfying a given time-dependent graph pattern. GRALA supports temporal slicing (Requirement \(R_1\)). It also offers the option of extracting the difference between two snapshots. This solution also offers the construction of a time-dependent graph pattern. The temporal extension of a graph pattern consists of defining temporal relations between the variables (nodes and relationships) of the pattern by partly using Allen’s temporal algebra. We limit this description to the most relevant operators. However, Gradoop also offers temporal extensions of graph processing operators. This query is expressed using the temporalGDL, a temporal extension of the Graph Definition Language (GDL) [131] inspired by the syntax of Cypher.

Other approaches also use time as an additional semantic to graph queries. For instance, Aghasadeghi et al. define a temporal generalization of the node creation operator in [5, 7]. Indeed, this operator is present in several existing graph query languages [81, 118] and consists of creating nodes that represent property values. That is, the property value of a node in the input graph will result in the addition of a new
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property node such that the original node will be connected to the newly created property node. The temporal generalization of this operator takes part of the previously presented temporal graph algebra (TGA) [167]. This generalization consists of creating nodes for each property value and binding this node with temporal information, such as the number of nodes having this value and the time interval during which this number was valid. It also consists of adding nodes to change the temporal resolution of the graph data. Such temporal quantifiers allow observation of strong connections over a volatile temporal graph. A similar operator is included in the temporal graph system Gradoop [205]. This so-called zooming functionality is worth mentioning. However, it falls outside the scope of this thesis and will be no further discussed in this survey.

Querying temporal RDFs Although this thesis mainly focuses on the property graph data model, we should not neglect the efforts to extend the RDF data model and query languages with time. Many solutions were proposed targeting the extension of the RDF query language SPARQL with time. The following solutions share common core features, such as temporal slicing. Besides, they allow the expression of temporal variables corresponding to the time interval of triple variables. Temporal relations were proposed using these temporal variables. Some solutions suggest using the operators of Allen’s interval algebra [11], whereas others recommend using a subset of these operators. The key feature is the ability to express temporal relations between a pattern’s temporal variables, such as comparing the time of occurrence of two triples in a query pattern. SPARQL-ST [189] extends SPARQL with query constructs allowing the expression of the spatial and temporal dimensions. Since the graph of Thing’in contains spatial information about the location of IoT objects and their surroundings, helping end-users track their objects, we plan to include the spatial dimension in T-Cypher in future work.

T-SPARQL [100] is a temporal graph query language for RDF that embeds the features of TSQL2 [221] (query language designed for temporal relational databases). To express temporal predicates over timestamp variables, the authors propose using a subset of Allen’s temporal operators: Precedes, Equals, Overlaps, Meets, and Contains. Authors of [227] present $\tau$-SPARQL which is another query language for temporal RDF stores. The expression of temporal relations between two temporal variables is enabled by using the operators of Allen’s interval algebra. The authors present a technique to translate $\tau$-SPARQL queries to SPARQL queries, enabling the execution
of temporal queries using any non-temporal RDF store that uses SPARQL. **SPARQL\textsuperscript{T}** is another query language for temporal RDF stores. Although this language does not offer dedicated temporal operators to express temporal relations, it is possible to use temporal functions that extract the starting and ending time instants of a tuple to express any of Allen’s temporal relations.

**Motivation** Although a formal comparison of the different temporal graph querying solutions allows us to position our solution with respect to the state-of-art, such a comparison is out of the scope for this work. This thesis presents an alternative approach to querying temporal graphs that can express all the temporal functionalities \( R_1, R_2, R_3, \) and \( R_4 \). We choose to extend a well known graph query language that is familiar for a large fraction of practitioners. Our main goal is to propose a succinct and user-friendly syntax that is easy-to learn and makes reasoning about and writing temporal graph queries intuitive. This motivation lead us to the definition of T-Cypher (presented in Chapter 4), a temporal graph query language that extends the well known query language Cypher [86].

### 2.2.2 System design

**Storage**

**Data locality** Data locality is exploited by data management systems to store related data sequentially on disk or on the same server. Knowing that related data are likely to be retrieved together, the data locality reduces the query latency by reducing the number of reading operations from secondary storage or message exchanges between multiple servers in distributed architectures. We are particularly interested in the data locality applied to secondary storage in this work.

Graph management systems also exploit data locality in that they store the neighbors of a node, edge, or property sequentially on disk or in memory. When managing temporal graphs, the data locality is not only restricted to the structure of the graph. Hence, two possible data locality layouts derive: the structural and temporal localities [112, 165, 142]. The structural locality, referred to as structural or time-centric locality, consists of contiguously storing related nodes, relationships, or properties of a single snapshot sequentially on disk as previously described for non-temporal graphs. The
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second, referred to as the temporal or entity-centric locality, consists of storing the consecutive states of a single node sequentially on disk or in memory. While the temporal locality can naturally fit concerning the linearity of time progression, the former, referred to as structural locality, is more challenging. Still, several approaches aim at approximating the physical closeness of nodes forming a neighborhood or a community. Figure 2.5(a) shows that each data block following the temporal locality stores the consecutive graph updates related to a single node sequentially. However, Figure 2.5(b) shows that each data block following the structural locality stores the consecutive graph updates related to the full graph sequentially.

Indexing these structures consists of using a space index with a temporal locality file layout where each block is referred to by its node identifier and a time index with a structure locality where each block is referred to by its relative time range. ImmortalGraph [165] replicates the temporal graph such that one replica is stored following a structural locality, whereas another replica is stored following a temporal locality. When querying the graph, the system chooses which replica to read from based on the query type. For instance, a global query directs the search to the structural locality-aware replica, whereas a range local point directs the search to the temporal locality replica.

Underlying storage Some implementations of a temporal graph system rely on an existing backend storage system, whereas others (e.g., Immortal Graph [165]) build their own system from the ground up to adapt it to their needs. Some systems rely on a NoSQL database as a backend store. Some solutions are based on a commercial graph database such as Neo4j [175]. The following presents different types of backend stores used by available temporal graph systems.

Although a native graph store has been advocated in the graph community, a significant fraction of graph management systems uses a key/value store as a backend. Hence, it is unsurprising that some existing systems also build upon NoSQL databases as backend stores. However, the integration of time is not an obvious task which leads to several storage layouts. Authors of [138] have used, in their first proposition, the hierarchical index structure DeltaGraph, the key/value store Kyoto Cabinet [144] for the reasons of flexibility, fast retrieval times, and scalability. In their recent work TGI, they use the column-oriented database Apache Cassandra [147]. Hinode [142], and Raphthory [223] also rely on Cassandra as a backend store for the ease of graph representation, scaling capabilities with large datasets, and engineering maturity. Portal
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(a) Temporal locality

Figure 2.5 – Physical layouts of different data localities in temporal graph databases (\(v^t_j\) is the state of a node \(v_j\) at time instant \(t_i\), \(v_j\) is a space index corresponding to the history of \(v_j\) and \(v^i_t\) is a time index corresponding to time instant \(t_i\)).

[166] is a temporal graph framework on top of Apache Spark\(^5\) that uses Apache Parquet\(^6\) as a storage backend.

Some implementations include building a temporal layer on top of an existing non-temporal graph database where the temporal information is represented as properties attached to each node and relationship. For instance, the starting and ending time instants can be simply defined as two properties. An example of such an implementation is presented in [1] which build a temporal translation layer on top of DSE [73]. Other solutions [48, 124] build a layer above Neo4j to include the notion of time. The system design of TGraph [124] is based upon the fact that real-world graphs, exemplified by transportation networks, tend to have a static structural topology and a fraction of dynamic properties. Hence, the proposed solution separates the storage of the graph
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5. https://spark.apache.org/
(nodes and relationships) from the storage of dynamic properties.

We believe relying on an existing non-temporal graph database can lead to performance deterioration since it is not designed with native temporal support. Hence, we choose to build our temporal graph management system Clock-G by relying on Cassandra, which can be more flexibly adapted to support the temporal dimension than existing graph databases.

**Storage methods**  We describe in the following the different storage approaches of temporal graphs we categorize as follows: Copy, Log, Copy+Log, Copy-on-write, and Referencing.

**Method Copy**  The Copy technique stores full graph snapshots representing each materialization of the state of the graph at a given time instant. The advantage of this solution is that it facilitates the evaluation of queries since it already keeps the state of the graph without the need to recompute it. The apparent limitation of this technique is the space consumption of the snapshots that can explode the secondary storage for large-scale graphs (e.g., the graph of Thign'in).

**Method Log**  The Log approach consists of storing an initial snapshot representing the initial state of the graph and the following graph updates (e.g., the addition of a relationship or update of the property of a node).

Time Aggregated graph (TAG) proposed in [95, 92, 219] is a log-based storage approach. This approach consists of using adjacency lists (explained in Section 2.1.2) where each node points to a linked list in which each element is a direct neighbor holding a time series representing the evolution of the relationship weights taken at periodic time points. The periodic representation of relationship weights forces the redundancy of values that remain constant. Another drawback of such a model is the unfaithful representation of versions since the periodicity of the data storage might not be able to follow finer change rates. The Log approach is also implemented by DeltaGraph [138], Hinode [142], and Raphyory [223].

**Method Copy+Log**  The Copy+Log technique is a hybrid between the Copy and Log. As previously mentioned, the Copy approach favors reducing the execution time at the expense of increasing the storage space. Whereas the Log approach minimizes
the storage space at the expense of evaluating a query by reading all graph updates whose time instant is lower than the requested one.

The core idea of the Copy+Log is to store graph updates in time windows, each containing a sequence of graph updates and starting with a graph snapshot. The timestamps of the graph updates in a single time window fall within the time interval of the time window, and the graph snapshot represents the graph’s state at the starting time instant of the time window. Now, querying the graph implies reading from the closest snapshot to the requested time instant and all graph updates stored in a single time window, whose timestamps are lower than or equal to the requested time instant. The following describes the different implementations based on the Copy+Log technique.

Temporal Graph Index (TGI) [139], the descendant work of DeltaGraph [138], follows a Copy+Log approach. TGI creates spatial partitions and temporal partitions. Thus, each partition is represented by a single TGI and corresponds to one spatial partition, plus the graph updates falling within a single time interval. The Copy+Log technique is also followed by ImmortalGraph [165]. Since the size of a time window is strongly bonded to the capacity of each application in handling redundancy, the authors of ImmortalGraph propose a redundancy ratio threshold should be set by the user who decides better, based on the application resources, how many full copied snapshots can be handled. Auxo [111] is a temporal graph system implementing a variant of the Copy+Log technique. The difference resides in defining different policies for splitting time windows: Time and Graph splits. The former strategy split the time window such that each newly created time window contains the graph updates of the sub-time interval of the one bounding the original time window. A graph split, however, splits a time window such that each newly created time window contains the graph updates of a part of the nodes of the original time window.

**Snapshot trigger of the Copy+Log technique** Time windows can be limited by the number of graph updates or the time interval. To clarify, one can fix a threshold for the number of graph updates such that the time window will be closed after reaching the specified threshold, and no more graph updates will be directed to this time window. Alternatively, one can fix a duration such that whenever the duration of the time windows reaches a threshold, the time window will be closed. The latter approach will lead to unbalanced time windows and should be avoided. A special strategy for choosing the timestamps of snapshots was proposed in [238]. This method analyzes the querying workload where each query is applied to a given time instant. Knowing that the closer
the snapshot is to the requested time instant, the lower the query execution time, the
time instant of a snapshot is chosen as the centroid of the queried time instants. The
main limitation of this technique is that the querying workload cannot be predicted a
priory which delays the partitioning of time windows. Besides, query workloads change
over time which might induce a costly re-partitioning task.

Method Copy-On-Write This technique consists of creating a new version of
a modified node that can be considered as a copy of the last version of the node
(right before the modification) plus the modified property values or relationships. In the
temporal graph system $G^*$ [145], creating a new version of a node does not only affects
the corresponding node but its neighboring nodes also. To clarify, if a node is modified,
all its existing neighboring nodes will also be considered modified. Hence a new version
of each of the adjacent nodes will be created. The resulting domino effect of neighbor
modifications can reach a significant fraction of the graph, especially if the modified
node is a star node (i.e., a node with a relatively large number of incident relationships)
which induces a considerable space usage overhead. A similar Copy-On-Write storage
technique is also presented in [116].

Method Referencing This technique consists of explicitly representing time by
nodes where each timestamp or time interval, depending on the choice of a discrete
or continuous temporal flow, is a node (called Frame node) containing references to
all existing entities during the relative time interval. The referencing technique can be
considered a Copy-On-Write approach since all modified nodes are explicitly stored
and pointed to by their corresponding frame node. Still, it is worth considering as a
separate category since the storage layout adds an overhead for holding references
outweighed by faster query computation time. In the following, we will describe two
implementations of the referencing storage technique. The systems implementing the
Referencing technique are [48, 46].

Comparison of storage methods In this section, we provide a comparative anal-
ysis of the previously described storage techniques. We show the advantages and
drawbacks of each solution in Table 2.1. Besides, we compare the temporal graph sys-
tems in adopting these solutions in Table 2.2.
The **Copy** approach is used as a comparative baseline but is not adopted by any temporal graph management system. This method facilitates the evaluation of temporal queries especially point queries; however, the frequent storage of full graph copies is space-consuming.

The **Log** storage approach offers optimal space usage since it only keeps graph updates without copying any graph or node states. However, it adds a significant query latency from reading every graph update recorded into the database whose timestamp is lower than the requested time instant.

The **Copy+Log** technique has the advantage of reducing the query execution time as compared to the Log approach since it requires adding full graph snapshots valid at different time instants. Despite the utility of these snapshots, they are full representations of the graph, hence inducing a high storage cost.

The advantage of the **Copy-On-Write** technique is the fast retrieval of the state of nodes since the entire state of the node is created upon modification which avoids the reconstruction of its state by reading irrelevant data. However, it induces a significant storage overhead caused by duplicating unmodified properties or relationships that did not change in multiple node copies. Besides, the copying frequency is affected by the modification frequency, which is cumbersome for the high updating rates.

The **Referencing** technique, a variant of the Copy-On-Write, mitigates the time needed for verifying if the time interval of a graph entity falls within the requested boundaries since these entities will be referenced (through a relationship) to a frame node indicating a single time interval. The frame nodes, though, form large nodes (nodes with many incident relationships), which are hard to manage and induce additional storage costs.

Each of the proposed solutions presents some advantages and drawbacks. They either favor space usage at the expense of query execution time or vice-versa. By comparing the Log, Copy and Copy+Log, we notice that the Copy+Log is the most suitable solution for storing temporal graphs as it mitigates the space and query execution time tradeoff presented by the other extreme methods. By comparing the Copy-on-write with the Copy+Log, we conclude that the latter is a more convenient strategy since it does not copy complete graph entities after each modification. Instead, it copies the entire graph state after a given, typically sufficiently large, number of graph modifications. Besides, the Copy+Log prunes the search space to a single time window when evaluating a query since the closest time window must be searched with the subsequent
<table>
<thead>
<tr>
<th>Physical storage solution</th>
<th>Advantages</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copy</td>
<td>Fast point queries</td>
<td>Cost-prohibitive space usage</td>
</tr>
<tr>
<td>Copy-On-Write [145, 116]</td>
<td>Reduction of the latency resulting from reconstructing the state of a node</td>
<td>Forcing data redundancy caused the duplication of unmodified entities</td>
</tr>
<tr>
<td>Log [95, 92, 219, 142, 138, 223]</td>
<td>Optimal space usage</td>
<td>Significant query latency resulting from reading irrelevant records to evaluate a temporal query</td>
</tr>
<tr>
<td>Referencing [48, 46]</td>
<td>Mitigation of the query execution time overhead resulting from verifying the existence of an entity in a snapshot</td>
<td>Creation of large nodes representing the time frames and a space overhead caused by the additional relationships connecting a time frame node to each graph entity</td>
</tr>
<tr>
<td>Copy+Log [141, 139, 165, 111, 238]</td>
<td>Mitigation of the query evaluation by adding full graph snapshots</td>
<td>Space overhead resulting from the duplication of unmodified graph entities across snapshots.</td>
</tr>
</tbody>
</table>

Table 2.1 – Advantages and drawbacks of different storage techniques of temporal graphs
<table>
<thead>
<tr>
<th>System</th>
<th>Storage technique</th>
<th>Backend store</th>
<th>Temporal query types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tag [95, 92, 219]</td>
<td>Log</td>
<td>Dedicated (not mentioned)</td>
<td>Shortest paths</td>
</tr>
<tr>
<td>[141]</td>
<td>Copy+Log</td>
<td>Append-only files (log) + Neo4j (snapshots)</td>
<td>Local/global point/range + Differential</td>
</tr>
<tr>
<td>VersionGraph [46]</td>
<td>Referencing</td>
<td>Neo4j (Proposition)</td>
<td>-</td>
</tr>
<tr>
<td>[48]</td>
<td>Referencing</td>
<td>Neo4j</td>
<td>Graph pattern (Cypher) + temporal constraints</td>
</tr>
<tr>
<td>DeltaGraph [138]</td>
<td>Copy+Log</td>
<td>Kyoto Cabinet</td>
<td>Global point/range</td>
</tr>
<tr>
<td>Chronos [112]</td>
<td>Copy+Log</td>
<td>Dedicated</td>
<td>Iterative graph computation</td>
</tr>
<tr>
<td>TGraph [124]</td>
<td>Log</td>
<td>Neo4j + Key/value (properties)</td>
<td>Local point/range queries + shortest paths</td>
</tr>
<tr>
<td>TGI [139]</td>
<td>Copy+Log</td>
<td>Cassandra</td>
<td>Local/global point/range</td>
</tr>
<tr>
<td>Immortal graph [165]</td>
<td>Copy+Log</td>
<td>Dedicated</td>
<td>Global/Local Point/Range + Iterative graph computation</td>
</tr>
<tr>
<td>Hinode [142]</td>
<td>Log</td>
<td>Cassandra</td>
<td>Global/Local Point/Range</td>
</tr>
<tr>
<td>Chrono graph [110]</td>
<td>Log</td>
<td>ChronoDB [109]</td>
<td>Gremlin (Snapshot)</td>
</tr>
<tr>
<td>Auxo [111]</td>
<td>Copy+Log</td>
<td>Dedicated</td>
<td>Global/Local point</td>
</tr>
<tr>
<td>Chrono graph [42]</td>
<td>Log</td>
<td>MongoDB</td>
<td>Gremlin temporal traversal (+Allen relation)</td>
</tr>
<tr>
<td>Greycat [116]</td>
<td>Copy-On-Write</td>
<td>Neo4j</td>
<td>-</td>
</tr>
<tr>
<td>Raphtory [223]</td>
<td>Log</td>
<td>Cassandra</td>
<td>Iterative graph computation</td>
</tr>
</tbody>
</table>

Table 2.2 – Comparison between different temporal graph management systems.
graph updates occurring before the requested time instant, a facility not offered by the Copy-On-Write technique. Following the same reasoning, the Copy+Log is more convenient than the referencing technique. In addition, the frame nodes represent large nodes whose presence in any graph database affects the overall performance.

From the analysis of these methods, we conclude that the Copy+Log is the most suitable technique for storing temporal graphs. However, full graph snapshots can be space-consuming and contain a considerable fraction of duplicates because of the similarities between consecutive snapshots. As mentioned in [165], there is an 80% or larger similarity between consecutive snapshots in many real-world evolving graphs. In this dissertation, we propose the $\delta$-Copy+Log (described in Chapter 5) storage approach to reduce the space cost induced by full graph snapshots.

Evaluation of temporal graph queries

Since our goal in this thesis is to design a temporal graph system (Clock-G) that can efficiently process temporal graph queries (T-Cypher), we present the processing techniques of temporal queries posited in the literature in the following.

Temporal graph algebra  To convert a query into a set of algebraic operators, the query processor uses algebra. In the context of a temporal graph management system, a temporal graph algebra (TGA) is proposed by Moffitt and Stoyanovich in [167], which includes graph operators that are extended with the temporal dimension (e.g., trim, subgraph). In this dissertation, we define a temporal graph algebra (in Chapter 6) that extends the graph algebra defined by Hölsch et al. for Cypher queries in [126]. Indeed, we choose to extend this algebra instead of other alternative graph algebras (such as GraphQL [117] and GRAD [96]) because of its compatibility with our proposed query language, which extends Cypher. For instance, TGA includes operators that cannot be expressed with T-Cypher, such as the node creation operator and the intersection operator. Besides, alternative (non-temporal) graph algebras also include operators that cannot be expressed with Cypher and T-Cypher, such as GraphQL, including the Cartesian product operator.

Plan selection and cost model  Plan selection for temporal graph queries was proposed in the system Granite [194]. This temporal graph query engine evaluates nav-
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Navigational queries with temporal predicates defined between successive relationships. Evaluating a query can be done using one path segment or two sub-path segments created after a split. Selecting an evaluation plan consists of defining a split point that might divide the path at the node with the highest selectivity, reducing the cardinality of the two path segments. The sub-plans are joined to keep the matching tuples. Granite also uses a cost model to estimate the plan cost based on cardinality estimation. These estimations build upon statistics extracted from temporal histograms that return, for each property value, the number of nodes or relationships having the property value and the average in and out degrees of these nodes. The main restriction of this query engine is that it only evaluates path queries (i.e., navigational queries). However, in this dissertation, temporal graph pattern matching is one of our critical requirements (Requirement \( R_2 \)). This type of querying needs a more sophisticated plan selection algorithm (as presented in Chapter 6).

Temporal histograms As presented in Section 2.1.2, query planners are used to estimate a query plan’s cost to choose the best plan that reduces the overall query execution cost. These query planners build upon histograms collected from the database, which associate a given node label, relationship type, or property value with its cardinality in the graph. However, when querying temporal graphs, the cardinalities of the given elements evolve as time elapses, which implies that temporal histograms should be maintained to provide accurate estimates of the cardinalities during a requested time interval. We provide, in the following, the approaches that use temporal histograms for estimating the cost of temporal queries. It should be noted that some of the solutions are not presented mainly for the property graph model, yet they can be generalized to cope with any data model.

A special implementation of histograms called Adaptive Multi-dimensional Histograms (AMH) is proposed in [225] in order to evaluate spatio-temporal SPARQL [113] queries (SPARQL-ST). As outlined in this work, a spatio-temporal query asks for the total number of objects located in a given spatial region at a time instant. The histogram is partitioned into buckets where each bucket covers several cells, and each cell contains the total number of objects in a location and time interval. The partitioning strategy reduces a variance metric, ensuring that each bucket covers similar cells (i.e., cells with close frequencies). The resulting histogram is then indexed with a binary tree whose leave nodes correspond to a bucket. The main limitation of this solution is that a single
update can vary the variance metric, which then implies a reorganization task of the buckets. This task might induce costly merges and splits of the rectangular histograms and updates to the structure of the binary trees indexing these histograms.

RDF-TX is a temporal RDF graph store implementing temporal histograms [89] to help the query processor choose the order of joins in temporal queries. To manage these histograms, they use a compressed version of Multi-Version SB Trees (MVSBT) [241]. The MVSBT combines the features of Multi-Version B+ Trees MVBT and SBT. Hence, instead of a single tree, this structure creates a tree of SBT trees corresponding to a time partition. The nodes of these trees correspond to a rectangle on the key/time histogram such that the value of each node corresponds to the aggregate value (total number of keys between $k_{min}$ and $K_{max}$ occurring during $t_{min}$ and $t_{max}$). The index is dynamically updated by splitting the tree nodes and compressed to cope with the outgrowing size of the histograms.

Granite [194] is a temporal graph query engine that leverages the functionality of Apache Giraph [207] with graph querying capabilities. Besides offering a temporal graph query language, Granite also provides a query planner based on a cost model to estimate the selectivity of the best execution plan. These selectivity estimates are based on temporal information collected from the underlying graphs and maintained in temporal histograms. The query planning is based on a splitting method that divides paths into two sub-paths query segments computed in parallel. The choice of a split point is based on the assumption that a good plan should first evaluate operators, including predicates with low selectivity. The special technique of compressing temporal histograms is based on hierarchical tilling [174], which consists of partitioning a given rectangular histogram in a way that minimizes the number of tiles (partitions) concerning a given threshold. Histograms are then represented by interval trees, s.t., each node represents a partition. Once constructed, the temporal histograms are used to recursively compute an estimation of the number of active and matched nodes and relationships per super-step. A temporal histogram is created for each property key, node label, and relationship type.

To conclude, the solutions presented in [225, 89, 194] are similar in that they partition the rectangular key/time histograms to reduce the number of partitions and limit the footprint of the data structure used to maintain the histograms. However, updating a single value in the temporal histogram might lead to costly re-partitioning, including merges and splits of the partitions. Besides, the temporal histogram (MVSBT) structure
presented in [89] is not suitable for range queries. Using MVSBT, one can only estimate the number of keys less than \( k \) with timestamps less than \( t \). Hence, two MVSBTs must be constructed such that the first estimates the total number of keys less than \( k \) and whose starting time instants less than \( t \), whereas the second estimates the total number of keys that are higher than \( k \) whose ending time instants that are higher than \( t \). This, indeed, adds a space overhead resulting in maintaining two MVSBTs.

Motivated by the above observations, we propose to use temporal histograms in the design of Clock-G to help the query processor estimate the cardinalities of sub-results according to the requested time interval. Hence, we propose using a compact data structure that can efficiently answer range queries and reduces space usage by summarizing the data. We describe our proposed query processor and its implementation in our system Clock-G in Chapter 6.

2.3 Graph generators

Large graphs are needed for evaluating the performance of graph management systems. However, real datasets are inaccessible or do not fit the scale requirements. Hence, practitioners tend to generate synthetic graphs by implementing graph generators. These graph generators attempt to fill the gap between real and synthetic graphs by controlling one or more graph characteristics: degree distribution, community structure, clustering coefficient, the similarity between the properties of connected nodes, etc. In this dissertation, we are interested in generating temporal graphs that can be used in benchmarking temporal graph management systems. Hence, we discuss some critical characteristics of real-world graphs and the graph generation models proposed in the literature in the following.

Graph characteristics

Different properties, such as degree distribution and community structure, can characterize real-world graphs. We describe these characteristics in the following.

**Degree distribution**  The degree of a node corresponds to the total number of incident relationships to that node. The degree distribution of the graph corresponds to the distribution of the node degrees over the entire graph. Many real-world graphs, such as
social graphs, obey a power law distribution. That is, the degree distribution of a graph is power law if the number of nodes $n_k$ having a degree $k$ is given by $n_k \propto k^{-\gamma}$ where $\gamma$ is known as the power-law exponent.

Community structure  The modular structure of real-world graphs has received attention after the introduction of the modularity metric by Girvan and Newman [97]. That is, it has been shown that many graphs from diverse domains such as sociology, biology, and computer science exhibit a modular structure [84], in the sense that their nodes can be partitioned into groups characterized by their connectivity. Yet, a graph community cannot be quantitatively well defined. Instead, one can intuitively define a community as a group of nodes more densely connected with each other than they are with the rest of the graph. Many community detection algorithms have been proposed. Many of them optimize a quality function that assigns a score to a node partition [97, 57]. A common metric used to control the community structure of graphs is the modularity defined in [177, 176]. The modularity is, up to a multiplicative constant, equal to the difference between the number of edges connecting nodes in the same group and the number of edges connecting nodes in the same group in a graph where the edges are randomly placed and the same nodes preserving their degrees as in the original graph. Hence, the value of modularity can be either positive or negative, such that positive values indicate a possible presence of community structure. Based on this, one can identify a community structure by finding the blocks in a graph with positive, preferably large, values of modularity.

Graph generative models  

Erdős Rényi  The Erdős Rényi model [74] generates directed, undirected, and multipartite random graphs with and without self-loops. It takes two input parameters: the number of nodes $N$ and a probability $\rho$ based on which a relationship might exist or not between any pair of nodes. Based on a uniform probability, this randomized relationship generation procedure cannot satisfy a specific degree distribution.

Stochastic Adjacency Matrix  Deterministic kronecker graphs [152] are based on successively applying the Kronecker product of an $(N_1, N_1)$ initiator adjacency matrix $G_1$ with itself until reaching the desired scale. After $k$ repetitions of the same procedure,
the resulting matrix of graph $G_k$ will contain $N_{1^k}$ cells. It recursively creates self-similar communities where each community in step $k$ is expanded into $G_1$ in step $k + 1$. Since deterministic Kronecker graphs present a staircase effect in the resulting degree distribution, a stochastic version was proposed producing Stochastic Kronecker Graphs (SKG). This model consists of filling the adjacency matrix with values between 0 and 1, thus generating a stochastic adjacency matrix that must be sampled to create the desired number of relationships. Variants of this model were also proposed, such as Fast Kronecker [150] and R-MaT [50].

Chung-Lu The Chung-Lu model [238, 56, 55, 54] proposes a random graph generator producing any given degree distribution. Indeed, it tunes the probability of relationship generation to a normalized value proportional to the product of the two relationship endpoints degrees. More concretely, the probability $p$ of a relationship creation between a node $u$ with degree $d_u$ and another node $v$ with degree $d_v$ is equal to

$$p = \frac{d_ud_v}{\sum_{i=0}^{N} d_i}$$

This generation procedure approximates the required degree distribution so that the obtained degree of each node follows a Poisson distribution with a mean equal to its desired degree for a large number of samples.

Stochastic block model The stochastic block model is a generative model that controls the community structure of the resulting graphs [120]. This model takes a pair $(P, M)$, as an input parameter, where $P$ and $M$ are defined as follows:

- $P$: A partitioning function that assigns each node of the graph to a partition from the set of partitions $\{b_0, \ldots, b_{k-1}\}$.
- $M$: A $(k \times k)$ block probability matrix whose element $m_{ij}$ corresponds to the linkage probability between partitions $b_i$ and $b_j$.

A common use of the SBM consists of setting the same within-community, and between-community linkage probabilities for the communities of the generated graphs [222, 101, 28, 66]. Some implementations of the SBM model distribute uniformly the nodes within communities [39, 87, 222]. Whereas other implementations distribute nodes following a skewed distribution which mimics better the communities in real-world graphs [222].
Block Two Erdős-Rényi The Block-Two Erdős-Rényi (BTER) is a community-aware graph generative model that satisfies both the clustering coefficient and degree distribution [140]. The generated graph is a collection of Erdős Rényi blocks (or communities) where each block contains \( d + 1 \) nodes of degree \( d \). After the insertion of within-community relationships, the next phase consists of generating between-community relationships following the Chung-Lu model. Thus, the BTER model adds between-community relationships for each node to satisfy its desired degree, where the probability of a relationship’s existence is proportional to the product of the degree excess of its endpoints. Darwini [72] extends BTER by controlling the clustering coefficient distribution at a finer granularity. BTER and Darwini produce graphs with a small diameter due to their generation process.

Labeled and property graph generators

We describe in the following some of the generators that consider adding labels and properties to the resulting graphs.

gMark [20] is a graph and query generative framework. It creates directed relationship-labeled graphs that satisfy a given degree distribution where each node and relationship has a user-specified type. The user can also define, for each relationship type, an in and out-degree distribution and the permitted source and target types.

DataSynth [192] is a graph generator producing property graphs such that nodes and relationships have types and properties. DataSynth connects nodes based on the similarities between their property values. However, DataSynth defines a community as a set of nodes sharing the exact value of a specific property. This condition is not realistic since the values of the properties in real-world graph communities can be heterogeneous. Besides, it does not mirror a given degree distribution which is a critical property of graphs.

Comparison The similarity between the Erdős-Rényi, stochastic Kronecker, and Chung-Lu models resides in assigning a linkage probability for each possible relationship. However, the Erdős-Rényi generates random graphs with a uniform degree distribution. The stochastic Kronecker model preserves a recursive community structure that
poorly reflects real-world graphs. Besides, it fails to control the degree distribution of the graph. The significant advantage of the Chung-Lu model is that it can provide graphs with any desired degree distribution, a feature that stochastic Kronecker and Erdős-Rényi models provably do not offer. This motivated us to extend Chung-Lu’s model to generate temporal graphs while controlling the evolution of the degree distribution.

The stochastic Kronecker, BTER, and SBM are models that generate graphs with a community structure. The stochastic Kronecker model generates graphs with a recursive community structure, a property that cannot be found in most real-world graphs. Now the BTER generates graphs with a community structure by controlling the clustering coefficient of the nodes. As previously mentioned, each community groups $d - 1$ nodes where $d$ is the degree of the nodes in that community. This partitioning strategy results in a large number of small communities and a relatively small number of large communities. Besides, all nodes belonging to the same community share the same degree. The general model of SBM is a simple yet powerful model that can be used for generating graphs while approximating any ground-truth community structure that is defined with a block probability matrix. Based on this comparison, we choose to use the SBM model to control the community structure of the temporal graphs.

Regarding the advantages and limitations of the aforementioned generative models, we chose to build upon the Chung-Lu model and SBM to generate temporal graphs. Indeed, these two models are simple and scale well for large-scale graphs. Besides, the Chung-Lu model and SBM allow the generation of graphs that obey a given degree distribution and ground truth community matrix, which cannot be satisfied by other generative models. Our second goal is to extend this model with time such that the generated graphs represent a sequence of temporal updates while preserving the evolution of the degree distribution and community structure. Towards this, we also studied the related work in temporal graph generation, which we will present in the next section.

2.4 Temporal graph generators

The previously described graph generators produce non-temporal graphs. In this dissertation, we are particularly interested in the generation of temporal graphs, including changes in topology and the properties of nodes and relationships. In the following, we provide a detailed description of such generators.
DANCer  This generative model [28] produces community-aware temporal property graphs. In this model, each community contains several "representative" nodes with which a new-coming node must be compared (property comparison) before inserting it in the community with the most similar representative. DANCer merges communities based on the similarity between their representatives and splits the communities with the largest diameter. It also defines criteria to create or remove nodes and relationships.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Community aware</th>
<th>Seed</th>
<th>Batch</th>
<th>Growth only</th>
<th>Property evolution</th>
<th>DD</th>
<th>PA</th>
<th>CT</th>
<th>S</th>
<th>WBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGGS</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>APA</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>EGG</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>DANCer</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 2.3 – Comparison between different temporal graph generation tools. DD is an abbreviation of the degree distribution. PA is an abbreviation of the preferential attachment. CT is an abbreviation for the closing triangles. S is an abbreviation of similarity. WBC is an abbreviation of Within and Between community.

ComAwareNetGrowth  This generator [107] produces community-aware growth-only graphs. The generation model consists of adding a node with several relationships attached to it or creating a link between two existing nodes. Inserting a node involves choosing a community based on a probability vector containing, for each community, its probability of attracting a node. Next, the node will connect inside or outside its community based on a fixed probability provided as an input parameter. Then, another parameter defines the probability of choosing the other end of the relationship randomly or based on preferential attachment. Inserting a relationship between two existing nodes is similar, except that one end is always chosen randomly, and the other end can also close a triangle or quadrangle based on a user-defined probability.

APA  (Attribute-Aware Preferential Attachment) This model [6] is a graph generator capable of creating growth-only property graphs. The key feature of this model is closing a triangle based on the similarity (i.e., the similarity between their property values) between the candidate relationship’s endpoints. In each snapshot, newly inserted nodes are batched, and new connections are created.
EGG  (Evolving Graph Generator) This generative tool [10] extends gMark [20] with time-evolving properties. The evolution of these properties is controlled by a set of user-specified constraints, such as possible values of each property, values that cannot appear in two successive snapshots, the correlation between the properties of a single node, etc. Authors of EGG disregard the topological changes to the network and narrow the temporal evolution of the graph to property updates.

DSNG-M  (Dynamic Social Network Generator based on the Modularity) This graph generator [71] produces temporal graphs by mirroring a given community structure. The generation principle consists of flipping the relationships of a given static graph to satisfy a randomly chosen modularity value. The procedure consists of running a community-detection algorithm on the provided initial graph. Then, for each snapshot, a modularity value is selected. A randomly chosen relationship is flipped to obtain a new graph snapshot with the desired modularity value, and the new modularity value is computed. The only temporal operation allowed is relationship flipping which limits the generality of the generated temporal graphs.

Comparison  We identify a list of properties to characterize a temporal graph generator. Table 2.3 selects, for each generator, the properties that it satisfies. The first property indicates whether the generator is community-aware or not. The seed property suggests that the graph starts from an initial graph snapshot that represents the state of the graph at an initial time instant. The batch property indicates that the generator groups graph updates at a single time instant to produce a new graph snapshot instead of generating a sequence of time-respective graph updates. The growth-only property indicates that the graph only includes addition graph updates, such as adding a node or relationship. Property evolution indicates that the values of properties change over time. The degree distribution column (DD) indicates that the generator creates relationships to satisfy a given degree distribution. The preferential attachment (PA) implies that the ‘Rich getting richer’ principle is applied. The closing triangle (CT) property indicates that the creation of a relationship is favored when the inserted relationship participates in a triangle. The similarity criteria (S) indicate if the generator adds a relationship between two nodes if they share similar properties. Finally, the within and between community (WBC) indicates that the relationship creation is strictly related to pre-configured between and within community linkage probabilities. It can be
Chapter 2 – Related work

derived from the table that no graph generation tool controls the evolution of the degree distribution and community structure and includes deletions in the set of possible graph updates. These limitations motivated us to build our graph generator RTGEN (presented in Chapter 7), capable of fulfilling those three requirements that we firmly find essential for mirroring the evolution of real-world graphs.

2.5 Conclusion

We started this chapter by discussing the prior work on developing non-temporal graph management systems. This study shows the advantages and limitations of current methods in handling the temporal dimension. We presented graph models, query languages, and system design characteristics for graph management systems and their temporal counterparts. Besides the design of temporal graph management systems, we presented the prior work on graph generation needed for benchmarking these systems. The available approaches fail to produce temporal graphs while controlling: the evolution of the degree distribution and community structure.

To address the challenges presented in this chapter, we introduce Clock-G, a temporal graph management system we have designed to efficiently store and query temporal graphs. The main contributions are defining a query language, new storage, and query processing techniques optimized for managing the additional temporal dimension. We also present a temporal graph generator configured with degree distribution parameters describing its temporal evolution while controlling the community structure. These contributions are presented in the following chapters.
From the analysis of the related work (Chapter 2), we found that existing solutions present severe limitations or do not fit our requirements. Besides, current graph databases are not designed to support the temporal dimension. Hence, we designed Clock-G, a temporal graph management system we aim to integrate into the Thing’in platform. Our main goal is to couple Clock-G with expressive temporal graph query language while also focusing on the design considerations such as storage and query processing. This chapter provides an overview of the Ph.D. work, which mainly focuses on the design of Clock-G. In the following chapters, each of the critical components of the design of Clock-G is further discussed.

3.1 Overview

Clock-G is a temporal graph management system that we have developed to answer the need of the Thing’in platform. We developed this system using the programming languages Java and Golang. In the following, we describe each of the components presented in Figure 3.1. It should be noted that the following description is general and brief, but we will develop each aspect in the next chapters.

Request Handler  The request handler is responsible for managing the read and write requests. As presented in Figure 3.1, the request handler comprises two functional components: Reader and Writer.

The reader is responsible for processing temporal graph queries written in our proposed language, T-Cypher. This component is further composed of a query extractor, planner, and evaluator. The role of the query extractor is to convert a T-Cypher query
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Figure 3.1 – Overview of the system architecture of Clock-G

into a query object recognized by the system. This conversion builds upon grammatical rules (T-Cypher grammar) that we have proposed to define the syntax of T-Cypher queries. The query planner is responsible for converting a query object into an execution plan based on our proposed plan selection algorithm. This algorithm greedily selects an evaluation plan that minimizes the estimated cardinality of sub-results. The cardinality estimation is based on a cost model we defined to assign each operator an estimated cost. Besides, we maintain temporal histograms in special data structures that facilitate the extraction of the cardinalities during a time range. Finally, the query executor is responsible for evaluating query operators. Hence, it maintains a pool of atomic executors where each executor is responsible for executing a single query operator. Now, the intermediate results are shared between the atomic executors.

On the other hand, the writer is responsible for inserting graph updates. It first informs the storage manager about the insertion and asks for storage elements to which the new operation should be added. Then, it sends an insertion request to the backend connector, translating this request into atomic write operations sent to the backend.
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store.

Backend store  The backend store is responsible for storing the temporal graphs following our proposed storage technique called the $\delta$-Copy+Log. We rely on the column-oriented database Apache Cassandra [147] for robustness, engineering maturity, and scalability. Besides, Cassandra sorts blocks of data according to a given column or combination of columns. We utilize this feature to sort graph updates according to their chronological order, accelerating their sequential read.

For instance, the storage is separated based on the graph entity type, resulting in node, relationship, and dynamic property stores. For each node/relationship label or dynamic property, we partition the storage based on a Hash partitioning strategy. Each of these partitions corresponds to a storage unit and is stored following the $\delta$-Copy+Log method (denoted $\delta$-CL in Figure 3.1 for simplicity). We note that the $\delta$-Copy+Log is a storage technique we have proposed to mitigate the apparent trade-off between space and query execution time presented by anterior storage techniques. This technique will be further discussed in Chapter 5.

Storage manager  The storage manager is responsible for applying the rules of the $\delta$-Copy+Log method to the storage. Besides, it maintains metadata that helps direct read or write operations to the corresponding storage entities.

Backend connector  The backend connector connects to and executes requests against the backend store. Hence, it receives read or write requests from the request handler and converts them into Cassandra queries before executing them against the backend store.

Auxiliary data structures  To reduce the prohibitive cost of accessing the secondary storage, we use auxiliary data structures maintained in memory and queried when needed. These auxiliary data structures include Temporal histograms, Cache, and Bloom filters. The temporal histograms represent the evolution of the cardinality of graph elements through time. The cache is used to preserve data in the main memory to avoid costly disk accesses. The Bloom filters are probabilistic data structures that we use to check the existence of an element in a set.
Client API Clock-G offers a client API enabling a client to connect, ingest graph updates or query the stored graphs. For instance, users can define the graph space’s schema that includes labels of nodes and relationships and a set of properties for each node/relationship label.

Users can insert graph operations individually or in batches into the system. In both cases, graph operations are attached to a transactional time based on the system’s internal clock. Besides, users can query the temporal graph using the temporal graph query language T-Cypher that we have proposed to facilitate the expression of temporal graph pattern matching and temporal navigational queries.

Temporal graph generator To assess the performance of Clock-G, we needed access to a large temporal graph dataset. However, real-world datasets are either subject to confidentiality agreements or do not fit the scale requirement. Hence, we referred to synthetic datasets apart from using real-world temporal graphs. We proposed and implemented a temporal graph generator capable of generating large-scale temporal graphs whose characteristics mirror real-world graphs. This graph generator, called RTGEN, will be presented in Chapter 7. Besides, we referred to an existing generative tool (LDBC datagen [76]) that we have chosen because it covers a significant fraction of aspects such as degree distribution, all types of graph updates that include the addition and deletion of a node or relationship, or the update of a property. This feature is not available in any other publicly available dataset or other available generative tools.

3.2 Conclusion

In this chapter, we mainly focused on providing a general overview of our temporal graph management system Clock-G. In the following chapters, we will present each key component of Clock-G while highlighting our contributions.
Chapter 4

TEMPORAL GRAPH QUERY LANGUAGE

In this chapter, we introduce T-Cypher, a query language for temporal graphs that has been integrated into Clock-G. This chapter is structured as follows: we begin by discussing the motivations and contributions of our work. Next, we provide an overview of the preliminaries that form the foundation of our proposal. We also introduce the temporal constructs that we utilize to augment Cypher with temporal capabilities. Afterward, we present the syntax of T-Cypher and the translation rules that allow T-Cypher queries to be expressed in Cypher. Finally, we conclude the chapter.

4.1 Motivations and contributions

Although a temporal graph query language can be highly useful, the majority of current temporal graph management systems [112, 165, 138, 223] do not offer such a feature. Instead, these systems typically prioritize optimizing storage techniques and overlook the importance of temporal query expressiveness or providing a language for expressing such queries. Since querying temporal graphs cannot be done with conventional graph query languages such as Cypher [86], PGQL [200], or G-Core [14], the addition of time-version support is necessary to accommodate both structural and temporal constraints.

To address this limitation, we propose T-Cypher: a time-extended version of Cypher. Knowing that the standard graph query language GQL ¹ has not been released by the time of writing this thesis (October 2022), we choose to extend Cypher instead of any other available query language. The rationale behind this choice is that the syntax of Cypher is graph-like (i.e., graph patterns are expressed using “ASCII art”) and user-friendly, making it a popular choice amongst graph query languages. Many features extracted from Cypher will be echoed in the standardization of GQL. Besides, Cypher

¹. https://gql.today/
is expressive, declarative, normalized, and open source.

Our proposed extension of Cypher is conservative, as it incorporates temporal constructs without modifying existing grammar rules. This approach makes it easy for practitioners who are already familiar with Cypher to transition to T-Cypher. The primary difference between T-Cypher and the original language is that the former allows for the expression of temporal variables that refer to the time validity intervals of graph variables, in addition to the expression of graph variables such as nodes, relationships, or properties. This enables the expression of temporal constraints that can be applied to the query’s temporal variables. Another essential feature of T-Cypher is the trim statement, which can be used at the beginning of a query to limit the search space to one or more time intervals, ensuring that all variables defined in the query are valid during at least one of these intervals. Additionally, T-Cypher allows for the expression of temporal values (such as time instants, intervals, and duration), temporal functions, and operators that can be used to define constraints or predicates on the query’s temporal variables. Another critical feature of T-Cypher is that it enables the expression of temporal paths. In this context, we propose three types of temporal relationship patterns: continuous, sequential, and pairwise-continuous. Using T-Cypher, we can fulfill our required querying functionalities presented in the Introduction chapter: temporal slicing (Functionality $R_1$), graph pattern matching (Functionality $R_2$), navigation (Functionality $R_3$) and aggregation (Functionality $R_4$).

The main contributions presented in this chapter reduce to the following:

— Proposing a temporal graph query language that allows the expression of a wide range of queries with a user-friendly syntax.

— Presenting the translation rules of a T-Cypher query into a Cypher query.

4.2 Preliminaries

For clarity, some of the key definitions used throughout this section are given in Table 4.1.

4.2.1 Time domain

We define in this section the time domain and temporal elements already presented in the literature of temporal databases [129]. Specifying the time domain is needed in
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Set notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property keys</td>
<td>$k$</td>
</tr>
<tr>
<td>Node identifiers</td>
<td>$ID$</td>
</tr>
<tr>
<td>Relationship identifiers</td>
<td>$ID^R$</td>
</tr>
<tr>
<td>Relationship types</td>
<td>$T$</td>
</tr>
<tr>
<td>Names</td>
<td>$A$</td>
</tr>
<tr>
<td>Values</td>
<td>$V$</td>
</tr>
<tr>
<td>Time domain</td>
<td>$\Omega^T$</td>
</tr>
</tbody>
</table>

Table 4.1 – Symbols used in the preliminary definitions

data management systems when data items should be assigned with temporal ontologies such as temporal validity information [168]. We consider a discrete temporal flow such that time is quantified by time granules. A time granule, also referred to as a chronon, is the smallest non-decomposable unit of time defined by a certain temporal granularity (e.g., a second or a millisecond). Hence, we consider $\Omega^T = \mathbb{N}_0 \cup \{\infty\}$ where $k < \infty, \forall k \in \mathbb{N}_0$ to be the temporal domain defined as a totally ordered set of instants such that the duration between consecutive instants is equal to the chronon. The symbol $\infty$ is used as the right boundary of a time interval to indicate that an entity is not yet deleted. A time instant $t$ is a point on the time axis or an element of the time domain such that $t \in \Omega^T$. The time instant $t_0 = 0$ is usually used to refer to the origin, or standard point of a temporal domain [53]. Time intervals are often used to obtain a compact representation of convex sets of time instants. Assuming that a fact is valid over a time interval, it is considered valid at each time instant of that interval. A time interval $i = [i^s, i^e) \in \Omega^T \times \Omega^T$ where $i^s \leq t < i^e$.

4.2.2 Temporal property graph model

We extend the original property graph model proposed by Francis et al. in [86] by assigning each graph element that can be a node, relationship, or property value with a set of time validity intervals during which the graph entity was valid. Having this, we define a temporal property graph as a tuple $G = \langle N, R, src, tgt, \lambda, \tau, \phi, i^T \rangle$ where $\phi$ and $i^T$ are functions added to the original model to incorporate the temporal dimension. We define each element of the tuple as follows:

- $N$ is a finite subset of $ID$ where $ID$ represents the set of node identifiers.
— $R$ is a finite subset of $ID^R$ where $ID^R$ represents the set of relationship identifiers.
— src: $R \rightarrow N$ is a function that maps each relationship identifier to its source node identifier.
— tgt: $R \rightarrow N$ is a function that maps each relationship identifier to its target node identifier.
— $\lambda: N \rightarrow 2^L$ is a function that maps a node identifier to a set of labels where $L$ is a set of node labels.
— $\tau: R \rightarrow 2^T$ is a function that maps a relationship identifier to a set of types where $T$ is a set of relationship types.
— $\phi: N \cup R \rightarrow 2^{\Omega^T \times \Omega^T \times V}$ is a finite partial function that maps a node or relationship identifier to a set of validity intervals during which the corresponding graph entity was valid.
— $\iota: (N \cup R) \times k \rightarrow 2^{\Omega^T \times \Omega^T \times V}$ is a finite partial function that maps a dynamic property key associated with a node or relationship to a set of value and validity interval pairs. Every element in the mapped set is a pair $(v, i)$ where $v$ is a value and $i$ is a time interval, indicating that the value $v$ is valid during $i$.

As mentioned in Chapter 2 (Section 2.2.1), this model is interval-based since it assigns each entity with a time interval. This time representation is semantically equivalent to assigning each element with a set of time instants during which the entity was valid. However, we use intervals to compact the representation of convex sets of time instants. Note that this model is similar to the model proposed by Moffitt et al in [167] and presented in Chapter 2. The main difference between our model and the original one is that our model assigns edges with a set of types to adhere with the data model of our particular use case Thing’in.

### 4.3 Temporal graph relation

The output of a T-Cypher query is a temporal graph relation. Each graph relation is a bag of tuples where a tuple $u$ is a partial function that maps names to values. A tuple with named fields $u = (a_1 : v_1, \ldots, a_n : v_n)$ where $(a_1, \ldots, a_n)$ are distinct names and each element in $(v_1, \ldots, v_n)$ is either a value, node or relationship state, set of node or relationship states, or paths. These states represent a node or relationship in a time interval during which their property values did not change. Recall that $V$ denotes the
set of values and \( k \) denotes the set of property keys.

**A node state** in \( n \) is a tuple \((id_n, l, k, \tau)\) such that:
- \( id_n \in ID \) is the node identifier.
- \( l \in 2^L \) is the set of node labels.
- \( k = \{k_1 : v_1, \ldots, k_m : v_m\} \) is a map of property names and values such that \( k_i \in k, 1 \leq i \leq m \) and \( v_i \in V, 1 \leq i \leq m \).
- \( \tau \in \Omega^T \times \Omega^T \) is the validity time interval during which the node state was valid.

**A relationship state** in \( r \) is a tuple \((id_{ns}, id_{nt}, t, k, \tau)\) such that:
- \( id_{ns} \in ID \) is the source node identifier.
- \( id_{nt} \in ID \) is the target node identifier.
- \( t \in 2^T \) is the set of relationship types.
- \( k = \{k_1 : v_1, \ldots, k_m : v_m\} \) is a map of property names and values such that \( k_i \in k, 1 \leq i \leq m \) and \( v_i \in V, 1 \leq i \leq m \).
- \( \tau \in \Omega^T \times \Omega^T \) is the validity time interval during which the relationship state was valid.

The initial state of a graph entity, either a node or a relationship, results from its creation. Subsequent modifications to the entity, including property creation, update, deletion, or the entity’s deletion, result in new states. The initial state of an entity includes all the property values set at the time of its creation, and each property is associated with a time interval \([t, \infty)\), where \( t \) is the creation time instant. Upon modification of a property, a new state is created, which includes all the previous property values that remain unaffected and the new value of the modified property. The time interval of the modified property is replaced with \([t_{prev}, t)\), where \( t_{prev} \) is the time of the last update of the entity and \( t \) is the time instant of the modification. The modified property in the new state is associated with the time interval \([t, \infty)\). Property addition also results in a new state, where the new property is associated with the time interval \([t, \infty)\), where \( t \) is the time instant of the addition. In contrast, deleting an entity does not create a new state but instead updates its last state by setting the right bound of its time interval to the time instant of deletion.

**Example 4.3.1.** To clarify the definition of node and relationship states, we present a concrete example of a temporal property graph inspired by the use case of smart factories. Figures 4.1(a) and 4.1(b) show two toy graphs (A and B) inspired by this use-case. In these graphs, nodes \( \{n_1, \ldots, n_{12}\} \) model products, machines, self-driving vehicles (S.D. vehicles), and employees. Whereas, relationships \( \{r_1, \ldots, r_{11}\} \) represent the connections.
between nodes. Properties \( \{p_0, \ldots, p_3\} \) are attached to nodes and relationships to describe these graph entities.

![Toy graph A](image)

(a) Toy graph A

![Toy graph B](image)

(b) Toy graph B

Figure 4.1 – Toy graphs illustrating the traversal of products through machines, the maintenance of these machines (Toy graph A), the transfer of products between machines, and the closeness between self driving vehicles (Toy graph B)

In the manufacturing process, a product may traverse through various machines, which is denoted by the \textit{isIn} relationship between them. This relationship captures the progression of the product through the different stages of the manufacturing process. The machines are regularly maintained by employees through the \textit{maintains} relationship. Additionally, products are transported from one machine to another through an S.D. ve-
relation states of the temporal graph in Figures 4.1(a) and 4.1(b).

Table 4.2 – Nodes and node states of the temporal graph in Figure 4.1(a) and 4.1(b)

<table>
<thead>
<tr>
<th>Nodes</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>n0</td>
<td>n0 = {(id_{0,0}, Machine, {p_0 : s_1, p_1 : x_1}, {t_0, \infty}) }</td>
</tr>
<tr>
<td>n1</td>
<td>n1 = {(id_{1,1}, Machine, {p_0 : s_2, p_1 : x_2}, {t_1, t_6}) }</td>
</tr>
<tr>
<td>n2</td>
<td>n2 = {(id_{2,2}, Product, {p_1 : z_1}, {t_6, t_8}) }</td>
</tr>
<tr>
<td>n3</td>
<td>n3 = {(id_{3,3}, Machine, {p_0 : s_3, p_1 : y_1}, {t_8, t_{10}}) }</td>
</tr>
<tr>
<td>n4</td>
<td>n4 = {(id_{4,4}, Machine, {p_0 : s_4, p_1 : z_2}, {t_1, t_6}) }</td>
</tr>
<tr>
<td>n5</td>
<td>n5 = {(id_{5,5}, Machine, {p_0 : s_5, p_1 : y_2}, {t_8, t_{10}}) }</td>
</tr>
<tr>
<td>n6</td>
<td>n6 = {(id_{6,6}, Machine, {p_0 : s_6, p_1 : w_1}, {t_{12}, t_{16}}) }</td>
</tr>
<tr>
<td>n7</td>
<td>n7 = {(id_{7,7}, S.D. Vehicle, {}, {t_1, t_{16}}) }</td>
</tr>
<tr>
<td>n8</td>
<td>n8 = {(id_{8,8}, S.D. Vehicle, {}, {t_0, \infty}) }</td>
</tr>
<tr>
<td>n9</td>
<td>n9 = {(id_{9,9}, Machine, {}, {t_0, \infty}) }</td>
</tr>
<tr>
<td>n10</td>
<td>n10 = {(id_{10,10}, S.D. Vehicle, {}, {t_0, \infty}) }</td>
</tr>
<tr>
<td>n11</td>
<td>n11 = {(id_{11,11}, Machine, {}, {t_0, \infty}) }</td>
</tr>
<tr>
<td>n12</td>
<td>n12 = {(id_{12,12}, S.D. Vehicle, {}, {t_1, t_{16}}) }</td>
</tr>
</tbody>
</table>

Table 4.3 – Relationships and relationship states of the graph in Figures 4.1(a) and 4.1(b)

<table>
<thead>
<tr>
<th>Relationships</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>r0 _r0 = {(id_{0,0}, id_{1,1}, Maintains, {p_3 : x}, {t_0, t_6}) }</td>
<td></td>
</tr>
<tr>
<td>r1 _r1 = {(id_{1,1}, id_{3,3}, IsIn, {}, {t_1, t_2}) }</td>
<td></td>
</tr>
<tr>
<td>r2 _r2 = {(id_{3,3}, id_{5,5}, IsIn, {}, {t_7, t_{10}}) }</td>
<td></td>
</tr>
<tr>
<td>r3 _r3 = {(id_{5,5}, id_{2,2}, IsCloseTo, {}, {t_{12}, t_{16}}) }</td>
<td></td>
</tr>
<tr>
<td>r4 _r4 = {(id_{2,2}, id_{4,4}, Maintains, {p_3 : z}, {t_6, t_8}) }</td>
<td></td>
</tr>
<tr>
<td>r5 _r5 = {(id_{4,4}, id_{6,6}, Transfers, {}, {t_2, t_4}) }</td>
<td></td>
</tr>
<tr>
<td>r6 _r6 = {(id_{6,6}, id_{8,8}, IsCloseTo, {}, {t_9, t_{11}}) }</td>
<td></td>
</tr>
<tr>
<td>r7 _r7 = {(id_{8,8}, id_{10,10}, Transfers, {}, {t_1, t_{12}}) }</td>
<td></td>
</tr>
<tr>
<td>r8 _r8 = {(id_{10,10}, id_{12,12}, IsCloseTo, {}, {t_3, t_{16}}) }</td>
<td></td>
</tr>
<tr>
<td>r9 _r9 = {(id_{12,12}, id_{0,0}, Transfers, {}, {t_4, t_{16}}) }</td>
<td></td>
</tr>
<tr>
<td>r10 _r10 = {(id_{0,0}, id_{12,12}, IsCloseTo, {}, {t_5, t_{16}}) }</td>
<td></td>
</tr>
<tr>
<td>r11 _r11 = {(id_{12,12}, id_{11,11}, Transfers, {}, {t_1, t_{16}}) }</td>
<td></td>
</tr>
</tbody>
</table>

A relationship is easily induced using the transfers relationship. To indicate the proximity between S.D. vehicles, a temporary relationship isCloseTo is established if the distance between them is lower than a predetermined threshold. The properties p0 and p1 of a machine can indicate its temperature or position whereas the property p2 of an employee can its skills. The tools used during maintenance can be represented by p3 of the maintains relationship. Each node and relationship in the temporal graph contains several states that map property names to values during specific time intervals. Querying this temporal graph allows for analyzing the causes of system failures by tracking the trajectory of products and monitoring the evolution of machine states. We present in Tables 4.2 and 4.3 the node and relationship states of N = {n0, ..., n12} and R = {r0, ..., r11} of the temporal property graphs (A and B) presented in Figure 5.1.

We present in Tables 4.2 and 4.3 the node and relationship states of N = {n0, ..., n12} and R = {r0, ..., r11} of the temporal property graphs (A and B) presented in Figure 5.1.

Let us now discuss the creation of node states {n1^0, n1^1, n1^2, n1^3} in the Toy graph A (Figure 4.1(a)). For instance, the first node state n1^0 is bound with values (8, x) for property keys (p0, p1). This state is valid during [t_1, t_6] since an update of the property p1 occurred at time instant t_6 which results in a new node state n1^1. Both node states have the same value for the unmodified property (p1) and different values for the updated property (p0). Similarly, the node state n1^2 is created after the update of the properties p0 and p1 at time
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instants $t_8$. Finally, the last modification of the node is an update of the property $p_0$ at time instant $t_{16}$ which results in a new node state $n_{3}^3$ valid in $[t_{16}, \infty)$.

### 4.4 Temporal query constructs of T-Cypher

This section presents the temporal constructs proposed to extend the Cypher language with temporal features. These query constructs consist of temporal values, a time-slicing clause, temporal functions and operators, and temporal paths. Using these query constructs, we fulfill the required functionalities of temporal slicing (Functionality $R_1$), graph pattern matching (Functionality $R_2$), navigation (Functionality $R_3$), and aggregation (Functionality $R_4$), listed in the Introduction chapter.

#### 4.4.1 Temporal slicing clause

To fulfill the functionality $R_1$, we propose a temporal slicing clause to prune the search space of a query to a single time instant or time interval. Hence, the temporal selection will be applied to all the variables of a temporal query such that the returned states of graph entities should be valid at the requested time instant or during the requested time interval. We use different time slicing techniques using the tokens `SNAPSHOT`, `RANGE_SLICE`, `LEFT_SLICE` and `RIGHT_SLICE`.

![Figure 4.2 – Example of temporal slicing](image)

A query starting with the `SNAPSHOT` token searches for graph entities that are valid at
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a single requested time instant. On the other hand, a query starting with a time-slicing token, such as RANGESLICE, LEFTSLICE, or RIGHTSLICE, searches for graph entities whose time intervals intersect with the requested time interval, starts before, or ends after the requested time instant, respectively. If a query does not start with a time-slicing token, it is applied to the latest version of the graph.

Figure 4.2 shows two queries applied to the Toy graph A (Figure 4.1(a)), with their results. The first query returns the machine states valid at $t_3$, while the second query returns machine states with time intervals intersects with $[t_1, t_8]$.

4.4.2 Temporal functions and operators

To fulfill the functionality $R_2$, we define a set of temporal functions and operators that can be applied to the temporal variables of a pattern to define temporal predicates.

We list the temporal functions in Table 4.4. The semantics of these functions is detailed in the Appendix A. We use Allen’s operators to define temporal relations between the temporal variables of a pattern. These operators are illustrated in Figure 4.3. We also provide a definition for each operator in Appendix A.

![Figure 4.3 – Allen’s temporal relations [11]](image)
Table 4.4 – Description of temporal functions used in T-Cypher

<table>
<thead>
<tr>
<th>Function (Syntax construct)</th>
<th>Description</th>
<th>Return type</th>
</tr>
</thead>
<tbody>
<tr>
<td>START(i)</td>
<td>returns the starting time instant of the time interval i</td>
<td>Instant</td>
</tr>
<tr>
<td>END(i)</td>
<td>returns the ending time instant of the time interval i</td>
<td>Instant</td>
</tr>
<tr>
<td>ADD(i, d)</td>
<td>returns an interval starting with i and ending d time units after i</td>
<td>Interval</td>
</tr>
<tr>
<td>SUB(i, d)</td>
<td>returns an interval ending with i and starting d time units before i</td>
<td>Interval</td>
</tr>
<tr>
<td>ELAPSED_TIME(i, i’)</td>
<td>returns the elapsed time between intervals i and i’</td>
<td>Duration</td>
</tr>
<tr>
<td>DURATION(i)</td>
<td>returns the duration of interval i</td>
<td>Duration</td>
</tr>
<tr>
<td>INTERSECTION(i₀, . . . , iₙ)</td>
<td>returns the intersection between intervals {i₀, . . . , iₙ}</td>
<td>interval</td>
</tr>
<tr>
<td>RANGE(i₀, . . . , iₙ)</td>
<td>returns the time range of intervals {i₀, . . . , iₙ}</td>
<td>interval</td>
</tr>
</tbody>
</table>

Figure 4.4 provides an example of a T-Cypher query using temporal functions and operators and its result when applied to the Toy graph A (Figure 4.1(a)). This query returns the elapsed time \(^2\) between the maintenance of a machine and its failure. The failure of a machine can be detected if the value of property \(p₀\) (e.g., temperature) is higher than a threshold. The expression \((n@T \text{ AFTER } e@T)\) indicates that the system failure must have occurred after the maintenance. We notice that the machine state \(n₁^2\) is returned since it has a value of \(p₀\) higher than the threshold and it occurred after the maintenance of the machine.

4.4.3 Temporal paths

The relationships in a temporal graph are valid during certain time intervals. Hence, the connectivity between two nodes can be subject to temporal conditions defined over the relationships of a path which results in diverse types of temporal paths. To fulfill requirement \(R₃\), we refer to three temporal types that can cover a large subset

---

\(^2\) The elapsed time between two time intervals \(i\) and \(i’\) is equal to the difference between the starting time instant of \(i’\) and the ending time instant of \(i\).
4.4. Temporal query constructs of T-Cypher

of queries: Continuous, Sequential, and Pairwise-continuous (Figure 4.5). A **Continuous path** is defined as a path having a non-empty intersection between the time validity intervals of all its relationships [201]. A **Sequential path**, also known as the time-respecting path, is defined as a path where the outgoing relationship of each path node occurs after the incoming relationship to the same node [244, 136, 185, 198]. A **Pairwise-continuous path** is a path where the time interval of the outgoing relationship of each path node intersects with the time interval of the incoming relationship to the same node [65]. Since continuous paths imply a strict condition on the relationships, pairwise-continuous paths represent a simplified variant of continuous paths. In the following, we define temporal paths, then introduce continuous, sequential, and pairwise-continuous paths.

**Temporal path**

A temporal path is defined as a tuple \((n^s_1, r^s_1, \ldots, r^s_k, n^s_{k+1}, \tau_p)\) containing a sequence of \(k\) relationship states \((r^s_i, \forall 1 < i < k)\) and \(k + 1\) node states \((n^s_i, \forall 1 < i < k + 1)\) and a time interval during which the path is valid. Each relationship state \((r^s_i, \forall 1 < i < k)\) is a tuple \((id_{n_i}, id_{n_{i+1}}, t_{r_i}, k_{r_i}, \tau_{r_i})\) connecting two node states of the path \(n^s_i = (id_{n_i}, l_{n_i}, k_{n_i}, \tau_{n_i})\) and \(n^s_{i+1} = (id_{n_{i+1}}, l_{n_{i+1}}, k_{n_{i+1}}, \tau_{n_{i+1}})\). The time interval of the path \(\tau_p\) is derived from the time intervals of the path relationships and depends on the type of the temporal path.
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Figure 4.5 – Different types of temporal relationship patterns: Continuous, Pairwise Continuous and Sequential ($\tau_{r_1}$, $\tau_{r_2}$ and $\tau_{r_3}$ refer to time validity intervals of relationships $r_1$, $r_2$ and $r_3$)

Continuous path

A continuous path is a temporal path where the intersection between the time intervals ($\tau_{r_i}$, $\forall 1 < i < k$) of the relationship states ($r_i$) of the path is an interval of non zero duration and $\tau_p$ is equal to the intersection between time intervals $\{\tau_{r_1}, \ldots, \tau_{r_k}\}$.

Figure 4.6 – Example of a continuous path

```
MATCH (s1: SDVehicle)
  -[:CLOSE_TO*3]-(s2: SDVehicle)
WHERE s1.t1 < s2.t16
MATCH p WHERE s1.inPath(p) AND s2.inPath(p)
RETURN p
```

Figure 4.6 presents a T-Cypher query with a continuous path and its result when applied to Toy graph B (Figure 4.1(b)). This query returns the path between self-driving vehicles that were 3-Hop close to each other during the time interval $[t_1, t_{16}]$. Hence, the self-driving vehicles of the path were close during the intersection of the time intervals
of the path relationships. Notice that three continuous paths of length 3 exist between the self-driving vehicles $n_7$ and $n_{12}$. The time interval $[t_3, t_7]$ of the first path is equal to the intersection between the time intervals of its relationship states $([t_3, t_7], [t_3, t_8])$ and $([t_3, t_9])$.

**Sequential path**

A sequential path is a temporal path where each relationship state $r_{i+1}$ should occur after the relationship state $r_i$ ($\forall 1 \leq i < k$). Hence, the ending time instant of $\tau_{r_i}$ should be lower than the starting time instant of $\tau_{r_{i+1}}$. The time interval of the path is the range of time covered by the time intervals of the path.

![T-Cypher query](image)

**Figure 4.7 – Example of a sequential path**

Figure 4.7 presents a T-Cypher query with a sequential path and its result when applied to the Toy graph B (Figure 4.1(b)). It returns a product’s transfer path of length 4 between two machines, implying that a self-driving vehicle or a machine transfers a product after receiving it. Note that a sequential path of length 4 exists between the node states $n_3$ and $n_9$. This path is valid during the time interval $[t_2, t_{13})$ that represents the range of the time intervals of its relationship states $([t_2, t_4), [t_5, t_7), [t_8, t_{10})$ and $[t_{11}, t_{13})$.

**Pairwise-continuous path**

A pairwise-continuous path is a temporal path where the time interval of each relationship state $r_i$ should overlap with that of the outgoing relationship state $r_{i+1}$
(∀ 1 ≤ i < k). Therefore, \( \tau r_i \) starts within the time boundaries of \( \tau r_{i-1} \) and ends within the time boundaries of \( \tau r_{i+1} \).

Figure 4.8 – Example of pairwise-continuous path

Let us now consider that a vehicle \( a \) transfers a product to a close vehicle \( b \). Now, \( b \) also looks for a close vehicle, \( c \), and transfers the product to it. Similarly, the vehicle \( c \) transfers a product to a close vehicle \( d \). The path between the vehicles is pairwise continuous since the time intervals of each pair of consecutive relationships are overlapping. To illustrate, Figure 4.8 presents a T-Cypher query with a pairwise-continuous path and its result when applied to the Toy graph B (Figure 4.1(b)). Notice that a single row is returned, corresponding to the pairwise-continuous path between node states \( n_7 \) and \( n_{12} \). The time interval of the path \([t_{11}, t_{16})\) is equal to the range of the time intervals of its relationship states \(([t_{11}, t_{14}), [t_{12}, t_{15}) \text{ and } [t_{13}, t_{16})\)).

4.4.4 Temporal aggregation

A temporal aggregation query computes for a single node an aggregated value, in a range of time, based on the properties of the node itself, its relationships, or neighbors. We list in the following some query examples that include temporal aggregation.

The following query returns the minimum duration when the property \( p_0 \) of a machine state was less than a threshold 6 after \( t_0 \). The grouping key \( (m) \) is defined in the returned statement to group the values going into the aggregate functions that share the same value for the node state \( m \).

```plaintext
RIGHT_SLICE t_0
```
MATCH (m: Machine)
WHERE m.p_0 < 6
RETURN m, MIN(DURATION(m@T)) AS min

This query returns the following relation when evaluated on Toy graph A (Figure 4.1(a)). We notice that the value of \( m \) is a set of node states. These states are returned by the match clause for instance \( n_1^1 \) is the only state of \( n_1 \) satisfying the condition \( m.p_0 < 6 \) and \( \{n_4^0, n_4^1\} \) are the states of \( n_4 \) satisfying this condition. The grouping key \( m \) indicates that these states are grouped based on a common node identifier. For example, node states \( n_4^0 \) and \( n_4^1 \) are grouped since they refer to the same node \( n_4 \). The aggregated value is the minimum duration of the grouped states.

<table>
<thead>
<tr>
<th>m</th>
<th>min</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {n_1^1} )</td>
<td>1</td>
</tr>
<tr>
<td>( {n_4^0, n_4^1} )</td>
<td>4</td>
</tr>
</tbody>
</table>

The following query returns the maximum manufacturing time of products by machines during \([t_7, t_{15})\). Similarly to the previous query, the grouping key is the node state variable \( m \).

RANGE_SLICE \([t_7; t_{15})\)
MATCH (p: Product) -[i: IsIn]->
(m: Machine)
RETURN m, MAX(DURATION(i@T)) AS max

This query returns the following relation when evaluated on Toy graph A (Figure 4.1(a)). The node states satisfying the matching pattern in \([t_7; t_{15})\) are \( \{n_3^1, n_3^2\} \). These states are grouped since they refer to the same node \( n_3 \). The aggregated value is the maximum duration of the relationship \( i \), indicating the time during which a product was inside a machine. The returned value 1 corresponds to the duration of the relationship \( r_3^0 \).

<table>
<thead>
<tr>
<th>m</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {n_3^1, n_3^2} )</td>
<td>1</td>
</tr>
</tbody>
</table>

4.5 Syntax of T-Cypher

We present in this section the syntax of T-Cypher. We start by describing the syntax of temporal values, including time instants, intervals, and duration. We then describe
the grammar rules of expressions mainly used in the where clause to set the filtering constraints on the variables of a query. Also, we present the grammar rules of graph patterns. Finally, we describe the syntax of queries, including the time slicing and return clauses.

4.5.1 Temporal values

In T-Cypher, a temporal value can be either an instant, interval, or duration. In the following, we show the grammatical rules applied to these values. Note that these rules are listed in Figure 4.9.

![Figure 4.9 – Syntax of temporal values used in T-Cypher](image)

A **time instant** is expressed either as a calendar date or as the total number of chronons since Epoch. We use ISO-8601 format to describe calendar dates (e.g., 2022-07-18T12:33:00). Assuming that the system defines a time domain with a granularity of milliseconds and a default time zone GMT, then 2021-03-08T00:00:00 is parsed to a time instant whose value is equal to 1615190400000.

A **time interval** is composed of a starting and ending time instant (e.g., [2021-03-08T00:00:00; 2021-03-09T00:00:00]).

A **duration** is expressed as the number of chronons followed by a granularity that can be of days, hours, minutes, seconds, milliseconds, microseconds, and nanoseconds (e.g., 1 day, 15 sec). For instance, a duration can be used to filter temporal variables such as filtering the states of a node variable (a) that lasted for more than 2 hours (DURATION(a@T) > 2 hour). We consider that each system stores temporal data based on a single granularity (e.g., milliseconds) where all the duration values used in a T-Cypher query are internally converted to the system granularity during the parsing phase (e.g., 1 hour is parsed to 3600000 milliseconds). If the duration value is
expressed with a granularity lower than the system’s, then a semantic error should be raised when parsing the query.

4.5.2 Expressions

Expressions are primarily used in the \texttt{where} clause to add predicates on the variables of a T-Cypher query. We present the grammar rules applied to expressions in the following. These rules are listed in Figure 4.10.

| ex == | v | a | f(ex_list) |
| v ∈ V | a ∈ A | f ∈ F |
| maps | lists | strings |
| logic | comparison |
| temporal comparison |

An expression can represent a value \( v ∈ V \) where \( V \) is the set of values, including temporal values whose syntactic rules are given in Section 4.5.1 and can represent an instant, interval, or duration. Besides, an expression can represent a variable \( (a ∈ A) \) where \( A \) is the set of names. Similarly, an expression can represent a temporal variable \( a@T \) applied on a non-temporal variable \( a \). If \( a \) represents a node state variable, then \( a@T \) is interpreted as a temporal variable representing the validity interval of \( a \). An expression can also represent a function \( f ∈ F \) where \( F \) represent the set of functions including the temporal functions listed in Appendix A (e.g., duration and intersection.
functions). We also define the rules of expressing lists and maps. For instance, one can express a condition on the property value of a node using the mapping rule `ex.k` (e.g. `a.Measurement` where `a` is a node state variable and `Measurement` is a property name). Also, we use string operators (e.g. `(STARTS WITH)`, logic (e.g. `(OR)`) and comparison operators (e.g. `<`) that are inherited from the Cypher language. We include temporal comparison operators representing Allen’s temporal relations (e.g., `BEFORE`). For instance, the expression `a@T STARTS b@T` indicates that the node state (a) should have ended when the node state (b) started. Whereas the expression `a@T OVERLAPS [2021-03-08T00:00:00; 2021-03-09T00:00:00]` indicates that the validity interval of the node state (a) should overlap with the given time interval.

### 4.5.3 Patterns

A graph pattern is expressed in the `Match` clause that can be followed by a `Where` sub-clause. The grammar rules of patterns are listed in Figure 4.11. The `pattern_tuple` is used to define a sequence of patterns composed each of a `node_pattern` or a concatenation of a `node_pattern`, `relationship_pattern` (`rel_pattern`) and a pattern.

A node pattern comprises an optional name that refers to the node state, an optional list of labels, and an optional map. The optional map filters the node states based on the values of their properties. For instance, applying the `match` clause: `MATCH (a: Machine id: n1, p0: 5, p1: x)` on the toy graph presented in Figure 4.1(a) returns the node state that corresponds to the state of the machine `n1` having values `(5, x)` for properties `(p0, p1)`, hence, the state `n1` that was valid during the time interval `[t6, t8]`.

A relationship pattern can either be left-to-right, right-to-left, or undirected. The temporal relationship details (`temp_rel_details`) are used to define the temporal type of the path, the variable name, the list of types, the length, and the property values. The temporal path parameters (`temp_path_param`), based on the `type` of the temporal path, can be used as follows:

- **Continuous path**: Minimum or maximum duration of the intersection between the time intervals of the relationships of the path.
- **Pairwise-continuous path**: Minimum or maximum duration of the intersection between a pair of structurally consecutive relationships of the path.
- **Sequential path**: Minimum or maximum elapsed time between a pair of structurally consecutive relationships of the path.
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Figure 4.11 – Syntax of patterns used in T-Cypher

| clause | MATCH pattern_tuple [WHERE expr] | relational clauses |
| pattern_tuple | = pattern | pattern, pattern_tuple | tuples of patterns |
| pattern | = node_pattern | (node_pattern rel_pattern pattern) |
| node_pattern | = (a? label_list? map?) |
| rel_pattern | = ¬ [temp_rel_details] → | ¬ [temp_rel_details] |
| | | ← [temp_rel_details] |
| | | ¬ [temp_rel_details]|
| temp_rel_details | := temp_rel_type (rel_details?) temp_path_param ? |
| temp_path_param | := (MIN_DELTA | MAX_DELTA) ? duration |
| rel_details | ::= a? type_list len? map? |
| label_list | ::= :l | :l label_list |
| type_list | ::= :t | :t type_list |
| map | ::= {prop_list} |
| prop_list | ::= k: expr | k: expr, prop_list |
| Len | ::= * | * d | * d1.. | *.. d2 | * d1..d2 |
| temp_rel_type | ::= CONTINUOUS, PAIRWISE CONTINUOUS, SEQUENTIAL |

4.5.4 Queries

A T-Cypher query starts with an optional slicing statement used to specify a time instant or interval that is, by default, applied to all the variables of a query. This statement filters the valid variables at the requested time instant or during the requested time interval. The SNAPSHOT token is followed by a time instant to indicate that all query variables must be valid at this time instant. The RANGE_SLICE token is used to set the bounds of a time interval such that the validity intervals of these variables must intersect with the requested time interval. The LEFT_SLICE or RIGHT_SLICE tokens are used to set the right or left bounds of the time interval indicating that the variables of the query should exist before or after that time instant, respectively. We recall that the slicing statement is optional, and when omitted, it applies to the most recent snapshot of the graph.

Similar to a Cypher query, a T-Cypher query ends with a return statement. This
statement is used to indicate which query variables should be returned. Each returned expression can be optionally named using the token `AS` followed by an alias. For instance, `RETURN INTERSECTION(a@T, b@T) AS i` returns the intersection between the time intervals of node states (`a` and `b`) and binds the expression with the alias `i` which will be referred to in the returned result instead of the full expression.

### 4.6 Industrial integration of T-Cypher

In this section, we present the implementation details of T-Cypher in Thing’in\(^3\). As previously mentioned, Thing’in is an Orange-initiated platform managing a graph of IoT objects. This platform proposes to its clients a customized query language TiQL and uses ArangoDB [172] as a backend store such that TiQL queries are translated into AQL (official language used in ArangoDB) queries.

Regarding the importance of querying the history of the graphs managed by Thing’in, we added a time version support, allowing storing and querying the history of these graphs. Although our ultimate goal is the integration of our system Clock-G into the platform Thing’in, building a robust data management system requires a team of full-time engineers and years of progressive development. Regarding the urgent demand for temporal support by the clients of Thing’in, we decided to rely on an existing non-

---

temporal graph database to accelerate the implementation. The details of this implementation will be described in the following.

We present in Figure 4.13 the platform’s new architecture, including the added temporal layer. Note that we developed the temporal layer using the programming language Java. As shown in the figure, the clients of Thing’in can send CRUD requests (Create, Read, Update, and Delete) such that the read requests can be written in T-Cypher or TiQL languages. We prefer to keep both languages since an abrupt elimination of the original language (TiQL) is not convenient for users who are already familiar with the language and building applications using it. The main difference between both languages is that TiQL queries can only investigate the current graph state (i.e., the last updated version), whereas T-Cypher enables querying past and current graph states. To handle the history of the graph, we choose to integrate a Neo4j server [175]. Although running two separate database systems create consistency problems, using Neo4j simplifies the task of translating T-Cypher queries and evaluating them. Hence, we decided to keep an ArangoDB server to manage the most recent version of the graph and a Neo4j server to manage its history.

Figure 4.13 – Architecture of the Thing’in platform with the added temporal layer enabling the execution of T-Cypher queries
As presented in Figure 4.13, the **CRUD** requests are received by **Ziggy API**, which sends these requests to the Ziggy server, which is a critical component in the architecture of Thing’in. The Ziggy server is primarily responsible for interpreting the API requests and converting them into queries that can be evaluated against the backend stores.

When receiving a create, delete or update query, the **Ziggy server** will first send the equivalent operation to ArangoDB to update the last version of the graph. Then, it will assign the operation the current timestamp and send it as a graph event to the **Kafka channel**. These graph events will be collected by **Histdbfeed**, responsible for managing the temporal dimension of the graph using Neo4j. These requests can be sent and collected individually or in batches. We fixed two criteria for reading from the Kafka channel. The criterion with the highest priority is setting the number of graph events in a batch. In other words, when this threshold is reached, Histdbfeed will read all the graph events from the channel. This has the advantage of controlling the number of inserted graph events into Neo4j. Now, the batched write queries will be performed in a single transaction to limit the overhead of creating and running many transactions. The second criterion consists of fixing the duration of the graph events in the Kafka channel, which forces the collection of graph events after a period of time even if the threshold number is not reached. In some situations where the rate of the received graph events is relatively low, the graph events can become **stale** by the time of collecting them by Histdbfeed and persisting them in Neo4j. To ensure the persistence of these graph events regardless of their rates, we fixed the duration after which they will be collected and persisted. The HistdbFeed reads the graph events from the Kafka channel to execute their equivalent Cypher write queries against Neo4j.

After receiving a T-Cypher query, the Ziggy server will send it to Histdbfeed, translating it into a Cypher query that can be evaluated against Neo4j. The translation of T-Cypher queries into Cypher queries is based on syntax and model translation rules we present in the next section. The result of an evaluated query is then converted from Neo4j’s default format into customized formats that we have proposed to serve the needs of different endpoint applications. For instance, the result can be converted into **Full** or **Log-based**. The **Full-based** format returns all the node and relationship states satisfying a given pattern, including their starting and ending time instants. The **Log-based** format, however, returns the result as a series of timestamped logs (i.e., graph events) that corresponds to the creation or deletion of a node or relationship or
an update of their properties. This format is preceded by a complete snapshot of the returned subgraph, allowing the reconstruction of the result valid at the beginning of the requested time interval.

(a) Representation of a subgraph with the temporal property graph model

(b) Translated representation of a subgraph with the non-temporal property graph model

Figure 4.14 – Example of a temporal graph represented with the logical model and its translation into the non-temporal graph model

4.6.1 Model translation rules

The model used to represent the graph in Figure 5.1 is the logical model practitioners should follow when reasoning about T-Cypher queries. This model is translated into the non-temporal graph model supported by Neo4j by representing time intervals using properties. It is important to point out that this translation is completely transparent for end users. For each node or relationship occurrence, a new node or relationship instance is created with properties representing the starting and ending time instants of the occurrence \((t_{\text{start}})\) and \((t_{\text{end}})\). For each occurrence of a new property value of a node, a new property node is created that is connected to the actual node with a relationship having the type \((\text{hasProperty})\). This node is attached with three properties: \((\text{value})\), \((t_{\text{start}})\) and \((t_{\text{end}})\) to set the value and validity interval of the corresponding dynamic property.
Figure 4.14 illustrates the translation of a subgraph extracted from the toy graph in Figure 5.1. As shown in the figure, each node has two properties ($t_{\text{start}}$) and ($t_{\text{end}}$) indicating its time interval and is attached to several property nodes with a hasProperty relationship. Each property node corresponds to a single property value valid during a time interval defined by the properties $t_{\text{start}}$ and $t_{\text{end}}$. For example, the node $n_1$ is attached to 6 property nodes. The property node $p_{0}$ connected to $n_0$ includes the property $p_0$, the value 8 and the time interval $[t_1, t_6)$ by the setting the properties $t_{\text{start}}$ and $t_{\text{end}}$.

4.6.2 Query translation rules

To translate a T-Cypher query into a Cypher query, we use the parser generator ANTLR [188] and the query translation rules listed in this section. Figure 4.15 shows the query translation pipeline. First, a lexer breaks up a T-Cypher query into vocabulary symbols (i.e., tokens) and sends the symbol stream to the parser. The parser will then convert this stream into an Abstract Syntax Tree (AST) representing its content. The query builder visitor traverses the AST to analyze its content. In our translation procedure, a visitor traverses the tree to generate a query object. This query object is recognized by the Cypher query constructor, whose role is to interpret the query object and convert it into an equivalent Cypher query based on our query translation rules. To clarify these rules, we give in Figure 4.16 the translation of a T-Cypher query into a Cypher query. T-Cypher and the fragment of Cypher that we extended have the same expressive power, which allows the translation of any T-Cypher query into a Cypher query.

Temporal slicing clause

A temporal slice implies that the node and relationship states should exist in a requested time interval. To translate temporal slicing, we add a conjunction of temporal predicates on the properties ($t_{\text{start}}$ and $t_{\text{end}}$) referring to the starting and ending time instants of the nodes and relationships. For example, to convert the right slice in the T-Cypher query of Figure 4.16, we add for each node and relationship variable, defined in the query, a temporal condition in the Where sub-clause such as $u.t_{\text{End}} > t$ to indicate that the node state $u$ should begin end after the requested time instant $t$. To get the property nodes, we call a user-defined procedure that yields a list of all the
property nodes connected to each node variable defined in the query. We also specify in the called procedure the type of the temporal slice to exclude the property nodes not valid in the requested time interval or at the requested time instant. As presented in the example (Figure 4.16), we add CALL proc.getPropertyNodes on nodes \( u \) and \( v \) to get their property nodes. We also include a filtering condition that excludes the property nodes and the relationships connecting them to the original nodes. In our example, the label of node variables \( u \) and \( v \) is not specified. Hence, we add the condition \( \text{NOT}(u:\text{`property'}) \) AND \( \text{NOT}(v:\text{`property'}) \).

**Temporal relationship pattern**

Rigid temporal relationship patterns with the same minimum and maximum depth \( (n) \) are translated to \( n \) intermediate one-hop relationship patterns. Then, the temporal constraints applied to each type of temporal relationship pattern (continuous, sequential, or pairwise-continuous) are added to the Where sub-clause. Whereas queries with temporal relationship patterns of variable length between \( n \) and \( m \) are first converted into the union of sub-queries with a rigid pattern. The length of these rigid patterns varies between \( n \) and \( m \). Each sub-query is then translated based on the translation rules of a rigid pattern. Our query example (Figure 4.16) includes a temporal path of variable length. Hence, we create a Cypher query corresponding to each possible depth (between 2 and 3), then combine their results using the union operator. To include the temporal condition of the path, we add temporal constraints to the Where
sub-clause. For example, we add the constraint \((r0.tEnd <= r1.tStart)\) to indicate the sequentiality of the consecutive relationship variables \(r0\) and \(r1\).

**Temporal functions and operators**

An expression with temporal operators or functions is translated to a Cypher-based expression that is semantically equivalent using the built-in comparison operators and functions. For example, expression \((a@T \text{ BEFORE } b@T)\) is translated to a valid Cypher expression \((a.tEnd < b.tStart)\). However, functions and operators that cannot be ex-
pressed with the syntax of Cypher are implemented as Neo4j’s user-defined functions \(^4\). These functions added as plugins can be used in Cypher queries as built-in functions.

We can conclude from the example given in Figure 4.16 that the translated Cypher query is much more verbose than the T-Cypher query, which is a key advantage of using a native temporal query language.

### 4.7 Conclusion

We present in this chapter our proposed query language, T-Cypher. We first defined preliminary concepts to introduce the language, such as the temporal domain and temporal graph data model. Then, we presented the added temporal constructs with their syntax. Finally, we described the integration details of T-Cypher into the Thing’in platform. This process consists of coupling a non-temporal graph database with a temporal layer. This layer is responsible for converting the temporal graph model into the non-temporal counterpart and T-Cypher queries into Cypher ones. By presenting the query translation rules, we showed that Cypher queries are more verbose than their equivalent T-Cypher queries, which motivates using a query language with special temporal constructs.

---

4. [https://neo4j.com/docs/cypher-manual/current/functions/user-defined/]
This chapter presents our proposed storage technique that targets the reduction of the data volume while maintaining query latencies. The main goal is to integrate this storage technique into our system Clock-G.

As presented in Chapter 2, several approaches have been proposed to store temporal graphs, such as the Log and Copy+Log methods. The Log approach [94, 93] consists of storing graph updates as a series of timestamped logs which induces a severe performance bottleneck since recovering the state of the graph at a single time instant requires reloading all graph updates whose timestamps are lower than the requested one. To reduce query latency, the Copy+Log approach [138] consists of storing graph updates in temporally disjoint time windows along with snapshots representing each graph's state valid between two successive time windows. Evaluating a temporal query at a given time instant implies reading from the closest snapshot and constructing the initial state of the result valid at the time instant of the snapshot. Then, subsequent graph updates are loaded from the time window following that snapshot and applied incrementally on the returned result until reaching the requested time instant. Hence, this storage technique prunes the search space of the query evaluation process to, at most, a single snapshot and its subsequent time window. These methods present an apparent trade-off between space and query execution time, such that space usage is favored over query execution time or vice-versa. Besides, the underlying mechanism of the Copy+Log method materializes the state of the entire graph regularly, which is space-consuming, significantly when relatively small portions of the graph are changing while the rest remains static. This characteristic can be found in the majority of real-world temporal graphs. Notably, a large part of the graph of Thing’in is primarily static, implying that successive graph snapshots share many similarities. In the use case of smart factories, the relationships representing the connections between the machines and sensors, machines and locations (rooms, buildings, etc.) are almost static, and only the relations between the products and machines are dynamic. The problem with
the Copy+Log method is that unchangeable graph entities will be copied repeatedly in each snapshot which implies a considerable amount of redundant graph entities across snapshots.

In this chapter, we propose the \( \delta \)-Copy+Log storage approach to mitigate the cost of storing full graph snapshots. Our solution mainly differentiates from the Copy+Log by replacing graph snapshots with deltas representing the difference between a pair of consecutive snapshots. Hence, a delta contains a set of graph operations between two snapshots. In this set, we omit the graph operations occurring between consecutive snapshots and canceling each other. For example, the addition and deletion operators of the same node that occur sequentially between two graph snapshots are canceling operations. Besides, we propose an optimization technique to mitigate the query execution overhead caused by storing deltas instead of snapshots. This technique is applied on \( N \)-Hop traversal queries and assigns each delta with a Bloom filter that will be checked whenever data is requested from that delta.

We also conducted experiments on real and synthetic datasets. The results align with previous findings on the apparent trade-off between space and query execution time of the Copy+Log and Log. Furthermore, a comparison between these traditional methods and the \( \delta \)-Copy+Log validates the superior performance of our proposed method as it offers a compromise between the space usage and query execution time.

This chapter is organized as follows. Section 5.1 defines a formal model of temporal property graphs. Section 5.2 describes our proposed storage technique \( \delta \)-Copy+Log. Section 5.3 shows the implementation details of the \( \delta \)-Copy+Log method and its integration into Clock-G. Section 5.4 presents the results of evaluating the performance of Clock-G with large-scale real-world and synthetic temporal graphs and validates the gain of using \( \delta \)-Copy+Log technique compared to traditional methods.

5.1 Preliminaries

5.1.1 Temporal property graph model

In this section, we introduce the Operation-based Property Graph Model (OPGM) used throughout the Chapter to define key concepts of our proposal.

Let \( V \) and \( E \) denote finite sets of node and relationship identifiers (\( ids \)), respectively. Nodes and relationships can have a single label and a set of dynamic property keys
denoted as \( P \). Let \( R \) denote an infinite set of atomic values that can have any type from a finite set of data types \( D \) (e.g., string), \( L \) denote a finite set of strings, \( id \) denote an identifier, \( 2^X \) denote the set of all finite subsets of the domain \( X \). Let \( \Omega^T \) denote the time domain defined in Chapter 4 (Section 4.2.1). Finally let \( a, d \) and \( u \) denote an addition, deletion and update respectively. We define a graph operation \( \epsilon_i \) as an action applied on a graph entity that translates to an addition/deletion of a node/relationship or the update of a dynamic property. We define finite sequence of temporally ordered graph operations \( \Upsilon = \{ \epsilon_i, i \in \mathbb{N} \} \). Following the OPGM, a temporal property graph model is a tuple:

\[
G^O = \{ \Upsilon, V, E, P, \rho, \alpha, f^G, f^T, f^E \}
\]

We explain the functions below:

- \( \rho : (V \cup E) \rightarrow 2^L \) maps each node and relationship to a finite set of labels from \( L \).
- \( \alpha : E \rightarrow (V \times V) \) maps each relationship to its source and target \( ID \).
- \( f^G : \Upsilon \rightarrow (V \cup E \cup (V \cup E) \times R \times P) \) maps a graph operation to its corresponding graph entity.
- \( f^T : \Upsilon \rightarrow D^T \) maps a graph operation to its corresponding time instant.
- \( f^E : \Upsilon \rightarrow \{ a, d, u \} \) maps a graph operation to an addition \((a)\), deletion \((d)\) or update \((u)\).

**Example 5.1.1.** To illustrate, we provide an example of a toy graph inspired by the use case of a smart factory. Figures 5.1(a) and 5.1(b) illustrate a temporal property graph and its representation based on the OPGM model. The temporal graph models the dynamic connections between the machines and products and the different values recorded by the sensors monitoring the state of the machines. We show how, for a sample of nodes and relationships, the history of this graph can be represented using the previous definitions:

- \( V = \{ n_1, ..., n_5 \} \), \( E = \{ e_1, ..., e_6 \} \), \( P = \{ \text{Status} \} \);
- \( \rho(r) = \begin{cases} \{ \text{Machine} \}, & \text{if } r \in \{ n_1, n_2 \} \\ \{ \text{In} \}, & \text{if } r \in \{ e_1, ..., e_6 \} \end{cases} \);
- \( \alpha = \{ e_1 \rightarrow (n_3, n_2), e_2 \rightarrow (n_3, n_2) \} \);
- \( \Upsilon = \{ \epsilon_1, ..., \epsilon_{14} \} \);
- \( f^G = \{ \epsilon_1 \rightarrow e_1, \epsilon^4 \rightarrow e_1, \epsilon^{13} \rightarrow (n_1, O, \text{Status}) \} \);
- \( f^T = \{ \epsilon_1 \rightarrow t^1, \epsilon^4 \rightarrow t^4, \epsilon^{13} \rightarrow t^{12} \} \);
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\[ f^E = \{ \epsilon^1 \rightarrow a, \epsilon^4 \rightarrow d, \epsilon^{13} \rightarrow u \}; \]

As presented in Figure 5.1(a), the validity intervals of nodes indicate the time during which the corresponding machine or product was recorded in the database. The validity intervals of the ‘In’ relationships indicate the time during which a product was in a machine. The property ‘Status’ indicates the value and the time interval of the status of a machine.

Figure 5.1 – Example illustrating a temporal property graph and its representation based on the OPGM model. We used (a), (d), (u), (N), (O) to denote addition, deletion, update of a dynamic property, normal and out-of-service, respectively

5.2 \( \delta \)-Copy+Log

The \( \delta \)-Copy+Log is a variant of the Copy+Log storage approach, which we propose to mitigate the space cost induced by storing full snapshots. Recall that the Copy+Log consists of storing valid snapshots between the boundaries of a time window such
5.2. δ-Copy+Log

that each time window contains a fixed number of graph operations. The δ-Copy+Log follows a similar mechanism with the main difference but stores deltas instead of snapshots. A critical point is that a delta differs from a time window. A time window contains every graph operation between two snapshots, whereas a delta contains only the minimum number of graph operations that transform a snapshot into another one. Indeed, adding an element is canceled by deleting the same element. Hence, both operations are stored in a time window but omitted from the delta.

We store a snapshot after several time windows to serve as a starting point for query evaluation. Having this, we store graph operations in consecutive time buckets containing a number $M$ of time windows such that the first $M−1$ time windows end with a delta, whereas the final time window ends with a snapshot. A critical optimization is the forward and backward data storage and retrieval. Half of the deltas and time windows in a bucket are constructed in a forward fashion, whereas the other half is built in a backward fashion. The rationale behind this choice is the acceleration of the query execution time. That is, we choose the closest snapshot from which to start the retrieval and then compute the result in a forward or backward fashion, whether the time instant of that snapshot is lower or greater than the requested one.

To illustrate, we present the internals of the δ-Copy+Log technique in Figure 5.2. This example is used throughout this section to clarify key concepts of our proposal.

All the symbols used in this section can be found in table 5.1. In the following, we describe the critical components of the δ-Copy+Log approach.

**Time buckets:** We keep graph updates in temporally disjoint time buckets, each containing $M$ time windows and their corresponding checkpoints that can be a delta or a snapshot. We present in Figure 5.2 the internals of a time bucket parameterized with $M = 6$. That is, we store a snapshot ($S^6$) valid at the highest time instant of the last time window of each bucket ($ω^6_0$) and a delta ($δ^6_1$, $δ^6_2$, $δ^6_4$, $δ^6_5$) at the boundary of each of the remaining time windows ($ω^1_0$, $ω^2_0$, $ω^4_0$, $ω^5_0$). Having this, $M$ time windows exist between the snapshots of two consecutive buckets.

The first $M/2$ time windows ($ω^1_0$, $ω^2_0$, $ω^3_0$) are constructed forward. The rest of the time windows are constructed backward ($ω^4_0$, $ω^5_0$, $ω^6_0$).

To formalize, we consider the sequence of time buckets $B = \{b^i|i ∈ N\}$ s.t. a time bucket is defined as the tuple $b^i = (Ω^i, Γ^i)$:

- $Ω^i = \{ω^j | j ∈ [iM + 1, (i + 1)M]\}$ is the sequence of time windows that can be a
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Sequence of time buckets</td>
</tr>
<tr>
<td>$b^i$</td>
<td>Time bucket</td>
</tr>
<tr>
<td>$\Omega^i$</td>
<td>Sequence of time windows</td>
</tr>
<tr>
<td>$\Gamma^i$</td>
<td>Sequence of checkpoints</td>
</tr>
<tr>
<td>$\omega^i_{\Rightarrow}, \omega^i_{\Leftarrow}$</td>
<td>Forward and Backward time window</td>
</tr>
<tr>
<td>$s^i$</td>
<td>Snapshot</td>
</tr>
<tr>
<td>$\delta^i_{\Rightarrow}, \delta^i_{\Leftarrow}$</td>
<td>Forward and Backward delta</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of time windows in a bucket</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of graph operations in a time window</td>
</tr>
</tbody>
</table>

Table 5.1 – Symbols and their descriptions used in the formalization of the $\delta$-Copy+Log approach

Forward or backward time window s.t.:

$$
\omega^j = \begin{cases}
\omega^j_{\Rightarrow} & \text{if } j \in [iM + 1, (i + 1/2)M] \\
\omega^j_{\Leftarrow} & \text{if } j \in [(i + 1/2)M + 1, (i + 1)M]
\end{cases} \quad (5.1)
$$

$$
\Gamma^i = \{ \gamma^j | j \in [iM + 1, (i + 1)M] - (i + 1/2)M \} \text{ is the sequence of checkpoints that can be a snapshot, forward or backward delta s.t.}:
$$

$$
\gamma^j = \begin{cases}
s^j & \text{if } j = (i+1)M \\
\delta^j_{\Rightarrow} & \text{if } j \in [iM + 1, (i + 1/2)M - 1] \\
\delta^j_{\Leftarrow} & \text{if } j \in [(i + 1/2)M + 1, (i + 1)M - 1]
\end{cases} \quad (5.2)
$$

**Time windows:** A time window is a physical container of $N$ graph operations. The time windows presented in Figure 5.2 are configured with $N = 3$. A forward time window $(\omega^1_{\Rightarrow}, \omega^2_{\Rightarrow}, \omega^3_{\Rightarrow})$ contains graph operations sorted in ascending chronological order. A backward time window $(\omega^4_{\Leftarrow}, \omega^5_{\Leftarrow}, \omega^6_{\Leftarrow})$ contains graph operations that are first reversed, meaning that an addition operation is stored as a deletion and vice versa, then sorted following a decreasing order of their timestamps.

**Snapshots:** A snapshot is persisted at the ending time instant of the last time window of a bucket and represents a valid state at that time instant. As presented in Figure 5.2, snapshot $(S^6)$ is stored at the ending time instant of the time window $\omega^6_{\Leftarrow}$. If the bucket
corresponds to a node or relationship label, then a snapshot contains all nodes and relationships at the time of the snapshot. Whereas, if the bucket corresponds to a dynamic property, then a snapshot includes all nodes and relationships that have that property with the last updated value before or at the time instant of a snapshot.

**Deltas:** A delta between two snapshots $S$ and $S'$ contains the minimum number of graph updates that permit the transformation of $S$ into $S'$. If an addition operation is followed by a deletion of the same graph entity, these graph operations cancel each other and will not be added to the corresponding delta. For example, the delta $\delta_1^1$ in Figure 5.2 corresponds to the difference between snapshots $S_0^1$ and $S_1^1$ and contains the deletion operation of relationship $e_2$ denoted as $-e_2$. The two additional graph operations ($-e_5$ and $+e_5$) are not included in the delta because they represent a canceling pair of operations. We formally define a forward delta $\delta_i^j$, using constructs from the OPGM model, as follows:

$$\delta_i^j = \{ \epsilon^k | \forall \epsilon^k \in \omega_i \Rightarrow (\forall \epsilon^l \in \omega_i \Rightarrow -\{\epsilon^k\}) (f_G(\epsilon^k) = f_G(\epsilon^l)) \Rightarrow f_T(\epsilon^k) > f_T(\epsilon^l)) \}$$

Equation (5.3) states that a graph operation is contained in a forward delta if the former is not followed by any other graph operation in the same time window that maps to the same graph entity. A formal definition of a backward delta can be derived from Equation (5.3) by replacing $\delta_i^j$ and $\omega_i$ by $\delta_i^j$ and $\omega_i$ and $(f_T(\epsilon^k) > f_T(\epsilon^l))$ by $(f_T(\epsilon^k) < f_T(\epsilon^l))$.

**Bloom filter** Bloom filters are assigned to each delta to mitigate the execution time overhead of queries induced by the storage of deltas instead of snapshots. For each graph operation in a delta, we add the identifier of the corresponding node to the Bloom filter. Having this, queries are accelerated by skipping the retrieval of graph operations related to the requested node if the identifier of the latter is not found in the Bloom filter.

The example in the Figure 5.2 shows how a temporal graph is stored using the $\delta$-Copy+Log method. More particularly, this example shows the internals of a time bucket configured with parameters $N = 3$ and $M = 6$. The history of the graph is composed of 18 graph operations distributed on 6 time windows. These graph operations represent
Figure 5.2 – An example of the internals of the $\delta$-Copy+Log showing a time bucket ($b^i$) with $M = 6$, forward and backwards time windows ($\omega_{\rightarrow}^i$, $\omega_{\leftarrow}^i$), deltas ($\delta_{\rightarrow}^i$, $\delta_{\leftarrow}^i$) and snapshot $S^i$. 
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either additions or deletions of relationships \( \{ e_0, \ldots, e_5 \} \) connecting the nodes of the graph \( \{ n_0, \ldots, n_3 \} \). We consider that the snapshot \( S^0 \) represents the state of the graph at time instant \( t^0 \), and no graph operations are recorded into the system with a timestamp lower than \( t^0 \). However, the snapshot \( S^6 \) corresponds to the state of the graph at time instant \( t^6 \). Each forward time window \( (\omega_1^\Rightarrow \text{ and } \omega_2^\Rightarrow) \) contains three graph operations and ends with a forward delta \( (\delta_1^\Rightarrow \text{ and } \delta_2^\Rightarrow) \). The delta \( \delta_1^\Rightarrow \) corresponds to the difference between snapshots \( S^0 \) and \( S^1 \) and contains the deletion operation of relationship \( e_2 \) denoted as \(-e_2\). The two additional graph operations \((-e_5 \text{ and } +e_5)\) are not included in the delta because they represent a canceling pair of operations. The backward time windows \( (\omega_5^\Leftarrow \text{ and } \omega_6^\Leftarrow) \) each contains 3 graph operations and ends with a delta \( (\delta_5^\Leftarrow \text{ and } \delta_6^\Leftarrow) \). The delta \( \delta_5^\Leftarrow \) corresponds to the difference between snapshots \( S_5 \) and \( S_6 \) and only contains the addition of the relationship \( e_3 \). The two additional graph operations \((-e_3 \text{ and } +e_3)\) represent a pair of canceling operations. Hence, they can be removed from the delta. Notice that the forward and backward time windows \( \omega_3^\Rightarrow \text{ and } \omega_4^\Rightarrow \) do not end with a delta since it is not needed for query evaluation.

By referring to this example, we explain the process of computing the neighborhood of a single node at a given time instant based on the forward and backward layouts.

**Forward computation**  

The computation of the direct neighbors of the node \( n_1 \) at a time instant \( t \) falling between time instants \( t_2 \) and \( t_3 \) implies a forward evaluation since the requested time instant between the boundaries of the time windows in forward layout. First, relationships \( e_0, e_5, \text{ and } e_1 \) are loaded from snapshot \( S^0 \). Second, a Bloom filter associated with \( \delta_1^\Rightarrow \) will be queried to check the existence of any graph operations representing the addition or removal of an outgoing relationship of \( n_1 \). The corresponding Bloom filter will return a negative response indicating that no graph operation related to \( n_1 \) exists in \( \delta_1^\Rightarrow \); hence, it can be skipped. Third, a Bloom filter associated with \( \delta_2^\Rightarrow \) will return a positive response indicating that the delta might contain graph operations related to \( n_1 \) and should be fetched. The graph operation \((-e_1)\) will be returned from \( \delta_2^\Rightarrow \) and applied to the neighborhood of \( n_1 \) that has been computed so far. This implies that the relationship \( e_1 \) will be removed from the computed result. Finally, the time window \( \omega_3^\Rightarrow \) will be fetched to complete the result. Suppose that the requested time instant is equal to the timestamp of the graph operation \((-e_3)\), then no graph operations will be applied to the result since graph operations \((+e_3) \text{ and } (+e_3)\) are related to the node \( n_0 \). Hence, the neighborhood of \( n_1 \) at time instant \( t \) contains relationships \( e_0 \) and
Backward computation  The computation of the neighborhood of $n_1$ at a time instant $t$ falling between time instants $t_3$ and $t_4$ implies computing the result in a backward fashion since the requested time instant between the boundaries of the time windows in forward layout. First, the outgoing relationships $e_0$ and $e_1$ will be loaded from snapshot $S_6$. Second, the delta $\delta_{5_n}$ will be fetched since the corresponding Bloom filter will return a positive response. The loaded graph operation ($+e_5$) will be applied on the neighborhood of $n_0$ loaded from snapshot $S_6$. Hence, the relationship $e_5$ will be added to the result. Similarly, the delta $\delta_{4_n}$ will be fetched since the corresponding Bloom filter will return a positive response. Then, the graph operation ($-e_5$) will be applied to the returned result, implying the removal of relationship $e_5$. Finally, the time window $\omega_{4_n}$ will be searched to complete the result. Suppose that the time instant $t$ is equal to the timestamp of the graph operation ($+e_4$) of the time window $\omega_{4_n}$, then only graph operations ($-e_4$) and ($+e_4$) will be returned. However, the returned graph operations are not related to node $n_1$. Hence, they will be skipped, and the computation will end. Having this, the computed neighborhood of $n_0$ at time instant $t$ will contain the relationships $e_0$ and $e_1$.

5.2.1 Space and time complexities

This section presents the space and time complexities of $\delta$-Copy+Log, Log, and Copy+Log methods. We consider the system parameters: $N$, $M$, $c_1$, $c_2$, $r_1$ and $r_2$ and the graph parameters: $\gamma$ and $p_d$. Parameters $\gamma$, $N$, and $M$ are previously defined and correspond to the set of all the graph operations, the number of graph operations in a time window, and the number of time windows in a bucket, respectively. Now, parameters $c_1$ and $c_2$ are constants corresponding to the space occupied by a single graph operation or graph element. Whereas $r_1$ and $r_2$ are constants that correspond to the time taken to read a graph operation or graph element. Parameter $p_d$ corresponds to the probability of deleting a graph element. For simplicity, we assume that all deleted elements are created in the same time window.

The space usage of the $\delta$-Copy+Log method is the sum of the space occupied by graph operations ($\chi_o$), deltas ($\chi_d$) and snapshots ($\chi_s$). We compute ($\chi_o$), ($\chi_d$) and ($\chi_s$) separately, as follows.
Space occupied by graph operations is equal to the total number of graph operations (|\gamma|) times the space occupied by each graph operation \(c_1\) as indicated in the following equation:

\[ \chi_o = |\gamma|c_1 \]

Space occupied by deltas is equal to the total number of deltas \(\left(\frac{(M-2)|\gamma|}{NM}\right)\) times the space occupied by each delta. The space occupied by each delta is equal to the total number of graph operations that are not canceled by a deletion \((N - 2p_dN)\) times the space occupied by each graph operation \(c_1\). Having this, the space occupied by deltas can be computed as follows:

\[ \chi_d = (1 - 2p_d)\frac{M - 2}{M}c_1|\gamma| \]

Space occupied by snapshots The total number of graph elements in the \(i^{th}\) snapshot is equal to the total number of graph operations that were not canceled by any deletion \((iNM (1 - 2p_d))\) whereas the total number of snapshots is equal to \(\frac{|\gamma|}{NM}\). Given that, the number of elements in snapshots represent an arithmetic sequence: \(\{NM(1 - 2p_d), 2NM(1 - 2p_d), \ldots, \frac{|\gamma|}{NM}NM(1 - 2p_d)\}\). The space usage of snapshots is equal to the sum of the number of elements in all snapshots times the space usage of a graph element \(c_2\), leading to the following equation:

\[
\begin{align*}
\chi_s &= \left(\frac{|\gamma| + 1}{NM}\right)\frac{(1 - 2p_d)|\gamma|}{2}c_2; \quad \frac{|\gamma|}{NM} \gg 1 \\
&= \frac{(1 - 2p_d)}{2NM}c_2|\gamma|^2
\end{align*}
\]

Having this, the total space usage of the \(\delta\)-Copy+Log method \(\chi_{\delta\text{-CL}}\) can be formulated as follows:

\[ \chi_{\delta\text{-CL}} = \left(1 + (1 - 2p_d)\frac{M - 2}{M}\right)c_1|\gamma| + \frac{(1 - 2p_d)}{2NM}c_2|\gamma|^2 \]

The space usage of the Log approach \(\chi_{\text{Log}}\) is equal to the space occupied by all graph operations \(\chi_o\), implying the following:

\[ \chi_{\text{Log}} = c_1|\gamma| \]

The space usage of the Copy+Log method \(\chi_{\text{CL}}\) is equal to the space occupied by
graph operations and snapshots ($\chi_o + \chi_s$) where $M = 1$. Having this, we derive the following:

$$\chi_{CL} = c_1\gamma| + \frac{(1 - 2p_d)}{2N}c_2|\gamma|^2$$

From the obtained equations for $\chi_{Log}$, $\chi_{\delta-CL}$ and $\chi_{CL}$, we can derive the following:

$$\chi_{Log} \leq \chi_{\delta-CL} \leq \chi_{CL}$$

We analyze the time complexity of a unary query evaluation operator for point-based traversal queries. The expand operator ($\uparrow_\tau (v)$) retrieves all the relationships of a node $v$ whose validity intervals contain the time instant $\tau$. Note that the static version of the expand operator was first introduced in the graph algebra proposed by Hölsch et al. in [126]. In this complexity analysis, we use a basic temporal variant of this operator.

**Execution time of the expand operator**: We consider the worst-case execution time of the operator. Expanding a node at a given time instant implies reading at most from the snapshot whose timestamp is the closest to $\tau$. Then, it induces reading all the operations in the deltas of the selected time bucket whose time interval is before $\tau$, which implies reading $((\frac{M}{2} - 1)N)$ graph operations. Finally, it induces reading all the graph operations in the time window that follows the last selected delta. Having this, we obtain the following:

$$T_{\delta-CL} (\uparrow_\tau (v)) = \left(r_2 + \left(\frac{M}{2} - 1\right)Nr_1 + Nr_1\right)$$

Expanding a node using the Log method might incur loading all graph operations in $\gamma$. Having this, we derive the following:

$$T_{Log} (\uparrow_\tau (v)) = |\gamma|r_1$$

Finally, the expansion of a node using the Copy+Log method incurs a single snapshot read which implies the following:

$$T_{Copy+Log} (\uparrow_\tau (v)) = r_2$$

Consider $|\gamma| \gg \left(\frac{NM}{2}\right)$ and $|\gamma| \gg \frac{c_2}{r_1}$, then we can derive the following:

$$T_{Copy+Log}(\uparrow_\tau (v)) \leq T_{\delta-CL}(\uparrow_\tau (v)) \leq T_{Log}(\uparrow_\tau (v))$$
This analysis validates that $\delta$-Copy+Log presents a compromise between the Log and Copy+Log methods.

5.3 Implementation

This section provides the implementation details of the delta Copy+Log technique and its integration into Clock-G. We will refer throughout this section to the components integrated into the architecture of Clock-G as presented in Chapter 3 (Section 3.1, Figure 3.1).

5.3.1 System components

We present in the following the functionality of each of the components: Request handler, Storage manager, Backend connector, Backend store, and Bloom filter briefly described in Chapter 3 and presented in Figure 3.1.

Request handler

The request handler maintains a pool of workers such that each worker is assigned a client request. A client request corresponds to either the insertion of a graph operation or a temporal query. When handling a write request, the request handler worker will first require the metadata information from the storage manager, which will send instructions to store the graph operation. Once received, the request handler sends a message containing the instructions from the storage manager to the backend connector to insert the graph operation. When handling a read request, the request handler will convert it into a set of atomic operators. It will execute each query operator by sending atomic read requests to the backend connector. Finally, the worker sends the obtained result back to the query client. The extended version of the request handler, including a query planner for T-Cypher queries, is provided in Chapter 6.

Storage manager

The storage manager maintains a metadata structure, presented in Figure 5.3, that directs the insertion of a graph operation to the corresponding storage entities. Besides insertion, the storage manager uses this data structure to direct the read operations
Figure 5.3 – Internals of the metadata managed by the storage manager

to corresponding storage entities. Besides, the storage manager orders the creation of a delta or snapshot when needed. When the number of graph operations in a time window reaches the threshold $N$, the storage manager sends a creation order to the backend connector, which will create the delta. When the number of created time windows in a bucket reaches the threshold $M$, the storage manager orders the creation of a full graph operation by sending a message to the backend connector. The creation of the delta and snapshot will be further discussed in Section 5.3.1. The metadata is composed of several graph spaces, each corresponding to a predefined collection of nodes and relationships that belongs to a user application. Each graph space contains the metadata of several graph entities, each corresponding to a given node label, relationship type, or property name. For instance, the graph space corresponding to the toy graph presented in Example 5.1.1 (Figure 2.1) will be associated with entities \{ Machine, Product, In, Status \}. The storage manager will maintain the metadata of each of these graph entities. A graph entity holds the metadata related to time buckets, including a time index. The time index is composed of a sorted list of timestamps where each timestamp corresponds to the maximum timestamp recorded in a time bucket. An auxiliary map is used to assign each timestamp in the time index to the metadata of a
time bucket. Now, the metadata of a time bucket contains the time indexes and metadata of forward and backward time windows. The forward and backward time indexes are composed of a sorted array of timestamps corresponding to the maximum timestamp recorded in a time window.

Backend connector

The backend connector is the direct connector with the backend store and is responsible for executing the atomic read and write operations of the request handler. The backend store relies on the column-oriented data store Cassandra [147]. Hence, the backend connector connects and sends atomic requests to a Cassandra instance. Besides, the backend connector is composed of several workers. Each worker is responsible for a number of graph partitions and executes atomic read and write operations on its local graph partitions. The worker is responsible for inserting atomic graph operations in the time window tables and creating snapshots and deltas.

Insertion of a graph operation  In order to insert an atomic graph operation, the worker receives a write request from the request handler worker. This write request contains the metadata that directs the graph operation to the corresponding Cassandra table, along with other information about the operation. For instance, a write request for a graph operation corresponding to a node creation contains the identifier of the node, timestamp, type of the event, and the identifier of the time window in which the operation will be inserted, along with a flag that indicates if the operation should be written in forward or backward layouts. If the graph operation corresponds to a node creation or deletion, then the label of the node and its identifier and the type of the event will be sent. Note that the static properties of the node should also be sent in the write request if the operation corresponds to an insertion. The write request of a graph operation corresponding to a relationship contains the identifier of the source and target nodes, the timestamp, and the type of the event. Note that the graph operation corresponds to addition and also includes the static properties of the relationship. The write request of a graph operation corresponding to the update of a dynamic property contains the identifier of the corresponding node or the identifiers of the source and target nodes, the value of the property, and the timestamp of the graph operation. After receiving the write request and the corresponding metadata, the worker generates
a CQL (Query language of Cassandra) insertion query and executes it against the backend store.

**Delta creation** The creation of a delta corresponding to a time window implies reading all of its graph operations. A critical point is that these graph operations are stored sequentially on disk based on their chronological order. Hence, when creating a delta, the graph updates are loaded sequentially with the correct chronological order, which avoids a costly sorting operation. This implies that the space and time complexities of creating a delta are $O(N)$. Now in order to create a delta that corresponds to the node store, we create an empty map that associates a node identifier with a graph operation. Then, we iterate through the loaded graph operations and insert the graph operation in the map if the latter does not contain a graph operation for that node identifier. Otherwise, the node identifier and graph operation, previously added to the map, are removed. After iterating over the graph operations, the worker transforms the resulting graph operations contained in the map into several batches of CQL insertion queries. Finally, the worker sends the batch requests to the backend store in order to create the delta.

**Snapshot creation** The creation of the snapshot of a bucket implies reading the closest snapshot (i.e., the snapshot of the previous time bucket), the forward and backward deltas in the time bucket, and the final time window. In order to create a node snapshot, we create a map that assigns a node identifier to a graph element representing a node and containing its static properties and creation timestamp. Then, we iterate through the graph operations of the forward deltas. If the graph operation is an addition, we add the graph element to the map; otherwise, we remove it. This procedure is followed by iterating through the graph operations of the backward deltas. Each graph operation is first inverted, then applied to the map (e.g., a deletion operation is converted into an addition). Then, we add or remove graph elements from the map following the same principle applied to forward deltas. The final task consists of reading from the last time window in a bucket which is stored in a backward layout. The operations loaded from the final time window will be inverted and then applied to the map. The final map will be converted to several batches of CQL insertion requests. Finally, these requests will be sent to the backend store to create the snapshot.

Besides writing individual graph operations and creating deltas and snapshots, the
backend connector worker also evaluates individual reads. When evaluating a temporal query, the request handler sends read operations to the backend connector.

**Backend store**

The backend store of Clock-G is the column-oriented data store Apache Cassandra [147]. We designed a graph translation layer in order to transition from the flat data model (tables) offered by Cassandra into a temporal graph model.

<table>
<thead>
<tr>
<th>Store</th>
<th>Clustering key</th>
<th>Regular columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>node</td>
<td>node Id, Timestamp</td>
<td>Event, Static properties</td>
</tr>
<tr>
<td>relationship (Out)</td>
<td>Source Id, Timestamp, Target Id</td>
<td>Event, Static properties</td>
</tr>
<tr>
<td>relationship (In)</td>
<td>Target Id, Timestamp, Source Id</td>
<td>Event, Static properties</td>
</tr>
<tr>
<td>node property</td>
<td>node Id, Timestamp</td>
<td>Value</td>
</tr>
<tr>
<td>relationship property (Out)</td>
<td>Source Id, Target Id, Timestamp</td>
<td>Value</td>
</tr>
<tr>
<td>relationship property (In)</td>
<td>Target Id, Source Id, Timestamp</td>
<td>Value</td>
</tr>
</tbody>
</table>

Table 5.2 – Description of the internals of Cassandra tables corresponding to the time windows of node, relationship, and node/relationship dynamic property stores

For instance, we separate the storage based on the graph entity type. That is, we store node operations in the node store, relationship operations in the relationship store, and dynamic property operations in the property store. The rationale behind this choice is that for a large subset of queries, attribute information is not used, and only the topology (i.e., graph structure) is important. Thus, we propose storing properties in separate collections (Cassandra tables). In each store, the storage is separated based on the type of graph element. That is, node and relationship stores separate the storage of different node and relationship labels, respectively. Whereas property store
separates the storage of different property names. Note that the property store contains the history of dynamic properties, whereas static properties are stored in either node or relationship store whether the property corresponds to a node or relationship, respectively. The fact that graph elements are more likely to be queried independently motivated the separation of their separation on storage level. However, if several graph elements are requested in a single query, one can achieve an acceleration due to this separation by asynchronously fetching graph updates from different storage units.

For each node/relationship label or dynamic property name, we partition the storage based on a Hash partitioning strategy. Each of these partitions corresponds to a storage unit and is stored following the $\delta$-Copy+Log method (denoted $\delta$-CL in Figure 3.1). Hence, we distribute node or relationship operations across storage units based on the hashed value of the node or source identifier respectively. The dynamic property operations are distributed based on the hashed value of the corresponding node or source identifier if the dynamic property is assigned to a node or relationship property, respectively. Indeed, this partitioning can reduce the cost of checkpoint materialization, where a checkpoint is created after the insertion of $N$ graph operations related to a partition of graph entities rather than the entire graph.

We differentiate between static and dynamic properties to reduce disk space usage so that static properties will be stored along with the corresponding node or relationship, whereas dynamic properties are stored separately. The storage internals of the Cassandra tables that constitute node, relationship, and dynamic property stores are depicted in Table 5.2. In this table, we show for each store and each $\delta$-Copy+Log component that can be a time window, delta, or snapshot, the composition of the columns of the corresponding Cassandra table. Note that a Cassandra table has a Partition Key that can be a composition of a set of column names such that for each distinct set of values of these columns, a new partition of that table is created. We omit the Partition Key from Table 5.2 as it.

The node store contains the history of the nodes, which includes their identifier (node Id) and the values of the static properties. The partition key of each store is the composition of the partition and component identifiers. Having this, each partition in the node store contains the history of a group of nodes. The clustering key of the time window table is a composition of the node identifier and the timestamp of the operations. Following the order of the columns in the clustering key, the rows (graph operations) in a single partition will be sorted on disk first by the node identifier and
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then by the timestamp. The regular columns include the event of the graph operation (i.e., addition or deletion). The clustering key of the checkpoint table is the node identifier, whereas the regular columns are the timestamp, event, and static properties. The snapshots and deltas are stored within the same table. However, the rows belonging to a snapshot do not set the regular column named (Event) since the rows stored in a snapshot correspond to graph elements rather than graph operations.

As shown in Table (5.2), we store two distinct tables for the outgoing and incoming relationships. The relationship store contains the history of relationships which includes the identifiers of the source and target nodes and a set of static properties. Now, each partition in the relationship table contains the history of a group of relationships. The relationships in the outgoing relationship store are partitioned based on the identifier of the source node. The relationships in the incoming relationship store are partitioned based on the identifier of the target node. The clustering key of the time window table in the outgoing relationship store corresponds to the composition of the source identifier, timestamp, and target identifier. Hence, graph operations will be first sorted by the source identifier. Then, for each source node, the graph operations are sorted based on their timestamps. The same principle holds for the time window of the outgoing relationship store with the main difference of sorting graph operations based on the identifier of the target node. Sorting graph operations on disk simplify the task of reading consecutive graph operations related to a source or target node. Now, the clustering key of the checkpoint table is the composition of source and target identifiers. The regular columns of the time window table contain the event of the graph operations and the static properties of the relationship. However, the regular columns of the checkpoint table contain the timestamp, event, and static properties. We create a separate Cassandra table for the dynamic properties of nodes and incoming and outgoing relationships. The partitions of these dynamic stores contain the history of a group of nodes and the relationships of a group of source or target nodes.

Bloom Cache

In order to mitigate the execution time overhead of graph traversals induced by the storage of deltas instead of snapshots, we assign each relationship delta with a Bloom filter. Now, a relationship delta is a delta that corresponds to a storage unit of a relationship label. Indeed, for each graph operation in a delta, we add the identifier of the source node to the Bloom filter. Having this, we can accelerate graph traversals
by skipping the retrieval of the neighborhood of a node if the identifier of the latter is not found in the Bloom filter. It should be noted that we keep Bloom filters in the main memory such that we fix the threshold of memory usage as a design parameter to limit the creation of Bloom filters. That is, whenever the space occupied by Bloom filters reaches the specified threshold, we follow a FIFO (First In First Out) policy to evict the oldest Bloom Filters from the cache.

5.3.2 Querying

In this Section, we provide the implementation details of basic temporal graph queries: Local/Global Point/Range queries described in Chapter 2.2.1. Note that the evaluation of more complex queries (T-Cypher queries) is provided in Chapter 6.

Point-based local queries

A point-based local query retrieves the N-Hop neighborhood of a node given several predicates. These predicates are used to express constraints on the \( id \), label, or values of properties of the starting node, length of the traversal, type of the relationships, and the time instant at which all the nodes and relationships must be valid.

For the special use case of a smart factory presented in this thesis, a local query (N-Hop queries, i.e.) retrieves, for example, the surroundings of a malfunctioning machine, including sensors, other machines, and products up to a fixed length, given a set of property predicates and a given time instant. The returned result is in the form of a Bag of records such that each record \( u \) is a tuple mapping a field name \( k \) to a value \( v \) such that \( u(k) = v \). The notation \( \text{dom}(u) \) is used to denote the domain of \( u \). Now, each tuple represents a valid path that maps a depth \( d' \), such that \( 0 \leq d' \leq d \) where \( d \) is the depth of the traversal, to the \( id \) of the node that belongs to the path at \( d' \). To introduce the algorithm of the traversal, we define the following unary operators:

- **Select**: \( \sigma_c(r) \) This operator selects the tuples of a bag \( r \) for which the propositional formula \( c \) holds and returns a new bag with the selected tuples.

- **Distinct**: \( \vartheta(r) \) This operator returns a bag containing all distinct tuples of a bag \( r \) such that it de-duplicates the tuples sharing the same set of fields and mapped to the same values.

- **Projection**: \( \pi_{f_0, f_1, \ldots, f_n}(r) \) This operator keeps a specific set of the names of the fields \( (f_0, f_1, \ldots, f_n) \) of a bag \( r \).
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— **Expand**: $\xrightarrow{(r)}_{i,(x,y)}$ This operator expands a tuple $u$, if $u$ is contained in a bag $r$ and maps the field $i$ to the value $x$ such that $u(i) = x$, by adding the field $i + 1$ to $\text{dom}(u)$ such that $u(i + 1) = y$ and keeps $u$ unchanged otherwise. Then, the operator adds the tuple $u$ to the returned bag.

— **Shrink**: $\xleftarrow{(r)}_{i,(x,y)}$ This operator shrinks a tuple $u$, if $u$ is contained in a bag $r$ and maps fields $i$ and $i + 1$ to values $x$ and $y$ such that $u(i) = x$ and $u(i + 1) = y$, by removing the field $i + 1$ from $\text{dom}(u)$ and keeping $u$ unchanged otherwise. Then, the operator adds the tuple $u$ to the returned bag.

Algorithm 1 depicts how the N-Hop traversal is computed. The Algorithm takes an id of the source node $s$, a number of hops $d$ and a time instant $t$ and returns a traversal $T$ that contains all paths of depth $d$ starting from $s$ and existing at $t$. First, $\text{InitBag}$ initializes $T$ as a bag with a single tuple $u$ mapping hop 0 to the id of the source node such that $u(0) = s$. Then, $\text{GetCheckpointIDs}$ returns an array of the identifiers of the $\delta$-$\text{Copy+Log}$ components fetched in each hop of the traversal. Indeed, those identifiers are sorted incrementally or decreasingly whether the traversal has to be computed in a forward or backward fashion, respectively. The result is then computed in a BFS (Breadth First Search) fashion. Indeed, for each hop $n$, we get the set $\text{nextnodes}$ using the projection and distinct operators that extracts the distinct nodes found at depth $n$ from the traversal $T$. Then, the nodes of depth $(n + 1)$ are computed by finding the neighbors of each node found in $\text{nextnodes}$. That is, the algorithm finds the neighbors by visiting every component whose id is contained in $\text{ids}$.

In case the visited component corresponds to a snapshot, the algorithm expands the traversal $T$ at depth $(n + 1)$ with each node returned from the $\text{GetNeighbors}$ function using the expand operator. Now, in case the component corresponds to a delta, then before fetching the neighborhood of a node, the function $\text{CheckBloomFilter}$ checks for the existence of that node in that delta by testing the corresponding Bloom filter. Now, in case of a positive response, the $\text{GetOperations}$ returns all relationship operations of a source node.

In case the component corresponds to a forward or backward time window, then the function $\text{GetOperationsT}$ returns the relationship operations belonging to a source node and having a timestamp that is either lower than $t$, or greater than or equal to $t$, respectively.

Next, for every retrieved relationship operation $\epsilon$, the algorithm gets the event and...
the id of the target node (lines 18-20). Note that functions \( f^E \), \( f^G \) and \( \alpha \) are defined in section 5.1 and \( \text{Target}(x) \) returns the id of the target node of a relationship \( x \). In case of an addition (\( a \)), \( T \) is expanded at the depth \(( n + 1)\) with the target node (Line 22). Otherwise, that target node is removed from \( T \) using the shrink operator (Line 24).

Finally, the select operator is used (Line 25) to filter every tuple \( u \) from \( T \) such that the condition \( d \in \text{dom}(u) \) does not hold. Indeed, this condition states that all returned tuples should represent a path of length \( d \).

**Algorithm 1:** N-Hop traversal

**Input:** id of the source node \( s \); Number of hops \( d \); Time instant \( t \)

**Output:** Traversal \( T \)

1. \( T \leftarrow \text{InitBag}(0, s) \); ▷ Initialize traversal
2. \( \text{id}s \leftarrow \text{GetCheckpointIDs}(t) \); ▷ Find checkpoints
3. for \( n \leftarrow 0, 1, 2, \ldots, (d - 1) \) do
4.   nextnodes \( \leftarrow \vartheta(\pi_n(T)) \);
5.   for \( id \in \text{id}s \) do
6.     for \( i \in \text{nextnodes} \) do
7.       if \( id \) corresponds to a snapshot then
8.         neighbors \( \leftarrow \text{GetNeighbors}(i, id) \);
9.         for \( j \in \text{neighbors} \) do
10.        \( T \leftarrow \frac{(T)}{\pi_{n}(i,j)} \); ▷ Expand traversal
11.     else if \( id \) corresponds to a delta then
12.       if \( \text{CheckBloomFilters}(i, id) \) then
13.         \( \text{ops} \leftarrow \text{GetOperations}(i, id) \);
14.     else
15.       \( \text{ops} \leftarrow \text{GetOperationsT}(i, id, t) \);
16.     for \( \epsilon \in \text{ops} \) do
17.       \( e \leftarrow f^E(\epsilon) \); ▷ Get event from operation
18.       \( j \leftarrow \text{Target}(\alpha(f^G(\epsilon))) \);
19.       if \( e == a \) then
20.         \( T \leftarrow \frac{(T)}{\pi_{n}(i,j)} ; \) ▷ Expand traversal
21.       else
22.         \( T \leftarrow \frac{(T)}{\pi_{n}(i,j)} \); ▷ Shrink traversal
23. \( T \leftarrow \sigma_{d \in \text{dom}(u)}(T) \); ▷ Select d hops paths in Traversal
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Range-based local queries

Range local queries apply a time interval to the computed path such that the time intervals of the returned nodes and relationships should overlap with the requested time interval. We implemented a special type of range-based local queries that we refer to as **sequential paths**. As described in Chapter 4 (Section 4.4.3), every outgoing relationship of a node should have occurred after the incoming relationships to the same node. For the use case of Thing’in, this type of temporal path finds applicability in logistic chains. For example, a product starting from a given station can reach another station if there exists a sequential path representing product transfer between the stations.

Global queries

Point-based global queries retrieve the state of a sub-graph given the labels of the nodes, types of relationships, and a time instant at which all the returned nodes and relationships must be valid. Similarly, range-based global queries retrieve a sub-graph that was valid during a time range, meaning that the validity interval of the returned nodes and relationships should intersect with the requested time interval. Note that one can choose to return a full snapshot of the graph containing all the nodes and relationships without any constraints on the nodes and relationships. In the use case of Thing’in, a global query can recover the status of all the machines and their connections with other devices at a given time instant or follow their evolution during a time interval.

5.4 Experimental evaluation

In this section, we present the evaluation of the overall performance of Clock-G. Our main goal is to validate that the $\delta$-Copy+Log produces a compromise between the performances of traditional methods Copy+Log and Log. Another goal is to show that one can tune the performance of Clock-G by choosing the adequate configuration of the system parameters. Based on this evaluation, one should be able to configure the parameters of Clock-G in order to account for the threshold of accepted query latency and available storage resources. Furthermore, we want to compare Clock-G with a non-temporal graph database to verify that our system outperforms an implementation based on a non-temporal graph system.
5.4.1 Experimental setup

Machine configuration  The experiments were conducted on a single machine equipped with 32 Intel(R) Xeon(R) E5-2630L v3 1.80GHz CPUs, 264 GB memory, 1 TB SSD, running 64-bit Ubuntu 18.04.4 LTS with 5.0.0-23-generic Linux kernel. We use OpenJDK 11.0.9, Go 1.14.4, DSE 6.8.4, CQL spec 3.4.5 and Neo4j 4.4.

Datasets  In order to validate the performance of the proposed methods, we conducted experiments on synthetic and real temporal graphs. Since the space reduction obtained from the $\delta$-Copy+Log is strictly related to the elimination of redundant graph elements that exist across snapshots, we generated synthetic datasets by varying the probability of addition $p_a$. Indeed, higher values of $p_a$ imply that graph elements will have a longer validity duration. Hence they will be more frequently copied across snapshots. That is, we generated three temporal graph datasets referred to as $D_{S_p_a}$ by choosing a value of $p_a$ in $\{0.9, 0.75, 0.6\}$.

Although we work in this thesis on a specific use case (Thing’in), Clock-G can also be deployed for other categories of temporal graphs. Given this, we use in these experiments different real-world datasets such as DBLP dataset ($D_{S_{DBLP}}$) [143], Stack overflow dataset ($D_{S_{stack}}$) and Wiki talk dataset ($D_{S_{wiki}}$) [234]. We assume that these graphs are growth-only graphs in the sense that once a relationship is added, it will not be deleted. To evaluate the time-increasing paths, we used the CitiBike dataset \(^1\) ($D_{S_{citi}}$), which includes bike trips between stations in New York City. We transformed 3 months of data into a series of timestamped graph updates.

We present the characteristics of the generated datasets in Table 5.3 where $|V|$ refers to the total number of nodes, $|\gamma|$ refers to the total number of graph operations.

| Dataset | $|V|$ | $|\gamma|$ | $p_a$ | Time span (Days) | Space usage (GB) |
|---------|------|---------|------|----------------|-----------------|
| $D_{S_{citi}}$ | 1K   | 2.5M    | _    | 90             | 0.066           |
| $D_{S_{wiki}}$ | 1.1 M | 7.8 M   | _    | 2320           | 0.173           |
| $D_{S_{pa}}$   | 500K | 10 M    | 0.9, 0.75, 0.6 | 116           | 0.315           |
| $D_{S_{DBLP}}$ | 1.8 M | 29.5 M  | _    | 29930          | 0.831           |
| $D_{S_{stack}}$ | 2.6 M | 63.4 M  | _    | 2774           | 1.7             |

Table 5.3 – Characteristics of the generated graphs

\(^1\) https://ride.citibikenyc.com/system-data
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We evaluate the disk space usage and query execution time with different configurations by tuning the system parameters. We compute local queries, detailed in Section 5.3.2, by randomly choosing $1k$ nodes to be the starting nodes of the traversals. Global queries, detailed in Section 5.3.2, retrieve a snapshot of the graph that was valid at a requested time instant. It should be highlighted that time instants used in queries are uniformly chosen within the time span of the datasets in order to avoid a biased distribution that favors only time instants that are closer to checkpoints.

5.4.2 Space usage and query execution time

Figure 5.4 – Comparison with state-of-the-art techniques

Figure 5.5 – Evaluation of 8 Hop queries with f-δ-CL, b-δ-CL and δ-CL methods on dataset $DS_{0.6}$ with $N$ set to 10K
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Figure 5.6 – Evaluation of the disk space usage and execution time of queries while varying the system’s configuration parameter $N$. The evaluation is conducted on the synthetic dataset $DS_{0.6}$

Comparison with state-of-the-art methods We compare the results of the proposed method $\delta$-Copy+Log with those of the traditional methods Copy+Log and Log. The implementation of Copy+Log in Clock-G is fairly straightforward since it consists of setting parameter $M$ to 1. However, the implementation of the Log method consists of creating time windows of size $N$ that are not bounded by any checkpoint. That is, the evaluation of a query with a requested time instant $t$ implies reading from time windows whose time intervals fall before or contains $t$. Figures 5.4(a), 5.4(b) and 5.4(c) display the space usage, the execution time of 5-Hops and global queries on datasets $DS_{0.6}$, $DS_{0.75}$ and $DS_{0.9}$. Note that we set the system parameters $N$ and $M$ to 10$k$ and 12, respectively.

The results are directly in line with previous findings on the apparent trade-off between the space usage and execution time of the Copy+Log and Log methods. The Copy+Log results in a space usage that is 144 times higher than that resulting from the Log approach, whereas it results in a query execution time of 5-Hop queries that is 433 times faster than that resulting from the Log approach. It is clear from the results that the proposed $\delta$-Copy+Log method offers a compromise between the Log
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![Space usage](image1.png)

![Execution time](image2.png)

Figure 5.7 – Evaluation of the disk space usage and execution time of queries with \( N = 10K \). The evaluation is conducted on synthetic datasets \( DS_{0.6} \), \( DS_{0.75} \) and \( DS_{0.9} \) having each a different value of parameter \( p_a \) and \( Copy+Log \) as it reduces the storage obtained by the \( Copy+Log \) by a factor of 12 whereas it reduces the query execution time offered by the \( Log \) approach by a factor of 340.

Validating the use of Bloom filters As previously discussed, storing deltas instead of snapshots induces a query execution time overhead. Hence, we developed optimization techniques to reduce the induced query latency. We evaluated the execution time of queries with 3 methods, namely: f-\( \delta \)-CL, b-\( \delta \)-CL, and \( \delta \)-CL. The f-\( \delta \)-CL method, standing for forward-\( \delta \)-\( Copy+Log \), follows the same approach as the \( \delta \)-\( Copy+Log \) with the difference of storing only forward time windows and deltas and omitting the use of Bloom filters. The b-\( \delta \)-CL, standing for bloomed-\( \delta \)-\( Copy+Log \), consists of adding Bloom filters to the f-\( \delta \)-CL. Finally, the \( \delta \)-CL refers to the \( \delta \)-\( Copy+Log \) method. Hence, it consists of adding forward and backward time windows and deltas to the b-\( \delta \)-CL. Indeed, comparing the aforementioned methods emphasizes the gain of adding Bloom filters and of storing backward time windows and deltas separately. Figure 5.5 shows the average execution time of traversal queries with a fixed depth equals to 8 on the dataset
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Figure 5.8 – Evaluation of the disk space usage and execution time of queries with $N = 250K$. The evaluation is conducted on real datasets $DS_{stack}$, $DS_{DBLP}$, and $DS_{wiki}$.
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$DS_{0.6}$ while increasing the system parameter $M$ from 1 to 12. Note that the system parameter $N$ is set to $10k$. It is clear that using the $f$-$\delta$-CL significantly increases the execution time with the increase of $M$. Now, adding Bloom filters to the $b$-$\delta$-CL method reduces the execution time as compared to the $f$-$\delta$-CL s.t. the speedup can reach 52% for $M = 12$. Furthermore, adding forward and backward time windows and deltas to the $\delta$-CL speeds up the traversals by a factor of 23% as compared to the $b$-$\delta$-CL. The execution time overhead of the $f$-$\delta$-CL is equal to 206% when the value of $M$ is increased from 1 to 12. Indeed, this overhead is reduced to 12.5% when using the $\delta$-CL. The rest of the evaluations depicted in this section are executed using the $\delta$-CL method s.t. the $f$-$\delta$-CL and $b$-$\delta$-CL methods are used as proof-of-concept implementations and will not be further discussed.

Variation of $N$ and $M$  We evaluate the disk space usage in the function of system parameters $N$ and $M$. Figure 5.6(a) shows the disk space usage of checkpoints for different configurations s.t. each configuration is set with a value of $N$ in $\{10k, 100k, 250k\}$ and a value of $M$ in $\{1, \ldots, 12\}$. We ingest the dataset $DS_{0.6}$ in Clock-G with every combination of the values of parameters $N$ and $M$. It is notable that the smaller the
value of $N$, the higher the space usage of checkpoints. Now, increasing $M$ while fixing the value of $N$ significantly reduces the space usage as compared to the Copy+Log method (corresponding to $M = 1$). Besides, the disk space gain obtained by increasing the value of $M$ is more significant for smaller values of $N$, which is intuitively justified by the fact that lower values of $N$ cause the creation of more time windows. Consequently, a larger number of snapshots will be substituted by deltas which leads to a more significant overall space reduction as compared to that obtained with higher values of $N$.

We also evaluate the variation of $N$ and $M$ on the execution time of 5-Hop and global queries with the same system configuration whose results are given in Figures 5.6(b) and 5.6(c). For these results, it is notable that the higher the value of $N$, the higher the execution time. That is, fewer checkpoints are created in configurations tuned with larger time windows (higher values of $N$) which increases, in general, the duration between requested time instants and the time instant of the closest snapshots that are used as starting points for query evaluation.
Variation of $p_a$ and $M$ We study the effect of varying the system parameter $M$ and the dataset characteristic $p_a$ on the disk space. Figure 5.7(a) displays the space usage occupied by the checkpoints of datasets $DS_{0.6}$, $DS_{0.75}$ and $DS_{0.9}$ with different system configurations corresponding each to a value of $M$ in $\{1, \ldots, 12\}$. The obtained results demonstrate that space usage strictly decreases with the increase of the value of $M$. Besides, superior space gains are obtained for graphs with a higher probability of additions. This is due to the fact that snapshots of such graphs are more space consuming which implies that replacing them with deltas emphasizes more significantly the space gain.

We also evaluate the effect of varying $p_a$ and the system parameter $M$ on the execution time of 5-Hop queries and Global queries. Figures 5.7(b) and 5.7(c) show that the execution time of queries increases with the increase of parameter $p_a$. That is, the average degree of a node increases with the value of $p_a$, which results in a higher number of computations to evaluate the result of a query.

Evaluation on real datasets We evaluate the space gain obtained from ingesting real-world datasets following the $\delta$-$Copy+Log$ method. Figure 5.8(a) displays the disk space usage of checkpoints created by the ingestion of datasets $DS_{\text{Stack}}$, $DS_{\text{DBLP}}$ and $DS_{\text{Wiki}}$ into Clock-G while increasing the value of the system parameter $M$ from 1 to 12. It can be noticed that the $\delta$-$Copy+Log$ approach markedly reduces the space usage occupied by the dataset when increasing the value of $M$ from 1 to 12. We also evaluate 5-Hop traversal and global queries on these real-world datasets. The obtained results, given in Figures 5.8(b) and 5.8(c), validate that our solution gives clearly good results as compared to the $Copy+Log$ method such as it significantly reduces the space usage while adding a slight query execution time overhead.

Variation of the number of partitions and backend workers We evaluate the space usage by changing the total number of partitions. As depicted in Section 3.1, we separate each graph element store into a number of partitions. It is clear from Figure 5.9(a) that the space gain decreases with the increase of the total number of partitions. Figure 5.9(b) and 5.9(c) validate that the query execution time is reduced with the increase in the number of backend connector workers. Indeed, this is due to the fact that fetching tasks are executed by a pool of backend workers in parallel.
Comparison with a non-temporal graph database

We compare the performance of Clock-G with that of a commercial graph database Neo4j. That is, we developed a temporal layer on top of Neo4j to enable the storage and evaluation of temporal graphs. To add the validity intervals to the graph elements, we created for each node and relationship occurrence two properties: \textit{tStart} and \textit{tEnd} to indicate the starting and ending time instants of the temporal validity interval of the occurrence. Furthermore, we added an index on the identifiers of nodes, properties \textit{tStart} and \textit{tEnd} of the nodes and relationships to accelerate the traversal. We refer to the implementation without indexes as \textbf{Neo4j} and the one with the use of indexes as \textbf{Neo4ji}. We ingested the dataset $DS_{citi}$ in Clock-G, Neo4j, Neo4ji with a fixed batch size of 500 graph operations per batch. Then, we evaluated a time increasing path query for each node (station) of the graph and for each depth $1 \rightarrow 8$ and time range 1 hour $\rightarrow$ 8 hours.

Figures 5.10(a) and 5.10(b) show the ingestion throughput and space usage of Clock-G, Neo4j, Neo4ji. It can be derived from the plots that Clock-G significantly outperforms Neo4j and Neo4ji. This difference in the ingestion throughput is due to the fact that performing deletes incur the update of the property \textit{tEnd}, which induces a read operation to match the graph element before setting the new property value. Another key factor is the parallelism of Clock-G. That is, a number of backend workers are delegated to batch each, in parallel, a partition of the received graph operations. However, inserting graph updates in parallel into Neo4j is not possible since the chronological order of the updates should be guaranteed.

Figures 5.10(c) and 5.10(d) show the execution time of time increasing path queries while varying the depth and time range of the queries. Note that for each depth and time range, we run the query on all the nodes of the graph and plot the average of the obtained results. It can be noticed from the plots that Clock-G outperforms Neo4j and Neo4ji, such that the difference is more significant with the increase of the depth and time range of the query. Indeed, when evaluating a time range query in Clock-G, the search space is trimmed to a number of selected time windows whose time interval intersects with the time range of the query. Furthermore, backend connector workers compute the result of the query in parallel such that each worker computes a sub-result that contains nodes and relationships belonging to its local partitions. This, however, is not possible with Neo4j and Neo4ji, even when indexes are used to accelerate the traversals.

The results obtained from this experiment highlight the need to develop a graph
management system with native temporal support instead of using an existing non-temporal commercial system.

5.5 Conclusion

In this chapter, we introduced a space-efficient storage technique referred to as $\delta$-$Copy+Log$. It mainly differentiates from the $Copy+Log$ by storing deltas instead of snapshots. Besides, we referred to forward and backward data storage and retrieval to accelerate the query evaluation time. We also provided a detailed description of the architecture of Clock-G and the special implementation of Bloom filters that permits the acceleration of traversal queries. Compared to traditional methods, we conducted an evaluation test on synthetic and real-world graphs that validate the efficiency of the $\delta$-$Copy+Log$ method. The results demonstrate that our solution significantly reduces the space usage of the $Copy+Log$ method and the execution time of the Log method, hence it mitigates the space-execution time tradeoff presented by these methods. The queries evaluated in this chapter are basic queries. The evaluation of more complex queries is given in Chapter 6.
Chapter 4 introduces our temporal graph query language, T-Cypher. Chapter 5 introduces our temporal graph storage technique and describes its implementation in our system Clock-G. Chapter 5 also presents the evaluation technique of basic temporal graph queries (i.e., Local/Global and Point/Range query presented in Section 2.2.1). However, our primary goal is to integrate more complex temporal graph queries into Clock-G, such as T-Cypher queries. To capture this, we steered our attention toward the processing and optimization of temporal graph queries that we present in this chapter.

Defining a temporal graph algebra for T-Cypher queries is essential to convert a T-Cypher query into a set of algebraic operators. Hence, we define in this chapter a temporal graph algebra that extends the operators defined by Hölsch et al. in [126] with the temporal dimension. Then, we define a cost model to compute an estimated cost for each operator. This cost model is based on cardinality estimation extracted from histograms storing information about the cardinality of each graph entity. For instance, histograms are adopted in many database systems to estimate the frequencies or cardinalities of selected data values. However, in temporal databases, the frequencies of these data values are likely to evolve over time. Hence, the traditional two-dimensional histograms should be extended with the temporal dimension to capture the cardinality evolution. In this chapter, we use temporal histograms to represent the evolution of the cardinalities of graph entities (i.e., node labels, relationship type, or property values). These temporal histograms allow the estimation of the cost of an operator in a requested time interval. To optimize query evaluation, we propose a greedy algorithm that selects an evaluation plan for a T-Cypher query. Our query processing approach might lead to different query plans for different time intervals since the plan costs might change over time. To store these temporal histograms, we propose a customized implementation of segment trees [29], a data structure commonly used for querying interval-based data. These segment trees hold information about the tem-
poral evolution of histograms used to estimate the cardinalities of T-Cypher queries. To test the performance of our query processor, we evaluated T-Cypher queries using Clock-G. The obtained results demonstrate the effectiveness of our query selection algorithm. Besides, we added time-version support to Neo4j [175] to enable the evaluation of T-Cypher queries and compared the performance of Clock-G with that of Neo4j in evaluating temporal queries. The results show that Clock-G outperforms Neo4j as it resulted in better query evaluation time.

We propose a temporal graph query processor to achieve these goals. In the following, we provide the outline of the chapter:

— We first provide in Section 6.1 a general overview of the query evaluation pipeline implemented in Clock-G.
— We propose in Section 6.2 a temporal graph algebra for T-Cypher queries where we extend the most common graph operators with time.
— In Section 6.3, we present a cost model used to compute an estimated cost of T-Cypher queries.
— We propose in Section 6.4 a greedy algorithm that yields an optimal logical plan for a T-Cypher query.
— We present in Section 6.5 the data structure we implement to store temporal histograms.
— We present in Section 6.6 the results of evaluating our query processor integrated in Clock-G and compare the performance of Clock-G with that of Neo4j.

The work presented in this chapter is ongoing work that we plan to extend shortly. Hence, we offer the first version of our query processor that lays the foundation for further extensions that are part of our ongoing and future work.

### 6.1 General overview

In this section, we describe the query processing pipeline that we integrate into our system Clock-G. Recall that the version of Clock-G presented in Chapter 5 allows the evaluation of basic temporal graph queries. In this chapter, we extend Clock-G with T-Cypher queries by implementing the pipeline shown in Figure 6.1. The components presented in this pipeline are given in the overall architecture of Clock-G (Figure 3.1).

The query parser translates a T-Cypher query into an Abstract Syntax Tree (AST) after verifying its syntactic correctness based on our defined grammar rules(defined
In this section, we extend the graph algebra proposed by Hölsch et al. in [126] with the notion of time. Our goal is to have a set of algebraic operators that allows translating a substantial portion of T-Cypher queries into their algebraic representations. This algebra covers a fragment of T-Cypher queries described in later sections. Note that we
leave advanced operators that correspond to aggregations, optional pattern matching, and sub-queries for future work and instead focus on core operators and their temporal extensions.

As described in Chapter 2 (Section 2.1.2), the graph algebra proposed by Hölsch et al. includes the graph operators, GetNodes and Expand. Besides, they also include basic relational operators, select and join. The GetNodes operator yields all the database nodes that satisfy a given label. The Expand operator yields the relationships incident to the nodes of the previous result, given the relationship’s type and target node’s labels. We extend these operators by considering an additional temporal constraint implying that the returned graph entities should be valid during a given time interval or at a given time instant. We limit the description of the non-temporal versions of these operators here, as a more detailed description is given in Section 2.1.2.

A critical concept in our extension is that our temporal graph algebra operators are temporal graph relations, as defined in Section 4.3. A temporal graph relation is a bag of tuples mapping names to values, node or relationship states, set of node or relationship states, or temporal paths. Recall that a graph entity state represents a node or relationship in a time interval during which their property values did not change.

6.2.1 Operators

Let $E$ denote an algebraic expression, $\mu(E)$ denote the set of variables defined in the expression. For example, if $E$ corresponds to matching a relationship between two node variables ($a$ and $c$) such as $(a \rightarrow \{b\} \rightarrow c)$, then $\mu(E)$ is the set of variables $\{a, b, c\}$.

We illustrate the utilization of our operators to convert a T-Cypher query into an algebraic expression. Specifically, we demonstrate the process using a sample query $Q$ that is applied to toy graph A. The objective of this query is to retrieve the state of a machine and a product that was present in the machine before it underwent maintenance by an employee during a specified time period. We present in Figure 6.2 a possible evaluation plan with the results of the different algebraic expressions ($\{E_0, \ldots, E_5\}$) composing the plan. Note that these expressions are given in the following description of the operators.

Query $Q$

```
RANGE_SLICE [t1; t8]
```
MATCH (m: Machine) <-[r: Maintains]- (e: Employee),
(m) <- [i: IsIn] - (p:Product)
WHERE m.p_0 > 2 AND m@T BEFORE r@T
AND i@T BEFORE r@T AND p@T DURING i@T
RETURN m, r, e, i, p;

Figure 6.2 – Example showing the result of evaluating the algebraic operators \((E_0, \ldots, E_5)\) on the toy graph in Figure 4.1(a)

GetNodes operator The GetNodes operator returns a temporal graph relation containing node states from the underlying graph \(G\). We use \(\bigcirc_{\tau,a,\rho_a}\) to denote this operator, where

- \(\tau\): is a time interval such that the returned node states should have time intervals that overlap with it.
- \(a\): is the name of the node variable.
- \(\rho_a\): is the label of the node variable.

Every node state in the underlying graph having a label \(\rho_a\) and its time interval overlaps with \(\tau\) will be returned by this operator. To illustrate this operator, we consider the
following expression returning the machine states valid in \([t_1, t_8)\).

\[
E_0 = \bigcirc_{[t_1, t_8), m, \text{Machine}}
\]

The result of this operator is given in Figure 6.2.

**Select operator**  The select operator, denoted as \(\sigma_{\tau, \theta}(E)\), filters input tables based on property values of node or relationship states. It uses a Boolean expression \(\theta\) defined over validity intervals and property values of variables from \(\mu(E)\). This operator filters tuples from input graph relations that satisfy \(\theta\) during the time interval \(\tau\). To illustrate this operator, consider the following expression:

\[
E_1 = \sigma_{[t_1, t_8), m, p_0 > 2}(E_0)
\]

This operator filters the input relation resulting from applying \(E_1\) such that the value of the property \(p_0\) of \(m\) is lower than 2. The result of this operator is illustrated in Figure 6.2.

**Expand operator**  The expand operator creates a new relation by expanding input relation tuples with direct relationships and target nodes. It is denoted as \(\uparrow_{\tau, a, b, ab, \rho_b, \rho_{ab}}(E)\), and ensures that added relationship states are valid within a specified time interval, where

- \(\tau\): is a time interval such that the returned relationship states should have time intervals that overlap with it.
- \(a\): is the name of the node in the input relation.
- \(b\): is the name of the added target node.
- \(ab\): is the name of the added relationship.
- \(\rho_b\): is the label of the added target node \(b\).
- \(\rho_{ab}\): is the type of the added relationship \(ab\).

To denote an expansion with an incoming direction, we write \(\downarrow_{\tau, a, b, ab, \rho_b, \rho_{ab}}(E)\).

The expand operator can express joins between the input relation and underlying graph when a node in the input relation reaches another node in the graph through a relationship. However, expressing paths through a recursion of join operators leads to a limited relational model. The expansion operator is more general and convenient, as it does not restrict the data model. To illustrate this operator, consider the following
operator:

\[ E_2 = ∣_{t_1, t_8}, m, e, r \cdot \text{Employee, Maintains } (E_1) \]

Consider that this operator’s input is the previous expression \( E_1 \) resulting from the select operator. Notice that the node states \((n_0^0, n_1^1)\) are each expanded with \((r_0^0, n_0^0)\) and the node state \(n_4^1\) is expanded with \((r_4^0, n_0^0)\). Let us filter the returned result to keep the machine states valid before the maintenance, as follows:

\[ E_3 = σ_{(t_1, t_8), m @ T \text{ BEFORE } r @ T}(E_2) \]

The result of this operator is given in Figure 6.2.

**Join operator** The Join operator joins two expressions based on a Boolean expression. We use \( E \bowtie θ E' \) to denote this operator where \( θ \) is a Boolean expression. To illustrate this operator, consider joining the previously described expression \( E_3 \) with the expression \( E_4 \) given below. This expression returns the product states valid when the product was in a machine in \([t_1, t_8]\).

\[ E_4 = σ_{(t_1, t_8), p @ T \text{ DURING } i @ T} ∣_{t_1, t_8}, m, i, p ∣_{t_1, t_8}, m \]

The following operator joins \( E_3 \) and \( E_4 \) with a temporal condition. We refer to a junction with a temporal condition as a temporal join. The result of this operator is illustrated in Figure 6.2.

\[ E_5 = E_3 \bowtie i @ T \text{ BEFORE } r @ T E_4 \]

It should be mentioned that more complex operators can be defined including the aggregation operator that we keep for later work.

### 6.3 Cost model

In this section, we define the cost model used by the query planner to estimate the cost of an evaluation plan. This cost model is based on cardinality estimation such that the cost of each operator is equal to the estimated cardinality of its output temporal graph relation. This is reminiscent of classical query optimization. However, our cost model differs because we consider the cost of a query to change over the history
of the underlying graph. In other terms, an optimal plan of a query for a given time interval might not be the same for another since the cardinalities change over time. Our query planner is aware of this evolution and computes the cardinality of each algebraic operator according to the requested time interval. In the following, we use $\text{card}(E)$ to denote the estimated cardinality of an algebraic expression $E$.

The temporal histograms (described in Section 6.5) are used to estimate the cardinalities of algebraic operators for a given requested time. We create a temporal histogram for the evolution of each of the following:

- Number of node states with a given label.
- Number of relationship states with a given type and labels for the source and target nodes.
- Number of node states with a given label and a value for a property name.
- Number of relationship states with a given type and a value for a property name.

GetNodes operator  The cost of the getNodes operator, given in the equation below, is equal to the estimated cardinality of the node states with a given label $\rho_a$ valid during a given time interval $\tau$.

$$\text{card}(\bigcap_{\tau,a,\rho_a}) = C(\tau,\rho_a)$$

Expand operator  The cost of the expand operator, given in the equation below, is equal to the average cardinality of the relationship states given the label of the source and target node states $(\rho_a, \rho_b)$, type of the relationship state $(\rho_{ab})$, requested time interval $(\tau)$ multiplied by the cost of the previous expression $E \ (\text{card}(E))$.

$$\text{card}(\uparrow_{\tau,a,b,\rho_{a,b},\rho_{ab}} (E)) = \frac{C(\tau,\rho_a,\rho_b,\rho_{ab})}{C(\tau,\rho_a)} \ast \text{card}(E)$$

The average cardinality of the relationships of a node is equal to the cardinality of all the existing relationships divided by the cardinality of the nodes given the input parameters $(\tau, \rho_a, \rho_b, \rho_{ab})$.

Select operator  The cardinality of the select operator (given in the equation below) applied on an expression $E$ is equal to the selectivity of the graph entity states $\text{sel}_\theta(E)$ satisfying the given condition $\theta$ multiplied by the cardinality of $E$. In this section, we define the cost of the selection operator in which we only consider filtering on the
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values of the node and relationship properties defined in the input expression. Hence, we only consider boolean expressions of the form $a.p = v$ where $a \in \mu(E)$, $p$ is a property name and $v$ is a value to which the property $p$ is compared.

$$card(\sigma_{\tau,a.p=v}(E)) = sel(\tau, \rho_a, p, v) * card(E)$$

The selectivity of graph entities is computed as follows:

$$sel(\tau, \rho_a, p, v) = \left( \frac{C(\tau, \rho_a, p, v)}{C(\tau, \rho_a)} \right)$$

The selectivity of a condition $\theta$ is equal to the cardinality of all the graph entities satisfying it $a.p = v$ divided by the cardinality of all graph entities with a label or type $\rho_a$ that existed during the time interval $\tau$.

Join operator The cost of the join operator applied on expressions $E$, and $E'$ (given in the equation below) is equal to the product of the cardinalities of these expressions.

$$card(E \bowtie E') = card(E) * card(E')$$

6.4 Greedy plan selection algorithm

This section describes an algorithm that greedily generates an evaluation plan for a T-Cypher query (Algorithm 2). The main idea is to iteratively compute the optimal plan such that an optimal decision is chosen at each iteration by selecting the less costly algebraic operator and adding it to the final plan.

The input is a query object $Q$ extracted by the query parser as described in Section 6.1, whereas the output is the algebraic plan $p_{final}$. The first step is to compute all the GetNodes operators representing the leaves of the logical plan tree and add them to the set of sub-plans $P$. In each iteration, a candidate set $P_{cand}$ is initialized, which will then contain the possible operators that can be applied to the set of sub-plans $P$ to cover all the nodes defined in the query. Then, the possibility of joining two sub-plans is first checked, and every possible join operator is added to the candidate plans $P_{cand}$. 
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The method $\text{joinExists}(p, p')$ returns the following:

$$
\text{joinExists}(p, p') = \begin{cases} 
\text{True}, & \text{if } \mu(E_p) \cap \mu(E_{p'}) \neq \emptyset \\
\text{False}, & \text{Otherwise}
\end{cases}
$$

Consider $\mu(E_x)$ to denote the set of variables of the expression of the plan $x$, then the method returns true if the variables of the plan $p$ intersect with the set of variables of the plan $p'$ and false otherwise. After including the possible joins in $P_{\text{cand}}$, each candidate plan is extended with an Expand operator such that the added node variable does not exist in the original plan. Every extended plan will be added to $P_{\text{cand}}$. Now, if no candidate operators are available, the final plan, which encloses all the node variables of the query $Q$ is found, and the iterations stop. Otherwise, the most optimal plan $p_{\text{opt}}$ is chosen between the set of candidate plans $P_{\text{cand}}$ such that the cost of each plan corresponds to the requested time interval $\tau$. Note that the computations of the costs of each operator are described in Section 6.3. After adding $p_{\text{opt}}$ to $P$, the other plans contained in $P$ and enclosed by $p_{\text{opt}}$ are removed from $P$. The method $\text{enclose}$ returns the following:

$$
p_{\text{enclose}}(p') = \begin{cases} 
\text{True}, & \text{if } \mu(E_p) \supseteq \mu(E_{p'}) \neq \emptyset \\
\text{False}, & \text{Otherwise}
\end{cases}
$$

This implies that a plan $p$ is considered to enclose another plan $p'$ if the set of variables of $p$ contains all the variables of $p'$. Finally, the iterations stop when no candidate sub-plans are added to the $P_{\text{cand}}$ and the final plan $p_{\text{final}}$ contained in $P$ is returned.

We show how an optimal plan for the graph pattern presented in Figure 6.3(a) is computed by applying Algorithm 2. In this example, we present three node variables $\{a, b, c\}$ labelled with $\{L_1, L_2, L_3\}$ and the relationship variables $\{ab, cb, ac\}$ having types $\{T_1, T_2, T_3\}$. We show in Figure 6.3(b) two of the many possible execution plans for this graph pattern. We assume that the cardinalities of the graph entities change over time which conduces to a change of the (greedily) optimal plan. Hence, we consider that the plans presented in Figure 6.3(b) corresponds to time intervals $[t, t')$ and $[t', t'')$, respectively. Figures 6.4 and 6.5 present the selection of operators in each iteration of Algorithm 2, yielding to plans $p$ and $p'$ presented in Figure 6.3(b). Note that we omit some parameters from the notation of operators when they can be derived from the context.
6.5 Temporal Histograms

The cost of an execution plan is based on the cardinalities corresponding to a requested time interval which is related to the fact that the cardinalities of the graph entities change over time. We describe in this section the data structure (segment tree) that we use to store temporal histograms. Then, we provide a compression strategy to reduce the space usage of these histograms.

We illustrate in Figure 6.6(a), the evolution of the cardinalities of three node labels (x, y and z) where \( c_i \) (\( 0 \leq i \leq 4 \)) represent the cardinalities of a given label (i.e., the total number of node states with a given label). For example, this figure shows that during time interval \([t_4, t_6)\), \( c_2 \), \( c_2 \) and \( c_1 \) node states with labels \( x \), \( y \) and \( z \), respectively were valid.

6.5.1 Segment trees

Extracting cardinalities from temporal histograms implies fetching the total number of graph entity states with given constraints (node label or relationship type) that were valid during the requested time interval (i.e., their time intervals overlap with the requested time interval). A possible way of handling this is to keep all the cardinalities in
Algorithm 2: Greedy selection of a logical plan for a T-Cypher query

Input: Query object $Q$, $\tau$
Output: Logical plan $p_{\text{final}}$

1. $P \leftarrow \text{InitPlans}()$
2. $N \leftarrow \text{ExtractNodes}(Q)$
3. $\tau \leftarrow \text{ExtractTimeInterval}(Q)$
4. for $n \leftarrow N$ do
5.     $p \leftarrow \text{getNodes}(n)$
6.     $P\text{.insert}(p)$
7. do
8.     $P_{\text{cand}} \leftarrow \text{initPlans}()$
9.     for $p \in P$ do
10.        for $p' \in P$ do
11.            if $\text{joinExists}(p, p')$ then
12.                $p'' \leftarrow \text{join}(p, p')$
13.                $P_{\text{cand}}\text{.insert}(p'')$
14.         for $p \in P$ do
15.             $p' \leftarrow \text{expand}(p)$
16.             $P_{\text{cand}}\text{.insert}(p')$
17.     if $P_{\text{cand}}\text{.size} \geq 1$ then
18.         $p_{\text{opt}} \leftarrow \text{chooseOptimal}(P_{\text{cand}}, \tau)$
19.         $P\text{.insert}(p_{\text{opt}})$
20.     for $p \in P$ do
21.         if $p_{\text{opt}}\text{.enclose}(p)$ then
22.             $P\text{.remove}(p)$
23. while $P_{\text{cand}}\text{.size} \geq 1$
24. $p_{\text{final}} \leftarrow P\text{.get}(0)$

An array such that querying it for a given time interval implies reading all the records until reaching the end time instant of the requested time interval. Despite its compact space usage, an array data structure implies an $O(N)$ time complexity where $N$ is the total number of recorded cardinalities in the array. To mitigate this complexity, we propose the use of segment trees [29].

A segment tree is a data structure that keeps information related to intervals as a full binary tree to allow an efficient response to range queries. For example, querying a segment tree allows finding an aggregated value (e.g., sum, maximum, average) of consecutive array elements in a range. For our query planner, we use segment trees to
compute the maximum cardinality recorded in a time range to estimate the overall cost of a query plan. We choose the maximum cardinality since it can result in worst-case cost estimation.

We construct a segment tree with the following properties:

— Consider \( N \) to be the total number of added cardinalities corresponding each to a sub-time interval during the entire time interval \( I \), then the height \( H \) of the tree is \( \log(N) + 1 \). The total number of non-leaf nodes is \( N - 1 \); hence the total number of nodes is \( 2N - 1 \).

— Each node at position \((n, k)\) corresponds to a time interval \([l_{n,k}, r_{n,k}]\) such that \( n \in [0, H - 1] \) and \( k \in [0, 2^n - 1] \) and contains the cardinality \( c_{n,k} \) of a graph entity during the corresponding time interval. The time interval of the root node covers the entire time interval \( I \).

— The intervals of the nodes on the same level \( n \in [0, H - 1] \) are non-overlapping such that \( r_{n,k} = l_{n,k+1} \) (\( k \in [0, 2^n - 2] \)).

— The integrity of the segment tree is satisfied in each level since the intervals of the nodes on the same level \( n \in [0, H - 1] \) cover the full interval such that \( \bigcup_{k=0}^{2^n-1} [l_{n,k}, r_{n,k}] = I \).

— Each non-leaf node at position \((n, k)\) has two child nodes such that \([l_{n+1,2k}, r_{n+1,2k}]\) and \([l_{n+1,2k+1}, r_{n+1,2k+1}]\) are the time intervals of the left and right child nodes at positions \((n + 1, 2k)\) and \((n + 1, 2k + 1)\), respectively. The time interval of a non-leaf node covers the time intervals of its child nodes such that \([l_{n,k}, r_{n,k}] = [l_{n+1,2k}, r_{n+1,2k+1}]\). A non-leaf node contains the maximum of the cardinalities of...
its child nodes such that $c_{n,k} = \text{MAX}(c_{n+1,2k}, c_{n+1,2k+1})$. This implies that the root node contains the maximum cardinality recorded in the entire interval.

Each leaf node contains the cardinality during its assigned time interval $I$.

We provide in Figure 6.6(b) an example of a segment tree representing the evolution of the cardinalities of a node label $x$ given in Figure 6.6(a). We assume that the cardinalities satisfy the condition $c_i < c_j$ if $i < j$. For instance, each leaf node represents a time interval during which the cardinality did not change. For example, the leftmost node corresponds to time interval $[t_0, t_1)$ and cardinality value $c_0$ and the next neighboring node corresponds to the time interval $[t_1, t_4)$ and cardinality value $c_1$. Now, each non-leaf node contains the maximum of its child nodes. For example, the parent node of the two leftmost leaf nodes corresponds to the maximum value of the cardinalities of its child nodes ($c_1$) and the union of their time intervals ($[t_0, t_4)$). We can easily verify the above characteristics on the rest of the tree.

### 6.5.2 Compression of temporal histograms

Preserving all the cardinalities recorded after each change, such as the addition, deletion, or update of a node or relationship state, is space-consuming, especially for highly volatile data. Since query planning does not require very accurate estimates, we can trade the accuracy of cost estimation for efficiency. Hence, we propose a compression technique, neglecting the cardinality fluctuations with a low impact on the cost estimation. This method consists of setting a threshold $\alpha$ such that a new cardinality $c_j$
6.5. Temporal Histograms

(a) Evolution of the cardinalities of labels $x$, $y$, and $z$

(b) Segment tree corresponding to the temporal histogram of node label $x$

Figure 6.6 – Example illustrating the evolution of the cardinality of node labels and the segment tree that corresponds to a node label

at time instant $t_j$ that follows a cardinality $c_i$ at time instant $t_i$ is only preserved if the absolute normalized difference $\frac{|c_i - c_j|}{c_i}$ between $c_i$ and $c_j$ is higher than $\alpha$ and no cardinality between $t_i$ and $t_j$ is recorded. We present in Figure 6.7, an example of a compressed version of the temporal histogram in Figure 6.6. We consider $\alpha$ as the compression threshold and assume the following for $0 \leq i \leq 3$ and $1 \leq j \leq 4$:

$$
\frac{|c_i - c_j|}{c_i} = \begin{cases} 
  a \leq \alpha, & \text{if } j = i + 1 \\
  b > \alpha, & \text{otherwise}
\end{cases}
$$

To illustrate, Figure 6.7(a) shows the cardinalities of the tree node labels $x$, $y$, and $z$ after applying the compression threshold $\alpha$. We notice that the small fluctuations are neglected, and the new segment tree presented in Figure 6.7(b) is more compact than the original segment tree presented in Figure 6.6(b), as it reduces the total number of nodes.
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6.6 Evaluation

In this section, we evaluate the performance of our query processor that we integrated into our system Clock-G by implementing the pipeline presented in Section 6.1. We present the execution time of T-Cypher queries when evaluated with a best, random, and worst plan selection. The best execution plan is greedily chosen by applying Algorithm 2. The worst execution plan is chosen following a modified version of this algorithm. Instead of choosing the cheapest algebraic operator (i.e., the query operator resulting in the minimum estimated cardinality) using the function chooseOptimal (Line 17, Algorithm 2) at each iteration, we choose the most costly one. Similarly, we apply the same algorithm to compute a random plan but randomly choose the algebraic operator at each iteration.
6.6.1 Experimental setup

**Machine configuration** The experiments were conducted on a single machine equipped with 32 Intel(R) Xeon(R) E5-2630L v3 1.80GHz CPUs, 264 GB memory, 1 TB SSD, running 64-bit Ubuntu 18.04.4 LTS with 5.0.0-23-generic Linux kernel. We use OpenJDK 11.0.15, Go 1.17.7, DSE 6.8.4, CQL spec 3.4.5 and Neo4j 4.4.6.

**Datasets** We used the LDBC dataset [76] to perform the evaluations. This dataset represents a temporal social graph where people know each other or like each other’s posts and comments. We modified the original schema of the LDBC dataset to accommodate the test requirements. The original LDBC schema does not account for dynamic properties. Hence, we transformed some outgoing relationship types and target nodes into dynamic properties attached to the incident nodes. We present our modified version of the schema in Figure 6.8. As shown in this figure, a node in the graph can be either a person, post, or comment, whereas a relationship can have the type likes or knows. The LDBC generator, Datagen, includes a creation date and deletion date on the nodes and edges, if the raw output format is used. We refer to these dates as $t_{\text{start}}$ and $t_{\text{end}}$ in Figure 6.8. Each node and relationship are attached with a starting and ending time instant that defines the boundaries of the validity time interval of each graph entity. Each node has a set of dynamic and static properties that characterizes it. We consider that the dynamic properties might change over time, and their evolution is needed for analyzing the dataset, whereas the static properties are those that do not alter, or the analysis of their history brings no further information to the analysis of the dataset. For instance, the property university of a person node was, in the original LDBC dataset, a relationship connected to that node and to another university node that we have converted into a dynamic property. Similarly, we converted the relationships connecting a person to a company and a post or comment to a tag into dynamic properties.

We used the LDBC datagen tool\(^1\) to generate datasets with a different scale factor\(^2\) (SF) as shown in Table 6.1.

---

1. https://github.com/ldbc/ldbc_snb_datagen_spark
2. The scale factor is the amount of GB of uncompressed data in comma-separated value (CSV) representation.
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Figure 6.8 – The modified schema of the LDBC dataset used in the evaluation tests

<table>
<thead>
<tr>
<th>Dataset</th>
<th># graph updates</th>
<th># nodes</th>
<th>SF</th>
<th>Space usage (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDBC0</td>
<td>12K</td>
<td>4.2K</td>
<td>0.003</td>
<td>3</td>
</tr>
<tr>
<td>LDBC1</td>
<td>1.9M</td>
<td>406.3K</td>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td>LDBC2</td>
<td>3.9M</td>
<td>1.1M</td>
<td>0.3</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 6.1 – Characteristics of the generated LDBC graphs

6.6.2 Queries

We ran the test with several T-Cypher queries listed below. Note that all these queries apply to a time interval \([2009-01-01T08:00:00Z; 2020-01-01T10:00:00Z]\) which covers the full history of the LDBC datasets.

Query \(Q_0\) returns the pairs of persons who knew each other in the time interval.

Query \(Q_0\)

\[
\text{RANGE\_SLICE} \ [2009-01-01T08:00:00Z; 2020-01-01T10:00:00Z] \\
\text{MATCH} \ (p1:person) -[k1:knows]-> (p2:person) \\
\text{RETURN} \ p1, p2
\]

Query \(Q_1\) returns the person’s 2-hop friendship paths.

Query \(Q_1\) returns the person’s 2-hop friendship paths.
6.6. Evaluation

Query $Q_1$

```sql
RANGE_SLICE [2009-01-01T08:00:00Z; 2020-01-01T10:00:00Z]
MATCH (p1: person) -[k: knows*2]-> (p2: person)
RETURN p1, k, p2
```

Query $Q_2$ returns the person’s 3-hop friendship paths.

```sql
RANGE_SLICE [2009-01-01T08:00:00Z; 2020-01-01T10:00:00Z]
MATCH (p1: person) -[k: knows*3]-> (p2: person)
RETURN p1, k, p2
```

Query $Q_3$ returns the friends of friends of a person who went to the university $x$ such that the friendship started when the person studied in that university.

```sql
RANGE_SLICE [2009-01-01T08:00:00Z; 2020-01-01T10:00:00Z]
MATCH (p1: person) -[k1: knows]-> (p2: person)
-[k2: knows]-> (p3: person)
WHERE p1.university=x AND p1@T STARTS k1@T AND p1@T STARTS k2@T
RETURN p1, p2, p3
```

Query $Q_4$ returns all friends of friends of each person such that the intermediate person likes a post.

```sql
RANGE_SLICE [2009-01-01T08:00:00Z; 2020-01-01T10:00:00Z]
MATCH (p1: person) -[k1: knows]-> (p2: person) -[k2: knows]-> (p3: person), (p2: person) -[l: likes]-> (p: post)
RETURN p1, p2, p3, p
```

Query $Q_5$ returns the friends who like the same post.

```sql
RANGE_SLICE [2009-01-01T08:00:00Z; 2020-01-01T10:00:00Z]
MATCH (p1: person) -[k: knows]-> (p2: person) -[l1: likes]-> (p: post), (p1: person) -[l2: likes]-> (p: post)
RETURN p1, p2, p
```
6.6.3 Plan selection

We present in this section the best, random, and worst execution plan of Queries $Q_3$, $Q_4$, and $Q_5$. Multiple random queries are possible, which can also be the best or worst execution plan. However, we limit the following description to a single random plan. It is essential to mention that, in the LDBC dataset, the cardinality of the node label *person* is lower than that of the label *post*, and the cardinality of the relationship *like* is higher than that of the type *know*.

![Diagram](image)

Figure 6.9 – Best, random, and worst evaluation plan of Query $Q_3$

Finally, we discuss the evaluation plans of Query $Q_3$ presented in Figure 6.9. As shown in the figure, the best execution plan starts by getting nodes $p_1$ and then selecting those who went to the given *university*. The next operator consists of expanding nodes $p_1$ with relationship $k_1$ then selecting those starting when the *person* node went to the given *university* ($p_1 \times T$). This is followed by the second expansion with relationship $k_2$ and the selection to keep those starting by $p_1$. The worst execution plan is straightforward since the selections are pushed to the last. The random plan presented in the figure consists of computing two sub-parts of the query and then joining the results. The first sub-part computes the nodes $p_1$ and their direct neighbors $p_2$ connected through the relationship $k_1$ and selecting the nodes who studied in the given *university* such that $k_1$ started by $p_1$ going to that *university*. The second part computes the nodes $p_3$ with their direct neighbors $p_2'$ connected through relationship $k_2$. Finally, both sub-parts are joined based on the condition that $p_2$ should be equal to $p_2'$ and the
6.6. Evaluation

Figure 6.10 – Best, random, and worst evaluation plan of Query $Q_4$

temporal condition stating that $k_2$ should be started by $p_1$.

The evaluation plans of Query $Q_4$ are presented in Figure 6.10. The best execution plan is to get one of the nodes labeled $person$ (e.g., $p_1$ as presented in the figure), then expand these nodes two compute the 2-Hop friendship path $(p_1 k_2 p_2 k_2 p_3)$. The last operator expands the nodes $p_2$ with the relationship of type $likes$ $l$ and finds the target nodes labeled $post$ $p$. Indeed, keeping the likes to the last step helps reduce the cardinalities of $p_2$ since computing the relationships $k_2$ before $l$ reduces the cardinality of the nodes $p_2$ that do not have incoming and outgoing knows relationships. In the random query plan, the expansion of nodes $n_2$ with relationships $l$ comes before the expansion with relationship $k_2$. The worst execution plan starts with getting the nodes labeled $post$ $p$, then expanding them with relationship $l$. This maximizes the cardinality of sub-queries since the nodes labeled $post$ and $like$ present higher cardinalities than the nodes labeled $person$ and $know$.

The evaluation plans of Query $Q_5$ are given in Figure 6.11. Knowing that the cardinality of nodes labeled $post$ is higher than that of the nodes labeled $person$, the query planner chooses to start the best execution plan with one of the $person$ nodes (e.g., $p_1$ as presented in the figure). The second operator expands the returned nodes with the relationship $knows$ instead of the relationship $likes$ since the former has the lower cardinality. The next operator expands the nodes $p_2$ with the relationship $likes$ to get the nodes labeled $posts$ $p$. Then, the query planner chooses to expand nodes $p_1$ with the relationship $likes$ to get the nodes labeled $posts$ $p'$. The final operator consists of
filtering based on the condition \( p_1 \) and \( p'_1 \). The worst plan starts with getting the nodes labeled \( \text{posts} \) \( p \). The next operator consists of expanding \( p \) to the nodes \( p_1 \), then, expanding \( p \) to the nodes \( p_2 \). Similar to the best execution plan, the final operator filters based on the equality between nodes \( p_2 \) and \( p'_2 \). The difference between the worst and random execution plans is that the expand operator \( k \) is pushed after the expansions \( l_1 \) and \( l_2 \), increasing the sub-queries cardinality.

We present in Figure 6.12 the result of computing the queries \( \{Q_0, \ldots, Q_5\} \) with best, random, and worst plan selection strategies on datasets LDBC_0, LDBC_1, and LDBC_2. Each query is repeated 10 times, and the average execution time is presented in the plots.

The execution time of queries \( Q_0, Q_1, \) and \( Q_2 \) increases with the number of traversed hops for all the evaluated datasets. However, the execution time of the best, random and worst evaluation plans present a negligible difference. There is no difference between the best, random, and worst evaluation plans for these three queries. We can clearly notice, from these plots, the difference between the execution time following the best and worst plan selection for queries \( Q_3, Q_4, \) and \( Q_5 \). These results are expected since all the node and relationship variables in these queries share the same label \( \text{person} \) and type \( \text{knows} \); hence the same cardinality. As previously discussed, the worst plan selection pushes the selection to the end and starts the computation with the nodes with the highest cardinalities, which affects the overall cost of evaluating the queries. The execution time of these queries with a random plan selection presents a
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compromise between the best and worst plan selection. This can be explained by the fact that the best and worst execution plans can be selected along with other possible query plans that present an execution time between the best and worst. Hence, these results prove the efficiency of our cost model and plan selection algorithm.

6.6.4 Comparison with Neo4j

To compare Clock-G with a non-temporal graph system, we implemented a temporal layer on top of Neo4j (See Section 4.6 for a detailed description of this implementation). This layer manages the temporal dimension by persisting the time instants of each graph update and translating T-Cypher queries into Cypher queries that can be evaluated using a backend store that supports the Cypher language, such as Neo4j [175].

We evaluated queries \( \{Q_0, \ldots, Q_5\} \) with Neo4j and Clock-G. The obtained results are given in Figure 6.13. Note that we evaluate these queries using the Algorithm 2 to find the best execution plan. As shown in the plots, clock-G outperforms Neo4j such
that it can speed up the evaluation time by 80% for some queries. This difference can be explained by the fact that the query processor can prune the search space according to the requested time interval. That is, Clock-G chunks the history of the graph into multiple time windows such that evaluating a temporal query implies searching directly from the selected time windows and corresponding snapshots and deltas as presented in Chapter 5.

### 6.7 Conclusion

This chapter describes the temporal graph processor we implemented in Clock-G. We defined temporal graph algebra that extends the algebra presented by Hölsch et al. in [126] with the temporal dimension by introducing algebraic operators that composes the algebraic plans of a T-Cypher query. We also presented a cost model based on cardinality estimation that allows the computation of the cost of a query plan. We defined a greedy algorithm based on this cost model to select a good evaluation plan for a T-Cypher query. Our cost estimator differs from traditional ones because it considers the cardinalities to evolve over time. Hence, we use temporal histograms to store the evolution of the different graph entities. Finally, we presented the performance of our query planner we integrated into Clock-G. The obtained results prove the efficiency of our cost model and plan selection algorithm. We also compared the performance of Clock-G with that of Neo4j. The obtained results demonstrated that Clock-G outperforms Neo4j in query execution time. This motivates our choice to implement a native temporal graph system instead of relying on a non-temporal graph database. In future work, we will extend the current evaluation tests with larger datasets from our graph
6.7. Conclusion

The generator RTGEN (Chapter 7).
Chapter 7

TEMPORAL GRAPH GENERATION

This chapter presents our proposed temporal graph generator to benchmark temporal graph systems.

Although real-world temporal graphs already exist, these datasets do not often fit the scale requirements or cover all graph updates, such as the addition, deletion, and update of property values. Therefore, practitioners must rely on a temporal graph generator that can produce large-scale graphs whose evolution correlates with real-world temporal graphs.

Current graph generation techniques fill the gap between real and synthetic graphs by mirroring the characteristics of real graphs as presented in this survey [37], such as controlling the degree distribution [9, 49, 150, 140, 72, 19] or community structure [120, 134, 132]. Despite the importance of controlling these two graph features, they are not considered in available temporal generative models [28, 107, 6, 10, 71].

To tackle this challenge, we proposed RTGEN: a relative temporal graph generator that produces temporal property graphs by controlling several key features that characterize the evolution of real-world graphs. That is, our generation procedure controls the evolution of the degree distribution by extending a very common generation technique [56] referred to as the Chung-Lu model (CL) with temporal support. We also extend the CL model to partition the graph into ground-truth communities that coexist with the aforementioned time-dependent degree distribution. We characterize our generator as relative since it generates a temporal graph snapshot valid at time instant \( t \) by applying a number of graph updates on its ancestor snapshot valid at time instant \( t - 1 \).

The outline of this chapter is as follows. We first provide an overview description of the generation pipeline. We then describe the baseline generation technique that produces a static graph with a degree distribution approximating a given one. We also describe our proposed method to extend this static generator with a community structure. We then describe a relative graph generation technique that can produce temporal graphs while approximating the given evolution of degree distributions and community...
structure. This technique relies on an optimal transport solver that we use to minimize the effort of transforming a graph snapshot into another one. Hence, we also describe how the optimal transport solver is included in our generator. We define metrics to measure the distance between the generated graphs and the desired parameters. Finally, our contributions are validated through experimental results showing the evolution of the degree distribution and community structure approximating the ground-truth input parameters.

7.1 Overview

This section describes the overall generation procedure (illustrated in Figure 7.1). Given the characteristics of graph snapshots, our generation procedure produces the series of synthetic graph snapshots \( \{G_1, \ldots, G_n\} \) whose features approximate the given ones. These graph snapshots are relatively computed by applying graph updates on each snapshot to produce its successor snapshot. To clarify, we apply a number of graph updates on a graph snapshot \( G_{i-1} \) to create another graph snapshot \( G_i \) whose characteristics approximate the given parameters assigned for the \( i^{th} \) graph snapshot.

We define a graph snapshot \( G_i \) valid at a time instant \( t_i \) as \( \{V_{G_i}, E_{G_i}, \phi_{G_i}, M_{G_i}\} \) where \( V_{G_i} \) is the set of vertices, \( E_{G_i} \) is the set of relationships, \( \phi_{G_i} \) is a degree distribution and \( M_{G_i} \) is the density community matrix. For instance, we consider \( \phi_{G_i} \) of the form \( \{(x_{G_i}^1, \omega_{G_i}^1), \ldots, (x_{G_i}^n, \omega_{G_i}^n)\} \) as a discrete distribution over \( \mathbb{N} \) where \( x_{G_i}^j \) refers to the degree of a node and \( \omega_{G_i}^j \) refers to the total number of vertices in the graph whose total number of relationships is equal to \( x_{G_i}^j \). A density community matrix \( M_{G_i} \) defines the community structure of the generated graphs, each element \( m_{uv} \) of which is equal to the density of relationships between the source and target communities \( c_u \) and \( c_v \).

Given the number of vertices in each graph snapshot \( k_i \in \{k_1, \ldots, k_n\} \), a stochastic community matrix \( M \) and a sequence of degree distributions \( \{\phi_1, \ldots, \phi_n\} \), we generate a sequence of graph snapshots \( \{G_1, \ldots, G_n\} \) such that each snapshot \( G_i \) is relatively generated by applying a number of graph updates to \( G_{i-1} \). This transformation is based on morphing the \( \phi_{G_{i-1}} = \{(x_1^{G_{i-1}}, \omega_1^{G_{i-1}}), \ldots, (x_n^{G_{i-1}}, \omega_n^{G_{i-1}})\} \) into \( \phi_i = \{(x_1^i, \omega_1^i), \ldots, (x_k^i, \omega_k^i)\} \) and preserving the community structure that is represented by the stochastic community matrix \( M \) such that \( M_{G_{i-1}} = M_{G_i} = M \). Note that each element \( m_{uv} \) of \( M \) is equal to the probability of relationship creation between the source and target communities \( c_u \) and \( c_v \). Figure 7.1 illustrates the relative graph generation
procedure. The transformation between $G_{i-1}$ and $G_i$ is based on computing a transportation matrix $T$ that minimizes the cost of morphing $\phi_{G_{i-1}}$ into $\phi_i$. The computation of the transportation matrix reduces to an optimal transport problem. Based on the computed transportation matrix, each node belonging to the graph $G_{i-1}$ is assigned a linkage or breakage probability to indicate the probability of adding or removing a relationship. This phase is followed by creating or removing relationships to or from the graph $G_{i-1}$ to produce the graph $G_i$. These graph updates follow the linkage or breakage probabilities assigned for each node. Finally, the graph $G_i$ is computed by applying the generated updates on $G_{i-1}$. Note that the generation procedure depicted in this figure shows a simplified scenario where the number of vertices does not change. However, if that number changes, a phase consisting of the addition or deletion of vertices should precede the computation of the transportation matrix to ensure the following constraint:

$$\sum_{s=1}^{k} \omega_{G_i}^s = \sum_{t=1}^{m} \omega_i^t, \quad \forall \ 1 \leq i \leq n$$

This constraint implies that the sum of weights of distributions $\phi_{G_i}$ and $\phi_i$ should be equal.

## 7.2 Generation with degree distribution

This section describes the generation procedure of random static graphs with a given degree distribution that sets the base of our temporal and community-aware extensions discussed in further sections.

Random graphs were introduced by Erdős and Rényi (ER) [75]. The ER model generates a number of nodes and connects them by a relationship after picking each endpoint with a fixed probability $p$. However, this model produces graphs whose degree distribution follows a binomial distribution with a mean degree equal to $(N - 1)p$ where $N$ is the total number of nodes. Hence, it fails to mimic real-world graphs, usually following a power-law degree distribution. The Chung-Lu model (CL) generates a random graph that approximately matches a given degree distribution [8], relying on a simple generation procedure that can be considered a variant of the ER model.

Consider the degree distribution $\phi$ as the input parameter to the CL model and the undirected, unweighted, and unlabeled graph $G = \{V, E, \phi_G\}$ as the output where $\phi_G$ denotes the degree distribution of $G$, $V$, and $E$ represent the set of nodes and rela-
The main idea is to pick each relationship endpoint given a linkage probability such that the total number of incident relationships to each node resulting from the generation procedure is close to its assigned degree. Hence, the starting phase consists of assigning each node $v_i \in V$ with a degree $d_{v_i}$ and a linkage probability $p_{v_i} \propto d_{v_i}$. Considering that $D$ is the sum of the degrees extracted from $\phi$, we define the CL linkage probability $p_{v_i}$ in the following Equation:

$$p_{v_i} = \frac{d_{v_i}}{D} \quad (7.1)$$

Subsequently, a linkage phase consists of picking $|E| = \frac{D}{2}$ pairs of nodes to connect such that for a sufficiently large $|E|$ the random variable denoting the degree of node $v_i$ is Poisson distributed with a mean equals to $d_{v_i}$. Iterating the linkage phase $|E|$ times where a relationship is equally likely to be chosen in both directions for undirected graphs, the insertion probability of a relationship connecting node $v_i$ and node
v_j \text{ is } p_{v_i v_j} = 2p_{v_i}p_{v_j}\frac{D}{2}. \text{ The relationship insertion probability can be rewritten in a more convenient form: }

\[ p_{v_i v_j} = \frac{d_{v_i}d_{v_j}}{D} \]

To optimize the generation procedure, we gather all nodes sharing the same degree together in a pool \( \gamma_d = \{ v_i | v_i \in V \land d_{v_i} = d \} \). Each node in a pool is equally likely to be chosen, assuring that the aforementioned linkage probability \( p_{v_i} \) is not affected for a sufficiently large number of nodes. After the degree assignment phase, nodes are distributed across the pools having each the following linkage probability:

\[ p_{\gamma_d} = \frac{d|\gamma_d|}{D} \]

Following this, a pool is first picked then the node is randomly chosen in the selected pool. It should be highlighted that self-loops or multi-edges can be created since each endpoint of a relationship is picked independently. However, the number of these relationships is independent of the number of nodes and thus can be neglected for large-scale graphs.

\section*{7.3 Community-aware generation with degree distribution}

Although the Chung-Lu (CL) model produces graphs with a given degree distribution, it is unaware of the community structure in most real-world graphs. Hence, we propose a community-aware extension of the CL model based on the stochastic block model (SBM) [120]. In the following, we introduce the concept of a community (Section 7.3.1), describe the SBM model (Section 7.3.2), present our proposed extension that generates graphs with respect to a given degree distribution and community structure (Section 7.3.3), and propose an auto-filling technique to generate the community parameters with no exogenous effort.

\subsection*{7.3.1 Graph community}

A graph community is not quantitatively well defined, leading to many definitions posited in the literature. Intuitively, a community can be considered as a subgraph
whose nodes are more densely connected with each other than they are with the rest of the graph.

Given the set of communities \( C = \{c_k, 0 \leq k \leq N - 1\} \), we consider that a node should belong to a single community and relationships should be differentiated into **within** and **between relationships** as follows:

- Given a community \( c_i \), a relationship \( e \) is called a **within relationship** if the source node \( \in c_i \) and the target node \( \in c_i \).
- Given two non-overlapping communities \( c_i \) and \( c_j \), a relationship \( e \) is called a **between relationship** if the source node \( \in c_i \) and target node \( \in c_j \) or vice versa.

Having this, we define \( p_{in}^{c_i} \) as the probability of creating a within relationship that belongs to the community \( c_i \) and \( p_{out}^{c_i} \) as the probability of creating a between relationship whose one endpoint node belongs to \( c_i \) whereas the other endpoint belongs to another community \( c_j \in C - c_i \). To insure that nodes belonging to a community are more densely connected between each other than they are with the rest of the graph, the within and between relationship creation probabilities \( p_{in}^{c_i} \) and \( p_{out}^{c_i} \) of each community \( c_i \) must satisfy the condition \( p_{in}^{c_i} > p_{out}^{c_i} \), \( \forall c_i \in C \).

### 7.3.2 Stochastic block model

This section describes the SBM model [120] (also known as the planted partition model), which is commonly used for generating random graphs with a given community structure. This generating procedure only considers controlling the community structure of the graph and overlooks the resulting degree distribution.

The input of the generation procedure is a stochastic community matrix \( M \), each element \( m_{ij} \) of which defines the probability of relationship creation between the source and target communities \( c_i \) and \( c_j \). The output is a graph \( G = \{V, E, M_G\} \) where \( M_G \) is the obtained density community matrix, each element \( m_{ij}^G \) of which defines the relative relationship density between the source and target communities \( c_i \) and \( c_j \).

The generation procedure starts with the distribution of nodes among the planted (non-overlapping) communities such that each node belongs to a single community. Now, the linkage probability between a node belonging to the community \( c_i \) and another node belonging to the community \( c_j \) is equal to \( m_{ij} \). However, the extracted community density matrix \( M_G \) from the resulting graph \( G \) approximates \( M \). That is, each element \( m_{ij}^G \) is binomially distributed with a mean equal to \( m_{ij} \) and Poisson distributed with the
same mean for a sufficiently large number of created relationships.

7.3.3 Stochastic block model with degree distribution

This section describes our generative model that extends the CL model with the control of the community structure based on the previously described SBM model. Given a degree distribution $\phi$ and a stochastic community matrix $M$, our proposed model generates a graph $G$ in which degree distribution $\phi_G$ is an approximation of $\phi$ and density community matrix $M_g$ is an approximation of $M$.

Since the generated graph $G$ is undirected, the matrix $M$ is symmetric such that $m_{ij} = m_{ji}$. Having this, we consider $\omega_{ij} = \omega_{ji} = 2m_{ij}$ and $\omega_{ii} = m_{ii}$. Furthermore, we assign each community $c_i$ with a within relationship creation probability $p_{c_i}^{in}$, a between relationship creation equal to $p_{c_i}^{out}$ and a probability of relationship creation $p_{c_i}$ such that:

$$p_{c_i} = p_{c_i}^{in} + p_{c_i}^{out} = \omega_{ii} + 0.5 \sum_{j=1, j\neq i}^{[C]} \omega_{ij}$$

Given that $D_{cm}$ is the sum of the degrees of nodes belonging to community $c_m$ and $p_{cm}$ is the probability of choosing $c_m$, we define the linkage probability $p_{v_i}$ of choosing a node $v_i$ belonging to $c_m$, as follows:

$$p_{v_i} = \frac{d_{v_i}}{D_{cm}} p_{cm}, \ v_i \in c_m$$

The linkage probability of a node is the product of the probability of choosing the community to which the node belongs ($p_{cm}$) and the probability of choosing the node $v_i$ in that community ($\frac{d_{v_i}}{D_{cm}}$). Hence, Equation 7.3 assures the approximation of the community matrix. However, $p_{v_i}$ should be equal to $\frac{d_{v_i}}{D}$ (Equation 7.1) to assure the approximation of the degree distribution. Therefore, we define the following condition in order to reduce Equation (7.3) to Equation (7.1):

$$D_{cm} = D p_{cm}$$

By replacing $D$ by $\left(\frac{D_{cm}}{D_{pcm}}\right)$ in the original CL linkage probability (Equation 7.1) which assures the control of the degree distribution, we obtain Equation 7.3 which assures the control of the community structure. Having this, the duality of the linkage probability
given in Equations (7.1) and (7.3) ensures that both requirements are satisfied by our generation procedure. Hence, this simple yet powerful assumption allows our generative model to produce graphs with respect to a given degree distribution and community structure.

Towards improving performance, we consider the selection of pools rather than nodes such that a pool is local to one community. That is, nodes having the same desired degree and belonging to the same community \( c_m \) are grouped in a pool \( \gamma_d^{c_m} = \{ v_i | v_i \in c_m \land d_{v_i} = d \} \) such that the probability of a pool selection for relationship insertion \( p_{\gamma_d^{c_m}} \) is defined as follows:

\[
p_{\gamma_d^{c_m}} = \frac{|\gamma_d^{c_m}|}{D_{c_m}} \tag{7.5}
\]

The generation procedure starts with assigning nodes with a degree drawn from the desired degree distribution. Then, the nodes are distributed among communities such that the Equality 7.4 is satisfied. Subsequently, pools are created per community to group the nodes belonging to the same community and sharing the same desired degree. Once all the communities and corresponding pools are filled with nodes, the relationship creation phase starts. To link two nodes, we first choose the community to which each node belongs. The selection of a community is affected by the probability presented in Equation 7.2. Once the communities of the two endpoints are chosen, a pool grouping nodes sharing the same expected degree is selected based on the linkage probability presented in Equation 7.5. Finally, a node is uniformly chosen inside each of the selected pools forming the endpoints of the created relationship.

### 7.3.4 Hierarchical community structure

Exhaustively filling the stochastic matrix can be cumbersome when creating many communities. To fill the stochastic matrix with no exogenous effort, we propose an autogenerative procedure. Given only two parameters, this procedure auto-fills the matrix to produce a hierarchical community structure in many real-world graphs.

In a hierarchical community matrix, communities recursively embed subsequent communities in a self-similar fashion such that the community structure can be represented by a hierarchical tree, each node of which corresponds to a community. Each non-leaf node (community) is expanded into \( b \) other nodes (communities) until reaching
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Figure 7.2 – Hierarchical community tree with height \( h = 2 \) and branching factor \( b = 4 \).

A desired tree height \( h \) (Figure 7.2). The ending recursion results in \( n_c = b^h \) leaf-nodes corresponding to the finest scale communities.

The within and between linkage probabilities are defined based on the distance between the communities of the resulting trees. That is, the between linkage probability \( \omega_{ij} \) of communities \( c_i \) and \( c_j \) is proportional to the distance between \( c_i \) and \( c_j \). The distance between two communities \( d(c_i, c_j) \) is equal to the number of branches in the hierarchical tree that should be traversed to reach the least common ancestor (node) of these communities. In order to satisfy the condition stating that within relationship linkage probability must be higher than between linkage probability (\( p_{ci}^{in} > p_{ci}^{out} \)), we define \( \omega_{ii} \) as follows:

\[
\omega_{ii} = 0.5 \sum_{j=0, j \neq i}^{n_c-1} \omega_{ij} + k
\]

Where \( k \) is a tunable parameter whose calibration steers the difference between the within and between relationship densities. The effect of varying \( k \) is further highlighted in Section 7.6.

7.4 Relative graph generation

This section proposes a generative model that can produce a sequence of graph snapshots while controlling the evolution of the degree distribution and community structure. This procedure consists of transforming a graph snapshot into its successor by applying a number of graph updates.
7.4.1 Earth mover’s distance

To mirror the fact that real-world graphs gradually evolve, we minimize the effort of transforming a graph snapshot into its successor. Hence, we reduce the number of graph updates between snapshots by relying on an optimal transport solver proposed by Flamary et al. in [83] to compute the minimal distance (Earth mover’s distance) between the degree distributions of each pair of successive graph snapshots. The Earth mover’s distance is a measure of distance over a domain \( D \) between two distributions of the form \( \{ (x_1, \omega_1), \ldots, (x_n, \omega_n) \} \) where \( x_i \in D \) and \( \omega_i \) is the density of \( x_i \). Having this, the problem reduces to the computation of an optimal flow (transportation matrix) \( T = [t_{ij}] \) between two distributions \( P = \{ (x_1, p_1), \ldots, (x_n, p_n) \} \) and \( Q = \{ (y_1, q_1), \ldots, (y_m, q_m) \} \) such that \( t_{ij} \) is the mass transported between \( p_i \) and \( q_j \) which minimizes the overall cost:

\[
\min_T \sum_{i=1}^{n} \sum_{j=1}^{m} t_{ij} d_{ij}
\]

where \( d_{ij} = d(x_i, y_j) \) is a measure of distance between \( x_i \) and \( y_j \). The following constraints must hold for the optimal flow \( T \):

\[
t_{ij} \geq 0, \ 1 \geq i \geq n, \ 1 \geq j \geq m
\]
\[
\sum_{j=1}^{m} t_{ij} \leq p_i, \ 1 \geq i \geq n, \ \sum_{i=1}^{n} t_{ij} \leq q_j, \ 1 \geq j \geq m
\]

Once the optimal flow \( T \) is found, the EMD between \( P \) and \( Q \) is computed as follows:

\[
EMD(P, Q) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} t_{ij} d_{ij}}{\sum_{i=1}^{n} \sum_{j=1}^{m} t_{ij}}
\]

The EMD is fundamental in our generation procedure since it is used to compute the distance between degree distributions, as described in the following section.

7.4.2 Baseline relative graph generation

In this section, we provide the baseline procedure of transforming a graph \( G \) with degree distribution \( \phi \) into \( G' \) with degree distribution \( \phi' \), which we refer to as the Baseline relative graph generation. Note that we use this technique for generating temporal graphs such that \( G \) and \( G' \) corresponds to successive graph snapshots. Towards the
generalization of the mechanism, we remove the notion of time in this section. This
transformation is enabled by atomic graph operations, including adding and deleting a
node or a relationship. Following the assumption that temporal graphs gradually evolve,
this number of graph operations between successive snapshots should be minimized,
which is assured in our model by applying an optimal transport method.

Consider the input graph $G = \{V, E, \phi\}$ and degree distribution $\phi'$, the generated
output graph $G' = \{V', E', \phi_{G'}\}$ such that $\phi_{G'}$ is an approximation of $\phi'$. We define
the distance between two degree distributions $\phi$ and $\phi'$ as the earth mover’s distance
$EMD(\phi, \phi')$.

Consider $\delta n = |V'| - |V|$ as the total number of nodes to be added to or removed
from the graph based on whether $\delta n$ is a positive or negative number, respectively.
When adding a new node, this node is assigned a degree equal to 0, and deleting a
node consists of removing the node with its corresponding incident relationships. This
transformation phase assures that $G$ and $G'$ share the same number of nodes, hence,
allowing the transformation of $\phi$ into $\phi'$. To morph $\phi$ into $\phi'$, a transportation matrix $T$
is computed, where each row corresponds to a degree $d$ in the set of degrees in the
source distribution $\phi$ and each column corresponds to a degree $d'$ in the set of degrees
in the target distribution $\phi'$. Now, each cell consists of the portion of nodes having a
degree $d$ for which links are to be inserted or removed to be assigned a total number
of relationships equals to degree $d'$. That is, a node $v_i$, with a degree $d_{v_i} = d$, will be
assigned a degree variation of $\delta d_{v_i} = d' - d$ resulting in a total number of relationship
insertions and deletions defined as $D^+$ and $D^-$, respectively.

We assign, for each node $v_i$, a linkage probability $p^+_{v_i}$ or a breakage probability $p^-_{v_i}$
defined as extensions of the CL linkage probability (7.1):

$$
\begin{align*}
  p^+_{v_i} &= \frac{\delta d_{v_i}}{D^+}, \delta d_{v_i} > 0 \\
  p^-_{v_i} &= \frac{-\delta d_{v_i}}{D^-}, \delta d_{v_i} < 0
\end{align*}
$$

We collect nodes sharing the same degree variation $\delta d = d' - d$ into a linkage pool if
$\delta d > 0$ and in a breakage pool if $\delta d < 0$. Consider $\gamma_{d \rightarrow d'} = \{v_i | v_i \in V \land \delta v_i = d' - d\}$
to be the pool containing nodes having a degree $d$ that should be transformed into $d'$. We compute the probability of picking a linkage or breakage pool $p^+_{\gamma_{d \rightarrow d'}}$ and $p^-_{\gamma_{d \rightarrow d'}}$ as
follows:

\[
p^+_{d\rightarrow d'} = \frac{\delta d|\gamma_{d\rightarrow d'}|}{D^+}, \delta d > 0
\]

\[
p^-_{d\rightarrow d'} = \frac{-\delta d|\gamma_{d\rightarrow d'}|}{D^-}, \delta d < 0
\]

However, breaking a relationship might be impossible in situations where the source degree variation \(\delta d\) is negative and the sum of the negative degree variations of its neighbors is higher than \(\delta d\). For the sake of illustration, we present in Figure 7.3 a graph in which the number of relationships to remove from a node is higher than the sum of the number of relationships to remove from its neighboring nodes. That is, the transformation of this graph implies removing 2 relationships from node \(v_1\) since \(\delta v_1 = -2\). However, the number of the relationships that have to be removed from the neighboring nodes of \(v_1\) is equal to \(\delta v_2 = -1\) since \(\delta v_3 = 0\) and \(\delta v_4 = 1\). To overcome this, we repeat the morphing procedure until \(\text{EMD}(\phi, \phi')\) reaches the desired threshold. Our simulations have proved that the value of \(\text{EMD}(\phi, \phi')\) converges rapidly towards the minimum threshold after a tolerable number of iterations. This statement will be further highlighted in Section 7.6.
7.4.3 Relative community-aware graph generation

A more complex version of the previously described relative graph generation consists of preserving the graph community structure in the transformation procedure. That is, the input of our community-aware relative graph generator is the graph $G = \{V, E, \phi_G, M_G\}$, the desired degree distribution $\phi$ and the stochastic block matrix $M$. However, the output consists of a graph $G' = \{V', E', \phi_{G'}, M_{G'}\}$ where $\phi_{G'}$ is an approximation of $\phi$ and $M_{G'}$ is an approximation of $M$.

Recall that the generation procedure depicted in section 7.3.3 produces a graph with a given expected degree distribution and stochastic community matrix based on the proposed linkage probability duality presented in Equations (7.1) and (7.3). Indeed, a relative community-aware graph generation is based on extending the duality mentioned above by considering the node’s degree variation instead of its desired degree. That is, the following linkage and breakage probabilities $(p^+, p^-)$ of a node $v_i$ belonging to a community $c_m$ present a straightforward extension of Equations (7.6) and (7.7):

$$p^+_i = \frac{\delta d_{v_i}}{D^+_c} p_{c_m}, v_i \in c_m$$

$$p^-_i = \frac{\delta d_{v_i}}{D^-_c} p_{c_m}, v_i \in c_m$$

We consider $D^+_c$ and $D^-_c$ to be the total number of relationship insertions and deletions in community $c_m$, respectively. We also consider $p_{c_m}$ to be the linkage probability of the community $c_m$ and $\delta_{v_i}$ to be the degree variation of the node $v_i$.

As described in Section 7.4.2, we use a transportation matrix to compute the fraction of nodes ($n_{ij}$) that should be affected with a given degree variation ($\delta = d_j - d_i$). In the community-aware procedure, each node belongs to a community with an expected between and within relationship densities. Hence, the fraction of nodes having a given degree variation is put under several conditions to account for the community structure. That is, finding the portion $n_{ij}^{c_m}$ of nodes in the community $c_m$ should satisfy the three conditions that are detailed below. Each condition $i$ results in a system of linear equations of the form $A_iX = B_i$ where $X$ is a vector composed of $n_{ij}^{c_m}$ such that $X = \{n_{ij}^{c_m} \mid \forall 1 \leq i \leq |\phi_G| \land \forall 1 \leq j \leq |\phi| \land 0 \leq k \leq |C|\}$.

**Condition 1:** For each community $c_m \in C$, conditions stating that $D^+_c = D^+ p_{c_m}$ and $D^-_c = D^- p_{c_m}$ must hold, where $D^+$ and $D^-$ are the total number of relationship insertions and deletions in all communities of $C$, respectively. Incorporating $n_{ij}^{c_m}$ in the
previous condition translates to the following equality:

\[
\sum_{i=0}^{\phi G} \sum_{j=0}^{\phi'} (d_j - d_i) n_{ij} c_m = \sum_{i=0}^{\phi G} \sum_{j=0}^{\phi'} (d_j - d_i) n_{ij} p_{cm}
\]

Where \( \phi G \) and \( \phi' \) are the source and target degree distributions.

**Algorithm 3: CRGG**

**Input:** \( G = \{V, E, \phi G, M_G\} \), \( \phi \), \( M \), \( \epsilon \), \( max\_iter \), \( cur\_iter \)

**Output:** \( G' = \{V', E', \phi G', M_G\} \)

1 loop

2 \( T \leftarrow \text{GETTRANSPORTMATRIX}(\phi G, \phi) \);

3 \( X \leftarrow \text{GETVECTOR}(\phi G, \phi, T, M) \);

4 \( (D^+, D^-) \leftarrow \text{GETNUMBEROFEDGEES}(T) \);

5 \( \text{cdfCom} \leftarrow \text{GETCDFCOMS}(M) \);

6 \( \text{cdfPools}^+, \text{cdfPools}^- \leftarrow \text{INITCDFPOOLS}() \);

7 \( L \leftarrow \text{INITLOGS}() \);

8 for \( c_m \in C \) do

9 \( \text{cdfPools}^+ [m], \text{cdfPools}^- [m] \leftarrow \text{GETCDFPOOLS}(X, c_m) \);

10 \( \text{cdfPools}^+ [m] \leftarrow \text{cdfPools}^+ [m] \);

11 \( \text{cdfPools}^- [m] \leftarrow \text{cdfPools}^- [m] \);

12 for \( i \leftarrow 0 \) to \( D^+ \) do

13 \( (c_n, c_m) \leftarrow \text{CHOOSECOMS}(\text{cdfCom}) \);

14 \( (n_i, n_j) \leftarrow \text{CHOOSEVERTICES}(\text{cdfPools}^+ [n], \text{cdfPools}^+ [m]) \);

15 \( L\_\text{ADDEdge}(n_i, n_j) \);

16 for \( i \leftarrow 0 \) to \( D^- \) do

17 \( (c_n, c_m) \leftarrow \text{CHOOSECOMS}(\text{cdfCom}) \);

18 \( (n_i, n_j) \leftarrow \text{CHOOSEVERTICES}(\text{cdfPools}^- [n], \text{cdfPools}^- [m]) \);

19 \( L\_\text{REMOVEEdge}(n_i, n_j) \);

20 \( G' \leftarrow \text{APPLYLOGS}(G, L) \);

21 \( \epsilon' \leftarrow \text{GETEMD}(\phi, \phi') \);

22 if \( \epsilon' \geq \epsilon \) and \( cur\_iter < max\_iter \) then

23 \( cur\_iter \leftarrow cur\_iter + 1 \);  

24 \( G' \leftarrow \text{CRGG}(G', \phi, M, cur\_iter, max\_iter) \);

25 else

26 return \( G' \);
**Condition 2**: This condition states that the sum of all portions of nodes with degree variation \( d_j - d_i \) \( \forall d_j \in \phi_i \) in \( c_m \) should be equal to the portion \( n_{ij}^{cm} \) of nodes in \( c_m \) having a degree \( d_i \) resulting in the following equality:

\[
\sum_{j=0}^{m} n_{ij}^{cm} = n_{ij}^{cm}
\]

**Condition 3**: This condition states that the portion \( n_{ij} \) of nodes with degree variation \( d_j - d_i \) in the graph must be equal to the sum of all portions \( n_{ij}^{cm} \forall c_m \in C \).

\[
\sum_{c_m=0}^{n_c} n_{ij}^{cm} = n_{ij}
\]

By solving the concatenated system of equations obtained from the previous conditions \( \text{concat}(A_1, A_2, A_3)X = \text{concat}(B_1, B_2, B_3) \), we find the vector \( X \), hence the portions of nodes with a given degree variation and belonging to a given community \( (n_{ij}^{cm}) \).

To accelerate the generation procedure, we gather nodes in linkage or breakage pools and assign each pool with the linkage or breakage probability. These pools are created on a local basis (i.e., in each community) such that the nodes with the same degree variation \( \delta d = d' - d \) and belonging to the same community \( c_m \) are collected in a single pool \( \gamma_{c_m}^{d\rightarrow d'} \). We compute the probability of picking a linkage or breakage pool \( p_{\gamma_{d\rightarrow d'},c_m}^+ \) and \( p_{\gamma_{d\rightarrow d'},c_m}^- \) as follows:

\[
p_{\gamma_{d\rightarrow d'},c_m}^+ = \frac{\delta d |\gamma_{d\rightarrow d'}|}{D^+}, \delta d > 0
\]

\[
p_{\gamma_{d\rightarrow d'},c_m}^- = \frac{-\delta d |\gamma_{d\rightarrow d'}|}{D^-}, \delta d < 0
\]

Let us now describe our community-aware relative graph generation (CRGG) algorithm (Algorithm 3). The input parameters are the graph snapshot \( G \), desired degree distribution \( \phi \), density community matrix \( M \), the threshold of the EMD distance between \( \phi_G \) and \( \phi \), the maximum number of repetitions \( \text{max}_\text{iter} \), and the current number of repetitions \( \text{cur}_\text{iter} \). Whereas the output is a new graph snapshot \( G' \). Note that the value of \( \text{cur}_\text{iter} \) is equal to 0 in the first iteration. The transportation matrix \( T \) is computed using the function \( \text{getTransportMatrix} \) by taking the degree distributions \( \phi_G \) and \( \phi \) as input. The function \( \text{getVector} \), computes \( A \) and \( B \) based on the Conditions 1, 2 and 3 and solves the system of equations defined by \( AX = B \) to find the vector \( X \). The
total number of edges to add ($D^+$) and delete ($D^-$) are then computed based on the transportation matrix $T$. The function $\text{getCDFComs}$ computes the cumulative distribution function $cdf\text{Com}$ based on the density community matrix $M$. Then, vectors $cdf\text{Pools}^+$ and $cdf\text{Pools}^-$ represent the cumulative density functions of the linkage and breakage pools, and a list of logs (graph updates) $L$ are initialized. The function $\text{getCDFPools}$ is used to compute the cumulative distribution functions $cdf\text{Pools}^+$ and $cdf\text{Pools}^-$ based on the probabilities $p_{d\rightarrow d',c_m}^+$ and $p_{d\rightarrow d',c_m}^-$. Adding and removing edges are repeated $D^+$ and $D^-$ times, respectively. In each iteration, communities $c_n$ and $c_m$ are picked based on $cdf\text{Coms}$ and vertices $n_i$ and $n_j$ are picked using $cdf\text{Pools}^+[n]$ and $cdf\text{Pools}^-[m]$. Now, an addition or deletion graph update between the chosen vertices is added to the list of logs using functions $\text{addEdge}$ and $\text{removeEdge}$ whether the vertices were chosen from the linkage or breakage pools. However, breaking an edge might be impossible in some situations, as shown in Figure 7.3. In such a use case, no graph update is added to the list of logs $L$. Finally, the EMD distance $\epsilon$ is computed between the obtained degree distribution $\phi'_G$ and the desired one $\phi$. If $\epsilon'$ is higher than $\epsilon$ and the number of repetitions $\text{cur\_iter}$ has not yet reached $\text{max\_iter}$, the same algorithm is repeated on the newly computed graph snapshot $G'$. The computation stops when $\epsilon'$ is lower than or equal to $\epsilon$, or the number of repetitions has already been reached.

### 7.4.4 Accuracy of the generation procedure

To measure how far the characteristics of the generated graphs are from the ground truth parameters, we define two distance metrics $\epsilon_d$ and $\epsilon_c$.

The first metric $\epsilon_d$ measures the inaccuracy of approximating the degree distributions of the generated graphs with the given sequence of degree distributions. That is, it measures the root mean square of the EMD distances between each degree distribution $\phi_i$ in the given sequence $\{\phi_1, \ldots, \phi_n\}$ and its corresponding degree distribution $\phi_{G_i}$ in the sequence $\{\phi_{G_1}, \ldots, \phi_{G_n}\}$ extracted from the generated graphs. We compute $\epsilon_d$ as follows:

$$\epsilon_d = \sqrt{\frac{\sum_{i=1}^{n}(\text{EMD}(\phi_i, \phi_{G_i}))^2}{n}}$$

The second metric, $\epsilon_c$, measures the inaccuracy of approximating the community density matrix of the generated graphs with a given stochastic matrix. More precisely, it measures the root mean square of the difference between the Frobenius norms of the
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given stochastic matrix $M$ and the stochastic matrix $M_{G_i}$, extracted from every generated graph snapshot. The formula we use to compute $\varepsilon_c$ is given below:

$$\varepsilon_c = \sqrt{\frac{\sum_{i=1}^{n}(F(M) - F(M_{G_i}))^2}{n}}$$

where $F(M)$ is the Frobenius norm of the stochastic community matrix $M$. We recall that the Frobenius norm of a matrix $A$ of dimensions $(n,m)$ is defined as follows:

$$F(A) = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{m} |a_{ij}|^2}$$

These distance metrics will be further outlined in the experimental evaluation section (Section 7.6).

7.5 Generating evolving properties

Real-world graphs are usually enriched with various node and relationship properties. Nodes and relationships may be of different types and have several properties with values that may change over time. Hence, we included a decorator to RTGEN to add time-evolving properties to the nodes and relationships of the generated temporal graphs.

7.5.1 Model

Our decorator works in a post-processing phase such that it operates on an existing (already generated) dynamic graph with no properties on the nodes and relationships. We assume that in some use cases, the values of a node’s properties highly depend on those of its neighbors. In a social network, the interests of a person are more likely to be identical to those of his friends (i.e., neighbors in the graph). Similarly, the neighboring nodes in the Thing’in graph share similarities (i.e., common properties). Moreover, the value evolution of a node property at a time step might also depend on the previous values. We capture this by allowing the users to tune the degree of dependency

1. Amaury Bouchra Pilet (A post-doctoral fellow in Orange Labs) and Thomas Hassan (A research engineer in Orange Labs) have helped us include time-evolving properties by assisting with the design of the decorator.
between neighboring nodes and the different consecutive states of each node. That is, we consider the values of the properties to be Markovian in time (Markov chain) and space (Markov field). A Markov chain is a stochastic model describing a sequence of possible actions in which the probability of each action depends only on the state obtained in the previous action.
Algorithm 4: Decorator for dynamic graphs

**Input:** \( G = \{N, R\}, N_t, N_{com}, N_{spe}, N_{inf}, Nevo, R_t, R_{com}, R_{spe}, Revo, T \)

**Output:** \( G = \{N, R\} \) (decorated)

/* Initialisation */
1. \( N_{types} \leftarrow \text{RANDOMSTRINGS}(N_t); \) \( \triangleright \) Generate \( N_t \) types
2. \( R_{types} \leftarrow \text{RANDOMSTRINGS}(R_t); \) \( \triangleright \) Generate \( R_t \) types
3. \( N_{comPro} \leftarrow \text{RANDOMSTRINGS}(N_{com}); \) \( \triangleright \) ...common properties (node)
4. \( R_{comPro} \leftarrow \text{RANDOMSTRINGS}(N_{com}); \) \( \triangleright \) ...common properties (edge)
5. \( N_{spePro} \leftarrow \text{MAP}(N_{com}); \)

for \( type \in N_{types} \) do
6. \( N_{spePro}[type] \leftarrow \text{RANDOMSTRINGS}(N_{spe}); \) \( \triangleright \) ...specific properties (node)
7. for \( type \in R_{types} \) do
8. \( R_{spePro}[type] \leftarrow \text{RANDOMSTRINGS}(R_{spe}); \) \( \triangleright \) ...specific properties (edge)

/* Decoration */
9. for \( t \in T \) do
10. for \( n \in N(t) \) do \( \triangleright \) Processing nodes
11. if \( \exists n(t-1) \) then \( \triangleright \) Existing node
12. \( n.type \leftarrow n(t-1).type; \)
13. for \( p \in N_{comPro} \cup N_{spePro}[n.type] \) do
14. \( s \leftarrow 0 \) for \( n \in n.k \) do
15. if \( \exists n.props[p] \) then \( s+ = \rightleftharpoons_n.props[p] \) else \( s+ = \text{RAND}([0, 1]); \)
16. \( n.props[p] \leftarrow ([N_{inf} \times s + (1 - N_{inf}) \times \text{RAND}([0, 1])] > 0.5); \)
17. else \( \triangleright \) New node
18. \( n.type \leftarrow \text{RAND}(N_{types}); \)
19. for \( p \in N_{comPro} \cup N_{spePro}[n.type] \) do
20. \( n.props[p] \leftarrow (\left(1 - N_{inf}\right) \&^p_{n(t-1).props[p]} + N_{inf} \times \text{RAND}([0, 1]) > 0.5); \)
21. for \( r \in R(t) \) do \( \triangleright \) Processing relationships
22. if \( \exists r(t-1) \) then \( \triangleright \) Existing relationship
23. \( r.type \leftarrow r(t-1).type; \)
24. for \( p \in R_{comPro} \cup R_{spePro}[r.type] \) do
25. \( r.props[p] \leftarrow \text{RAND}(\top, \bot); \)
26. else \( \triangleright \) New relationship
27. \( r.type \leftarrow \text{RAND}(R_{types}); \)
28. for \( p \in R_{comPro} \cup R_{spePro}[r.type] \) do
29. \( r.props[p] \leftarrow (\left(1 - Revo\right) \&^p_{r(t-1).props[p]} + Revo \times \text{RAND}([0, 1]) > 0.5); \)
We list the rules we apply to the labels, types, and properties of nodes and relationships as follows:

— The labels and types are static, whereas properties are dynamic.
— The label and property values of a node should depend on the types of its incident relationships and the labels and properties of its neighbors.
— The value of the property of a node at a given snapshot depends on its value in the previous snapshot.

This rather generic framework would allow using measures taken from real graphs to parameterize the decorator. It cannot cover more complex cases (such as dependency on neighbors’ neighbors), but such dependencies would be harder to extract anyway without relying on more advanced methods, e.g., machine learning-based methods, which are out of the scope of this dissertation.

However, we still need a more straightforward, necessarily more limited, implementation of this model, enabling us to decorate graphs based only on a few numeric parameters.

### 7.5.2 Implementation

To propose an easy-to-configure implementation of our model, we focus on generating boolean properties as an initial step but plan to extend it later with other types. Some of these properties are common to all node labels, and others are specific to each node label. In this implementation, the labels and types of nodes and relationships are random. Node properties initially depend on neighbors’ properties but then evolve following the Markov chain model. Relationship properties are initiated randomly and then change as a Markov chain.

Our decorator takes the following parameters:

— $N_t \in \mathbb{N}$ and $R_t \in \mathbb{N}$ number of node and relationship types (random strings).
— $N_{com} \in \mathbb{N}$ and $R_{com} \in \mathbb{N}$ number of properties shared by all nodes and relationships.
— $N_{spe} \in \mathbb{N}$ and $R_{spe} \in \mathbb{N}$ number of properties specific to each node and relationship type.
— $N_{evo} \in [0, 1], R_{evo} \in [0, 1]$ the evolution factor of nodes and relationships (0: static, 1: independent from previous values).
— $N_{inf} \in [0, 1]$ the influence factor of neighbors on a node’s properties (0: inde-
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That is, the evolution factor controls the dependency of a property value at a time step with a previous one. The influence factor controls the value dependency of a node property with its neighbors. Since the generation process decorates nodes sequentially, it is likely that its neighbors are not already decorated when initializing a node. In addition, for type-specific properties, values do not exist for neighbors of a different type. In this case, the value is replaced by a random one. The decoration process is presented in Algorithm 4.

We denote by $G(t)$, $N(t)$ and $R(t)$ a graph, its set of nodes and its set of relationships at time $t$. For a given node $n$/edge $r$ (time $t$ implicit), we denote by $n(t-1)/r(t-1)$ the previous state of the node/edges, if any. That is, $\exists n(t-1)/\exists r(t-1)$ is $\top$ (true) if the node/edge exists at time $t-1$, $\bot$ (false) otherwise. $T$ denotes a sequence of time steps (corresponding to graph snapshots). $n.k$ denotes the set of the neighbors of a node. We use $(\exists n.props[p])$ to indicate whether property $p$ is set for node $n$ at the time step corresponding to the current iteration.

7.6 Experimental evaluation

In this section, we present the results of the experiments we have conducted to evaluate the performance of our generator RTGEN. We also provide insight into how changing the input parameters can steer the characteristics of the generated temporal graphs.

RTGEN tool the users of our RTGEN tool can pass the input parameters to describe the desired sequence of degree distributions or stochastic community matrix and the format of the generated output files to RTGEN using a terminal command. RTGEN proposes two output types: snapshot-based and event-based. The snapshot-based format consists of a sequence of graph snapshots in a separate file. The event-based format consists of generating the sequence of graph updates (events) that we applied between successive snapshots to transform one snapshot into the next.
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Figure 7.4 – Evolution of the degree distribution of the obtained graph snapshots

(a) Gaussian degree distribution of a growth-only graph

(b) Gaussian degree distribution of a graph with relationship deletions

(c) Zipfian degree distribution of a growth-only graph

Experimental setup

The experiments were conducted on a single machine equipped with Intel(R) Core(TM) i5-8350U CPU @ 1.70GHz 1.90 GHz, 16 GB memory and 500 GB SSD. We used Go 1.17.5 and Python 3.8.0. Besides, we referred to the optimal transport solver proposed by Flamary et al. in [83]. The graphs shown in this section are visualized using the tool Gephi [26], which offers network visualization facilities and community detection algorithms [31].
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Preliminaries

In the following experiments, we refer to two types of common degree distributions, Gaussian $f_G$ and Zipfian $f_Z$, defined as follows:

\[
f_G(x) = \frac{1}{\sigma \sqrt{\pi}} e^{-\frac{1}{2} \left( \frac{x-\mu}{\sigma} \right)^2}
\]

\[
f_Z(x) = \frac{1}{(x+v)^s} \quad x \in [0, d_{max}]
\]

We consider that the value of a parameter $k$ in iteration $i$ depends on its value in the previous iteration $i - 1$ such that $k_i = k_{i-1} + \delta k$. This is applied to the parameters of the degree distributions $\mu, \sigma, d_{max}, s, v$, and the total number of nodes denoted $n$. That is, $\delta n$ denotes the number of nodes to be added or removed from the graph in the relative generation process. RTGEN also generates the first snapshot, implying that the parameters of the degree distribution of the first snapshot should be given.

7.6.1 Controlling the evolution of the degree distribution

In this experiment, we show the evolution of the degree distribution of a sequence of graph snapshots generated with the relative generation procedure given a set of input parameters. Hence, we consider Gaussian and Zipfian degree distributions with different parameters and plot the obtained degree distributions in Figures 7.4(a), 7.4(b) and 7.4(c). Figure 7.4(a) shows the evolution of the degree distribution of a generated sequence of 10 graph snapshots given the following parameters: \{\(n^0 = 10K\), \(\mu^0 = 30\), \(\sigma^0 = 2\), \(\delta n = 10k\), \(\delta \mu = 5\), \(\delta \sigma = 0.1\)\}. By setting $\delta \mu$ to 5, we increase the average degree by 5 between each pair of snapshots. This can model a growth-only graph where the average relationship degree regularly increases.

However, some real-world graphs are not growth-only because they are subject to relationship deletions. This is indeed the case of the Thing’in graph, where a number of short-term connections between IoT devices are only valid during peak hours. To model this characteristic, RTGEN also supports relationship deletions. The evolution of the degree distribution with relationship deletions is presented in Figure 7.4(b). Let the following parameters define the evolution of degree distribution for $i \in [0, 4]$: \{\(n^0 = 1M\), \(\mu^0 = 60\), \(\sigma^0 = 4\), \(\delta n = 0\), \(\delta \mu = 5\), \(\delta \sigma = 0\)\}. Whereas the following parameters define its evolution for $i \in [5, 9]$: \{\(n^0 = 10K\), \(\mu^0 = 80\), \(\sigma^0 = 2\), \(\delta n =
0, $\delta \mu = -5, \, \delta \sigma = 0\}$. Indeed, setting $\delta \mu$ to $-5$ indicates that the average degree decreases by a value of 5 between each pair of successive graph snapshots.

Since real-world temporal graphs usually exhibit a power law degree distribution, we also generated graphs with an evolutionary Zipfian degree distribution composed of 10 graph snapshots as shown in Figure 7.4(c). For this generated temporal graph, we set the following parameters \(\{n^0 = 50k, \, s^0 = 2.5, \, v^0 = 10, \, d_{\text{max}}^0 = 10, \, \delta n = 50k, \, \delta s = 0, \, \delta v = 0, \, \delta d_{\text{max}} = 5\}\). By setting parameter $\delta d_{\text{max}}$ to 5, we consider that the maximum degree of nodes increases by a value of 5 between each pair of successive snapshots. The value of $\delta n$ indicates that $50k$ new nodes join the graph between successive snapshots. These parameters reflect the growth of many real-world temporal graphs where new nodes join the graph, and new connections are created as time elapses.

### 7.6.2 Controlling the community structure

In this experiment, we present the generated community structure with different parameters of the stochastic community matrix and the effect of varying parameter $k$ of the hierarchical tree. As described in Section 7.3.4, RTGEN can auto-generate the stochastic community matrix representing a hierarchical community structure. Consider a stochastic community matrix generated by setting $b = 4$ and $h = 2$. As depicted in Equation 7.2, one can tune the parameter $k$ to control the within and between relationship densities (see Section 7.3.4 for a description of parameter $k$). Hence, we select three different values of $k$ in \(\{2, 4, 8\}\). Furthermore, consider $n = 1000$ to be the total number of nodes and $\mu = 30$ and $\sigma = 2$ to be the parameters of a Gaussian distribution. In this experiment, we generate a single graph snapshot relying on the generation procedure proposed in Section 7.3.3. The generated graphs are shown in Figures 7.5(a), 7.5(b) and 7.5(c) using the Gephi tool. It can be noticed that the difference between the within and between relationship densities is proportional to $k$ since $k \propto p_{ci}^{\text{in}} - p_{ci}^{\text{out}}$ where $p_{ci}^{\text{in}}$ and $p_{ci}^{\text{out}}$ are the within and between linkage probabilities of a community $c_i$.

Figure 7.6 presents the modularity in function of parameter $k$ which we vary from 0 to 32. Modularity is a measure to quantify the goodness of community structure. It compares, for all the communities, the fraction of relationships falling within the given community with the expected fraction if relationships were distributed at random. It is clear from the results that the modularity increases with the increase of the value of $k$. 
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(a) \( k=2 \)  
(b) \( k=4 \)  
(c) \( k=8 \)

Figure 7.5 – A visualization of the generated graphs with a hierarchical community structure with parameters: \( b = 4 \), \( h = 2 \), \( c = 4 \) and a varying \( k \).

This is justified by the fact that \( k \) is proportional to the difference between within and between relationship linkage probabilities \( p_{c_i}^{\text{in}} - p_{c_i}^{\text{out}} \).

7.6.3 Generating graphs with deletions

As mentioned in Section 7.4, our relative graph generation procedure can produce several relationship deletions. This can be cumbersome when the number of relationships to delete for a given node is higher than the total sum of relationships to delete from its neighboring nodes. We solve this problem by repeating the generation process until reaching an acceptable error threshold defined by the EMD between the obtained and desired degree distributions.

Figure 7.10 shows the variation of the number of iterations and the execution time of the generation process in function of the threshold error defined by the EMD. The results show that our generation procedure converges rapidly towards a tolerable threshold. That is, a threshold equal to 0.001 can be reached with only 7 iterations. By comparing the execution time of a single iteration with that of repetition (e.g., 7 iterations), we can derive that the execution time of repeating the generation is lower than that of the first iteration. This is justified by the fact that the majority of modifications are added in the first iteration, and only the remaining nodes whose linkage probability does not satisfy the sum of the linkage probabilities of their neighboring nodes are considered in the next iteration. Note that these results are obtained from the generation of two successive snapshots with the following input parameters of a Gaussian degree distribution: \( \{n_0 = 500k, \mu_0 = 60, \sigma_0 = 2, \delta n = 0, \delta \mu = -30, \delta \sigma = 0\} \).
7.6.4 Accuracy of the generation procedure

We quantify the accuracy of the generated graphs with the given parameters by computing the distance metrics $\varepsilon_d$ and $\varepsilon_c$ defined in Section 7.4.4. We generated a sequence of $n = 5$ snapshots with the following parameters of Gaussian degree distribution: \( \{ n_0 \in \{ 10k, 100k, 500k, 1M \}, \mu_0 = 30, \sigma_0 = 2, \delta_n = 0, \delta\mu = 10, \delta\sigma = 0 \} \). Besides, we controlled the community structure by fixing the following parameters of a hierarchical tree: $h = 2$, $b = 2$, $c = 4$, $k = 0$.

Figures 7.7, 7.8 and 7.9 plot the execution time, value of $\varepsilon_d$ and $\varepsilon_c$ in function of the total number of created relationships from applying the Gaussian degree distribution whose parameters are given above. The execution time increases with the number of generated relationships. However, the distances $\varepsilon_d$ and $\varepsilon_c$ decrease with the increase of the number of created relationships. This implies our generator RTGEN approximates
Figure 7.10 – The variation of the number of iterations and execution time in function of the EMD.

the given sequence of degree distribution and community structure more accurately as the number of relationships grows. Hence, our generator performs better for large-scale graphs.

### 7.7 Conclusion

In this chapter, we addressed the generation of temporal graphs that are critical for benchmarking temporal graph management systems. We proposed RTGEN, a novel temporal graph generator that produces a sequence of graph snapshots whose community structure and evolution of the degree distribution results from approximating user-defined parameters. This generation procedure consists of relatively generating a graph snapshot from a previous one by applying several atomic graph operations. Our generation technique relies on an Optimal transport solver to approximate a user-defined sequence of degree distributions while minimizing the number of operations needed to transform one snapshot into its successor. We conducted several experiments that validated our generation procedure’s efficiency and accuracy. Although we tested the accuracy of the generated graphs’ characteristics with the given user-defined parameters, we plan to evaluate their accuracy with parameters extracted from real-world temporal graphs.

The work described in this chapter paves the way for several possible extensions, such as adding a dynamic community structure. Indeed, the communities in real-world graphs are subject to splits, merges, shrinks, or expansions, which should also be modeled in synthetic graphs. However, such an extension falls outside the scope of
this thesis.
The goal of this thesis has been to address the challenges in the design of a temporo-
ral graph system. We were particularly interested in the use case of Thing’in¹, where
many queries about the evolution of graphs are more insightful for end users than tra-
ditional non-temporal queries. Since existing graph databases do not account for the
temporal dimension, we decided to design our temporal graph system Clock-G from the
ground up. We believe that a non-temporal graph system might lead to performance
deterioration when extended with the temporal dimension because it is not designed
with native temporal support. We summarize in Section 8.1 the different aspects that
we have addressed to design our system Clock-G. Besides, we outline the possible
expansions and improvements which may be made to Clock-G in Section 8.2. Finally,
Section 8.3 summarizes our contributions to the industrial use case of the platform
Thing’in and provides our future plans.

8.1 Summary of contributions

The main contributions of this thesis are related to the design of Clock-G. These
contributions are categorized under the four chapters which discuss them, namely:
The temporal graph query language T-Cypher in Chapter 4, the temporal graph storage
technique $\delta$-Copy+Log in Chapter 5, the temporal graph processing engine in Chap-
ter 6, the temporal graph generator RTGEN in Chapter 7.

Chapter 2 discussed the related work on the approaches used in the design of
non-temporal graph systems and showed how temporal graph systems extend or differ
from these approaches. We also outlined the main challenges addressed in the related
work.

Chapter 3 presented the overall architecture of our system Clock-G briefly to give a

¹. https://tech2.thinginthefuture.com/
broad perspective of the work accomplished during this thesis.

Chapter 4 presented the temporal graph query language T-Cypher. We designed T-Cypher to fulfill our required querying functionalities: Temporal slicing, temporal graph pattern matching, temporal paths, and temporal aggregation. We also described our industrial integration of T-Cypher into the Thing’in platform. This integration consisted of building a temporal layer to manage the temporal dimension on top of an existing non-temporal graph database. Evaluating T-Cypher queries consisted of finding the equivalent Cypher query based on translation rules and evaluating it against Neo4j. This translation demonstrated that using T-Cypher significantly reduced the verbosity of queries compared to Cypher, motivating the proposal of a native temporal query language.

Chapter 5 presented a new storage technique for temporal graphs. As we highlighted in the analysis of related work (Chapter 2), two of the most common methods in this context are the Log and Copy+Log. These techniques lead to an apparent trade-off between space/query computation time complexities. The main limitation of the Copy+Log technique is the storage of full graph snapshots. Since the graph of Thing’in is growth mostly, the difference between consecutive snapshots contains mainly the added graph entities. In our proposed storage technique, $\delta$-Copy+Log, we reduced the space usage of snapshots by storing the differences between consecutive snapshots instead of keeping them entirely. We also presented the implementation details of the $\delta$-Copy+Log method in Clock-G. To evaluate the space usage and the execution time of our proposed method, we conducted several experiments using real and synthetic datasets. The results demonstrated that our approach can significantly reduce space usage compared to the Copy+Log technique while only adding a slight overhead to the execution time of queries compared with the Log technique. We also compared the performance of Clock-G with that of a non-temporal graph database Neo4j [175]. The obtained results demonstrated that Clock-G significantly outperforms Neo4j in terms of space usage and query execution time. Indeed, these results motivated our choice of building a graph system with native temporal support instead of relying on a non-temporal graph database.

Chapter 6 presented the processing of T-Cypher queries and the implementation details of our processing pipeline that we have integrated into Clock-G. We extended the graph algebra presented by Hölsch et al. in [126] with temporal dimension to translate T-Cypher queries into a set of algebraic operators. Also, we defined a cost model
that allows the estimation of the cardinality of an operator during a time interval. This cost model is used to compute the evaluation plan with the minimum estimated cost in a greedy manner. We then presented the data structure we use to keep track of the temporal histogram containing information about the evolution of the graph entities' cardinalities. We conducted several experiments using a synthetic dataset to evaluate the performance of our query processor. We compared the execution time of the best, random and worst evaluation plans. The results demonstrated that the best plans resulted in the minimum execution time compared to the random and worst. We also implemented T-Cypher queries using the non-temporal graph database Neo4j [175]. The results demonstrate that Clock-G outperforms Neo4j in terms of query execution time. This is in line with the results obtained in Chapter 5. However, the results in this chapter were obtained from evaluating more complex queries (i.e., T-Cypher queries) rather than basic queries.

Chapter 7 presented a generator for temporal graphs that can be used in benchmarking temporal graph systems. Available generators fail to produce temporal graphs given the evolution of their degree distribution which is a key characteristic of real-world graphs. Hence, we proposed RTGEN, a temporal graph generator based on a relative generation procedure that produces a snapshot from a previous one by applying a series of graph updates. A critical consideration in the design of RTGEN was the commonalities between the successive snapshots which imply that we apply the minimum number of graph updates that allow the transformation between two snapshots while respecting the parameters of the degree distribution. Besides the degree distribution, our generator controls the community structure of the generated graphs, which is another key characteristic of real-world graphs. We also coupled RTGEN with time-evolving properties. The evaluation of RTGEN demonstrated that it can generate temporal graphs given degree distributions and community structure parameters.

8.2 Future directions

From a future perspective, there are many expansions and possible improvements to the contributions elaborated in this thesis. Within this, we distinguish perspectives for the querying language, storage, query processing, and generation techniques. We list these improvements in the following.
8.2.1 Directions in querying temporal graphs

**T-Cypher**

As discussed in Chapter 4, the syntax of T-Cypher can cover a wide variety of insightful temporal queries. However, this syntax can be improved to cover full Cypher [86] queries instead of a fragment, including projections, and union of sub-queries. Besides, it would be interesting to study the expressive power versus efficiency of T-Cypher queries. A balance between expressiveness and efficiency (complexity of evaluation) means a balance between practice and theory. Indeed, some expressive T-Cypher queries can be challenging to evaluate in practice. For example, using Allen’s algebra [11] to define temporal predicates between the variables of a temporal graph pattern is very useful but induces temporal joins whose implementation can be cumbersome as presented in Section 8.2.3.

In future work, we are also planning to include a comparison of the expressiveness of T-Cypher with alternative proposals.

**Transformation of graph patterns**

An interesting functionality in temporal graph querying would be the expression of different states of a pattern and returning the subgraphs that satisfy this transformation. Figure 8.1 illustrates an example of the evolution of a graph pattern composed of nodes \( \{n_0, \ldots, n_3\} \) and relationships \( \{r_0, \ldots, r_5\} \). As presented in the figure, the relationships appear and disappear between the time instants \( \{t_0, t_1, t_2\} \). The returned sub-graphs should contain all the node and relationship states that satisfy this topological transformation at the requested time instants.

**Spatio-temporal support**

Besides the temporal dimension, it would be interesting to add the spatial dimension to graph queries. Indeed, Spatio-temporal databases have spurred interest in literature [108, 225, 189]. For instance, SPARQL-ST [189] extends SPARQL [113] with spatial and temporal constructs. The graph of Thign’in includes the geographic positions of each of the objects (i.e., nodes) such that the users of the platform can locate them by querying the graph. In this context, it would be interesting to study spatio-temporal queries that enable, for example, the expression of a geographic region (e.g.,
polygon) in which the returned objects should be located during a given time interval. To capture this, we can include a spatial filtering clause (similar to the temporal slicing clause) into T-Cypher queries to specify the requested geographical region.

Temporal graph analytical support

An interesting research direction would be extending analytical queries with the temporal dimension. There has been substantial development in graph analytical systems. The available systems focus primarily on static graph processing namely Pregel [156], PowerGraph [98], and GraphLab [155]. However, some of the recent work focuses on building temporal graph analytical systems that extend current iterative models with the temporal dimension such as DynamoGraph [224] and Raphtery [223]. These systems enable the computation of the evolution of the Pagerank, Connected components, or centrality of the underlying temporal graphs. The users of Thing’in can benefit from analytical queries to track and analyze the evolution of key characteristics of the underlying graph. Besides, analytical queries could also allow the users of Thing’in to detect anomalies, such as the evolution of an IoT object in an unpredictable or uncontrollable manner.
8.2.2 Directions in storing temporal graphs

Extension of the $\delta$-Copy+Log storage technique

As presented in Chapter 5, the $\delta$-Copy+Log technique is based on the concept of storing $M$ time windows in a single time bucket. This number is applied on all the time buckets such that the number of time windows between two successive snapshots is equal to $M$. Building upon the fact that recent data is more likely to be queried than old and stale data, we propose, as an extension for the $\delta$-Copy+Log method, to increase the value of $M$ of the buckets with the staleness of the data stored in each bucket. Having this, the older time buckets will contain more time windows, reducing the total number of graph snapshots that might be unnecessary or not frequently queried.

Data compression

Another amelioration related to storage is data compression. For our special use case (Thing’in), the data collected from IoT objects (e.g., sensor devices) are highly volatile and should be recorded with fine granularities (e.g., microseconds or milliseconds). These time-evolving values can be regarded as properties on the nodes of the graph of Thing’in. In this context, time series compression techniques are a sensible choice to reduce the space usage of time-evolving properties.

Time series compression has received attention in the literature, and several methods have been proposed. For example, Dictionary-based compression builds upon the redundancy peculiarity of time series. First, common segments are extracted through a training phase to create a dictionary of segments. Second, each segment in the time series is replaced with the key of the segment in the dictionary. However, if a time series segment does not match any dictionary segment, then the segment is left uncompressed. Examples of such methods can be found in [157, 137]. In functional-based compression methods, time series are represented as a function of time. Instead of finding a single function that represents the time series, these methods partition the time series into segments. For each of these segments, a function is assigned. An example of such methods can be found in [171].

Although these compression methods are interesting, they work better in offline systems since they necessitate a processing phase to extract the dictionary or functions. However, in the application domains of Thing’in, data should be inserted in real-time,
meaning that the insertion latency should be controllable, which implies using other online compression techniques.

8.2.3 Directions in processing temporal queries

Temporal joins

The query processor proposed in Chapter 6 allows the evaluation of T-Cypher queries. We proposed a time-extended temporal graph algebra that includes the operators getNodes and expand, retrieving the nodes in a graph or expanding an input relation with relationships. Besides these graph-oriented operators, we use relational operators: selection and join. The selection filters an input temporal graph relation, whereas the join operator is used to join two temporal graph relations based on a condition that applies to the variables of the relations. As outlined in the chapter, we refer to a join between two relations based on a temporal condition as a temporal join. In Figure 8.2, we present an example of a temporal graph pattern and its corresponding evaluation plan, including a temporal join. In this example the sub-patterns are evaluated separately, and then their results are joined. This join is based on the equality \( n_0 = n'_0 \) and \( n_2 = n'_2 \) which we omit from the operator for simplicity. The second join condition matches the tuples that satisfy Allen’s relation stating that \( r_3 \) must have occurred before \( r_1 \). In this work, we proposed to perform temporal joins with a straightforward algorithm assuming no indices, implying scanning through both temporal graph relations, selecting the subsets matching the temporal condition, and then joining them. Assuming that the sizes of the relations are large with high joining selectivity, this joining technique will be costly. Having this, we propose to extend our query processor with a special technique that accelerates temporal joins. Such a technique can rely on an index structure optimized for range-interval queries (i.e., number of elements with a key range and a time interval) such as MVBT (Multi-Version B+Tree) [240] which can avoid scanning the entire relations.

Indexing

Data management systems often refer to indexes to prune the search space. In the context of graph management, auxiliary data structures are used to index paths [218], frequent subgraphs [239], trees [243] and neighborhood of a node [230]. Such indexes
Figure 8.2 – Example of temporal graph pattern and its evaluation plan including a temporal join

filter out graphs that do not match the query. Regarding their usefulness in accelerating query processing, it would be interesting to include indexes into our system Clock-G to accelerate T-Cypher queries.

8.2.4 Directions in generating temporal graphs

We also propose improvements for our graph generator RTGEN. As outlined in Chapter 7, our generator produces temporal graphs while controlling the evolution of the degree distribution while maintaining a static community structure. Although nodes and relationships are joining and leaving the returned graphs, the between and within relationship densities of communities remain unchanged. This feature does not reflect real-world graphs since communities can be subject to a merge, split, shrink, or growth which affects the overall community structure [28]. To capture this, we propose to extend RTGEN with community-aware functionalities in which communities can change based on given evolutionary parameters that characterize these changes. However, the challenge we are aware of within this extension is controlling the evolution of the degree distribution since the desired changes in the community structure should not affect the expected evolution of the degree distribution.
8.3 Summary of contributions and directions in the industrial integration

8.3.1 Summary of contributions in the industrial integration

We recall that this thesis was motivated by the industrial use case of the Thing’in platform initiated by the telecommunication company Orange. Hence, some of the contributions of this dissertation, particularly T-Cypher, are already used in production.

This dissertation focused on the development of Clock-G. However, we provided a proof-of-concept implementation of our system, which is in an early development stage. Building a robust data management system takes years of progress and demands the efforts of a team of full-time engineers. Hence, we decided to rely on an existing graph database to accelerate the integration into the Thing’in platform and continue in parallel the development of Clock-G with the ultimate goal of eventually using it in production.

For instance, we added temporal support to the Thing’in platform by relying on an existing graph database Neo4j [175] and translating T-Cypher queries into Cypher queries as presented in Chapter 4 (Section 4.6). The documentation of our public beta release of the temporal feature can be found on the official website of the platform.

We also added special techniques to enable the users of Thing’in to visualize the evolution of the result. We also proposed two different formats to return the result of a T-Cypher query: Full and Log. The Full format returns node and relationship states. Whereas the Log format returns a sequence of graph updates. The latter format is particularly useful for visualizing the evolution of the returned result.

8.3.2 Directions in the industrial integration

As mentioned in the previous section, we have integrated the temporal dimension into the Thing’in platform. This feature is a public beta release we plan to develop progressively soon. For instance, the supported temporal queries cover a fragment of T-Cypher queries. Hence, we plan to include all the possible temporal features of T-

---

2. Thanks goes to David Crosson, a senior engineer at Orange Labs and member of the Thing’in team, who has helped me integrate my work into the Thing’in platform
4. Thanks goes to Alain Dechorgnat, a senior developer at Orange Labs and member of the Thing’in team, for his efforts in implementing the visualization feature
Cypher, such as temporal paths and aggregation. To reduce query latency, a possible amelioration is the addition of indexes on special static properties of the nodes of the graph, which are commonly filtered by the platform users. Besides, we plan to benchmark the platform’s performance to evaluate our implementation regarding ingestion throughput, space usage, and query response times. In this context, we plan to use RTGEN to generate the datasets of our benchmarks. Since we have recently rendered the temporal feature public, we are receiving feedback from end users, which will further help us improve the solution and propose new temporal functionalities.

Thing’in is currently managing digital twins, the digital representation of real-world physical devices that serve as their indistinguishable virtual counterparts. In this context, real-time management of the data collected by these devices is very critical. Note that real-time management in the use-case of digital twins implies controlling the latency of data collection, insertion, and querying, usually in milliseconds or even microseconds. This delicate demand should be further investigated in the future development of our temporal layer.
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A Description of temporal functions and operators

We present in Chapter 4 the temporal constructs added to our query language, T-Cypher. In this appendix, we describe the added temporal functions and operators used to enable the expression of temporal predicates.

The following temporal functions are applied on temporal values \( V^T \) that includes time instants, intervals, and duration values. That is, a temporal function, takes a set of temporal values and returns a temporal value. In the following, we describe each temporal function. We consider that \( i^s \) and \( i^e \) denote the starting and ending time instants of a time interval \( i \).

- **Start**: takes a time interval and returns its starting time. Formally: Consider a time interval \( i \), then \( \text{start}(i) = i^s \).

- **End**: takes a time interval and returns its ending time. Formally, Consider a time interval \( i \), then \( \text{end}(i) = i^e \).

- **Add**: takes a time instant and a duration and returns the time interval starting at that time instant and ending at the time instant plus the input duration. Formally, consider a time interval \( i \) and a duration \( d \), then \( \text{add}(t, d) = i \) s.t. \( i^s = t, i^e = t + d \).

- **Sub**: takes a time instant and a duration and returns the time interval ending at that time instant and starting at the time instant minus the time input duration. Formally, consider a time instant and a duration \( d \), then:

\[
\text{sub}(t, d) = \begin{cases} 
\text{i s.t. } i^e = t \text{ and } i^s = t - d, & \text{if } t > d \\
\text{null}, & \text{otherwise}
\end{cases}
\]

- **ElapsedTime**: takes two time intervals and returns the duration between the ending time instant of the first time interval and the starting time of the second one. However, if the ending time instant is greater than the starting time instant,
the returned result is null. Formally, consider time intervals $i$ and $i'$, then:

$$\text{elapsedTime}(i, i') = \begin{cases} i^e - i'^s, & \text{if } i^e \leq i'^s \\ \text{null}, & \text{otherwise} \end{cases}$$

— **Duration**: takes a set of time intervals and returns the sum of a total number of chronons between each interval’s starting and ending time instants. Formally, consider the set of time intervals $i = \{i_1, \ldots, i_n\}$, then:

$$\text{duration}(i) = \sum_{1 \leq k \leq n} (i^e_k - i^s_k)$$

— **Intersection**: takes a set of time intervals and returns a time interval containing all shared time instants between the input time intervals. Formally, consider $\{i_1, \ldots, i_n\}$ as a set of $n$ time intervals, then:

$$\text{intersection}(i_1, \ldots, i_n) = \begin{cases} i, & \text{if } i^s = \text{MAX}(i^s_1, \ldots, i^s_n) \land i^e = \text{MIN}(i^e_1, \ldots, i^e_n) \land i^s \leq i^e \\ \text{null}, & \text{otherwise} \end{cases}$$

— **Range**: takes a set of time intervals and returns a time interval that covers the entire time range of input intervals. Formally, consider $\{i_1, \ldots, i_n\}$ as a set of $n$ time intervals, then:

$$\text{range}(i_1, \ldots, i_n) = i \text{ if } i^s = \text{MIN}(i^s_1, \ldots, i^s_n), \quad i^e = \text{MAX}(i^e_1, \ldots, i^e_n)$$

Besides temporal functions, we also incorporate temporal operators that enable the comparison between time intervals. These temporal operators represent the thirteen operators of Allen temporal algebra presented in [11]. In the following, we describe the semantics of each operator. Consider $(i, i')$ to denote time intervals, $(i^s, i'^s)$ to be their starting time instants, and $(i^e, i'^e)$ to denote their ending time instants, then:

— **$i$ BEFORE $i'$** evaluates to true if $i$ ends before $i'$ starts.
— **$i$ AFTER $i'$** evaluates to true if $i$ starts after $i'$.
— **$i$ OVERLAPS $i'$** evaluates to true if $i'$ starts after the start of $i$ and finishes after the end of $i$. 222
— $i$ **STARTS** $i'$ evaluates to true if $i$ and $i'$ starts at the same time instant and $i$ ends before $i'$ s.t. $i^s = i'^s$ and $i^e < i'^e$.
— $i$ **DURING** $i'$ evaluates to true if $i$ after and ends before $i'$ s.t. $i^s > i'^s$ and $i^e < i'^e$.
— $i$ **FINISHES** $i'$ evaluates to true if $i$ and $i'$ end at the same time instant and $i$ starts after the start time instant of $i'$ s.t. $i^e = i'^e$ and $i^s > i'^s$.
— $i$ **EQUALS** $i'$ evaluates to true if $i$ and $i'$ starts and ends at the same time instant s.t. $i^s = i'^s$ and $i^e = i'^e$.
— $i$ **MEETS** $i'$ evaluates to true if $i$ starts after the finishing time of $i'$ s.t. $i^s > i'^e$.
— $i$ **MET BY** $i'$ evaluates to true if $i$ starts after the finishing time of $i'$.
— $i$ **OVERLAPPED BY** $i'$ evaluates to true if $i$ start after the starting time of $i'$ and ends after the ending time of $i'$ s.t. $i^s < i'^s$ and $i^e < i'^e$.
— $i$ **STARTED BY** $i'$ evaluates to true if $i$ and $i'$ starts at the same time instant and $i'$ ends before $i$ s.t. $i^s = i'^s$ and $i^e > i'^e$.
— $i$ **CONTAINS** $i'$ evaluates to true if $i$ starts before the start of $i'$ and finishes after the end of $i'$ s.t. $i^s < i'^s$ and $i^e > i'^e$.
— $i$ **FINISHED BY** $i'$ evaluates to true if $i$ and $i'$ end at the same time instant and $i'$ starts after $i$ s.t. $i^e = i'^e$ and $i'^s > i^s$. 
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Résumé de thèse

Développement d'un système de gestion des graphes temporelles pour le domaine d'objets connectés

Maria Massri

**Mot clés:** Bases de données orientées graphes, bases de données temporelles, langage de requêtes, stockage des données.

Les graphes sont un outil d'analyse largement utilisé pour modéliser les interactions du monde réel. Ils sont généralement représentés sous forme d'un ensemble de nœuds (également appelés sommets) reliés entre eux par des liens (également appelés arêtes) qui représentent les relations entre ces nœuds. Les graphes sont utilisés dans de nombreux domaines, tels que la biologie, les réseaux sociaux, la finance, la sécurité informatique, et bien d'autres encore. Le modèle de graphe offre un cadre efficace pour l'analyse des relations entre les différents éléments d'un système complexe. Cependant, il est souvent nécessaire de stocker et d'interroger des données de graphe massives, ce qui peut être difficile à réaliser avec des bases de données traditionnelles. Pour répondre à ce besoin, des bases de données spécialement conçues pour le stockage et la manipulation de données de graphe ont été développées. Ces bases de données de graphes utilisent des techniques de stockage et de requête optimisées pour les modèles de données de graphe, permettant ainsi de stocker et de traiter efficacement des données de graphe massives. Les graphes peuvent être stockés de manière native, ce qui facilite la gestion des relations entre les nœuds, et les requêtes peuvent être effectuées de manière efficace en utilisant des algorithmes spécifiquement conçus pour les graphes.

Les modèles de graphes ont suscité un grand intérêt dans de nombreuses applications en raison de leur grande expressivité dans la représentation de relations complexes. Cependant, bon nombre de ces graphes sont sujets à des changements continus ou sporadiques. Dans diverses applications, des connaissances plus profondes peuvent être extraites de l'analyse de l'histoire de ces graphes plutôt que d'un état statique unique (c'est-à-dire non-temporel). Le suivi de l'histoire des graphes débouche une large gamme de capacités de requête, telles que la reconstruction de l'état du graphe avant une défaillance du système pour analyser et prévenir les causes de dysfonctionnement. Ces capacités ont favorisé l'intégration de la dimension temporelle dans de nombreuses applications.

Par exemple, dans les réseaux de transport, le trafic est une propriété dynamique des routes qui doit être prise en compte lors de la recherche des chemins les plus courts. L'inclusion d'informations temporelles sur les routes permet une planification de trajet plus précise, surtout dans des situations critiques telles que l'évacuation de régions désastreuses vers des endroits plus sûrs. Une autre application de graphes temporels concerne les sciences environnementales, comme en témoignent les réseaux de capteurs déployés dans les
usines de traitement de l'eau. La surveillance et le suivi des anomalies dans de tels systèmes peuvent prédire et ainsi éviter des dangers en croissance tels que des déversements de pathogènes nocifs. Dans les réseaux sociaux, les requêtes qui récupèrent les relations les plus durables entre les individus permettent de détecter les communautés. Ces informations peuvent être utiles pour organiser des événements sociaux ou professionnels. Une autre application des réseaux sociaux consiste à détecter la co-occurrence fréquente de mots entre les membres de la communauté.

Dans cette thèse, nous nous concentrons principalement sur l'utilisation particulière de Thing'in, une plateforme innovante, ouverte et in vivo initiée en 2017 par Orange Labs (le centre de recherche et développement de l'entreprise française de télécommunications Orange). Cette plateforme gère un graphe où les nœuds sont des objets (principalement des objets IoT) et les relations sont les connexions entre eux. Actuellement, une équipe de recherche et développement composée d'ingénieurs, de chefs de projet et de développeurs seniors développe cette plateforme et répond à ses besoins industriels.

Les clients de Thing'in sont des entreprises et des administrations publiques qui développent des services autour des villes intelligentes, des bâtiments ou des usines, ainsi que des propriétaires privés d'objets et des développeurs créant des applications IoT analytiques. En effet, les appareils IoT ont connu une large utilisation en raison de leur capacité à détecter, agir et interagir entre eux, de même avec leur environnement. La plupart des nœuds dans le graphe de Thing'in représentent des appareils IoT (par exemple, des machines, des détecteurs de mouvement ou des caméras), tandis que le reste des nœuds sont liés à l'environnement de ces appareils et fournissent une description structurelle et sémantique complète de leur environnement (par exemple, les villes, les bâtiments ou les pièces).

Le graphe de Thing'in ressemble à un graphe social. Les nœuds et les arêtes de ce graphe sont étiquetés et peuvent avoir un ensemble de propriétés. Les utilisateurs de Thing'in peuvent également ajouter des annotations et des méta-données aux nœuds et aux arêtes pour fournir des informations supplémentaires sur les objets, les relations et l'environnement. Cette plateforme peut donc être utilisée pour visualiser et analyser les interactions complexes entre les objets IoT et leur environnement, ainsi que pour développer des applications analytiques pour aider à résoudre des problèmes complexes dans les domaines de la ville intelligente, des bâtiments intelligents et de l'industrie 4.0.

Thing'in offre aux utilisateurs finaux une API (interface de programmation) pour insérer, mettre à jour, supprimer, interroger et visualiser les objets du graphe. Cela permet aux utilisateurs d'interagir avec les objets du graphe de manière facile et efficace en utilisant des requêtes et des visualisations. L'API de Thing'in fournit une variété de méthodes pour manipuler les objets du graphe, telles que l'ajout de nouveaux objets, la mise à jour des propriétés des objets existants et la suppression d'objets obsolètes. Les utilisateurs peuvent également interroger le graphe en utilisant des requêtes pour extraire des informations spécifiques sur les objets, les relations et les propriétés du graphe. Les résultats des requêtes peuvent être visualisés de manière à faciliter la compréhension des relations et des modèles dans le graphe.

Lorsque la plateforme a été développée en 2017, le graphe de Thing'in contenait 50 000 objets connectés. Ce nombre est passé à 50 millions de manière constante au fil du temps.
Au fur et à mesure que le graphe de Thing'in évolue, des questions importantes sur ses états passés peuvent être posées, ce qui motive l'analyse temporelle. L'un des nombreux cas d'utilisation de Thing'in qui peut grandement bénéficier du support de la version temporelle est Mo.Di.Flu, un projet dont l'objectif principal vise l'Industrie 4.0 et le projet BIM2TWIN axé sur l'intégration de jumeaux numériques dans les bâtiments intelligents (par exemple, les usines intelligentes). La plateforme Thing'in est utilisée dans ce projet pour analyser l'historique de ces objets, tels que le suivi des différentes positions d'un produit tout au long du pipeline de fabrication, la détection des causes de retards de fabrication ou de pertes de produits et la reconstruction de l'état du graphe juste avant une défaillance du système. Cela permet aux entreprises de surveiller la performance de leur processus de fabrication et d'identifier les problèmes de qualité ou de productivité en temps réel, ce qui peut améliorer considérablement leur efficacité et leur rentabilité.

Agropole est un autre exemple d'entreprise utilisant la plateforme Thing'in. Agropole est spécialisée dans l'industrie agroalimentaire et analyse les conditions de création, de développement et de mise en place de projets agroalimentaires. En outre, Thing'in établit actuellement une collaboration prometteuse avec l'une des principales entreprises allemandes de l'automatisation numérique et de la gestion de l'énergie. L'une des conditions préalables à cette collaboration est la gestion de l'historique des systèmes sous-jacents, ce qui accentue le besoin de support de version temporelle.

Des applications polyvalentes mentionnées ci-dessus, nous pouvons déduire que la gestion de l'historique de Thing'in devient de plus en plus urgente. Raisonner sur le passé et répondre aux exigences temporelles des cas d'utilisation de Thing'in n'est possible que si l'historique du graphe est géré. Lorsque cette thèse a commencé, la plateforme Thing'in n'était pas conçue pour prendre en charge la dimension temporelle, et seul l'état le plus récent du graphe était conservé. Par conséquent, notre objectif principal est de concevoir un système de gestion de graphe temporel et de l'intégrer dans la plateforme Thing'in. Dans ce qui suit, nous résumons et analysons les recherches antérieures sur la gestion de graphes temporels et soulignons les principales avancées dans ce domaine d'étude sur lesquelles nous nous appuyons pour concevoir notre propre système.

De nombreux travaux ont été menés sur les bases de données temporelles. Ces efforts ont commencé dans les années 1980 en étendant les bases de données relationnelles avec le temps, tels que la modélisation des tuples temporels, les modèles relationnels temporels, l'algèbre temporelle et d'autres considérations de conception de système telles que les techniques de stockage et d'accès.

Il y a une reconnaissance croissante de l'importance de la gestion des graphes temporels, ce qui se reflète dans la littérature sur les systèmes de graphes temporels. Certaines de ces solutions reposent sur le développement d'une couche temporelle au-dessus d'une base de données de graphes non temporels existante, tandis que d'autres solutions construisent un système à partir de zéro. Ces systèmes offrent soit des extensions temporelles de requêtes OLAP telles que les requêtes de calcul de graphes itératives (par exemple, les chemins les plus courts, le diamètre et le PageRank), soit des requêtes OLTP telles que la construction de l'état du graphe ou du voisinage local d'un nœud à un instant précis ou pendant un intervalle de temps. Ces systèmes se concentrent sur l'optimisation du stockage des
graphes temporels mais n'offrent pas de requêtes de graphes temporels complexes telles que des motifs ou des chemins de graphes temporels étendus dans le temps ou un langage pour exprimer ces requêtes. Dans cette thèse, cependant, nous ne considérons pas seulement les caractéristiques de conception du système, mais nous exigeons également des requêtes de graphes temporels expressives étendant les requêtes de *pattern matching* et de navigation traditionnelles avec le temps, ce qui peut être très utile pour les utilisateurs de *Thing'in*. Cela nous a motivés à construire notre propre système de graphe temporel *Clock-G* avec pour objectif de l'intégrer dans la plateforme *Thing'in*. Nous présenterons les différents aspects de la conception de *Clock-G* dans la suite.

**Langage de requêtes**

De nombreuses solutions de requêtes de graphes temporels ont été proposées dans la littérature, qui étendent les requêtes traditionnelles avec la dimension temporelle. Certaines de ces solutions étendent les requêtes OLAP avec le temps, telles que la recherche des composantes connectées les plus durables, les plus courts chemins temporels et la centralité temporelle, tandis que d'autres étendent les requêtes OLTP telles que le *pattern matching* de graphes temporels et les requêtes de navigation temporelles. Comme la plateforme *Thing'in* offre des requêtes OLTP, nous limitons notre recherche à cette catégorie de requêtes et gardons les requêtes OLAP pour des travaux futurs. Ainsi, nous avons défini plusieurs fonctionnalités de requêtes de graphes temporels telles que le tranchage temporel, le *pattern matching* de graphes, la navigation et l'agrégation.

En ce qui concerne l'importance de ces requêtes pour notre cas d'utilisation, nous proposons le langage de requête de graphe temporel *T-Cypher*. Nous intégrons *T-Cypher* dans *Clock-G* en proposant un processeur de requêtes. Notre langage de requête propose étend le langage de requête existant et bien connu Cypher avec des constructions temporelles conçues pour permettre l'expression de requêtes de *pattern matching* et de navigation temporelles. Notre extension est conservatrice, c'est-à-dire que nous ajoutons de nouvelles règles grammaicales sans modifier les règles existantes, ce qui facilite la compréhension et l'apprentissage de la nouvelle syntaxe pour les praticiens qui sont déjà familiers avec le langage. De plus, il convient de souligner que *T-Cypher* est déclaratif, c'est-à-dire qu'il ne repose sur aucune hypothèse concernant le système de graphe temporel sous-jacent. Cette caractéristique présente l'avantage de permettre une portabilité aisée sur différents systèmes de graphe temporel. En d'autres termes, *T-Cypher* peut être utilisé avec n'importe quel système de graphe temporel, sans nécessiter de modifications importantes dans la manière dont le système stocke ou traite les données temporelles.

Malgré les efforts initiés dans le manifeste GQL de mai 2018 pour définir un langage de requête standard pour les bases de données de graphe, ce projet n'a pas abouti au moment de la rédaction de cette thèse (octobre 2022). Par conséquent, nous avons choisi d'étendre Cypher car c'est l'un des langages inspirés par GQL. En outre, Cypher a gagné en popularité dans la communauté des bases de données de graphe en raison de sa syntaxe intuitive et de ses requêtes expressives.

Il convient de noter que *T-Cypher* est déjà utilisé en production, de sorte que *Thing'In* permet l'utilisation du langage *T-Cypher* pour exprimer des requêtes temporelles.
Stockage des graphes temporels

En plus des langages de requête, nous abordons également le défi de la gestion du stockage des graphes temporels. De nombreux systèmes de gestion de graphes temporels existants se concentrent sur cette caractéristique de conception qui conduit à de nombreuses méthodes de stockage. Pour ce faire, nous définissons une taxonomie permettant de catégoriser les méthodes de stockage disponibles.

La méthode Log consiste à conserver toutes les mises à jour du graphe sous forme de Logs horodatés. L’approche Copy+Log consiste à stocker les mises à jour du graphe dans des fenêtres temporelles, de sorte que chaque fenêtre temporelle contient un nombre fixé de mises à jour de graphe. Ces fenêtres temporelles sont stockées avec des instantanés (`Snapshots`) représentant l’état du graphe au début de chaque fenêtre temporelle et sont utilisées comme points de départ pour l’évaluation des requêtes. Malgré l’avantage de la méthode Copy+Log pour réduire l’espace de recherche, le stockage des instantanés complets du graphe est consommateur d’espace, en particulier dans le cas de graphes en croissance. La limitation de cette méthode est que les entités de graphe non modifiables seront copiées entre les `snapshots`, entraînant un grand volume d’entités de graphe redondantes. Tandis que l’approche Log a un grand impact sur le temps d’évaluation des requêtes. Par conséquent, un compromis entre les deux méthodes est nécessaire, ce qui est principalement abordé dans cette thèse. Pour y remédier, nous proposons δ-Copy+Log, une nouvelle méthode de stockage pour les graphes temporels.

La méthode δ-Copy+Log stocke toutes les mises à jour de graphe dans des fenêtres temporelles. Au lieu de stocker des `snapshots` complets avec ces fenêtres temporelles, elle stocke des deltas qui contiennent chaque modification entre deux `snapshots` successifs. Pour clarifier, un delta contient toutes les mises à jour de graphe incluses dans une fenêtre temporelle et non annulées par une autre mise à jour de graphe. Par exemple, l’ajout d’un élément de graphe est annulé par une suppression du même élément de graphe, donc il n’est pas stocké dans un delta. En plus des deltas, un `snapshot` est stocké pour chaque M fenêtre de temps qui est considérée comme un point de départ pour l’évaluation de requête. Ainsi, M représente un paramètre configurable qui peut ajuster les performances de la méthode δ-Copy+Log.

Nous avons évalué cette technique de stockage avec des requêtes temporelles de base telles que la récupération de l’état du graphe ou du voisinage d’un nœud pendant un intervalle de temps ou à un instant donné. Ensuite, nous avons comparé les résultats avec ceux obtenus en adoptant les méthodes Log et Copy+Log. Les résultats prouvent l’efficacité de notre proposition car ils démontrent qu’elle peut réduire considérablement le coût de stockage par rapport à la technique Copy+Log, tout en ajoutant une légère surcharge d’exécution de requête par rapport à la méthode Log.

Évaluation de requêtes
Après avoir défini le langage de requête et la technique de stockage, nous avons dirigé notre intérêt vers le traitement des requêtes temporelles. Notre pipeline de traitement consiste à analyser une requête T-Cypher en un objet de requête reconnaissable. Cet objet de requête est ensuite converti en un plan d'évaluation composé d'opérateurs algébriques. Chaque opérateur sera ensuite exécuté contre le backend pour trouver le résultat final. Le meilleur plan d'évaluation est sélectionné de manière greedy en fonction d'un modèle de coût. Notre modèle de coût repose sur les cardinalités données par le backend. La différence fondamentale entre notre processeur de requêtes et les processeurs traditionnels est que nous considérons que le plan optimal change selon l'intervalle de temps demandé. Cela signifie qu'un plan qui est optimal pour un intervalle de temps peut ne pas être optimal pour un autre, car les cardinalités changent avec le temps, ce qui modifie le coût des plans d'évaluation. Ainsi, le système doit suivre l'évolution des cardinalités plutôt que de se baser sur un seul état. Par conséquent, nous proposons de conserver l'historique des cardinalités dans des structures de données appropriées qui renvoient les cardinalités de chaque entité de graphe interrogée en fonction de l'intervalle de temps demandé.

We implemented this query processor in Clock-G to enable the evaluation of T-Cypher queries. To evaluate our implementation, we executed several queries ranging from simple single-hop queries to complex pattern-matching ones using large-scale synthetic datasets. Besides, we implemented an alternative solution based on a non-temporal graph database by developing a temporal layer on top of it. Then, we compared the performance of Clock-G and the alternative technique by executing the same queries using the same temporal datasets. The obtained results validate the efficiency of our cost model and the superior performance of Clock-G compared to the alternative solution. This motivates our choice of building a temporal graph system from the ground up instead of relying on an existing non-temporal one.

Génération de graphes synthétiques

Les graphes générés synthétiquement sont généralement utilisés pour évaluer différentes métriques de performance des systèmes de graphes. Dans cette thèse, nous nous intéressons à la génération de graphes temporels qui peuvent être utilisés pour évaluer la performance des systèmes de graphes temporels. Les techniques de génération de graphes disponibles essaient de reproduire les caractéristiques des graphes réels telles que la distribution des degrés ou la structure communautaire. Aucun des générateurs de graphes temporels ne contrôle l'évolution de la distribution des degrés tout en maintenant une structure communautaire. Nous soutenons que ces deux caractéristiques offrent la flexibilité de modéliser les graphes temporels en fonction des besoins de nombreuses applications. Par exemple, une distribution des degrés en loi de puissance d'un graphe peut tendre plus lentement vers zéro à mesure que le temps s'écoule puisque plus de noeuds à degrés élevés sont créés. Pour capturer cette évolution, nous proposons d'étendre le modèle nommé Chung-Lu, qui était initialement proposé pour produire des graphes statiques avec une distribution de degrés donnée. Cette extension produit des graphes temporels tels que la distribution des degrés de chaque snapshot de graphe approxime la distribution des degrés construite à partir des paramètres d'entrée.
De plus, nous supposons que la plupart des graphes du monde réel évoluent progressivement, ce qui implique que les snapshots successifs du graphe partagent beaucoup de similarités. Nous avons intégré un solveur de transport optimal (optimal transport solver) dans notre générateur de graphe pour capturer cette caractéristique. Ce solveur minimise le nombre de mises à jour de graphe nécessaires pour générer un nouveau snapshot de graphe à partir d'un précédent. Notre générateur peut également produire des attributs et des types variables dans le temps sur les nœuds et les relations. En effet, les graphes du monde réel sont généralement enrichis de divers attributs de nœuds et de relations. Les nœuds et les relations peuvent être de différents types et avoir plusieurs propriétés avec des valeurs qui peuvent changer au fil du temps.

En résumé, les principales contributions de cette thèse sont les suivantes :

- La proposition de T-Cypher, un langage de requête pour les graphes temporels qui permet d'exprimer des requêtes temporelles complexes avec une syntaxe intuitive.
- La proposition de δ-Copy+Log, une technique de stockage pour les graphes temporels qui peut atténuer le compromis entre l'espace et le temps d'évaluation induit par les techniques de stockage traditionnelles Log et Copy+Log.
- Le développement d'un moteur de traitement de requêtes qui peut évaluer les requêtes T-Cypher, optimisé avec un planificateur de requêtes qui peut sélectionner de manière greedy le meilleur plan d'évaluation en définissant l'ordre des opérateurs algébriques en fonction de l'intervalle de temps demandé.
- La proposition de RTGEN, un outil de génération de graphes temporels qui contrôle l'évolution de la distribution des degrés tout en maintenant une structure de communauté qui ne peut être atteinte par aucun générateur de graphes disponible.