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Résumé

Le but de cette these est de développer des modeles, représentations et méthodes
d’apprentissage pour 'acquisition automatique de compétences robotiques guidées

par la vision a partir de démonstrations, ainsi que la localisation d’objets.

Nous présentons tout d’abord une méthode pour 'acquisition de compétences robo-
tiques a partir de démonstrations. Un vocabulaire de compétences élémentaires est
appris avec de l'apprentissage de politiques par imitation. Les compétences sont
ensuite combinées avec une politique de planification apprise par renforcement afin
de réaliser des taches plus complexes. Nous montrons sur plusieurs taches que la
politique entrainée en simulation transfere sur un robot réel. Pour ce faire, nous
avons développé une méthode qui optimise des séquences d’augmentations de don-
nées synthétiques afin de résoudre une tache auxiliaire de localisation d’objets sur

des données réelles.

Nous proposons ensuite une méthode de planification de mouvements a partir de
capteurs. Notre méthode exploite la connaissance des obstacles environnants pour
accélérer la recherche de chemins sans collision. La représentation apprise généralise
sur une grande variété d’obstacles et la politique de planification fonctionne sur de

nouveaux environnements avec des obstacles se déplagant de maniere dynamique.

Alors que les politiques guidées par la vision apprennent des représentations visuelles
a partir du contrdle, une autre approche consiste a apprendre des représentations
visuelles centrées sur les objets a manipuler. Une fois que la localisation d’'un objet
est estimée, elle est ensuite intégrée a des controleurs robotiques classiques. Les
représentations centrées sur les objets reposent sur des méthodes de segmentation

que nous proposons d’améliorer avec les contributions suivantes.

Nous introduisons une méthode de segmentation sémantique basée sur les transform-
ers qui exploite I'information globale contenue dans une image a toutes les couches
du modele. Nous obtenons des résultats état de l'art et montrons 'avantage de
notre modele comparé a des réseaux de convolution. Notre méthode de segmenta-
tion présente deux limitations, le modele localise des objets qui sont prédéfinis et

son entrainement nécessite des images annotées pour chaque pixel. Pour remédier a

1ii



Chapter 0. Résumé

ces limitations, nous présentons une méthode qui segmente des objets définis a par-
tir d’'une description texte et ne nécessite pas de supervision au niveau des pixels.
Notre méthode apprend a localiser des objets en utilisant des annotations au niveau

de I'image uniquement comme la présence ou ’absence d’un objet dans I'image.
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Abstract

The goal of this thesis is to develop models, representations and learning algorithms
for the automatic acquisition of visually-guided robotic skills from demonstrations

and for object localization.

We first introduce a method to acquire robotic skills from demonstrations by learning
a vocabulary of basic skills with behavioral cloning. Skills are then combined with
a planning policy learned with reinforcement learning in order to perform more
complex tasks. We show successful transfer of multiple tasks from simulation to a
real robot by using a method developed in this thesis optimizing a sequence of data
augmentations on synthetic data to solve a proxy object localization task on real
data.

We then focus on sensor-based motion planning and propose an approach leverag-
ing the knowledge of surrounding obstacles observed with a camera to accelerate
the finding of collision-free paths. The learned representation generalizes across a
large variety of objects, and the planning policy can handle new environments with

dynamically moving obstacles.

While visually-guided policies learn task-centric image representations from control
supervision, another line of work consists in learning object-centric representations
that can be plugged into classical robotics methods. Object-centric approaches rely

on a segmentation backbone for which we propose the following contributions.

Towards this goal we propose a transformer-based semantic segmentation model
that leverages global context of the image at every stage of the model and show
state-of-the-art results when compared to convolution-based approaches on classical
benchmarks. Our segmentation model presents two limitations, it localizes a pre-
defined set objects and requires dense annotations to be trained, which limits its
scalability to large datasets. To address these limitations, we propose a method
that segments an open set of visual concepts defined by natural language and does
not require pixel-level supervision. Our method learns to localize objects by using

image-level labels such as the presence of an object in the image.
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Chapter
Introduction

Robotics development in the last 10 years led to more agile and dynamic robots ca-
pable of acrobatic figures such as humanoid robots performing a backflip or jumping
between platforms. While their athletic performance is astonishing, it requires years
of work from teams of skilled researchers and engineers. Current robots aslo exhibit
limited sensory abilities that prevent their widespread use in open and unstructured
environments. There is still a long way to go to develop robots more flexible and
easier to use. We would like to develop intelligent systems that evolve autonomously
by sensing and acting on the world around them, much like kids learning dexter-
ous abilities by playing with objects or becoming excellent at walking by trying to
mimick their parents. Sensing and acting produces a wealth of information about
causes and effects and a core motivation of this work is to develop learning methods
leveraging the interaction between what a robot can act on, and the resulting effects

perceived through their visual sensors.

1.1 Goal

Our first objective in this thesis is to develop models, representations and algorithms
for the automatic acquisition of complex robotic manipulation skills, requiring per-
ception, from demonstrations and interactions. Most tasks performed by humans
involve sensing such as sight or touch when manipulating objects, performing a sur-
gical operation or playing a Rubik’s cube - a long term goal is to acquire similar
skills with a robot as depicted in Figure 1.1. Our work focuses on simpler tasks,
but we develop methods amenable to this long term goal, paving the way towards

acquiring complex perception-guided skills.
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Figure 1.1: Example of complex manipulation tasks such as breaking an egg, playing
with a Rubik’s cube or performing a surgical operation, that can be performed by
a person and are currently daunting to perform with a robot.

The first focus is thus to develop visually-guided policies that can be learned from
demonstrations and robot interactions. In Chapter 3, we propose a method that
learns a vocabulary of simple skills with behavioral cloning and a high level planning
policy combining these skills to perform more complex tasks with reinforcement
learning. We wish to avoid learning policies from scratch on a real robot and leverage
highly parallelizable simulators. Along with policy learning in simulation, we design
a sim-to-real method, presented in Chapter 4 to learn policies that can be deployed
on a real robot without the need of costly collection of real data. We also propose
a new method to perform visually-guided motion planning in Chapter 5 and show

its advantages over standard methods.

Our second objective is related to object-centric methods as we aim at improving and
scaling existing methods for object segmentation in images. Segmentation pipelines
is the backbone of many visual based systems for robotics and autonomous driv-
ing, and improving their performance inherently provides more capable autonomous
systems. We first propose to reformulate segmentation as a sequence-to-sequence
problem and propose a new approach Segmenter in Chapter 6 leading to state-of-the
art results. Segmentation models remain label intensive and require costly pixel-level
annotations. To address this issue methods leveraging weaker form of supervision

such as image-level labels have been developed in the past. We build on Segmenter
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and propose TSEG in Chapter 7, a model extending previous weakly-supervised
approach relying on a fixed set of predefined labels to datasets where objects are
described with natural language. This allows to scale existing methods to larger

datasets.

1.2 Motivation and challenges

1.2.1 Robotics

Figure 1.2: (Left) Robots performing specific tasks, such as wielding pieces of a
car, in a constrained environment. Industrial robots are highly specialised and are
designed to perform one or a few fixed tasks. Each task requires the development of
a new controller by highly skilled engineers. (Right) A collaborative robot, helping
a person crafting an object. To get there, we need general controllers using vision
to solve a rich variety of tasks and react with changes in the environment.

Robots are seldom witnessed in open environments or interacting with humans as
illustrated in Figure 1.2. They are widely used for industrial applications where
they are excellent at performing specialized tasks in highly constrained environ-
ments. Factory robots are not autonomous, they precisely execute a predefined set
of instructions without environment feedback. The lack of sensory feedback inhibits
the autonomous abilities of robots. With a few exceptions such as vacuum cleaning
robots, existing robots cannot evolve in unknown environments and adapt to sur-
rounding changes or interact with people around them in order to help accomplish

a task.

A core motivation of this PhD thesis is to develop visually grounded methods en-
abling robots to observe then interpret their environment to react according to its
changes. A promising direction that we explore in this work is to learn visuo-motor
policies directly mapping raw pixels to robot controls. We learn policies by leverag-

ing human designed demonstrations of tasks or from experience, by trial and errors.
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Robots that can see and evolve in an open world have a wide range applications,
they can be used for collaborative tasks, tasks requiring high precision in a medi-
cal surgery room or in a factory, assist someone to perform tasks involving heavy

objects, driver a car on Earth or a rover on Mars.

Figure 1.3: Precise manipulation tasks involving sensing and contact. These tasks
are challenging because they require millimeter-precise controller with close-loop
sensor feedback, a particularly daunting problem as we lack general approaches to
design or learn such controllers.

Perception from sensors and partial observability. Learning robot control
laws for manipulation directly from raw pixels is very difficult. The signal is high-
dimensional, for example a small RGB image with resolution 224 x 224 contains
150.000 dimensions. Consider a manipulation task such as shown in Figure 1.3 Left
where the goal is to empty a sink of dishes and place plates into a dishwasher.
From raw pixels, the model has to infer the location of objects of interest in the
presence of occlusion, varying illumination condition and with a large variety of
objects. To be robust, the model should also ignore irrelevant features of the image
corresponding to distractors, the background or sensor noise. Classical robotics
approaches typically circumvent this problem by using motion capture systems or
QR-code stuck on objects to obtain accurate, low-dimensional representation of
objects. A core challenge of vision-based robotics is to develop methods to perform
manipulation tasks while relying on simple sensors such as a camera filming the
scene coupled with force and touch sensors on the robot end-effector as depicted in
Figure 1.3. Current methods rely on heavy laboratory or industrial instrumentation
required to control the environment while we would like to develop autonomous
systems that can evolve in the wild. An interesting direction of research is to leverage
recent progress in computer vision powered by deep learning to learn perception
guided controllers incorporating vision and touch that can be deployed on a real

robot.
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Reasoning about causes and effects. Learning control laws from sensor mea-
surements allows drawing direct sensorimotor connections between a robot and its
environment. It produces a wealth of information about causes and effects, about
the consequence of actions and what to do in order to perform a task. In this
thesis, we explore two families of methods, namely imitation learning and reinforce-
ment learning, whose goal is to develop computational approaches to learning from
demonstrations and interaction. Combined with recent deep learning approaches,
learning policies operating from sensor measurements is a promising direction that
is computationally intensive, it either requires a large body of demonstrations or
robot interaction to learn manipulation behaviors that remain limited. Learning a

rich set of behaviors in a sample efficient way is a major challenge.

Leveraging simulation and sim-to-real gap. Learning visual representations
requires large amount of training data, especially when learning from interaction.
Policy learning methods are hard to deploy on a real robot because of safety issues,
hardware failure and the speed of data collection, limited by real-time execution. On
the other hand, physics simulators provide an attractive alternative due to simple
parallelization allowing large scale data collection and access to world state infor-
mation during training. However, it comes at a cost of a reality gap. It is both
hard to synthesize realistic physical interactions and diverse and representative vi-
sual appearances. Due to these factors, policies trained in simulation provide low
performance when deployed on a real system. A large body of research tries to either
close the gap or randomize the parameters of simulation to learn robust policies in

simulation transferring to the real world.

1.2.2 Image segmentation

Image segmentation is a challenging computer vision problem with a wide range
of applications including autonomous driving, robotics, augmented reality, image
editing and medical imaging [Siam, 2017; Hong, 2018; Hesamian, 2019]. Semantic
segmentation consists in assigning semantic labels to each pixel of an image. Group-
ing pixels into meaningful visual entities enables the localization of objects, people,
or robots. Segmentation allows to decompose a scene into its core elements and
is a key component of many perception pipelines in autonomous driving or robotic

manipulation.

Fixed-set segmentation. In the past decade, image segmentation system perfor-
mances soared with the development of deep learning. The seminal work of DeepLab

[Liang-Chieh, 2015] proposed to use fully convolutional networks (FCN) and showed
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Figure 1.4: Image segmentation for autonomous driving. Masks of meaningful ob-
jects for driving such as a car, a motorcycle or a person are overlayed over the image.
Segmentation is challenging due to large scene variability coming from change of il-
lumination, viewpoint or weather conditions. Another source of variability comes
from intra-class variations as models require to detecta rich sets of cars, motorcycles
or road signs in different countries.

their efficiency for segmentation. A steady performance improvement then followed
with the use of specialized layers to enhance convolution field-of-views and generate
multi-scale features. Despite much effort, image segmentation remains a challenging
problem due to rich intra-class variation, context variation and ambiguities originat-
ing from occlusion. Even though specialized models allow improvements on specific
tasks, the development of generalist models for vision is a current challenge where
important progress have occurred recently powered by transformer based models.
To train general vision models, there is a need for general architectures but also
for a large corpus of data. Manual image annotation of scene regions is extremely
costly and classical benchmarks typically contain relatively small number of images

and restricted sets of predefined annotated categories.

Open-vocabulary segmentation. An interesting direction of research is to de-
velop more widely applicable models capable of segmenting a large set of objects
based on natural language description. To address the use of a fixed set of labels,
CLIP [Radford, 2021] proposed to learn separate image and text representations
jointly with a contrastive objective and formulate open-set image classification as
an image-text retrieval problem. The use of transformer based architecture allows

to easily adapt the approach to segmentation and perform segmentation on an open
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vocabulary in a zero-shot setting. However, annotating images at the pixel level to

obtain training datasets for these approaches is extremely costly.

Figure 1.5: (Top) Attention maps from an approach learning visual features without
labels. The model learns to separate foreground from background without supervi-
sion. (Bottom) Patch attention maps from the first layer of a transformer trained
for segmentation. We display the attention maps of three patches corresponding to
sky, person and sidewalk classes.

Weak and self-supervised learning. Relaxing fully-supervised methods to weaker
forms of supervision is a major challenge to scale segmentation approaches to much
larger datasets. Weak and self-supervised methods aim at learning pixel level infor-
mation without relying on pixel annotations. Weakly supervised methods leverage
image-level information such as labels of objects present in an image or a caption de-
scribing the image to learn to localize objects in the image. Self-supervised methods
only rely on images as supervision, for example, parts of the image are masked, and
the model is trained to reconstruct the missing pixels. Developing these methods
to match the performance of strongly supervised method is key to scale open-ended
segmentation models to large datasets at a cheap annotation cost and obtain models

able to segment new visual entities in the wild.

1.3 Contributions

1.3.1 Manipulation tasks as a composition of primitive skills

Given synthetic demonstrations of a set of basic manipulation skills such as pushing

a cube or pouring a cup, we propose a vision-based method combining behavioral
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cloning and reinforcement learning to perform more complex tasks such as preparing
a simple breakfast. More precisely, we propose to learn a vocabulary of basic skills
with behavioral cloning to obtain a variety of visually-guided control policies. Then,
we learn a planing policy that compose skills to perform more complex tasks with
reinforcement learning and show successful results on a real robot with policies

trained in simulation.

To zero-shot transfer from simulation to a real world setting we rely on a sim-to-real
method that automatically discovers sequence of random data augmentations. Se-
quences of data augmentations are discovered by optimizing object localization as a
proxy task, and we show that augmentations transfer to policy learning. We can thus
leverage simulation to collect rich datasets and interactions with the environment

in order to learn policies deployable on a real robot.

1.3.2 Vision-based motion planning

Motion planning is a fundamental robotics problem usually approached with sampling-
based methods. These methods typically rely on prior knowledge of the environment
the robot is evolving in, however it is often difficult to obtain detailed a priori knowl-
edge about the real state of environments and prevent from working in dynamically
changing environments. We propose a neural motion planning approach that is
sensor-based and generates motion plans using a policy sensing an unknown and

possibly changing environment.

We evaluate the effectiveness of our method on several motion planning tasks in-
cluding environments containing new objects, dynamically changing obstacles and
a classical motion planning problem. Furthermore, we show improved performance
over classical methods such as rapidly exploring random trees (RRT), especially in

scenarios that are sample expansive.

1.3.3 Transferable segmentation models

Our contribution to the semantic segmentation field is twofold. First, we propose a
new method Segmenter that addresses limitations of CNN based methods limited by
the local nature of convolutional filters. We formulate semantic segmentation as a
sequence-to-sequence problem and propose a transformer architecture based on the
recent Vision Transformer [Dosovitskiy, 2021a] to leverage contextual information at
every stage of the model. Our approach can capture global interactions of objects in

a scene by design, and we show improvements on classical benchmarks of semantic
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segmentation.

Second, we propose to extend weakly-supervised approach to an open set of visual
concepts described with natural language. Our approach does not require pixel-
wise supervision and learns segmentation masks directly from image-level referring
expressions, overcoming scaling limitations from previous work that were developed
for a fixed set of labels. We build on Segmenter and propose a transformer based
approach that computes patch-text similarities to guide the regions corresponding
to given natural language expressions. Our approach alleviates the need of manual
supervision and paves the way to general methods able to learn segmentation masks
on larger datasets than typical benchmarks in semantic segmentation. The model

also transfers to new datasets without the need of any dataset specific training.

1.4 Outline

This manuscript is organized in eight chapters, including the introduction.

In Chapter 2, we review previous work in robotics and segmentation most related
to this thesis. The robotics review focuses on perception-based methods for robotic
manipulation. We review object-centric and task-centric representations that are
the two main learning paradigm for sensor-based learning. The segmentation re-
view presents recent methods for semantic segmentation and approaches developed
to reduce the need of costly annotations. We present our contributions at the in-
tersection of vision and robotics focused on learning visually-guided policies, then
we introduce our contributions related to vision and improving image segmentation
methods.

In Chapter 3, we present a method that learns to perform manipulation tasks from
demonstrations. Given only demonstrations of primitive skills such as picking or
pouring a cup, our algorithm learns to compose these skills to perform more complex
tasks such as preparing a simple breakfast. While only trained on synthetic data,

we show successful deployment on a real robot.

In Chapter 4, we develop a sim-to-real method to deploy policies on a real robot. Our
method relies on object localization as a proxy task to optimize sequences of data
augmentations. This allows to cheaply collect large datasets in simulation critical
to the learning of policies which can be then transferred to a real robot without the

need to collect real data.

In Chapter 5, we focus on motion planning and propose a method leveraging knowl-
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edge of the surrounding environment to accelerate the finding of collision-free paths.
We improve existing neural motion planning methods and propose a new approach
achieving state-of-the-art performance on several tasks. While trained on a set of

fixed obstacle, our method can handle dynamically changing environments.

Chapter 6 introduces the second part of this thesis and focuses on semantic segmen-
tation. We propose a new method, Segmenter, that formulates segmentation as a
sequence-to-sequence problem and extend the recent Vision Transformer to semantic

segmentation.

In Chapter 7, we extend Segmenter and propose TSEG, a method that learns to lo-
calize objects described from natural language without pixel-level supervision. This
approach is a step towards scaling segmentation methods to larger datasets without

costly annotations.

Finally, in Chapter 8, we provide a summary of our contributions along with their

limitations and discuss future directions.

1.5 Publications

This thesis is based on the following five publications:

[Strudel, 2020b]: Robin Strudel, Alexander Pashevich, Igor Kalevatykh, Ivan Laptev,
Josef Sivic and Cordelia Schmid. Learning to combine primitive skills: A step to-

wards versatile robotic manipulation. In ICRA, 2020. Presented in Chapter 3.

[Pashevich, 2019]: Alexander Pashevich, Robin Strudel, Igor Kalevatykh, Ivan Laptev
and Cordelia Schmid. Learning to Augment Synthetic Images for Sim2Real Policy
Transfer. In TROS, 2019. Presented in Chapter 4.

[Strudel, 2020a]: Robin Strudel, Ricardo Garcia, Justin Carpentier, Jean-Paul Lau-
mond, Ivan Laptev and Cordelia Schmid. Learning Obstacle Representations for
Neural Motion Planning. In CoRL, 2020. Presented in Chapter 5.

[Strudel, 2021]: Robin Strudel, Ricardo Garcia Pinel, Ivan Laptev and Cordelia
Schmid. Segmenter: Transformer for Semantic Segmentation. In ICCV, 2021. Pre-
sented in Chapter 6.

[Strudel, 2022a]: Robin Strudel, Ivan Laptev and Cordelia Schmid. Weakly-supervised
segmentation of referring expressions. ArXiv preprint, 2022. Presented in Chapter
7.
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1.5. Publications

Another work by the author not included in this thesis is described in the following
paper:

[Strudel, 2022b]: Robin Strudel, Corentin Tallec, Florent Altché, Yilun Du, Yaroslav
Ganing, Arthur Mensch, Will Grathwohl, Nikolay Savinov, Sander Dieleman, Lau-

rent Sifre and Rémi Leblond. Self-conditioned Embedding Diffusion for Text Gen-
eration. ArXiv preprint, 2022.
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Chapter

Related work

This chapter is organized in two sections presenting related work at the intersec-
tion of robotics and vision. In Section 2.1, we present approaches to learn visual
representations for robotics, these representations can either be learned by estimat-
ing properties of an object such as its pose or a set of keypoints, or by estimating
sequences of control to be executed to perform a task. We then present image seg-
mentation methods in Section 2.2, a core component of methods to perform object
identification and localization. We describe seminal works in these domains along

with their current limitations to motivate the contributions from this thesis.

2.1 Visual representations for robotics manipula-

tion

2.1.1 Object-centric representations

Figure 2.1: Example of the reconstruction of an assembly from the copy demo of
Winston et al. [Winston, 1970] in 1970. Given an assembly of cubes (left), the robot
copies the structure (right).

The problem of manipulating objects with a robot using visual feedback is a long-

12



2.1. Visual representations for robotics manipulation

standing problem and its first solution probably dates back to the copy demo of
Patrick Winston et al. in 1970 [Winston, 1970]. Object-centric approaches focus on
recovering the poses of known objects in the scene, then plan and manipulate the

object according to the recovered poses.

Recent lines of work rely on pose estimation systems using either keypoints [Roth-
ganger, 2006; He, 2020] or templates [Rad, 2017; Li, 2018; Xiang, 2018; Wang, 2019;
Deng, 2020; Labbé, 2020] powered by CNNs. Pose estimation has been successfully
applied to robotics in order to perform millimeter level assembly tasks [Choi, 2012;
Litvak, 2019; Stevsic, 2020] in controlled environments with known 3D objects. It is
currently probably one of the best approach to perform vision-based manipulation

in highly-controlled industrial robotics environments.

Figure 2.2: Vision-based assembly tasks requiring millimeter precision performed
with pose estimation systems using known 3D models [Litvak, 2019] in 2019.

Pose estimation typically assumes access to known 3D models (CAD models) rep-
resenting the objects to manipulate. Such assumption is limiting for real-world
applications where the goal is to perform manipulation in an open-world where the
CAD models of objects encountered are not available. The notion of pose of an
object is already ambiguous for rigid objects with symmetries and does not easily
extend to deformable objects such as ropes, laces or clothes. The notion of pose
also breaks for objects that can be cut, when you cut a tomato, should each slice of
the tomato be considered as a separate object ? If one wants to move a pile of sand

with a robot, what is the atomic object to be detected ?

To circumvent such limitations, another line of work in robotics aims at learning
visual representations directly from raw pixels using task demonstrations or by trial-
and-errors. We present task-centric representations and policy learning in the next

section, the main focus of robotics chapters of this thesis.

13



Chapter 2. Related work

Figure 2.3: Example of human operators [Calinon, 2010; Zhang, 2018¢] teleoperating
a robot to provide demonstrates of a task. The dataset of demonstrations is then
used to train a policy reproducing the task.

2.1.2 Task-centric representations: Imitation learning

One of the first approach to learn visual representations from raw pixels is the
ALVINN system [Pomerleau, 1988] in 1988. Developed by Pomerleau at CMU, the
approach allows performing autonomous vehicle navigation by processing input im-
ages and generating steering wheel controls with a neural network. A model directly
mapping an input state to control is called a policy, the problem of learning a policy
is particularly challenging when the input is an image as the model has to extract
information directly from pixels. To learn a vision-based policy ALVINN [Pomer-
leau, 1988] relies on imitation learning, a class of methods for acquiring skills by
observing demonstrations, see [Calinon, 2009; Argall, 2009] for surveys. Two main
lines of work of imitation learning are behavioral cloning [Calinon, 2009; Calinon,
2010], that performs supervised learning from observations to actions, and inverse
reinforcement learning [Ng, 2000; Abbeel, 2004; Ziebart, 2008] where a reward func-
tion is estimated to describe demonstrations as near optimal behaviors. This work

focuses on Behavioral Cloning.

Behavioral cloning has been applied to a wide range of robotics tasks such as au-
tonomous driving [Pomerleau, 1988; Bojarski, 2016; Giusti, 2016], autonomous heli-
copter flight [Abbeel, 2010] and manipulation [Calinon, 2010; Akgiin, 2012; Zhang,
2018¢; Florence, 2021]. BC was particularly successful in robotics when a low-
dimensional representation of environment state is available [Schaal, 2003; Billard,
2004; Calinon, 2010]. However, in many scenarios it is challenging or intractable to
extract low-dimension state information and hence it is desirable to learn policies
taking as input raw sensory measurements. Thanks to recent progresses in deep
learning, policies with a CNNs backbone [Zhang, 2018a; Strudel, 2020b; Florence,

14



2.1. Visual representations for robotics manipulation

Figure 2.4: Examples of policies learned with behavioral cloning executing diverse
tasks such as insertion, grasping or pouring. (Top) Demonstrations are collected by
teleoperation [Zhang, 2018¢|. (Bottom) Demonstrations are collected in simulation
with scripts [Strudel, 2020b].

2021] can operate at the pixel level and learning a manipulation task from only 50 to
500 demonstrations. The use of implicit formulations also enabled to improve policy
precision and perform precise manipulation tasks such as oriented block insertion

and combinatorially complex sorting tasks.

2.1.3 Task-centric representations: Reinforcement learning

Reinforcement learning (RL) is a class of methods that autonomously learns policies
through trial and error. The learner is not specified which actions to take, but
instead must discover the sequence of actions yielding the highest return by exploring
the environment. In the most interesting and challenging cases, actions may affect

not only the immediate reward but also all future ones.

While there have been recent advances in deep RL leading to excellent performance
in video games [Mnih, 2015] or Go [Silver, 2016], its application to robotics remains
challenging. Indeed, as of today reinforcement learning is much more compute
expensive than imitation learning and requires millions of interactions with the en-
vironment in order to perform stacking tasks [Zhu, 2018a; Riedmiller, 2018b; Lee,
2021a] or grasping tasks [Pinto, 2016a; Levine, 2018; Bousmalis, 2018; Kalashnikov,
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Figure 2.5: Solving precise manipulation tasks with implicit behavioral cloning [Flo-
rence, 2021]. (Left) Precise block insertion. (Right) Combinatiorally complex sort-
ing task.

2018]. Learning a visuo-motor controller from experience is exceedingly challeng-
ing for several reasons. Learning a CNNs handling real noisy sensor inputs from
a 1D reward signal is a hard problem as the gradients are typically much noisier
than in supervised learning [Sutton, 2018|. The tasks at hand are contact rich [Lee,
2021a; Levine, 2018] and induces complex physical interactions between objects that
are hard to reproduce in simulation [Todorov, 2012a). Finally, the action space of
robotics tasks is continuous in contrast to board games [Silver, 2016] and video
games [Mnih, 2015], leading to complex exploration problem that are partially cir-
cumvented with reward shaping [Lee, 2021a] or the use of demonstrations to guide
the search [Zhu, 2018a].

Figure 2.6: (Left) Large-scale data collection setup of 14 robotic manipulators col-
lecting 800,000 grasp attempts to train a CNN grasp prediction model [Levine, 2018].
(Middle) Block stacking on a real robot learned by combining imitation learning and
reinforcement learning [Zhu, 2018a]. (Right) Stacking objects of varying shapes in-
volving complex contact dynamics [Lee, 2021a].

Obtaining a large number of interactions on a real robotic system in order to learn a

policy is time-consuming or requires a large number of robots that might break due
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2.1. Visual representations for robotics manipulation

to mechanical fatigue. Training policies in simulation is an interesting alternative
allowing to speed up training thanks to parallelization at a cheap cost but also
reproducibility, a key property that is typically not possible on real robotics system
due to their complexity. However, there is typically a simulation-to-reality gap and
policies trained in simulation transfer poorly as is to real robotic system. This
problem has led to the development of sim2real methods which we present in the

next section.

2.1.4 Simulation to real-world transfer

Learning visuo-motor policies in simulation and transferring them to the real world
is an appealing approach to address difficulties inherent to real robotic systems.
Simulation comes however at the cost of discrepancies, the two main sources are the
system dynamics that are hard to simulate, particularly for contact-rich tasks, and

the visual rendering is lacking sufficient realism and diversity.

(b) Synthetic Images
Adapted with our Approach

(a) Synthetic Images (c) Real Images

Figure 2.7: (Left) Domain randomization of synthetic images, textures and lighting
are randomized to learn models invariant to visual changes [Tobin, 2017]. (Right)
Domain adptation aims at mapping synthetic images to realisic looking images using
generative models [Bousmalis, 2018].

This PhD focuses on the visual sim-to-real gap that is addressed using either do-
main randomization [Tobin, 2017; James, 2017; Peng, 2018] or domain adaptation
[Bousmalis, 2018; Cubuk, 2019; Li, 2020; Zhao, 2020]. Domain randomization meth-
ods aim at randomizing the visual appearance of simulated environments by using
random textures, lighting and camera pose [Tobin, 2017]. Instead of aiming at sim-
ulating visually realistic environments, the goal is to train a model to be invariant
to visual variations which can then transfer to real sensor images. Domain adap-
tation methods focus on mapping synthetic images to real-looking one’s by using
generative adversarial networks (GANs) [Bousmalis, 2018]. While GANs are ex-
pressive models, they tend to generate artifacts and require adding a lot of manual
constraints to preserve the 3D structure of the scene. In comparison, domain ran-

domization preserves the 3D structure by design, a particularly desirable property
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for robotics manipulation where preserving the geometry of the manipulator and

objects is crucial.

2.2 Image segmentation

Input DCNN Aeroplane Coarse

- core ma
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4
Figure 2.8: Semantic segmentation using DeepLab [Liang-Chieh, 2015], a CNN

based approach combined with learnable atrous convolutions and non—learnable con-
ditional random fields.

Most of the semantic segmentation approaches developed in the previous decade
rely on hand-crafted features such as boosting [Tu, 2010], random forests [Shotton,
2008] or support vector machines [Fulkerson, 2009]. Many subsequent works focused
on improving models by either using richer information from context or structured
predictions. However, this body of work relied on handcrafted features that limit

their expressiveness.

Deep learning breakthrough for image classification relying on convolutional neural
networks in 2012 [Krizhevsky, 2012] has led to consequent improvements in seman-
tic segmentation. Methods based on fully convolutional networks (FCN) [Farabet,
2013; Pinheiro, 2014; Ronneberger, 2015; Long, 2015; Amirul Islam, 2017; Badri-
narayanan, 2017; Lin, 2017; Pohlen, 2017] learn task-oriented features by directly
optimizing convolutions filters of a CNN. The seminal work of DeeplLab [Liang-
Chieh, 2015; Chen, 2018b; Chen, 2017; Chen, 2018d] proposed atrous convolutions
and spatial pyramid pooling to enlarge the receptive field of convolutional filters for

low and high level features.

Vision Transformers (ViT) [Dosovitskiy, 2021a] was recently proposed as a pure

transformer approach to image classification, outperforming CNNs when pretrained
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Vision Transformer (ViT) Transformer Encoder

MLP
Head
Transformer Encoder
gtz @) ) 8)60 6)E) ) Q6D @$

* Extra learnable
[ Linear Projection of Flattened Patches

[class] embedding

HEE 8
s

i

| ¥t

SR |
=41

Embedded
Patches

Figure 2.9: Vision Transformer [Dosovitskiy, 2021a] overview. An image is split into
fixed-size patches that are projected into tokens and fed to a standard Transformer
encoder.

on a large corpus of data. Transformers are based on an attention mechanism
that computes individual patch features dependent on all the patches of the images
and captures long-range dependencies by design and with learnable parameters.
We build on ViT and propose to formulate segmentation as a sequence-to-sequence
problem in our work Segmenter [Strudel, 2021] and present a pure transformer model
to perform segmentation that does not rely on task specific layers such as atrous

convolutions.
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Figure 2.10: MDETR [Kamath, 2021] predicts the bounding boxes of the objects
and their grounding in text. MDETR is a text-conditioned open-vocabulary object
detector.

The performance of modern segmentation methods relies on dense annotations that
are typically extremely costly to obtain. To address costly annotations, weakly
supervised segmentation, introduced [Zhou, 2016], learns to localize by relying on

image labels as supervision. Class activation maps are introduced to obtain class
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masks that are then reduced to a class label with a pooling mechanism. As class acti-
vation maps tend to focus on the most discriminative parts of an object [Wei, 2017],
many recent methods improve precision and recall by expanding masks using visual
cues [Kolesnikov, 2016; Wei, 2017; Ahn, 2018; Fan, 2018; Ahn, 2019; Fan, 2019;
Yu, 2019] and are consistently reducing the gap with fully supervised approaches.

Weakly-supervised segmentation is generally studied on datasets of restricted size
such as Pascal VOC [Everingham, 2010] that contains 1500 images with 20 object
categories. In order to scale these methods, it is necessary to consider the more
general problem of localizing an open set of objects defined by natural language
instead of a fixed set of labels. Multi-modal relations between texts and images
[Frome, 2013] recently led to impressive vision-language models trained at scale
such as CLIP [Radford, 2021], MDETR [Kamath, 2021], DALL-E 2 [Ramesh, 2022]
or OWL-ViT [Minderer, 2022]. In this thesis, we build on CLIP and propose a
new approach TSEG [Strudel, 2022a] that performs weakly-supervised segmentation
from referring expressions, a set of short texts describing visual entities present in

the image.

Figure 2.11: OWL-ViT [Minderer, 2022] predicts the bounding box of the object
given by an image, this is an example image-conditioned open-vocabulary detector.

Developing open-vocabulary detection and localization models is key to obtain gen-
erally capable vision models that can be deployed and reused for many tasks includ-
ing robotics manipulation of novel objects in the wild. Figure 2.10 is an overview
of MDETR [Kamath, 2021], a supervised model trained to detect objects given a
caption. Figure 2.11 presents detection performed with OWL-ViT [Minderer, 2022],
another model able to perform open-set vocabulary object detection while condi-

tioned on a single image depicting the object or a text description.
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Learning to combine primitive skills for

versatile robotic manipulation

In this chapter, we propose an approach to learn manipulation tasks as a compo-
sition of primitive skills. We learn vision-based manipulation policies in simulation
and deploy them on a real robot. Manipulation tasks such as preparing a meal or
assembling furniture remain highly challenging for robotics and vision. Traditional
task and motion planning (TAMP) methods can solve complex tasks but require
full state observability and are not adapted to dynamic scene changes. Recent
learning methods can operate directly on visual inputs but typically require many
demonstrations and/or task-specific reward engineering. In this work we aim to
overcome previous limitations and propose a reinforcement learning (RL) approach
to task planning that learns to combine primitive skills. First, compared to previous
learning methods, our approach requires neither intermediate rewards nor complete
task demonstrations during training. Second, we demonstrate the versatility of our
vision-based task planning in challenging settings with temporary occlusions and dy-
namic scene changes. Third, we propose an efficient training of basic skills from few
synthetic demonstrations by exploring recent CNN architectures and data augmen-
tation. Notably, while all of our policies are learned on visual inputs in simulated
environments, we demonstrate the successful transfer and high success rates when

applying such policies to manipulation tasks on a real URb robotic arm.
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3.1 Introduction

We consider visually guided robotics manipulations and aim to learn robust visuo-
motor control policies for particular tasks. Autonomous manipulations such as as-
sembling IKEA furniture [Sudrez-Ruiz, 2018] remain highly challenging given the
complexity of real environments as well as partial and uncertain observations pro-
vided by the sensors. Successful methods for task and motion planning (TAMP) [Sri-
vastava, 2014; Lozano-Pérez, 2014; Toussaint, 2015] achieve impressive results for
complex tasks but often rely on limiting assumptions such as the full state observ-
ability and known 3D shape models for manipulated objects. Moreover, TAMP
methods usually complete planning before execution and are not robust to dynamic

scene changes.

Recent learning methods aim to learn visuo-motor control policies directly from
image inputs. Imitation learning (IL) [Pomerleau, 1988; Ross, 2014; Pinto, 2018;
Ng, 2000] is a supervised approach that can be used to learn simple skills from
expert demonstrations. One drawback of IL is its difficulty to handle new states
that have not been observed during demonstrations. While increasing the number
of demonstrations helps to alleviate this issue, an exhaustive sampling of action

sequences and scenarios becomes impractical for long and complex tasks.

In contrast, reinforcement learning (RL) requires little supervision and achieves ex-
cellent results for some challenging tasks [Mnih, 2015; Silver, 2016]. RL explores pre-
viously unseen scenarios and, hence, can generalize beyond expert demonstrations.
As full exploration is exponentially hard and becomes impractical for problems with
long horizons, RL often relies on careful engineering of rewards designed for specific
tasks.

Common tasks such as preparing food or assembling furniture require long sequences
of steps composed of many actions. Such tasks have long horizons and, hence, are
difficult to solve by either RL or IL methods alone. To address this issue, we
propose a RL-based method that learns to combine simple imitation-based policies.
Our approach simplifies RL by reducing its exploration to sequences with a limited

number of primitive actions, that we call skills.

Given a set of pre-trained skills such as "grasp a cube" or "pour from a cup', we train
RL with sparse binary rewards corresponding to the correct/incorrect execution of
the full task. While hierarchical policies have been proposed in the past [Das, 2018],
our approach can learn composite manipulations using no intermediate rewards and

no demonstrations of full tasks. Hence, the proposed method can be directly applied
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to learn new tasks. See Figure 3.1 for an overview of our approach.

Our skills are low-level visuo-motor controllers learned from synthetic demonstrated
trajectories with behavioral cloning (BC) [Pomerleau, 1988]. Examples of skills in-
clude go to the bowl, grasp the object, pour from the held object, release the held
object, etc. We automatically generate expert synthetic demonstrations and learn
corresponding skills in simulated environments. We also minimize the number of
required demonstrations by choosing appropriate CNN architectures and data aug-
mentation methods. Our approach is shown to compare favorably to the state of the
art [Pinto, 2018] on the FetchPickPlace test environment [Plappert, 2018]. Moreover,
using recent techniques for domain adaptation [Pashevich, 2019] we demonstrate the
successful transfer and high accuracy of our simulator-trained policies when tested

on a real robot

We compare our approach with two classical methods: (a) an open-loop controller
estimating object positions and applying a standard motion planner (b) a closed-
loop controller adapting the control to re-estimated object positions. We show the
robustness of our approach to a variety of perturbations. The perturbations include
dynamic change of object positions, new object instances and temporary object
occlusions. The versatility of learned policies comes from both the reactivity of the
BC learned skills and the ability of the RL master policy to re-plan in case of failure.

Our approach allows computing adaptive control and planning in real-time.

In summary, this work makes the following contributions. (i) We propose to learn
robust RL policies that combine BC skills to solve composite tasks. (ii) We present
sample efficient training of BC skills and demonstrate an improvement compared
to the state of the art. (iii) We demonstrate successful learning of relatively com-
plex manipulation tasks with neither intermediate rewards nor full demonstrations.
(iv) We successfully transfer and execute policies learned in simulation to real robot

setups. (v) We show successful task completion in the presence of perturbations.

Our simulation environments together with the code and models used in this work

is publicly available at https://www.di.ens.fr/willow/research/rlbc/.
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Figure 3.1: Tllustration of our approach. (Left): Temporal hierarchy of master and
skill policies. The master policy m,, is executed at a coarse interval of n time-steps
to select among K skill policies w!...7X. Each skill policy generates control for a
primitive action such as grasping or pouring. (Right): CNN architecture used for
the skill and master policies.

3.2 Related work

Our work is related to robotics manipulation such as grasping [Lampe, 2013], open-
ing doors [Gu, 2016], screwing the cap of a bottle [Levine, 2015] and cube stack-
ing [Popov, 2017]. Such tasks have been addressed by various methods including
imitation learning (IL) [Duan, 2017] and reinforcement learning (RL) [Riedmiller,
2018a).

Imitation learning (IL). A neural network is trained to solve a task by observing

demonstrations. Approaches include behavioral cloning (BC) [Pomerleau, 1988]
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and inverse reinforcement learning [Ng, 2000]. BC learns a function that maps
states to expert actions [Ross, 2014; Pinto, 2018], whereas inverse reinforcement
learning learns a reward function from demonstrations in order to solve the task
with RL [Ho, 2016; Kumar, 2016; Popov, 2017]. BC typically requires a large
number of demonstrations and has issues with not observed trajectories. While these
problems might be solved with additional expert supervision [Ross, 2014] or noise
injection in expert demonstrations [Laskey, 2017], we address them by improving
the standard BC framework. We use recent state-of-the-art CNN architectures and
data augmentation for expert trajectories. This permits to significantly reduce the

number of required demonstrations and to improve performance.

Reinforcement learning (RL). RL learns to solve a task without demonstra-
tions using exploration. Despite impressive results in several domains [Silver, 2016;
Mnih, 2015; Kober, 2013; Gu, 2016], RL methods show limited capabilities when
operating in complex and sparse-reward environments common in robotics. More-
over, RL methods typically require prohibitively large amounts of interactions with
the environment during training. Hierarchical RL (HRL) methods alleviate some of
these problems by learning a high-level policy modulating low-level workers. HRL
approaches are generally based either on options [Sutton, 1999] or a feudal frame-
work [Dayan, 1993]. The option methods learn a master policy that switches be-
tween separate skill policies [Frans, 2018; Lee, 2019¢; Bacon, 2017; Florensa, 2017].
The feudal approaches learn a master policy that modulates a low-level policy by a
control signal [Haarnoja, 2018a; Nachum, 2018; Vezhnevets, 2017; Kulkarni, 2016;
Hausman, 2018]. Our approach is based on options but in contrast to the cited
methods, we pretrain the skills with IL. This allows us to solve complex and sparse
reward problems using significantly less interactions with the environment during

training.

Combining RL and IL. A number of approaches combining RL and IL have been
introduced recently. Gao et al. [Gao, 2018] use demonstrations to initialize the RL
agent. [Cheng, 2018; Sun, 2018] use RL to improve expert demonstrations, but
do not learn hierarchical policies. Demonstrations have been also used to define
RL objective functions [Hester, 2018; Nair, 2018] and rewards [Zhu, 2018b]. Das et
al. [Das, 2018] combines IL and RL to learn a hierarchical policy. Unlike our method,
however, [Das, 2018] requires full task demonstrations and task-specific reward en-
gineering. Moreover, the addressed navigation problem in [Das, 2018] has a much
lower time horizon compared to our tasks. [Das, 2018| also relies on pre-trained
CNN representations which limits its application domain. Le at al. [Le, 2018] train

low-level skills with RL, while using demonstrations to switch between skills. In
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a reverse manner, we use IL to learn low-level control and then deploy RL to find
appropriate sequences of pre-trained skills. The advantage is that our method can
learn a variety of complex manipulations without full task demonstrations. More-
over, [Das, 2018; Le, 2018] learn discrete actions and cannot be directly applied to

robotics manipulations that require continuous control.

In summary, none of the methods [Das, 2018; Le, 2018; Cheng, 2018; Sun, 2018§]
is directly suitable for learning complex robotic manipulations due to requirements
of dense rewards [Das, 2018; Sun, 2018] and state inputs [Cheng, 2018; Sun, 2018],
limitations to short horizons and discrete actions [Das, 2018; Le, 2018], the require-
ment of full task demonstrations [Das, 2018; Le, 2018; Cheng, 2018; Sun, 2018] and
the lack of learning of visual representations [Das, 2018; Cheng, 2018; Sun, 2018].
Moreover, our skills learned from synthetic demonstrated trajectories outperform
RL based methods, see Section 3.5.4.

3.3 Planing with a vocabulary of learned skills

Our RLBC approach aims to learn multi-step policies by combining reinforcement
learning (RL) and pre-trained skills obtained with behavioral cloning (BC). We
present BC and RLBC in Sections 3.3.1 and 3.3.2. Implementation details are given
in Section 3.3.3.

3.3.1 Skill learning with behavioral cloning

Our first goal is to learn basic skills that can be composed into more complex
policies. Given observation-action pairs D = {(o0¢,a;)} along expert trajectories,
we follow the behavioral cloning approach [Pomerleau, 1988] and learn a function
approximating the conditional distribution of the expert policy mg(as|o;) controlling

= RIXWXM are sequences of the last M

a robot arm. Our observations o; € O
depth frames. Actions a; = (vy,wy, gi), a; € APBC are defined by the end-effector
linear velocity v, € R? and angular velocity w, € R? as well as the gripper openness

state ¢, € {0, 1}.

We learn the deterministic skill policies 7, : O — AB€ approximating the expert
policy mg. Given observations o; with corresponding expert (ground truth) actions
a; = (vy,wy, g1), we represent 7, with a convolutional neural network (CNN) and
learn network parameters (0,7) such that predicted actions (o) = (¥4, &y, i)

minimize the loss where A\ € [0, 1] is a scaling factor which we empirically set to 0.9.
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3.3. Planing with a vocabulary of learned skills

Our network architecture is presented in Figure 3.1(right). When training a skill
policy 7, such as reaching, grasping or pouring, we condition the network on the
skill using the recent FiLM architecture [Perez, 2018]. Given the one-hot encoding s'
of a skill i, we use s' as input to the FiLM generator which performs affine transfor-
mations of the network feature maps. FiLM conditions the network on performing
a given skill, which permits learning a shared representation for all skills. Given an
observation o, the network C N N(f|s’) generates a feature map z! conditioned on

skill 7. The spatially-averaged x; is linearly mapped with F'C(n) to the action of 7.

3.3.2 RLBC approach

We wish to solve composite manipulations without full expert demonstrations and
with a single sparse reward. For this purpose we rely on a high-level master policy
T controlling the pre-trained skill policies 7y at a coarse timescale. To learn ,,, we
follow the standard formulation of reinforcement learning and maximize the expected
return E; Y777, v*r 11 given rewards r,. Our reward function is sparse and returns
1 upon successful termination of the task and 0 otherwise. The RL master policy
T+ O x AR — [0, 1] chooses one of the K skill policies to execute the low-level
control, i.e., the action space of 7, is discrete: ARV = {1,...  K}. Note, that our
sparse reward function makes the learning of deep visual representations challenging.
We, therefore, train 7, using visual features x% obtained from the BC pre-trained
CNN(0]s"). Given an observation o;, we use the concatenation of skill-conditioned

features {x},..., 25} as input for the master CN N (u), see Figure 3.1(right).

To solve composite tasks with sparse rewards, we use a coarse timescale for the mas-
ter policy. The selected skill policy controls the robot for n consecutive time-steps
before the master policy is activated again to choose a new skill. This allows the
master to focus on high-level task planning rather than low-level motion planning
achieved by the skills. We expect the master policy to recover from unexpected
events, for example, if an object slips out of a gripper, by re-activating an appro-
priate skill policy. Our combination of the master and skill policies is illustrated in
Figure 3.1(left).

RLBC' algorithm. The pseudo-code for the proposed approach is shown in Algo-
rithm 1. The algorithm can be divided into three main steps. First, we collect a
dataset of expert trajectories Dy for each skill policy 7%. For each policy, we use an
expert script that has access to the full state of the environment. Next, we train
a set of skill policies {rl,...,7X}. We sample a batch of state-action pairs and

update parameters of convolutional layers # and the skills linear layer parameters
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Chapter 3. Learning to combine primitive skills for versatile robotic manipulation

7. Finally, we learn the master 7, using the pretrained skill policies and the frozen
parameters 6. We collect episode rollouts by first choosing a skill policy with the
master and then applying the selected skill to the environment for n time-steps. We

update the master policy weights 1 to maximize the expected sum of rewards.

Algorithm 1 RLBC

1: *** Collect expert data ***

2: for ke {l,...,K} do

3 Collect an expert dataset Dy, for the skill policy
4: end for

5: ¥ Train {rl,..., 75} by solving: ***

6

7

8

k
s

. K
: 0,n=argming, y Z(ot,at)eDk Lpc (7% (or), ar)
: while task is not solved do

**% Collect data for the master policy ***

9: E={} > Empty storage for rollouts
10: for episode_id € {1,...,ppo_num_ episodes} do
11: 09 = new__episode__observation()
12: t=20
13: while episode is not terminated do
14: ki ~ mm(0r) > Choose the skill policy
15: Ot tn,Tt4n = perform_skill(7¥ o;)
16: t=1t4+n
17: end while
18: 5ZEU{(00,]431,7'1,01,]{}2,7"2,02,...)}
19: end for

20: *** Make a PPO step for the master policy on £ ***
21: = ppo__update(m,, &)
22: end while

3.3.3 Approach details

Skill learning with BC. We use ResNet-18 for the C NN (6|s’), which we compare
to VGG16 and ResNet-101 in Section 3.5.1. We augment input depth frames with
random translations, rotations and crops. We also perform viewpoint augmentation
and sample the camera positions on a section of a sphere centered on the robot
and with a radius of 1.40m. We uniformly sample the yaw angle in [—15° 15°],
the pitch angle in [15° 30°], and the distance to the robot base in [1.35,1.50] m.
The impact of both augmentations is evaluated in Section 3.5.2. We normalize
the ground truth of the expert actions to have zero mean and a unit variance and
normalize the depth values of input frames to [—1,1]. We learn BC skills using
Adam [Kingma, 2015a] with the learning rate 1072 and a batch size 64. We also use
Batch Normalization [loffe, 2015a].

Task learning with RL. We learn the master policies with the PPO [Schulman,
2017] algorithm using the open-source implementation [Kostrikov, 2018] where we

set the entropy coefficient to 0.05, the value loss coefficient to 1, and use 8 episode
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3.4. Experimental setup

rollouts for the PPO update. For the RLBC method, the concatenated skill features
{zl,... 2K} are processed with the master network C'N N (1) having 2 convolutional
layers with 64 filters of size 3 x 3. During pre-training of skill policies we update the
parameters (6, 7). When training the master policy, we only update p while keeping
(0, n) parameters fixed. We train RLBC using 8 different random seeds in parallel

and evaluate the best one.

Real robot transfer. To apply our method on the real robot, we use a state-of-
the-art technique of learning sim2real transfer based on data augmentation with
domain randomization [Pashevich, 2019]. This method uses a proxy task of cube
position prediction and a set of basic image transformations to learn a sim2real
data augmentation function for depth images. We augment the depth frames from
synthetic expert demonstrations with this method and, then, train skill policies.
Once the skill policy is trained on these augmented simulation images, it is directly

used on the real robot.

3.4 Experimental setup

This section describes the setup used to evaluate our approach. First, we present
the robot environment and the different tasks in Sections 3.4.1 and 3.4.2. Next,
we describe the synthetic dataset generation and skill definition for each task in
Sections 3.4.3 and 3.4.4.

3.4.1 Robot and agent environment

For our experiments we use a 6-DoF URJH robotic arm with a 3 finger Robotiq
gripper, see Figure 3.2. In simulation, we model the robot with the pybullet
physics simulator [Courmans, 2016]. For observation, we record depth images with
the Microsoft Kinect 2 placed in front of the arm. The agent takes as input the three

R224>< 224x3

last depth frames o; € and commands the robot with an action a; € R”.

The control is performed at 10 Hz frequency.

(a) URbH-Pick (b) UR5-Bowl (c) UR5-Breakfast

Figure 3.2: URD tasks used for evaluation: (a) task of picking up the cube, (b) task
of bringing the cube to the bowl, (c) task of pouring the cup and the bottle into the
bowl. (Left) simulation, (right) real robot.
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Chapter 3. Learning to combine primitive skills for versatile robotic manipulation

3.4.2 URS5 tasks

For evaluation, we consider 3 tasks: URb5-Pick, UR5-Bowl and UR5-Breakfast. The
URS5-Pick task picks up a cube of a size between 3.5 cm and 8.0 cm and lifts it
up, see Figure 3.2a. In UR5-Bowl the robot has to grasp the cube and place it in
the bowl, see Figure 3.2b. The UR5-Breakfast task contains a cup, a bottle and
a bowl as shown in Figure 3.2c. We use distinct ShapeNet [Chang, 2015a] object
instances for the training and test sets (27 bottles, 17 cups, 32 bowls in each set).
The robot needs to pour ingredients from the cup and the bottle in the bowl. In all
tasks, the reward is positive if and only if the task goal is reached. The maximum
episode lengths are 200, 600, and 2000 time-steps for UR5-Pick, UR5-Bowl, and
UR5-Breakfast correspondingly.

3.4.3 Synthetic datasets

We use the simulated environments to create a synthetic training and test set. For
all our experiments, we collect trajectories with random initial configurations where
the objects and the end-effector are allocated within a workspace of 80 x 40 x 20 cm?.
The synthetic demonstrations are collected using an expert script designed for each
skill. The script has access to the full state of the system including the states
of the robot and the objects. To generate synthetic demonstrations, we program
end-effector trajectories and use inverse kinematics (IK) to generate corresponding
trajectories in the robot joints space. Each demonstration consists of multiple pairs
of the three last camera observations and the robot control command performed by
the expert script. For UR5-Pick, we collect 1000 synthetic demonstrated trajectories
for training. For UR5-Bowl and UR5-Breakfast, we collect a training dataset of 250
synthetic demonstrations. For evaluation of each task, we use 100 different initial

configurations in simulation and 20 trials on the real robot.

3.4.4 Skill definition

UR5-Pick task is defined as a single skill. For UR5-Bowl and UR5-Breakfast, we
consider a set of skills defined by expert scripts. For UR5-Bowl, we define four skills:
(a) go to the cube, (b) go down and grasp, (¢) go up, and (d) go to the bowl and open
the gripper. For UR5-Breakfast, we define four skills: (a) go to the bottle, (b) go to
the cup, (c¢) grasp an object and pour it to the bowl, and (d) release the held object.
We emphasize that the expert dataset does not contain full task demonstrations
and that all our training is done in simulation. When training the RL master, we

execute selected skills for 60 consecutive time-steps for the UR5-Bowl task and 220
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3.5. Evaluation of BC skill learning

time-steps for the URbH-Breakfast task.

3.5 Evaluation of BC skill learning

This section evaluates the different parameters of the BC skill training for the UR5-
Pick task and a comparison with the state of the art. First, we evaluate the impact
of the CNN architecture and data augmentation on the skill performance in Sec-
tions 3.5.1 and 3.5.2. Then, we show that the learned policies transfer to a real-robot
in Section 3.5.3. Finally, we compare the BC skills with the state of the art in Sec-
tion 3.5.4.

3.5.1 CNN architecture for BC skill learning

Given the simulated UR5-Pick task illustrated in Figure 3.2a(left), we compare
BC skill networks trained with different CNN architectures and varying number of
expert demonstrations. Table 3.1 compares the success rates of policies with VGG
and ResNet architectures. Policies based on the VGG architecture [Simonyan, 2014]
obtain success rate below 40% with 100 training demonstrations and reach 95%
with 1000 demonstrations. ResNet [He, 2016a] based policies have a success rate
above 60% when trained on a dataset of 100 demonstrations and reach 100% with
1000 demonstrations. Overall ResNet-101 has the best performance closely followed
by ResNet-18 and outperforms VGG significantly. To conclude, we find that the
network architecture has a fundamental impact on the BC performance. In the
following experiments we use ResNet-18 as it presents a good trade-off between

performance and training time.

When examining why VGG-based BC has a lower success rate, we observe that it
has higher validation errors compared to ResNet. This indicates that VGG performs
worse on the level of individual steps and is hence expected to result in higher

compounding errors.

Demos VGG16-BN ResNet-18 ResNet-101

20 1% 1% 0%
50 9% 5% 5%
100 37% 65% 86%
1000 95% 100% 100%

Table 3.1: Evaluation of BC skills trained with different CNN architectures and
number of demonstrations on the UR5-Pick task in simulation.
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Chapter 3. Learning to combine primitive skills for versatile robotic manipulation

Demos None Standard Viewpoint Stz?ndarc.l &
Viewpoint
20 1% 49% 39% 75%
50 5% 81% 79% 93%
100  65% 97% 100% 100%

Table 3.2: Evaluation of ResNet-18 BC skills trained with different data augmenta-
tions on UR5-Pick task in simulation.

3.5.2 Evaluation of data augmentation

We evaluate the impact of different types of data augmentations in Table 3.2. We
compare training without data augmentation with 3 variants: (1) random transla-
tions, rotations and crops, as is standard for object detection, (2) record each expert
synthetic demonstration from 10 varying viewpoints and (3) the combination of (1)

and (2).

Success rates for UR5-Pick on datasets with 20, 50 and 100 demonstrations are
reported in Table 3.2. We observe that data augmentation is particularly important
when only a few demonstrations are available. For 20 demonstrations, the policy
trained with no augmentation performs at 1% while the policy trained with standard
and viewpoint augmentations together performs at 75%. The policy trained with a
combination of both augmentation types performs the best and achieves 93% and
100% success rate for 50 and 100 demonstrations respectively. In summary, data
augmentation allows a significant reduction in the number of expert trajectories

required to solve the task.

3.5.3 Real robot experiments

We evaluate our method on the real-world UR5-Pick illustrated in Figure 3.2a(right).
We collect demonstrated trajectories in simulation and train the BC skills network
applying standard, viewpoint and sim2real augmentations. We show that our ap-
proach transfers well to the real robot using no real images. The learned policy

manages to pick up cubes of 3 different sizes correctly in 20 out of 20 trials.

3.5.4 Comparison with state-of-the-art methods

One of the few test-beds for robotic manipulation is FetchPickPlace from OpenAl
Gym [Plappert, 2018] implemented in mujoco [Todorov, 2012b], see Figure 3.3.
The goal for the agent is to pick up a cube and to move it to the red target (see
Figure 3.3). The agent observes the three last RGB-D images from a camera placed
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Figure 3.3: Comparison of BC ResNet-18 with state of the art [Pinto, 2018] on
the FetchPickPlace task. BC ResNet-18 results are reported for 200 different initial
configurations.

[R100%100x4x3 = The positions of the cube and the target

in front of the robot o; €
are set at random for each trial. The reward of the task is a single sparse reward of

success. The maximum length of the task is set to 50 time-steps.

For a fair comparison with [Pinto, 2018], we do not use any data augmentation.
We report the success rate of ResNet-18 policy in Figure 3.3. We follow [Pinto,
2018] and plot the success rate of both RL and IL methods with respect to the
number of episodes used (either trial episodes or demonstrations). Our approach
outperforms the policies trained with an imitation learning method DAgger [Ross,
2014] in terms of performance and RL methods such as HER [Andrychowicz, 2017a]
and DDPG [Lillicrap, 2016] in terms of data-efficiency. According to [Pinto, 2018],
DAgger does not reach 100% even after 8 x 10* demonstrations despite the fact that
it requires an expert during training. HER reaches the success rate of 100% but
requires about 4 * 10* trial episodes. Our approach achieves the 96% success rate

using 10* demonstrations.

Our policies differ from [Pinto, 2018] mainly in the CNN architecture. Pinto et
al. [Pinto, 2018] use a simple CNN with 4 convolutional layers while we use ResNet-
18. Results of this section confirm the large impact of the CNN architecture on the

performance of visual BC policies, as was already observed in Table 3.1.

3.6 Evaluation of RLBC

This section evaluates the proposed RLBC approach and compares it to baselines
introduced in Section 3.6.1. First, we evaluate our method on UR5-Bowl in Sec-

tion 3.4.2. We then test the robustness of our approach to various perturbations
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URbH-Bowl  Detect & Detect &
perturbations Plan Replan BC-ordered RLBC
No perturbations 17/20 16/20 17/20  20/20
Moving objects ~ 0/20 12/20 13/20 20/20
Occlusions 17/20 10/20 2/20 18/20
New objects  16/20  14/20  15/20  18/20

Table 3.3: Comparison of RLBC with 3 baselines on the real-world UR5-Bowl task
with dynamic changes of the cube position, dynamic occlusions and new object
instances.

such as dynamic changes of object positions, dynamic occlusions, unseen object in-
stances and the increased probability of collisions due to small distances between
objects. We show that RLBC outperforms the baselines on those scenarios both
in simulation and on a real robot. Note, that our real robot experiments are per-
formed with skills and master policies that have been trained exclusively in simu-
lation using sim2real augmentation [Pashevich, 2019]. We use the same policies for
all perturbation scenarios. Qualitative results of our method are available in the

supplementary video.

3.6.1 Baseline methods

We compare RLBC with 3 baselines: (a) a fixed sequence of BC skills following the
manually pre-defined correct order (BC-ordered); (b) an open-loop controller esti-
mating positions of objects and executing an expert script (Detect & Plan); (c) a
closed-loop controller performing the same estimation-based control and replanning
in case if object positions change substantially (Detect & Replan). We use the same
set of skills for RLBC and BC-ordered. We train the position estimation network us-
ing a dataset of 20.000 synthetic depth images with randomized object positions. All
networks use ResNet-18 architecture and are trained with the standard, viewpoint

and sim2real augmentations described in Section 3.5.2.

3.6.2 Results on UR5-Bowl with no perturbations

We first evaluate RLBC and the three baselines on the UR5-Bowl task (see Fig-
ure 3.2b). When tested in simulation, all the baselines and RLBC manage to per-
fectly solve the task. On the real-world UR5-Bowl task, BC-ordered and Detect &
Plan baselines sometimes fail to grasp the object which leads to task failures (see
Table 3.3, first row). On the contrary, RLBC solves the task in all 20 episodes given
its ability to re-plan the task in the cases of failed skills.
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Figure 3.4: Performance of RLBC and baseline methods in simulated environments
under perturbations: (a) Dynamic changes of cube position; (b) Dynamic occlusions;
(c) Replacing the cube by unseen objects; (d) Decreasing the distance between

objects.
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We have also attempted to solve the simulated UR5-Bowl task without skills by
learning an RL policy performing low-level control. We have used ImageNet pre-
trained ResNet-18 to generate visual features. The features were then used to train
low-level RL control policy with PPO. Whereas such a low-level RL policy did
not solve the task a single time after 10* episodes, RLBC reaches 100% after 400

episodes.

3.6.3 Robustness to perturbations

Robustness to dynamic changes in object position. We evaluate RLBC against the
baselines in the UR5-Bowl scenario where the cube is moved several times during the
episode. We plot success rates evaluated in simulation with respect to the number
of position changes in Figure 3.4a. We observe the stability of RLBC and the fast
degradation of all baselines. As both RLBC and BC-ordered use the same set of
skills, the stability of RLBC comes from the learned skill combination. The "Moving
objects" row in Table 3.3 reports results for 3 moves of the cube evaluated on the
real robot. Similar to simulated results, we observe excellent results of RLBC and

the degraded performance for all the baselines.

Robustness to occlusions. We evaluate the success of URH-Bowl task under occlu-
sions. Each occlusion lasts 3 seconds and covers a large random part of the workspace
by a cardboard. Figure 3.4b shows success rates with respect to the number of oc-
clusions in the simulated UR5-Bowl environment. Similar to perturbation results
in Figure 3.4a, RLBC demonstrates high robustness to occlusions while the perfor-
mance of other methods quickly degrades. The "Occlusions" row in Table 3.3 reports
results for a single occlusion performed during the real-robot evaluation. Baseline
methods are strongly influenced by occlusions except Detect & Plan which performs
well unless occlusion happens during the first frames. Our HRBC policy performs

best compared to other methods.

Robustness to new object instances. We evaluate the robustness of methods to the
substitution of a cube by other objects not seen during the training of UR5-Bowl
task. Figure 3.4c shows the success rate of RLBC and other methods with respect
to the number of new objects in simulation. The novel objects are ordered by
their dissimilarity with the cube. The difficulty of grasping unseen objects degrades
the performance of grasping skills. In contrast to other methods RLBC is able to
automatically recover from errors by making several grasping attempts. Table 3.3
reports corresponding results on a real robot where the cube has been replaced by

10 unseen objects. Similar to other perturbations we observe superior performance
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of RLBC.

Impact of the distance between objects. We vary the distance between a bottle and
a cup in the URbH-Breakfast task. The smaller distance between objects A and
B implies higher probability of collision between a robot and A when grasping B
behind A. The choice of the grasping order becomes important in such situations.
While our method is able to learn the appropriate grasping order to maximize the
chance of completing the task, the BC-ordered and other baselines use pre-defined
order. Figure 3.4d demonstrates the performance of RLBC and BC-ordered for
different object distances in the simulated UR5-Breakfast task. As expected, RLBC
learns the correct grasping order and avoids most of the collisions. The performance
of BC-ordered strongly degrades with the decreasing distance. In the real-world
evaluation, both RLBC and ordered skills succeed in 16 out of 20 episodes when
the distance between objects is larger than 10 cm. However, the performance of
BC-ordered drops to 8/20 when the cup and the bottle are at 4cm from each other.
In contrast, RLBC chooses the appropriate object to avoid collisions and succeeds
in 16 out of 20 trials.

3.7 Conclusion

This chapter presents a method to learn combinations of primitive skills. Our
method requires no full-task demonstrations nor intermediate rewards and shows
excellent results in simulation and on a real robot. We demonstrate the versatility

of our approach in challenging settings with dynamic scene changes.
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Chapter

Optimizing image augmentations for

sim2real policy transter

The previous chapter relies on a sim-to-real method to transfer policies learned on
synthetic data to a real robot. In this method we present the sim-to-real method
we developed and how we used a proxy pose estimation task to optimize our data

augmentation and finally applied it to policy learning.

Vision and learning have made significant progress that could improve robotics poli-
cies for complex tasks and environments. Learning deep neural networks for im-
age understanding, however, requires large amounts of domain-specific visual data.
While collecting such data from real robots is possible, such an approach limits the

scalability as learning policies typically requires thousands of trials.

In this chapter, we attempt to learn manipulation policies in simulated environments.
Simulators enable scalability and provide access to the underlying world state during
training. Policies learned in simulators, however, do not transfer well to real scenes
given the domain gap between real and synthetic data. We follow recent work
on domain randomization and augment synthetic images with sequences of random
transformations. Our main contribution is to optimize the augmentation strategy for
sim2real transfer and to enable domain-independent policy learning. We design an
efficient search for depth image augmentations using object localization as a proxy
task. Given the resulting sequence of random transformations, we use it to augment
synthetic depth images during policy learning. Our augmentation strategy is policy-
independent and enables policy learning with no real images. We demonstrate our

approach to significantly improve accuracy on three manipulation tasks evaluated
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on a real robot.

4.1 Introduction

In particular, recent progress in computer vision and deep learning motivates new
methods combining learning-based vision and control. Successful methods in com-
puter vision share similar neural network architectures, but learn task-specific visual
representations, e.g. for object detection, image segmentation or human pose esti-
mation. Guided by this experience, one can assume that successful integration of
vision and control will require learning of policy-specific visual representations for

particular classes of robotics tasks.

Learning visual representations requires large amounts of training data. Previous
work has addressed policy learning for simple tasks using real robots e.g., in [Levine,
2016; Pinto, 2016b; Zhang, 2018c|. Given the large number of required attempts
(e.g. 800,000 grasps collected in [Levine, 2016]), learning with real robots might
be difficult to scale to more complex tasks and environments. On the other hand,
physics simulators and graphics engines provide an attractive alternative due to the
simple parallelization and scaling to multiple environments as well as due to access

to the underlying world state during training.

Learning in simulators, however, comes at the cost of the reality gap. The diffi-
culty of synthesizing realistic interactions and visual appearance typically induces
biases and results in low performance of learned policies in real scenes. Among
several approaches to address this problem, recent work proposes domain random-
ization [Tobin, 2017] by augmenting synthetic data with random transformations
such as random object shapes and textures. While demonstrating encouraging re-
sults for transferring policies trained in simulations to real environments (“sim2real”

transfer), the optimality and generality of proposed transformations remains open.

In this work we follow the domain randomization approach and propose to learn
transformations optimizing sim2real transfer. Given two domains, our method finds
policy-independent sequences of random transformations that can be used to learn
multiple tasks. While domain randomization can be applied to different stages
of a simulator, our goal here is the efficient learning of visual representations for
manipulation tasks. We therefore learn parameters of random transformations to
bridge the domain gap between synthetic and real images. We here investigate the
transfer of policies learned for depth images. However, our method should generalize

to RGB inputs. Examples of our synthetic and real depth images used to train and
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Collecting Training with Running
demonstrations augmentations on real robot

Figure 4.1: Example depth images for the task “Cup placing”. Synthetic depth maps
(first column) are augmented with random transformations during policy training
(second column). The resulting policy is applied to depth maps from the real robot
scene (third column).

test the “Cup placing” policy are illustrated in Fig. 4.1.

In more details, our method uses a proxy task of predicting object locations in a
robot scene. We synthesize a large number of depth images with objects and train
a CNN regressor estimating object locations after applying a given sequence of ran-
dom transformations to synthetic images. We then score the parameters of current
transformations by evaluating CNN location prediction on pre-recorded real images.
Inspired by the recent success of AlphaGo [Silver, 2016] we adopt Monte-Carlo Tree

Search (MCTS) as an efficient search strategy for transformation parameters.

We evaluate the optimized sequences of random transformations by applying them
to simulator-based policy learning. We demonstrate the successful transfer of such
policies to real robot scenes while using no real images for policy training. Our
method is shown to generalize to multiple policies. The overview of our approach
is illustrated in Fig. 4.2. The code of the project is publicly available at the project

website!.

lhttp://pascal.inrialpes.fr/data2/sim2real
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Figure 4.2: Overview of the method. Our contribution is the policy-independent
learning of depth image augmentations (left). The resulting sequence of augmen-
tations is applied to synthetic depth images while learning manipulation policies in
a simulator (middle). The learned policies are directly applied to real robot scenes
without finetuning on real images.

real data

4.2 Related work

Robotics tasks have been addressed by various learning methods including imita-
tion learning [Duan, 2017] and reinforcement learning [Riedmiller, 2018a]. Despite
mastering complex simulated tasks such as Go [Silver, 2016], the addressed robotics
tasks remain rather simple [Zhang, 2018c; Riedmiller, 2018a; Gu, 2016]. This differ-
ence is mainly caused by the real world training cost. Learning a manipulation task
typically requires a large amount of data [Levine, 2016; Pinto, 2016b]. Thus, robot
interaction time becomes much longer than in simulation [Gu, 2016] and expert

guidance is non-trivial [Zhang, 2018c]|.

Learning control policies in simulation and transferring them to the real world is a
potential solution to address these difficulties. However, the visual input in simula-
tion is significantly different from the real world and therefore requires adaptation.
Recent attempts to bridge the gap between simulated and real images can be gener-
ally divided into two categories: domain adaptation [Bousmalis, 2018] and domain
randomization [Tobin, 2017]. Domain adaptation methods either map both image
spaces into a common one [James, 2019; Miiller, 2018] or map one into the other [Lee,
2019b]. Domain randomization methods add noise to the synthetic images [Pinto,
2018; Sadeghi, 2018], thus making the control policy robust to different textures and
lighting. The second line of work is attractive due to its effectiveness and simplicity.
Yet, it was so far only shown to work with RGB images. While depth images are
well suited for many robotics tasks [Litvak, 2019], it is not obvious what type of
randomization should be used in the case of depth data. Here, we explore a learning
based approach to select appropriate transformations and show that this allows us

to close the gap between simulated and real visual data.
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Chapter 4. Optimizing image augmentations for sim2real policy transfer

Domain randomization is also referred to as data augmentation in the context of
image classification and object detection. Data augmentation is known to be an
important tool for training deep neural networks and in most cases it is based on
a manually designed set of simple transformations such as mirroring, cropping and
color perturbations. In general, designing an effective data augmentation pipeline
requires domain-specific knowledge [Dvornik, 2018]. Depth images might be aug-
mented by adding random noise [Handa, 2015], noise patterns typical for real sen-
sors [Eitel, 2015] or by compensating missing information [N Yang, 2012]. Learning
to augment is a scalable and promising direction that has been explored for vi-
sual recognition in [Paulin, 2014]. Recent attempts to automatically find the best
augmentation functions propose to use reinforcement learning and require several
hundreds of GPUs [Cubuk, 2019]. Given the prohibitive cost of executing thousands
of policies in a real-robot training loop, we propose to optimize sequences of aug-
mentations within a proxy task by predicting object locations in pre-recorded real
images using the Monte-Carlo tree search. A related idea of learning the rendering
parameters of a simulator has been recently proposed for a different task of semantic

image segmentation in [Ruiz, 2019].

4.3 Approach

We describe the proposed method for learning depth image augmentations in Sec-
tions 4.3.2 and 4.3.3. Our method builds on Behaviour Cloning (BC) policy learn-

ing [Pomerleau, 1988; Ross, 2011] which we overview in Section 4.3.1.

4.3.1 Behaviour cloning in simulation

Given a dataset D=P'* = {(0;, a;)} of observation-action pairs along with the expert
trajectories in simulation, we learn a function approximating the conditional distri-
bution of the expert policy Texpert (@¢|0;) controlling a robotic arm. Here, the observa-
tion is a sequence of the three last depth frames, 0; = (I;_o, I; 1, I;) € O = REXWx3,
The action a; € A = R7 is the robot command controlling the end-effector state.
The action a; = (v, wy, g;) is composed of the end-effector linear velocity v; € R3,
end-effector angular velocity w; € R® and the gripper openness state g; € {0,1}.
We learn the deterministic control policy m : O — A approximating the expert
pOlicy Texpert- We define m by a Convolutional Neural Network (CNN) parameter-
ized by a set of weights 6 and learned by minimizing the L, loss for the velocity
controls (v;,w;) and the cross-entropy loss Lcg for the binary grasping signal g;.

Given the state-action pair (s;, a;) and the network prediction my(s;) = (¥4, &4, i),
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Figure 4.3: The original synthetic depth image on the left is augmented by the
sequence of eight random transformations learned by our method.

we minimize the loss:

AL ([V4, @), [ve, wi]) + (1 = A) Lk (Gr: 9t) (4.1)

where A € [0, 1] is a scaling factor of the cross-entropy loss which we experimentally
set to 0.9.

4.3.2 Sim2Real transfer

Given a stochastic augmentation function f, we train a CNN h to predict the cube
position on a simulation dataset DS™ = {(Ifim, pfim)}. Given an image I5™, the
function f sequentially applies N primitive transformations, each with a certain
probability. This allows for bigger variability during the training. We minimize
the Lo loss between the cube position pf™ and the network prediction given an
augmented depth image h (f(I5™)):

; E Ly (h (F(I™)) ,pi™). (4.2)

We evaluate augmentation functions by computing the average error of network

prediction on a pre-recorded real-world dataset, D™ = {(I{eal, p§ea1)} as

1 n
ereal _ = Z Lo (h([;ﬁeal),p?al). (43)
"=

43



Chapter 4. Optimizing image augmentations for sim2real policy transfer

The optimal augmentation function f* should result in a network A with the smallest

real-world error e"¢®

. We assume that the same augmentation function will produce
optimal control policies. We re-apply the learned stochastic function f* on individual
frames of DP at every training epoch and learn 7®™2eal  We yse gdim2real tq
control the real robot using the same control actions as in the simulation, i.e.,

real __ real real real\ _ ,_sim2real yreal :
ap® = (Vi wi gi*t) = (17, see Fig. 4.2.

4.3.3 Augmentation space

We discretize the search space of augmentation functions by considering sequences
of N transformations from a predefined set. We then apply the selected sequence of
transformations in a given order to each image. The predefined set of transforma-
tions consists of the depth-applicable standard transformations from PIL, a popular
Python Image Library, as well as Cutout [Devries, 2017], white (uniform) noise
and salt (Bernoulli) noise. We also take advantage of segmentation masks provided
by the simulator and define two object-aware transformations, i.e., boundary noise
and object erasing (see Section 4.4.2 for details). The identity (void) transforma-
tion is included in the set to enable the possibility of reducing N. The full set of
our eleven transformations is listed in Table 4.1. Each transformation is associated
with a magnitude and a probability of its activation. The magnitude defines the
transformation-specific parameter. For each transformation we define two possible
magnitudes and three probabilities. With N = 8 in our experiments, our search
space roughly includes (11 x 2 x 3)® & 3.6 x 10* augmentation functions. We reduce
the search space by restricting each transformation, except identity, to occur only

once in any augmentation sequence.

4.3.4 Real robot control

Algorithm 2 Sim2Real policy transfer algorithm

6k Given datasets D™, Preal PDEPert ok
: MCTS = init_ mcts()
repeat
f = MCTS.sample_ path()
CNN = train_ cube_ prediction( f, DS™) > FEq.4.2
el = compute_ error(CNN, Dreal) > Eq.4.3
MCTS.update(em) > Backpropagate the error
until the smallest €™ is constant for 500 iterations
f* = MCTS.select_ best_ path()
psim2real — train BC_ policy(f*, DSP) > Eq.4.1
: return 7

,_.
e

sim2real

—_
—_
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To find an optimal sequence of augmentations, we use Monte Carlo Tree Search
(MCTS) [Coulom, 2006] which is a heuristic tree search algorithm with a trade-off
between exploration and exploitation. Our search procedure is defined in Algo-
rithm 2. The algorithm iteratively explores the Monte Carlo tree (lines 3-8) by
sampling sequences of transformations (line 4), training a cube position prediction
network on an augmented simulation dataset (line 5), evaluating the trained net-
work on the real dataset (line 6) and backpropagating the evaluation error through
the Monte Carlo tree (line 7). Once the smallest error on the real dataset stays
constant for 500 iterations, we choose the best augmentation function according to
MCTS (line 9) and train sim2real control policies using the simulation dataset of
augmented expert trajectories on the tasks of interest (line 10). Once trained, the
control policies can be directly applied in real robot scenes without fine-tuning. The

sequence of eight transformations found by MCTS is illustrated in Fig. 4.3.

4.4 Experimental evaluation

This section evaluates the transfer of robot control policies from simulation to real.
First, we describe our tasks and the experimental setup in Section 4.4.1. We evaluate
independently each of predefined basic transformations on the cube position predic-
tion task in Section 4.4.2. In Section 4.4.3, we compare our approach of learning
augmentation functions with baselines. Finally, we demonstrate the policy transfer

to the real-world robotics tasks in Section 4.4.4.

4.4.1 Experimental setup

Our goal is to learn a policy to control a UR5 6-DoF robotic arm with a 3 finger
Robotiq gripper for solving manipulation tasks in the real world. The policy takes as
input 3 depth images o, € R**W>3 from the Kinect-1 camera positioned in front of
the arm. We scale the values of depth images to the range [0, 1]. The policy controls
the robot with an action a, € R”. The control is performed at a frequency of 10 Hz.
All the objects and the robotic gripper end-effector are initially allocated within the
area of 60 x 60 cm? in front of the arm. The simulation environment is built with
the pybullet physics simulator [Courmans, 2016] and imitates the real world setup.
We consider three manipulation tasks. Cube picking task: The goal of the task
is to pick up a cube of size 4.7 cm and to lift it. In simulation, the cube size is
randomized between 3 and 9 cm. Cubes stacking task: The goal of the task is to
stack a cube of size 3.5 cm on top of a cube of size 4.7 cm. We randomize the sizes of

cubes in simulation between 3 and 9 cm. Cup placing task: The goal of the task
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is to pick up a cup and to place it on a plate. In simulation, we randomly sample 43
plates from ModelNet [Wu, 2015] and 134 cups from ShapeNet [Chang, 2015b]. We

use three cups and three plates of different shapes in our real robot experiments.

Transformation Error in sim  Error in real
Identity 0.63 £+ 0.50 6.52 £+ 5.04
Affine 0.59 £+ 0.45 4.83 + 4.42
Cutout 1.19 £ 0.87 1.86 £+ 2.45
Invert 0.88 £ 0.60 4.63 £ 3.28
Posterize 0.66 £ 0.48 5.54 + 4.59
Scale 0.67 £ 0.47 6.00 £+ 4.37
Sharpness 0.83 4+ 0.49 5.48 + 3.84
WhiteNoise 0.68 + 0.54 3.60 £ 2.33
SaltNoise 0.72 4+ 0.50 2.42 + 1.16
BoundaryNoise  0.88 + 0.66 2.06 £ 1.17
EraseObject 0.64 +£0.47 193 +£1.01

Table 4.1: Cube prediction error (in cm) for synthetic and real depth images eval-
uated separately for each of eleven transformations considered in this paper. The
errors are averaged over 200 pairs of images and cube positions.

Error in sim Error in real

0.63 + 0.50 6.52 £+ 5.04

Augmentation

i None

ii Random (8 operations) 6.56 + 4.05 5.77 + 3.12
iii Handcrafted (4 operations) 0.99 + 0.68 2.35 + 1.36
iv Learned (1 operation) 1.19 £ 0.87 1.86 £ 2.45
v Learned (4 operations) 1.21 £0.78 1.17 £0.71
vi Learned (8 operations) 1.31 £ 0.90 1.09 + 0.73

Table 4.2: Cube prediction error (in cm) on synthetic and real depth images using
different types of depth data augmentation. More augmentations increase the error
for synthetic images and decrease the error for real images as expected from our
optimization procedure. The errors are averaged over 200 pairs of images and cube
positions.

4.4.2 Evaluation of individual transformations

Before learning complex augmentation functions, we independently evaluate each
In this

section, we describe each transformation and the associated values of magnitude.

transformation from the set of transformations defined in Section 4.3.3.

Affine randomly translates and rotates the image in the range of [-9,9] pix-
els and [—5,5] degrees, or alternatively by [—16, 16] pixels and [—10, 10] degrees.

Cutout [Devries, 2017] samples one or three random rectangles in the image and
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sets their values to a random constant in [0, 1]. Invert function inverts each pixel
value by applying the operation z +— 1 — x and does not have any parameters.
Posterize reduces the number of bits for each pixel value to be either 5 or 7. Scale
randomly multiplies the image with a constant in one of the two ranges: [0.95,1.05]
or [0.97,1.03]. Sharpness increases the image sharpness either randomly in the
range between 50% and 100% or by 100%. WhiteNoise adds uniform noise to
each pixel with a magnitude of 0.04 or 0.08. SaltNoise sets each pixel value to 1
with the probability 0.01 or 0.03. BoundaryNoise uses the semantics mask of the
simulator and removes patches of pixels located at the boundary between different
objects. For BoundaryNoise, we remove either 2 or 4 pixels along the boundaries.
EraseObject removes either the table or the walls behind the robot using the se-
mantics segmentation mask. All the above transformations are associated with a
probability in the set {33%,66%, 100%}. For instance, the probability 33% means
that the transformation is applied 1 out of 3 times and 2 our of 3 times it acts as

the identity function.

As explained in Section 4.3.2, we evaluate each augmentation function by computing
the prediction error of the cube position in real depth images after training the po-
sition regressor on simulated data. We collect 2000 pairs of simulated depth images
and cube positions for training and 200 real depth images for evaluation. To be ro-
bust to viewpoint changes in real scenes, each simulated scene is recorded from five
random viewpoints. We randomize the camera viewpoint in simulation around the
frontal viewpoint by sampling the camera yaw angle in [—15, 15] degrees, pitch angle
in [15, 30] degrees, and distance to the robot base in [1.35,1.50] m. We only require
the viewpoint of the real dataset to be within the simulated viewpoints distribution.
Moreover, we allow to move the camera between different real robot experiments.
We treat each transformation in the given set as a separate augmentation function
(sequence of length 1). We use each of them independently to augment the simu-
lation dataset. Next, we train a CNN based on ResNet-18 architecture [He, 2016a]
to predict the cube position given a depth image. During the network training, we
compute the prediction error (4.3) on two validation datasets, 200 simulated im-
ages and 200 real images. To evaluate each augmentation function more robustly,
we always start the CNN training at the same initial position. For each transfor-
mation, we report the cube position prediction error in Table 4.1. With no data
augmentation, the trained network performs well in simulation (error of 0.63 cm)
but works poorly on real images (error of 6.52 cm). Cutout transformation reduces
the regression error by more than 4 cm and indicates that it should be potentially

combined with other transformations.
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4.4.3 Augmentation function learning

We compare the augmentation function learned by our approach to several baselines
on the task of estimating the cube position in Table 4.2. The baselines include train-
ing the network on synthetic images (i) without any data augmentation, (ii) with
augmentation sequences composed of 8 random transformations (average over 10
random sequences), (iii) with a handcrafted augmentation sequence of four transfor-
mations built according to our initial intuition: Scale, WhiteNoise, EraseObjects and
SaltNoise, (iv) with the best single transformation from Section 4.4.2 and (v) with
the learned augmentation composed of 4 transformations. To have a robust score
and exclude outliers, we compute the median error over evaluations of 10 training

epochs.

Baselines (i)-(iii) with no augmentation learning demonstrate worst results on the
real dataset. Results for learned transformations (iv)-(vi) show that more transfor-
mations with different probabilities help to improve the domain transfer. Table 4.2
also demonstrates the trade-off between the performance in different domains: the
better augmentation works on the real dataset, the worse it performs in the simula-
tion. Effectively, the learned augmentation shifts the distribution of simulated im-
ages towards the distribution of real images. As a consequence, the network performs
well on the real images that are close to the training set distribution and works worse
on the original simulated images that lie outside the training set distribution. The
best augmentation sequence found by our method is illustrated in Fig. 4.3 and con-
tains the following transformations: Cutout, EraseObject, WhiteNoise, EdgeNoise,
Scale, SaltNoise, Posterize, Sharpness. Learning an augmentation function of length
8 takes approximately 12 hours on 16 GPUs. The vast majority of this time is used
to train the position estimation network while MCTS path sampling, evaluation
and MCTS backpropagation are computationally cheap. We iteratively repeat the
training and evaluation routine until the error does not decrease for a sufficiently
long time (500 iterations). Once the sim2real augmentation is found, it takes ap-

proximately an hour to train the BC control policy.

4.4.4 Real robot control

In this section we demonstrate that the data augmentation learned for a proxy task
transfers to other robotic control tasks. We collect expert demonstrations where
the full state of the system is known, and an expert script can easily be generated
at training time. We augment the simulated demonstrations with the learned data

augmentation and train BC policies without any real images. Moreover, we show
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Figure 4.4: Frame sequences of real world tasks performed with a policy learned on
a simulation dataset augmented with our approach. The tasks are: a) picking up a
cube, b) stacking two cubes, ¢) placing a cup on top of a plate, d) placing another
cup on top of another plate.

that our augmentation is not object specific and transfers to tasks with new object
instances not present in the set of expert demonstrations. For each task, we compare
the learned augmentation function with 3 baselines: no augmentation, handcrafted
augmentation and best single transformation. Each evaluation consists of 20 trials

with random initial configurations. The results are reported in Table 4.3.

Cube picking task. Success rates for policies learned with different augmen-
tation functions are strongly correlated with results for cube position estimation
in Table 4.2. The policy without augmentation has a success rate 3/20. Single
transformation and handcrafted augmentation have 9/20 and 8/20 successful trials
respectively. The sim2real policy learned with our method succeeds 19 out of 20

times.

Cube stacking task. Given a more difficult task where more precision is required,
the baseline approaches perform poorly and achieve the success rate of only 2/20 for

the handcrafted augmentation. We observe most of the failure cases due to impre-
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Augmentation Pick  Stack Cup Placing
None 3/20  1/20 0/20
Handcrafted (4 operations) 9/20  2/20 6,/20
Learned (1 operation) 8/20  1/20 1/20
Learned (8 operations) 19/20 18/20 15/20

Table 4.3: Success rates for control policies executed on a real robot (20 trials
per experiment). Results are shown for three tasks and alternative depth image
augmentations.

cise grasping and stacking. We successfully tested the learned data augmentation
function on cubes of varying sizes which indicates high control precision. Overall,

our method was able to stack cubes in 18 runs out of 20.

Cup placing. Solving the Cup placing task requires both precision and the gen-
eralization to previously unseen object instances. The policies are trained over
a distribution of 3D meshes and thus leverage the large dataset available in the
simulation. All baselines fail to solve the Cup placing except for the handcrafted
augmentation which succeeds 6 times out of 20. Our approach is able to solve the
task with the success rate of 15/20 despite the presence of three different instances
of cups and plates never seen during training. These results confirm our hypothesis
that the augmentations learned for a proxy task of predicting the cube position,

generalize to new objects and tasks.

4.5 Conclusion

In this chapter, we introduce a method to learn augmentation functions for sim2real
policy transfer. To evaluate the transfer, we propose a proxy task of object position
estimation that requires only a small amount of real world data. Our evaluation of
data augmentation shows significant improvement over the baselines. We also show
that the performance on the proxy task strongly correlates with the final policy
success rate. Our method does not require any real images for policy learning and
can be applied to various manipulation tasks. We apply our approach to solve three

real world tasks including the task of manipulating previously unseen objects.
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Chapter

Learning obstacle representations for

neural motion planning

The two previous chapters focused on learning manipulation tasks in environments
where there are no obstacles to avoid and no clutter on the table. Ideally we would
like to scale these methods to more complex manipulation environments where with
clutter both motion planning and manipulation of objects is needed to solve tasks.
In this chapter we specifically focus on vision-based motion planning and propose a
method leveraging knowledge of the surrounding environment and able to adapt to

dynamically changing environments.

Motion planning and obstacle avoidance is a key challenge in robotics applications.
While previous work succeeds to provide excellent solutions for known environments,
sensor-based motion planning in new and dynamic environments remains difficult.
In this chapter we address sensor-based motion planning from a learning perspec-
tive. Motivated by recent advances in visual recognition, we argue the importance of
learning appropriate representations for motion planning. We propose a new obsta-
cle representation based on the PointNet architecture [Qi, 2017] and train it jointly
with policies for obstacle avoidance. We experimentally evaluate our approach for
rigid body motion planning in challenging environments and demonstrate significant

improvements of the state of the art in terms of accuracy and efficiency.

5.1 Introduction

Motion planning is a fundamental robotics problem [Latombe, 1991; LaValle, 2006]

with numerous applications in mobile robot navigation [Fox, 1997], industrial robotics
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[Laumond, 2006], humanoid robotics [Harada, 2014] and other domains. Sampling-
based methods such as Rapidly Exploring Random Trees (RRT) [Jr, 2000] and Prob-
abilistic Roadmaps (PRM) [Kavraki, 1996] have been shown successful for finding
a collision-free path in complex environments with many obstacles. Such methods
are able to solve the so-called piano mover problem [Schwartz, 1986] and typically
assume static environments and prior knowledge about the shape and location of
obstacles. In many practical applications, however, it is often difficult or even im-
possible to obtain detailed a-priori knowledge about the real state of environments.
It is therefore desirable to design methods relying on partial observations obtained
from sensor measurements and enabling motion planning in unknown and possibly
dynamic environments. Moreover, given the high complexity devoted to exploration
in sampling-based methods, it is also desirable to design more efficient methods that
use prior experience to quickly find solutions for motion planning in new environ-

ments.

To address the above challenges, several works [Glasius, 1995; Yang, 2000; Pfeif-
fer, 2017; Ichter, 2018; Jurgenson, 2019; Qureshi, 2019] adopt neural networks
to learn motion planning from previous observations. Such Neural Motion Plan-
ning (NMP) methods either improve the exploration strategies of sampling-based
approaches [Ichter, 2018] or learn motion policies with imitation learning [Pfeiffer,
2017; Qureshi, 2019] and reinforcement learning [Jurgenson, 2019]. In this work we
follow the NMP paradigm and propose a new learnable obstacle representation for

motion planning.

Motivated by recent advances in visual recognition [Qi, 2017; Krizhevsky, 2012; He,
2016b], we argue that the design and learning of obstacle representations plays a

key role for the success of learning-based motion planning.

In this work, we proposed a new representation based on point clouds which are first
sampled from visible surfaces of obstacles and then encoded with a PointNet [Qi,
2017] neural network architecture, see Fig. 5.1. We learn our obstacle representation
jointly with the motion planing policies in the SAC (Soft Actor Critic) reinforcement
learning framework [Haarnoja, 2018b]. In particular, while using environments com-
posed of 3D-box shapes during training, we demonstrate the generalization of our
motion planning policies to complex environments with objects of previously unseen
shapes. We also show our method to seamlessly generalize to new object constella-
tions and dynamic scenes with moving obstacles. We evaluate our method in chal-
lenging simulated environments and validate our representation through ablation

studies and comparison to the state of the art. Our method significantly improves
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Figure 5.1: Overview of our approach. (a) We aim to find a collision-free path for
a rigid body from its current configuration ¢; to the goal configuration ¢,. (b) We
assume no prior knowledge about the scene and represent obstacles by points and
normals sampled on object surfaces. (c¢) Our neural network learns the PointNet
encoding of observed points and normals together with the motion policy. (d) The
learned network generates actions that move the body towards the goal configuration
along a collision-free path.

the accuracy of previous NMP methods while being one order of magnitude more

computationally efficient compared to close competitors.

The contributions of our work are threefold. First, we propose a new learnable ob-
stacle representation based on point clouds and the PointNet neural architecture [Qi,
2017]. Second, we learn our representation jointly with policies for rigid body mo-
tion planning using reinforcement learning. Finally, we experimentally evaluate our
approach and demonstrate significant improvements of the state of the art in motion
planning in terms of accuracy and efficiency. Code and qualitative results along with

a video are available on the project webpage [Strudel, |.

5.2 Related work

Sampling-based motion planning. Sampling-based methods such as RRT [Jr,
2000] have been extensively studied for motion planning [Latombe, 1991; Latombe,

LaValle, 2006; Jr, 2000; Kavraki, 1996]. Such methods can deal with complex
environments, however, they typically assume a complete knowledge of the robot
workspace and static obstacles. Given the complexity of sampling-based methods,
recent work proposes efficient exploration schemes [Jetchev, 2010; Lien, 2010; Bran-
icky, 2008; Martin, 2007], e.g., by reusing previously discovered paths in similar sce-
narios [Branicky, 2008] or biasing RRT search to promising regions [Martin, 2007].
Our work does not assume any a-priori knowledge about the environment and can
deal with moving obstacles. Moreover, while our method performs an extensive ex-
ploration during training, the learned policies directly generate feasible paths during

testing in new environments.
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Neural motion planning. Learning-based methods for motion planning have been
introduced in [Glasius, 1995; Yang, 2000]. Motivated by the success of deep learn-
ing, a number of more recent methods explore neural networks for motion planning
and obstacle avoidance. [Ichter, 2018] learns to sample robot configurations close to
the target RRT solutions. [Qureshi, 2019] and [Pfeiffer, 2017] learn a policy with
imitation learning using RRT solutions as demonstrations. While improving the
efficiency of RRT, [Pfeiffer, 2017; Ichter, 2018; Qureshi, 2019] still require sampling
at test time and are not easily applicable in scenes with moving obstacles. Our
work is most related to [Jurgenson, 2019] who explore reinforcement learning (RL)
to learn motion policies. Similar to [Jurgenson, 2019] we use RL and learn to avoid
obstacles using a negative collision reward. While [Jurgenson, 2019] presents results
in relatively simple 2D environments, we propose a new learnable obstacle repre-
sentation that generalizes to complex 3D scenes. We experimentally compare our
method to [Ichter, 2018; Jurgenson, 2019; Qureshi, 2019] and demonstrate improved

accuracy.

Visual Representation. The NMP methods [Jurgenson, 2019; Qureshi, 2019;
Ichter, 2018] assume full knowledge of the workspace and use an obstacle encoding
either based on a 2D image of obstacles encoded with a convolutional neural network
(CNN) [Jurgenson, 2019], or an occupancy grid [Ichter, 2018] or a volumetric point
cloud [Qureshi, 2019] encoded with a multi-layer perceptron (MLP). We show that
obstacles representation is critical to solve complex problems with rich workspace
variations and propose to rely on a point cloud representation of obstacles coupled
with PointNet [Qi, 2017]. [Qi, 2017] demonstrated the performance of PointNet
to classify and segment point clouds, in this work we propose to use it to encode

obstacles.

5.3 Method

5.3.1 Overview of the method

In this work we consider rigid robots with 2 to 6 degrees of freedom (DoF). Let W C
R3 be the workspace of the robot, containing a set of obstacles V. We denote C free the
open set of configurations where the robot does not collide with the obstacles ¥V and
Ceoltision = C \ Cjree. Given a start configuration gy € Cyree and a goal configuration
dg € Cfree, motion planning aims at finding a collision-free path which connects the
start configuration to the goal configuration. A continuous function 7 : [0,1] — C

is a solution if 7(]0,1]) is a subset of Cfpee, 7(0) = qo and 7(1) = ¢,. A motion
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planning problem is thus defined by a start configuration, a goal configuration and

a set of obstacles V.

In this work, we represent obstacles V by sets of points (point clouds) and the corre-
sponding normals sampled on the surface of obstacles. This representation is valid
for arbitrary shapes and can be obtained with a depth sensor. We consider the
robot as an embodied agent which senses surrounding obstacles with a panoramic
camera (Fig.5.1a). The point cloud, expressed in the robot local coordinate frame
(Fig.5.1b), is then processed with a PointNet architecture [Qi, 2017] to encode the
obstacles (Fig.5.1c). The goal vector ¢, is expressed in the robot local coordinate
frame and is concatenated to the PointNet obstacle encoding. This vector is pro-
cessed by a MLP that generates actions, bringing the robot closer to the goal while
avoiding obstacles (Fig.5.1d). We learn the policy jointly with the PointNet encod-
ing of the obstacles (Fig.5.1¢) in an end-to-end fashion with reinforcement learning,.
In the next two sections, we first give details on the obstacle representation and then

describe policy learning.

5.3.2 Obstacle representation for motion planning

We aim to learn a function that encodes the obstacles and the goal configuration as
a vector enabling subsequent motion planning. While many parametric functions
could be used as an encoder, we follow advances in visual recognition [Qi, 2017;
Krizhevsky, 2012; He, 2016b] and define obstacle representations by a neural network
learned jointly with the task of motion planning. We experimentally demonstrate
the significant impact of the encoder on the performance of motion planning in
Section 5.4.

In previous works [Ichter, 2018; Jurgenson, 2019; Qureshi, 2019], obstacles have
been represented by occupancy grids encoded with a MLP [Ichter, 2018; Qureshi,
2019] or images encoded with a CNN [Jurgenson, 2019] assuming global workspace
knowledge. In our work we use points sampled on the surface of obstacles along with
their oriented normals. Such measurements can be obtained using a depth sensor
either placed on the robot or at other locations. A set of obstacles V is represented
by a finite set Snormais = {(i, ) }iz1..v € RV*24 where d = 2,3 and the points
x; and normals n; are expressed in the robot local coordinate frame. We denote by
a; the couple (x;,n;). We define the goal g as the displacement to reach the goal

configuration from the current robot configuration.

To process a point cloud, we use a PointNet [Qi, 2017] like network (Fig.5.1¢) re-

duced to its core layers for computation efficiency which we describe below. The
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idea of PointNet is to use a function which is symmetric with respect to the in-
put to get a model invariant to input permutations. Based on this idea we build
a network composed of two MLPs w and w with Exponential Linear Units (ELUs)
activation [Clevert, 2016] as shown in Fig.5.1c. The first MLP wu is shared across
point cloud elements «; (Fig.5.1c blue block) and is used to generate local features
of each element u(a;). Then, a max operation is applied to obtain a global feature
v encoding the point cloud. The global feature v is further concatenated with the
goal g (Fig.5.1c green block) and passed through a second MLP w (Fig.5.1c orange
block):

v(ag,...,ay) = ax [u(ar), ..., u(on)]

=l (5.1)

flag,....,an,g) =ww(a,....,ay), g)
The max operator is a max-pooling operation: given a list of feature vectors of size
N x d, it outputs a vector of size d by taking the maximum over the N points in

each coordinate.

The PointNet encoding of obstacles u is trained jointly with the policy w. For
the training of u and w we compare imitation learning and reinforcement learning

schemes as described in the next section.

5.3.3 Learning policies for motion planning

We cast the motion planning problem as a Markov decision process (MDP) [Sutton,
2018]. The state space S is the configuration space of the robot C, A is the space
of valid velocities at the current configuration and O is a representation of the
workspace along with the goal configuration g. Given a robot configuration ¢ € Cyyee
and v an admissible velocity vector, we denote ¢(v) as the configuration reached by
applying the velocity vector v to the robot for a fixed time. As the robot can hit into
obstacles, we consider gf..(v) which returns the last collision free configuration on

the path connecting ¢ to ¢(v). Then the dynamics p is defined as p(q, v) = ¢rec(v).

We aim at learning policies to solve motion planning problems. For that purpose,
we explore and compare policies trained with imitation learning (behavioral cloning)
and reinforcement learning. To train a policy with imitation learning [Schaal, 2003],
we collect a dataset D = {(o;,a;)} of observation-action pairs along expert tra-
jectories generated with Bi-RRT [Jr, 2000] and follow the behavioral cloning ap-
proach [Pomerleau, 1988]. Given a learnable policy 7, we minimize the L? loss,
L(m) = ||a; — 7(0t)||2, between the expert action a; and the policy applied to the

expert observation o;.
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To train a policy with reinforcement learning [Sutton, 2018], we define a reward
function as follows. Given a goal configuration g € C, we define 7yeiocity (¢, v) =
—|lv[|> and
Tgoat if [|qfree(v) — gll <€,
Ttask (40, 9) =  Tpree 1f [¢,q(0)] C Cpree, (5.2)

Tcollision else.

with 7g0st > 0, 7free < 0 and 7eopiision < 0. The reward function is then defined
as 1(¢,0,9) = Tvelocity(€: V) + Ttask(q,V, g). Ttasi rewards actions reaching g and
penalizes actions which lead to a collision. Given two collision-free paths leading to
the goal, the total reward r(q, v, g) is highest for the shortest path. Maximizing the
reward enables the policy path to be collision free and as short as possible. Note
that the dynamics p depends only on the robot and the workspace, and the reward
function r depends additionally on the goal configuration to be reached. An episode

is terminated when reaching the goal or the maximum number of steps.

The reward 7,5, defined above is sparse with respect to the goal: it is only positive
if the agent reaches the goal during one episode, which may have a low probability
in challenging environments. Hindsight Experience Replay (HER) [Andrychowicz,
2017b] is a technique to improve the sample efficiency of off-policy RL algorithms
in the sparse and goal-conditioned setting which we use extensively in this work.
After collecting one rollout sy, ..., s which may or may not have reached the goal
g, it consists in sampling one of the states as the new goal ¢’ for this rollout. The
rollout may not have reached g but in hindsight, it can be considered as a successful
rollout to reach ¢’. HER can be seen as a form of implicit curriculum learning which

accelerates the learning of goal-conditioned policies.

5.4 Experimental evaluation

Below we describe our experimental setup and implementation details in Sections 5.4.1
and 5.4.2. Section 5.4.3 evaluates alternative obstacle representations while Sec-
tions 5.4.4 and 5.4.5 compare our approach to the state of the art in challenging

environments.

5.4.1 Environments

We evaluate our method in a number of different environments, namely, 2D and 3D

environments used in [Ichter, 2018; Qureshi, 2019], our own 3D environments and
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an environment based on a classic motion planning problem [Latombe, | where a
S-shape with 6 DoF should go through a thin slot. We consider rigid body robots
which are either a 2D /3D sphere with 2/3 DoF or a S-shape body with 6 DoF. We
use distinct workspaces for training and evaluation so that policies are evaluated on
workspaces unseen during training. We evaluate the success rate of a policy over 400
rollouts. At the end of a rollout, the environment is reset: a new random workspace is
sampled along with a start and goal configuration. A rollout is considered successful
if it reaches a configuration near the goal defined by an epsilon neighborhood before
the maximum number of steps is reached. We describe details for each of our

environments below.

2D-Narrow [Ichter, 2018]: we generate 2D environments from [Ichter, 2018] using
publicly available code [Ichter, 2020]. The environment contains a sphere robot
navigating in 2D workspaces composed of 3 randomly generated narrow gaps as
shown in Fig.5.2 and random start and goal configurations. We set the maximum
number of policy steps to 50.

3D-Qureshi [Qureshi, 2019]: 3D workspaces with a sphere robot from [Qureshi,
2019] contain axis-aligned boxes with fixed center and varying sizes. We used open-
source code from [Qureshi, 2020] to generate the workspaces.

3D-Bozxes: our environment composed of 3 to 10 static boxes generated with random
sizes, positions and orientations as illustrated in Fig.5.4(a). The maximum number
of steps is set to 80.

3D-Synthethic: a variant of 3D-Boxes composed of unseen synthetic obstacles such
as capsules, cylinders and spheres instead of boxes as illustrated in Fig.5.4(b).
3D-YCB: a variant of 3D-Boxes composed of real objects from the YCB dataset
[Calli, 2015] recorded with a RGB-D camera, see Fig.5.4(c).

3D-Dynamic: a variant of 3D-Boxes with dynamic obstacles moving in real time.
For each box two placements are sampled uniformly, and the current box placement
is interpolated between the two.

Slot: S-shaped rigid 6 DoF robot that should pass through a thin slit of varying
width 2-8 times wider than the smallest robot link. This is a classic problem in

motion planning [Latombe, | illustrated in Fig.5.4(d).

5.4.2 Implementation details

Below we describe implementation details for our own and other methods used for
comparison. To train policies with reinforcement learning, we use Soft Actor Critic

(SAC) [Haarnoja, 2018b] with automatic entropy tuning, a learning rate of 3.10~*
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with Adam optimizer [Kingma, 2015b], a batch size of 256 and a replay buffer of 10°
steps combined with Hindsight Experience Replay (HER) [Andrychowicz, 2017b]
with 80% of the trajectories goal relabeled, as in the original papers. We train a
policy on 2.10% environment steps before reporting results. We use the open-source
implementation of [Pong, 2020]. The policy 7 and the Q-function are implemented
as separate networks and trained jointly with alternate optimization following the
actor-critic scheme. We use a PointNet based policy with 3 hidden layers of size 256
for the point encoder v and the global feature network w respectively as shown in
Fig.5.1c. The @Q-function has a similar structure and the action is concatenated to

each point of the point cloud.

For the comparison of representations in Table 5.1 we use a CNN policy with 64 x 64
image inputs composed of 3 convolutional layers with 32 filters of size 3 x 3 followed
by a max-pooling operator and 3 hidden layers of size 256. The current configuration
and goal are concatenated after max-pooling. For the Q-function, the action is
also concatenated after max-pooling. The MLP policy processing point clouds is
composed of 3 hidden layers of size 256 and the goal is concatenated to the list of

points. For the Q)-function, the action is also concatenated to the input.

To train policies with imitation learning, we use a learning rate of 1073 with Adam
optimizer [Kingma, 2015b] and a batch size of 256. For Bi-RRT, once a solution is
found, we shorten its length by randomly sampling two points along the solution,
if the shortcut made out of these two points is collision free we modify the solution
to include it. The maximal size of an edge in RRT corresponds to the maximal size
of a policy step for RL or BC, in this way computing collision checking on an edge

has the same cost for both.

For [Ichter, 2018], we used the code provided in [Ichter, 2020] along with the dataset
to train the conditional variational auto-encoder. Omnce trained we combined the
learned sampling with Bi-RRT to report the results. For [Qureshi, 2019], we adjust
the implementation provided by [Qureshi, 2020] to our environments. We followed
the training procedure described in [Qureshi, 2019]. For Qureshi neural replanning
(NR), we run neural planning for 50 steps then use neural replanning recursively
for 10 iterations each comprising 50 steps maximum. For Qureshi hybrid replanning
(HR), if neural replanning fails to find a solution after 10 iterations, Bi-RRT is
used to find a path between states where there is still a collision. For [Jurgenson,
2019], we adapted the open-source implementation [Jurgenson, 2020] to run on our
environment. For training, we use the same parameters as [Jurgenson, 2019], image

based workspace representation and reward definition. We follow their DDPG-MP
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Figure 5.2: Illustration of different obstacles representations for 2D-Narrow. See
Table 5.1 for results.

method. The training dataset consists of 10* workspaces. For pre-training, we
use 400 random steps per workspace and for training, we use Bi-RRT generated
10 expert trajectories per workspace. Finally, the rigid bodies and obstacles are
modeled using Pinocchio [Carpentier, 2015-2019; Carpentier, 2019] and collision
checks are computed by FCL [Pan, 2012].

5.4.3 Comparison of obstacle representations and learning

approaches

In this section we compare different policies on the 2D-Narrow environment [Ichter,
2018]. Policies are trained with Behavioral Cloning (BC) or Reinforcement Learning
(RL) using different obstacles representations presented in Fig.5.2. The occupancy
grid is a 64 x 64 image (Fig. 5.2a), the point clouds are composed of 128 points either
sampled on the interior of obstacles (Fig. 5.2b) or at their boundary (Fig. 5.2¢, 5.2d).
128 points is a good trade-off between speed and accuracy as adding more points did
not improve our results. In Table 5.1 we report the success rate of RL policies after
1000 epochs which corresponds to 10° interactions with the environment, a stage
at which the policies performance have plateaued. For BC, we collect a dataset of
solutions using Bi-RRT, containing 10° steps in total and train for 200 epochs. This
allows for a fair comparison of BC and RL trained on the same dataset size. A

simple baseline connecting the start and the goal by a straight line has success rate
of 45.5%.

Table 5.1 shows that the choice of obstacles representation greatly impacts the policy
success rate both for BC and RL. Using a representation based on an occupancy
grid encoded with a CNN yields poor performance for both BC and RL. Similarly, if
interior points are encoded with a MLP the performance is low for both BC and RL.
In both case results with RL are below BC. For BC, the training set is composed of

expert demonstrations which is fixed for every representation. In contrast, as the RL
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Behavioral Cloning Reinforcement Learning

64 %64 Image - CNN 64.5% 44.5%

Interior points - MLP 42.0% 29.0%

Interior points - PointNet 76.0% 83.0%
Boundary points - PointNet 85.0% 93.8%
Boundary points and normals - PointNet 86.5% 99.5%

Table 5.1: Comparison of different obstacles representations and policies training
methods on the 2D-Narrow environment.

training set is generated by the learning policy, the obstacles representation impacts
the quality of the training set. Encoding interior points with PointNet results in a
significant gain, +34% for BC and +54% for RL. Using PointNet in combination
with boundary points and normals increases the performance by +10% for BC and
+16% for RL. We can also observe that normals improve the performance over
boundary points alone. Furthermore, with a more stable obstacle encoding, RL

outperforms BC by a margin, +13% in the case of boundary points and normals.

PAEFFELIEI NN
P N N P NN

(a) BC Vector Field (b) RL Vector Field (c) RL samples (d) Bi-RRT Samples

Figure 5.3: (a) Vector field of a policy trained with behavioral cloning. (b) Vector
field of a policy trained with reinforcement learning. (c) RL path samples. (d) RRT
samples generated to find a path.

The difference between policies trained with BC or RL is illustrated in Fig.5.3(a,b).
For each policy, a vector field has been generated by using a grid covering the
environment and computing the policy output at each point given a fixed goal plotted
in red. We observe that policies trained with BC can fail close to edges of obstacles.
This is a typical problem of imitation learning [Ross, 2011] which is limited to
perfect, expert trajectories in the training set and does not observe failure cases.
In contract, RL explores the environment during training and generates actions

pointing away from obstacles as it has been trained explicitly to avoid collisions.

We also evaluate alternative obstacle representations on a collision classification
task in the 2D-Narrow environment (see Fig.5.2). Given a configuration and an

action, the goal is to predict if the robot configuration after executing the action
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Method Success Rate Nodes Path Length

Bi-RRT [Jr, 2000] 100% 358 0.65
Ichter A = 0.5 [Ichter, 2018] 100% 232 1.30
Ichter A = 0.9 [Ichter, 2018] 100% 207 1.22
Qureshi (NR) [Qureshi, 2019] 68.0% 102 0.52
Qureshi (HR) [Qureshi, 2019] 95.0% 950 0.69
Jurgenson [Jurgenson, 2019 47.0% 12 0.56
Ours 99.5% 10 0.63

Table 5.2: Comparison to the state of the art on the 2D-Narrow environment.

is colliding with any obstacle or not. We compare classifiers trained on top of (a)
64x64 images encoded with CNNs;, (b) interior points, (c¢) boundary points and (d)
boundary points with normals, where (b), (¢) and (d) are encoded with PointNet.
The resulting accuracies for collision prediction are: (a) 80%, (b) 94%, (¢) 97%
and (d) 98.5%. Consistently with results in Table 5.1, we observe that (i) PointNet
representations outperform occupancy grid with CNN and (ii) boundary points with
normals encoding give best results. Further analysis of failure cases has shown
inaccuracy of CNN collision predictions at locations near the boundaries of obstacles

and in regions with narrow passages.

We compare our approach to state-of-the-art neural motion planning approaches [Ichter,
2018; Jurgenson, 2019; Qureshi, 2019] and Bi-RRT [Jr, 2000] in Table 5.2. We com-
pare in terms of success rate, number of configurations (nodes) explored before
finding a successful path and in terms of length of the found solution. We chose
to compare the number of configurations explored to find a solution because con-
necting two configurations requires to perform collision checking which represents
95% of time spent by motion planning algorithms [Ratliff, 2009]. Bi-RRT achieves
a success rate of 100% as a solution is found if the algorithm is run long enough but
it requires 35 times more nodes than RL to find a solution and shorten the path.
[Ichter, 2018], which is also based on RRT, requires 20 times more nodes than RL
to find a solution and yields longer solutions overall. The neural replanning (NR)
and hybrid replanning (HR) approaches of [Qureshi, 2019] allow to find short paths
at the price of extensive use of collision checking, which is limiting in scenarios with
time constraints. [Jurgenson, 2019] uses an image representation of obstacles, yield-
ing a low success rate which correlates with the results of Table 5.1, it mostly solves

problems with straight solutions which explains the short path length.

In Fig.5.3(c,d) we illustrate the number of nodes required to find a path. While
RL outputs short paths leading directly to the goal (Fig.5.3¢c), Bi-RRT explores the
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space in several directions before finding a suboptimal path which then needs to be
shortened (Fig.5.3d).

5.4.4 Towards a realistic setup: 3D environments with local

observability

(a) 3D-Boxes S Shape (b) 3D-Synthetic S Shape (c) 3D-YCB S Shape (d) Slot

Figure 5.4: 3D environments with S-shaped robot composed of: (a) boxes obstacles,
(b) sphere, cylinder and cone obstacles, (¢) YCB dataset [Calli, 2015] obstacles,
(d) a thin slot. We plot the start configuration in red, the current configuration in
yellow and the goal configuration in green.

We compare agents trained with either global observations, where points are sampled
for all obstacles surface as in Section 5.4.3, or local observations where obstacles are
only observed locally, through a camera which is closer to a realistic setup. For the
local observation, we consider agents equipped with a panoramic camera observing
the local geometry (Fig.5.1b). To model such agents, we use ray tracing and cast
rays from the center of the robot in every direction by uniformly sampling points on
the sphere. Each ray hitting an obstacle provides a point with its normal and the
agent observation consists of the point cloud formed by the union of these points.
For local observations (Local), we use a point cloud of 64 points, corresponding
to a density of 60 points per meter squared. For global observations (Global), we
use 256 points sampled uniformly on the obstacles surface which corresponds to the
same point density as Local. The two observations thus have the same geometry

resolution.

We consider 3D environments and compare agents controlling either a sphere robot
with 3DoF or a S-shaped robot with 6DoF as shown in Fig.5.4 and report results
in Table 5.3. All the policies are trained on the 3D-Boxes environment (Fig.5.4a)
exclusively. The S-shape problem is harder to solve than the sphere one but our
approach still yields good results with a performance of 97% on 3D-Boxes for the
local observation. Overall Local and Global policies yield similar performances
which shows that our approach still works on harder problems where only local

knowledge of obstacles is available. When tested on 3D-Boxes, Local yields better
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results than Global while the generalization performance are better for GLobal when
tested on unseen environments (Fig.5.4b,c). While solely trained on problems with
static obstacles from 3D Boxes (Fig.5.4a), the policies generalize to unseen scenes
containing new set of synthetic obstacles (3D-Synthetic) and real obstacles recorded
with depth sensor from the YCB dataset (3D-YCB). The policies trained with our
approach also solve challenging scenarios with dynamic obstacles moving in real
time (3D-Dynamic). This highlights the advantage of using a policy which directly
computes the next action instead of RRT-based approaches relying on offline path
planning [Jr, 2000; Qureshi, 2019; Ichter, 2019].

3D-Boxes 3D-Synthetic 3D-YCB 3D-Dynamic

Sphere - Global  95.8% 91.3% 91.2% 94.7%
S Shape - Global 89.0% 85.3% 88.7% 86.0%
Sphere - Local  99.3% 87.0% 87.7% 95.8%
S Shape - Local  97.0% 87.3% 96.0% 79.7%

Table 5.3: Comparison of sphere and S-shaped agents trained with global or local
obstacle observation.

3D-Qureshi [Qureshi, 2019] 3D-Boxes 3D-Synthetic

Qureshi (NR) [Qureshi, 2019] - MLP 96.0% 84.0% 81.0%
Qureshi (HR) [Qureshi, 2019] - MLP 99.5% 88.0% 84.5%
Sphere - Global 100% 95.8% 91.3%

Table 5.4: Comparison of our approach to Qureshi [Qureshi, 2019] on Qureshi’s
environment and our environment.

We also compare our approach to [Qureshi, 2019]. For a fair comparison we use
global obstacles representation for our approach as [Qureshi, 2019] uses full obsta-
cles knowledge and report results in Table 5.4. On 3D-Qureshi, we show that our
approach successfully solves the proposed problems. On 3D-Boxes and 3D-Synthetic
we show that our approach has better generalization abilities while only needing 20
nodes on average to solve problems where [Qureshi, 2019] requires more than 400

nodes.

5.4.5 S-shape motion planning

We consider a challenging problem in motion planning composed of a S-shaped

robot and a thin gate it has to go through, introduced by [Latombe, | and shown
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in Fig.5.4(d). The width of the gate determines the difficulty of the problem. We
consider problems with a gate of random width, sampled to be 2 times to 8 times
wider than the smallest dimension of each robot link, as a comparison, the gate of
[Latombe, | is 2.5 times wider. We compare the performance of an agent trained
with Local observations to Bi-RRT with an allocated budget of 50000 nodes for
each problem. The learned policy has a success rate of 97.7% whereas Bi-RRT has a
success rate of 62.5% on average when tested on 400 planning problems. In contrast
with experiments of Section 5.4.3, Bi-RRT does not succeed to solve every problem
with the allocated nodes. While our trained policy provides solutions in real-time
composed of 40 nodes on average, the computational burden of RRT is increasing
significantly as the number of explored configurations increases which is typically
the case for this environment where many nodes need to be expanded to find a
solution. We have also noted that our policy adapts its behavior to minimize the
path length according to the slot size. Indeed, when the slot is thin, e.g. 2 times
wider than the smallest robot link, the motions are quite constrained, the policy
inserts a link by translating the S-shape, rotates by 90 degrees and translates again
which was also the only solution found when using RRT. When the slot is wider we
observe that the policy uses the wider space provided by the diagonal of the slot to

reduce overall motion.

5.5 Conclusion

This chapter introduces a new framework for neural motion planning. Obstacles
are represented by point clouds and encoded by a PointNet architecture. PointNet
encoding and motion policy are trained jointly with either behavioral cloning or
reinforcement learning. We show that PointNet encoding outperforms state-of-the-

art representations based on image-based CNNs and latent representations.
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Chapter

Segmenter: transformer for semantic

segmentation

Image segmentation is often ambiguous at the level of individual image patches and
requires contextual information to reach label consensus. In this chapter we intro-
duce Segmenter, a transformer model for semantic segmentation. In contrast to
convolution-based methods, our approach allows modeling global context already at
the first layer and throughout the network. We build on the recent Vision Trans-
former (ViT) and extend it to semantic segmentation. To do so, we rely on the
output embeddings corresponding to image patches and obtain class labels from
these embeddings with a point-wise linear decoder or a mask transformer decoder.
We leverage models pre-trained for image classification and show that we can fine-
tune them on moderate sized datasets available for semantic segmentation. The
linear decoder allows obtaining excellent results already, but the performance can
be further improved by a mask transformer generating class masks. We conduct an
extensive ablation study to show the impact of the different parameters, in partic-
ular the performance is better for large models and small patch sizes. Segmenter
attains excellent results for semantic segmentation. It outperforms the state of the

art on both ADE20K and Pascal Context datasets and is competitive on Cityscapes.

6.1 Introduction

Semantic segmentation is a challenging computer vision problem with a wide range of
applications including autonomous driving, robotics, augmented reality, image edit-

ing, medical imaging and many others [Hesamian, 2019; Hong, 2018; Siam, 2017].
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Segmentation map Patch attention maps
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——— e e a

Figure 6.1: Our approach for semantic segmentation is purely transformer based.
It leverages the global image context at every layer of the model. Attention maps
from the first Segmenter layer are displayed for three 8 x 8 patches and highlight
the early grouping of patches into semantically meaningful categories. The original
image (top-left) is overlayed with segmentation masks produced by our method.

The goal of semantic segmentation is to assign each image pixel to a category label
corresponding to the underlying object and to provide high-level image representa-
tions for target tasks, e.g. detecting the boundaries of people and their clothes for
virtual try-on applications [Hsieh, 2019]. Despite much effort and large progress
over recent years [Chen, 2018d; Fu, 2020; Huang, 2019; Minaee, 2021; Sultana,
2020; Zhao, 2017; Zhao, 2018], image segmentation remains a challenging problem
due to rich intra-class variation, context variation and ambiguities originating from

occlusions and low image resolution.

Recent approaches to semantic segmentation typically rely on convolutional encoder-
decoder architectures where the encoder generates low-resolution image features and
the decoder upsamples features to segmentation maps with per-pixel class scores.
State-of-the-art methods deploy Fully Convolutional Networks (FCN) [Shelhamer,
2017] and achieve impressive results on challenging segmentation benchmarks [Chen,
2018d; Fu, 2019b; Yin, 2020; Yu, 2020; Yuan, 2020; Zhang, 2019; Zhao, 2018]. These
methods rely on learnable stacked convolutions that can capture semantically rich

information and have been highly successful in computer vision. The local nature
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of convolutional filters, however, limits the access to the global information in the
image. Meanwhile, such information is particularly important for segmentation
where the labeling of local patches often depends on the global image context. To
circumvent this issue, DeepLab methods [Chen, 2018b; Chen, 2017; Chen, 2018d]
introduce feature aggregation with dilated convolutions and spatial pyramid pooling.
This allows to enlarge the receptive fields of convolutional networks and to obtain
multi-scale features. Following recent progresses in NLP [Vaswani, 2017], several
segmentation methods explore alternative aggregation schemes based on channel
or spatial [Fu, 2020; Fu, 2019b; Yuan, 2018] attention and point-wise [Zhao, 2018]
attention to better capture contextual information. Such methods, however, still
rely on convolutional backbones and are, hence, biased towards local interactions.
An extensive use of specialised layers to remedy this bias [Chen, 2018b; Chen,
2018d; Fu, 2020; Yu, 2020] suggests limitations of convolutional architectures for

segmentation.

To overcome these limitations, we formulate the problem of semantic segmentation
as a sequence-to-sequence problem and use a transformer architecture [Vaswani,
2017] to leverage contextual information at every stage of the model. By design,
transformers can capture global interactions between elements of a scene and have
no built-in inductive prior, see Figure 6.1. However, the modeling of global interac-
tions comes at a quadratic cost which makes such methods prohibitively expensive
when applied to raw image pixels [Chen, 2020a]. Following the recent work on Vi-
sion Transformers (ViT) [Dosovitskiy, 2021a; Touvron, 2020], we split the image
into patches and treat linear patch embeddings as input tokens for the transformer
encoder. The contextualized sequence of tokens produced by the encoder is then
upsampled by a transformer decoder to per-pixel class scores. For decoding, we
consider either a simple point-wise linear mapping of patch embeddings to class
scores or a transformer-based decoding scheme where learnable class embeddings
are processed jointly with patch tokens to generate class masks. We conduct an
extensive study of transformers for segmentation by ablating model regularization,
model size, input patch size and its trade-off between accuracy and performance.
Our Segmenter approach attains excellent results while remaining simple, flexible
and fast. In particular, when using large models with small input patch size the
best model reaches a mean IoU of 53.63% on the challenging ADE20K [Zhou, 2019]
dataset, surpassing all previous state-of-the-art convolutional approaches by a large
margin of 5.3%. Such improvement partly stems from the global context captured

by our method at every stage of the model as highlighted in Figure 6.1.

In summary, our work provides the following four contributions: (i) We propose a
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novel approach to semantic segmentation based on the Vision Transformer (ViT)
[Dosovitskiy, 2021a] that does not use convolutions, captures contextual information
by design and outperforms FCN based approaches. (ii) We present a family of models
with varying levels of resolution which allows trading off between precision and run-
time, ranging from state-of-the-art performance to models with fast inference and
good performances. (iii) We propose a transformer-based decoder generating class
masks which outperforms our linear baseline and can be extended to perform more
general image segmentation tasks. (iv) We demonstrate that our approach yields
state-of-the-art results on both ADE20K [Zhou, 2019] and Pascal Context [Mottaghi,
2014] datasets and is competitive on Cityscapes [Cordts, 2016].

6.2 Related work

Semantic segmentation. Methods based on Fully Convolutional Networks (FCN)
combined with encoder-decoder architectures have become the dominant approach
to semantic segmentation. Initial approaches [Farabet, 2013; Long, 2015; Pinheiro,
2014] rely on a stack of consecutive convolutions followed by spatial pooling to
perform dense predictions. Consecutive approaches [Amirul Islam, 2017; Badri-
narayanan, 2017; Lin, 2017; Pohlen, 2017; Ronneberger, 2015] upsample high-level
feature maps and combine them with low-level feature maps during decoding to both
capture global information and recover sharp object boundaries. To enlarge the re-
ceptive field of convolutions in the first layers, several approaches [Chen, 2018b;
Liang-Chieh, 2015; Yu, 2016a] have proposed dilated or atrous convolutions. To
capture global information in higher layers, recent work [Chen, 2017; Chen, 2018d;
Zhao, 2017] employs spatial pyramid pooling to capture multi-scale contextual infor-
mation. Combining these enhancements along with atrous spatial pyramid pooling,
Deeplabv3+ [Chen, 2018d] proposes a simple and effective encoder-decoder FCN
architecture. Recent work [Fu, 2020; Fu, 2019b; Yin, 2020; Yu, 2020; Yuan, 2018;
Zhao, 2018] replace coarse pooling by attention mechanisms on top of the encoder

feature maps to better capture long-range dependencies.

While recent segmentation methods are mostly focused on improving FCN, the
restriction to local operations imposed by convolutions may imply inefficient pro-
cessing of global image context and suboptimal segmentation results. Hence, we
propose a pure transformer architecture that captures global context at every layer

of the model during the encoding and decoding stages.
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Figure 6.2: Overview of our approach Segmenter. (Left) Encoder: The image
patches are projected to a sequence of embeddings and then encoded with a trans-
former. (Right) Decoder: A mask transformer takes as input the output of the
encoder and class embeddings to predict segmentation masks. See text for details.

Transformers for vision. Transformers [Vaswani, 2017] are now state of the
art in many Natural Language Processing (NLP) tasks. Such models rely on self-
attention mechanisms and capture long-range dependencies among tokens (words)
in a sentence. In addition, transformers are well suited for parallelization, facili-
tating training on large datasets. The success of transformers in NLP has inspired
several methods in computer vision combining CNNs with forms of self-attention
to address object detection [Carion, 2020], semantic segmentation [Wang, 2020a],
panoptic segmentation [Wang, 2020b], video processing [Wang, 2018] and few-shot
classification [Doersch, 2020].

Recently, the Vision Transformer (ViT) [Dosovitskiy, 2021a] introduced a convolution-
free transformer architecture for image classification where input images are pro-
cessed as sequences of patch tokens. While ViT requires training on very large
datasets, DeiT [Touvron, 2020] proposes a token-based distillation strategy and ob-
tains a competitive vision transformer trained on the ImageNet-1k [Deng, 2009
dataset using a CNN as a teacher. Concurrent work extends this work to video clas-
sification [Arnab, 2021a; Bertasius, 2021] and semantic segmentation [Liu, 2021b;
Zheng, 2020]. In more detail, SETR [Zheng, 2020] uses a ViT backbone and a stan-
dard CNN decoder. As our approach, concurrent works also use ViT [Dosovitskiy,
2021a] as a backbone for semantic segmentation. Swin Transformer [Liu, 2021b] uses
a variant of ViT, composed of local windows, shifted between layers and Upper-Net

as a pyramid FCN decoder.
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Here, we propose Segmenter, a transformer encoder-decoder architecture for seman-
tic image segmentation. Our approach relies on a ViT backbone and introduces
a mask decoder inspired by DETR [Carion, 2020]. Our architecture does not use
convolutions, captures global image context by design and results in competitive

performance on standard image segmentation benchmarks.

6.3 Owur approach: Segmenter

Segmenter is based on a fully transformer-based encoder-decoder architecture map-
ping a sequence of patch embeddings to pixel-level class annotations. An overview
of the model is shown in Figure 6.2. The sequence of patches is encoded by a trans-
former encoder described in Section 6.3.1 and decoded by either a point-wise linear
mapping or a mask transformer described in Section 6.3.2. Our model is trained
end-to-end with a per-pixel cross-entropy loss. At inference time, argmax is applied

after upsampling to obtain a single class per pixel.

6.3.1 Encoder

An image x € RT*WxC is gplit into a sequence of patches x = [z1, ..., zn] € RV *xP?xC

where (P, P) is the patch size, N = HW/P? is the number of patches and C is the
number of channels. FEach patch is flattened into a 1D vector and then linearly
projected to a patch embedding to produce a sequence of patch embeddings xg =
[Exy,...,Exzy] € RN*P where E € RPX(P*C) . To capture positional information,
learnable position embeddings pos = [posy,...,posy| € RY*P are added to the

sequence of patches to get the resulting input sequence of tokens zg = X + pos.

A transformer [Vaswani, 2017 encoder composed of L layers is applied to the se-

quence of tokens zg to generate a sequence of contextualized encodings z;, € RV*P.

A transformer layer consists of a multi-headed self-attention (MSA) block followed
by a point-wise MLP block of two layers with layer norm (LN) applied before every

block and residual connections added after every block:

aj—1 — MSA(LN(Zi_l))+Zi_1, (61)
zZy — MLP(LN(&1,1>> + aj_1, (62)

where i € {1, ..., L}. The self-attention mechanism is composed of three point-wise

linear layers mapping tokens to intermediate representations, queries Q € RV*?,
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keys K € RV*? and values V € RV*4. Self-attention is then computed as follows

MSA(Q, K, V) = softmax (Qj{;> V. (6.3)

The transformer encoder maps the input sequence zg = [z1, ..., zo.n] of embedded
patches with position encoding to zr, = [zL1, ..., 2L n], & contextualized encoding
sequence containing rich semantic information used by the decoder. In the following

section we introduce the decoder.

6.3.2 Decoder

RNXD

The sequence of patch encodings zj, € is decoded to a segmentation map

s € RI*WXE where K is the number of classes. The decoder learns to map patch-
level encodings coming from the encoder to patch-level class scores. Next these
patch-level class scores are upsampled by bilinear interpolation to pixel-level scores.
We describe in the following a linear decoder, which serves as a baseline, and our

approach, a mask transformer, see Figure 6.2.

Linear. A point-wise linear layer is applied to the patch encodings z;, € RV*P to
produce patch-level class logits zy, € RY*X. The sequence is then reshaped into a

€ RH/PXW/PXEK and bilinearly upsampled to the original image

2D feature map Sy,
size s € REXWXK A goftmax is then applied on the class dimension to obtain the

final segmentation map.

Mask Transformer. For the transformer-based decoder, we introduce a set of K
learnable class embeddings cls = [clsy, ..., clsg] € REXP where K is the number
of classes. Each class embedding is initialized randomly and assigned to a single
semantic class. It will be used to generate the class mask. The class embeddings
cls are processed jointly with patch encodings zj, by the decoder as depicted in
Figure 6.2. The decoder is a transformer encoder composed of M layers. Our

mask transformer generates K masks by computing the scalar product between L2-

normalized patch embeddings zy; € RV*P and class embeddings ¢ € RE*P output
by the decoder. The set of class masks is computed as follows
Masks(zj, ¢) = zyc” (6.4)

where Masks(z), c) € RV*E is a set of patch sequence. Each mask sequence is then
reshaped into a 2D mask to form spmask € R¥/PXW/PXK and bilinearly upsampled

to the original image size to obtain a feature map s € R#*W*K A softmax is then
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(a) Patch size 32 x
32

(c) Patch size 8 x 8 (d) Ground Truth

Figure 6.3: Impact of the model patch size on the segmentation maps.

applied on the class dimension followed by a layer norm to obtain pixel-wise class
score forming the final segmentation map. The masks sequences are softly exclusive
to each other i.e. S5 s, = 1 for all (i,5) € H x W.

Our mask transformer is inspired by DETR [Carion, 2020], Max-DeepLab [Wang,
2020c] and SOLO-v2 [Wang, 2020d] which introduce object embeddings [Carion,
2020] to produce instance masks [Wang, 2020c; Wang, 2020d]. However, unlike our
method, MaxDeep-Lab uses a hybrid approach based on CNNs and transformers
and splits the pixel and class embeddings into two streams because of computa-
tional constraints. Using a pure transformer architecture and leveraging patch level
encodings, we propose a simple approach that processes the patch and class embed-
dings jointly during the decoding phase. Such approach allows producing dynamical
filters, changing with the input. While we address semantic segmentation in this
work, our mask transformer can also be directly adapted to perform panoptic seg-

mentation by replacing the class embeddings by object embeddings.

6.3.3 Datasets and metrics

ADE20K [Zhou, 2019]. This dataset contains challenging scenes with fine-grained
labels and is one of the most challenging semantic segmentation datasets. The
training set contains 20,210 images with 150 semantic classes. The validation and

test set contain 2,000 and 3,352 images respectively.

Pascal Context [Mottaghi, 2014]. The training set contains 4,996 images with 59

semantic classes plus a background class. The validation set contains 5,104 images.

Cityscapes [Cordts, 2016]. The dataset contains 5,000 images from 50 different
cities with 19 semantic classes. There are 2,975 images in the training set, 500

images in the validation set and 1,525 images in the test set.

Metrics. We report Intersection over Union (mloU) averaged over all classes.

73



Chapter 6. Segmenter: transformer for semantic segmentation

Model Backbone Layers Token size Heads Params

Seg-Ti ViT-Ti 12 192 3 6M
Seg-S  ViT-S 12 384 6 22M
Seg-B  ViT-B 12 768 12 86M
Seg-Bf DeiT-B 12 768 12 86M
Seg-L  ViT-L 24 1024 16 307M

Table 6.1: Details of Transformer variants.

6.3.4 Implementation details

Transformer models. For the encoder, we build upon the vision transformer
ViT [Dosovitskiy, 2021a] and consider "Tiny”, "Small”, "Base” and "Large” models
described in Table 6.1. The parameters varying in the transformer encoder are the
number of layers and the token size. The head size of a multi-headed self-attention
(MSA) block is fixed to 64, the number of heads is the token size divided by the
head size and the hidden size of the MLP following MSA is four times the token
size. We also use DeiT [Touvron, 2020], a variant of the vision transformer. We
consider models representing the image at different resolutions and use input patch
sizes 8x8, 16x16 and 32x32. In the following, we use an abbreviation to describe the
model variant and patch size, for instance Seg-B/16 denotes the "Base” variant with
16 x 16 input patch size. Models based on DeiT are denoted with a T, for instance
Seg-BT/16.

ImageNet pre-training. Our Segmenter models are pre-trained on ImageNet, ViT
is pre-trained on ImageNet-21k with strong data augmentation and regularization
[Steiner, 2021] and its variant DeiT is pre-trained on ImageNet-1k. The original ViT
models [Dosovitskiy, 2021a] have been trained with random cropping only, whereas
the training procedure proposed by [Steiner, 2021] uses a combination of dropout
[Srivastava, 2014] and stochastic depth [Huang, 2016] as regularization and Mixup
[Zhang, 2018b] and RandAugment [Cubuk, 2020] as data augmentations. This sig-
nificantly improves the ImageNet top-1 accuracy, i.e., it obtains a gain of +2% on
ViT-B/16. We fine-tuned ViT-B/16 on ADE20K with models from [Dosovitskiy,
2021a] and [Steiner, 2021] and observe a significant difference, namely a mloU of
45.69% and 48.06% respectively. In the following, all the Segmenter models will
be initialized with the improved ViT models from [Steiner, 2021]. We use publicly
available models provided by the image classification library timm [Wightman, 2020]
and Google research [Dosovitskiy, 2021b]. Both models are pre-trained at an image
resolution of 224 and fine-tuned on ImageNet-1k at a resolution of 384, except for
ViT-B/8 which has been fine-tuned at a resolution of 224. We keep the patch size
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fixed and fine-tune the models for the semantic segmentation task at higher reso-
lution depending on the dataset. As the patch size is fixed, increasing resolution
results in longer token sequences. Following [Dosovitskiy, 2021a], we bilinearly in-
terpolate the pre-trained position embeddings according to their original position in
the image to match the fine-tuning sequence length. The decoders, described in Sec-
tion 6.3.2 are initialized with random weights from a truncated normal distribution
[Hanin, 2018].

Data augmentation. During training, we follow the standard pipeline from the
semantic segmentation library MMSegmentation [Contributors, 2020], which does
mean subtraction, random resizing of the image to a ratio between 0.5 and 2.0 and
random left-right flipping. We randomly crop large images and pad small images
to a fixed size of 512x512 for ADE20K, 480 x480 for Pascal-Context and 768 x 768
for Cityscapes. On ADE20K, we train our largest model Seg-1-Mask/16 with a
resolution of 640 x 640, matching the resolution used by the Swin Transformer [Liu,
2021b].

Optimization. To fine-tune the pre-trained models for the semantic segmentation
task, we use the standard pixel-wise cross-entropy loss without weight rebalancing.
We use stochastic gradient descent (SGD) [Robbins, 1951] as the optimizer with
a base learning rate -y and set weight decay to 0. Following the seminal work of

DeepLab [Liang-Chieh, 2015] we adopt the "poly” learning rate decay v = 7o (1 —
Niter )0-9

Niotat
iteration number. For ADE20K, we set the base learning rate v to 1072 and train

where Nje,r and Ny represent the current iteration number and the total

for 160K iterations with a batch size of 8. For Pascal Context, we set 7, to 1073
and train for 80K iterations with a batch size of 16. For Cityscapes, we set vy to
1072 and train for 80K iterations with a batch size of 8. The schedule is similar
to DeepLabv3+ [Chen, 2018d] with learning rates divided by a factor 10 except for

Cityscapes where we use a factor of 1.

Inference. To handle varying image sizes during inference, we use a sliding-window
with a resolution matching the training size. For multi-scale inference, following
standard practice [Chen, 2018d] we use rescaled versions of the image with scaling
factors of (0.5, 0.75, 1.0, 1.25, 1.5, 1.75) and left-right flipping and average the

results.

6.3.5 Ablation study

In this section, we ablate different variants of our approach on the ADE20K val-

idation set. We investigate model regularization, model size, patch size, model
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Stochastic Depth
0.0 0.1 0.2

g 0.0] 45.01 45.37 45.10
£ 0.1]42.02 42.30 41.14
A 0.2 36.49 36.63 35.67

Table 6.2: Mean IoU comparison of different regularization schemes using Seg-S/16
on ADE20K validation set.

Method  Backbone Patch size Im/sec ImNet acc. mloU (SS)

Seg-Ti/16 ViT-Ti 16 396 78.6 39.03
Seg-S/32  ViT-S 32 1032 80.5 40.64
Seg-S/16 ViT-S 16 196 83.7 45.37
Seg-Bf/16 DeiT-B 16 92 85.2 47.08
Seg-B/32 ViT-B 32 516 83.3 43.07
Seg-B/16 ViT-B 16 92 86.0 48.06
Seg-B/8  ViT-B 8 7 85.7 49.54
Seg-L/16  ViT-L 16 33 87.1 50.71

Table 6.3: Performance comparison of different Segmenter models with varying back-
bones and input patch sizes on ADE20K validation set.

performance, training dataset size, compare Segmenter to convolutional approaches
and evaluate different decoders. Unless stated otherwise, we use the baseline linear

decoder and report results using single-scale inference.

Regularization. We first compare two forms of regularization, dropout [Srivastava,
2014] and stochastic depth [Huang, 2016], and show that stochastic depth consis-
tently improves transformer training for segmentation. CNN models rely on batch
normalization [loffe, 2015b] which also acts as a regularizer. In contrast, transform-
ers are usually composed of layer normalization [Ba, 2016] combined with dropout
as a regularizer during training [Devlin, 2019; Dosovitskiy, 2021a]. Dropout ran-
domly ignores tokens given as input of a block and stochastic depth randomly skips
a learnable block of the model during the forward pass. We compare regularizations
on Seg-S/16 based on ViT-S/16 backbone. Table 6.2 shows that stochastic depth set
to 0.1, dropping 10% of the layers randomly, consistently improves the performance,
with 0.36% when the dropout is set to 0 compared to the baseline without regular-
ization. Dropout consistently hurts performances, either alone or when combined
with stochastic depth. This is consistent with [Touvron, 2020] which observed the

negative impact of dropout for image classification. From now on, all the models
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Figure 6.4: Images per second and mean [oU for our approach compared to other
methods on ADE20K validation set. Segmenter models offer a competitive trade-off
in terms of performance and precision.

will be trained with stochastic depth set to 0.1 and without dropout.

Transformer size. We now study the impact of transformers size on performance
by varying the number of layers and the tokens size for a fixed patch size of 16.
Table 6.3 shows that performance scales nicely with the backbone capacity. When
doubling the token dimension, from Seg-S/16 to Seg-B/16, we get a 2.69% improve-
ment. When doubling the number of layers, from Seg-B/16 to Seg-L./16, we get an
improvement of 2.65%. Finally, our largest Segmenter model, Seg-1./16, achieves a
strong mloU of 50.71% with a simple decoding scheme on the ADE20K validation
dataset with single scale inference. The absence of tasks-specific layers vastly used
in FCN models suggests that transformer based methods provide more expressive

models, well suited for semantic segmentation.

Patch size. Representing an image with a patch sequence provides a simple way to
trade-off between speed and accuracy by varying the patch size. While increasing
the patch size results in a coarser representation of the image, it results in a smaller
sequence that is faster to process. The third and backbones and varying patch
sizes. We observe that the patch size is a key factor for semantic segmentation
performance. It is similarly important to the model size. Indeed, going from a

patch size 32 to 16 we observe an improvement of 5% for Seg-B. For Seg-B, we also
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Method Decoder Small Medium Large mloU (SS)
DeepLab RNeSt-101 UNet 37.85 50.89 50.67 46.47
Seg-B/32 Linear 31.95 47.82 49.44  43.07
Seg-B-Mask/32 Mask 3229 49.44 50.82  44.19
Seg-BT/16 Linear 38.31 50.91 52.08  47.10
Seg-Bf-Mask/16 Mask  40.49 51.37 54.24  48.70
Seg-B/16 Linear 39.57 51.32 53.28  48.06
Seg-B-Mask/16 Mask  40.16 52.61 52.66  48.48
Seg-B/8 Linear 41.43 54.35 52.85  49.54
Seg-L./16 Linear 42.08 54.67 55.39  50.71
Seg-L-Mask /16 Mask  42.02 54.83 57.06  51.30

Table 6.4: Evaluation with respect to the object size on ADE20k validation set
(mean IoU). Comparison of DeepLabv3+ ResNeSt-101 to Segmenter models with a
linear or a mask transformer decoder.

Dataset Size 4k &k 12k 16k 20k
mloU (SS) 38.31 41.87 43.42 44.61 45.37

Table 6.5: Performance comparison of Seg-S/16 models trained with increasing
dataset size and evaluated on ADE20K validation set.

report results for a patch size of 8 and report an mloU of 49.54%, reducing the gap
from ViT-B/8 to ViT-L/16 to 1.17% while requiring substantially fewer parameters.
This trend shows that reducing the patch size is a robust source of improvement
which does not introduce any parameters but requires to compute attention over
longer sequences, increasing the compute time and memory footprint. If it was
computationally feasible, ViT-L/8 would probably be the best performing model.
Going towards more computation and memory efficient transformers handling larger

sequence of smaller patches is a promising direction.

To further study the impact of patch size, we show segmentation maps generated
by Segmenter models with decreasing patch size in Figure 6.3. We observe that
for a patch size of 32, the model learns a globally meaningful segmentation but
produces poor boundaries, for example the two persons on the left are predicted by
a single blob. Reducing the patch size leads to considerably sharper boundaries as
can be observed when looking at the contours of persons. Hard to segment instances
as the thin streetlight pole in the background are only captured at a resolution of
8. In Table 6.4, we report mean IoU with respect to the object size and compare

Segmenter to DeepLabv3+ with ResNeSt backbone. To reproduce DeepLabv3+
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results, we used models from the MMSegmentation library [Contributors, 2020].
We observe how Seg-B/8 improvement over Seg-B/16 comes mostly from small and
medium instances with a gain of 1.27% and 1.74% respectively. Also, we observe
that overall the biggest improvement of Segmenter over DeepLab comes from large

instances where Seg-1.-Mask/16 shows an improvement of 6.39%.

Decoder variants. In this section, we compare different decoder variants. We
evaluate the mask transformer introduced in Section 6.3.2 and compare it to the
linear baseline. The mask transformer has 2 layers with the same token and hid-
den size as the encoder. Table 6.4 reports the mean IoU performance. The mask
transformer provides consistent improvements over the linear baseline. The most
significant gain of 1.6% is obtained for Seg-BT/16, for Seg-B-Mask/32 we obtain a
1.1% improvement and for Seg-L./16 a gain of 0.6%. In Table 6.4 we also examine
the gain of different models with respect to the object size. We observe gains both
on small and large objects, showing the benefit of using dynamical filters. In most
cases the gain is more significant for large objects, i.e., 1.4% for Seg-B/32, 2.1%
for Seg-B/16 and 1.7% for Seg-L/16. The class embeddings learned by the mask
transformer are semantically meaningful, i.e., similar classes are nearby, see Figure

6.8 for more details.

Transformer versus FCN. Table 6.4 and Table 6.6 compare our approach to FCN
models and DeepLabv3+ [Chen, 2018d] with ResNeSt backbone [Zhang, 2020], one
of the best fully-convolutional approaches. Our transformer approach provides a
significant improvement over this state-of-the-art convolutional approach, highlight-
ing the ability of transformers to capture global scene understanding. Segmenter
consistently outperforms DeepLab on large instances with an improvement of more
than 4% for Seg-1./16 and 6% for Seg-L.-Mask/16. However, DeepLab performs sim-
ilarly to Seg-B/16 on small and medium instances while having a similar number
of parameters. Seg-B/8 and Seg-1./16 perform best on small and medium instances

though at higher computational cost.

Performance. In Figure 6.4, we compare our models to several state-of-the-art
methods in terms of images per seconds and mloU and show a clear advantage
of Segmenter over FCN based models (green curve). We also show that our ap-
proach compares favorably to recent transformer based approach, our largest model
Seg-L-Mask/16 is on-par with Swin-L and outperforms SETR-MLA. We observe
that Seg/16 models perform best in terms of accuracy versus compute time with
Seg-B-Mask/16 offering a good trade-off. Seg-B-Mask/16 outperforms FCN based
approaches with similar inference speed, matches SETR-MLA while being twice
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Figure 6.5:  Qualitative comparison of Seg-L-Mask/16 performance with
DeepLabV3+ ResNeSt-101. See Section 6.4.3 for additional qualitative results.

faster and requiring less parameters and outperforms Swin-B both in terms of in-
ference speed and performance. Seg/32 models learn coarser segmentation maps
as discussed in the previous section and enable fast inference with 400 images per
second for Seg-B-Mask /32, four times faster than ResNet-50 while providing similar
performances. To compute the images per second, we use a V100 GPU, fix the
image resolution to 512 and for each model we maximize the batch size allowed by

memory for a fair comparison.

Dataset size. Vision Transformers highlighted the importance of large datasets
to attain good performance for the task of image classification. At the scale of
a semantic segmentation dataset, we analyze Seg-S/16 performance on ADE20k
dataset in Table 6.5 when trained with a dataset of increasing size. We observe
an important drop in performance when the training set size is below 8k images.
This shows that even during fine-tuning transformers performs best with a sufficient

amount of data.

6.3.6 Comparison with state of the art

In this section, we compare the performance of Segmenter with respect to the state-
of-the-art methods on ADE20K, Pascal Context and Cityscapes datasets.

ADE20K. Seg-B' /16 pre-trained on ImageNet-1k matches the state-of-the-art FCN
method DeepLabv3+ ResNeSt-200 [Zhang, 2020] as shown in Table 6.6. Adding
our mask transformer, Seg-Bf-Mask/16 improves by 2% and achieves a 50.08%
mloU, outperforming all FCN methods. Our best model, Seg-1.-Mask/16 attains a
state-of-the-art performance of 53.63%, outperforming by a margin of 5.27% mloU
DeepLabv3+ ResNeSt-200 and the transformer-based methods SETR [Zheng, 2020]
and Swin-L UperNet [Liu, 2021b].
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Method Backbone Im/sec mIoU +MS
OCR [Yuan, 2020] HRNetV2-W48 83 - 45.66
ACNet [Fu, 2019a] ResNet-101 - - 4590
DNL [Yin, 2020] ResNet-101 ; ~ 4597
DRANet [Fu, 2020] ResNet-101 - - 46.18
CPNet [Yu, 2020] ResNet-101 - - 46.27
DeepLabv3+ [Chen, 2018d] ResNet-101 76 45.47 46.35
DeepLabv3+ [Chen, 2018d] ResNeSt-101 15 46.47 47.27
DeepLabv3+ [Chen, 2018d] ResNeSt-200 - - 48.36
SETR-L MLA [Zheng, 2020] ViT-L/16 34  48.64 50.28
Swin-L UperNet [Liu, 2021b] Swin-L/16 34 5210 53.50
Seg-B'/16 DeiT-B/16 77 47.08 48.05
Seg-BT-Mask /16 DeiT-B/16 76 48.70 50.08
Seg-L/16 ViT-L/16 33 50.71 52.25
Seg-L-Mask /16 ViT-L/16 31  51.82 53.63

Table 6.6: State-of-the-art comparison on ADE20K validation set.

Pascal Context Table 6.7 reports the performance on Pascal Context. Seg-Bimodels
are competitive with FCN methods and the larger Seg-L1./16 model already provides
state-of-the-art performance, outperforming SETR-L. Performances can be further
enhanced with our mask transformer, Seg-L-Mask /16, improving over the linear de-
coder by 2.5% and achieving a performance of 59.04% mloU. In particular, we report
an improvement of 2.8% over OCR HRNetV2-W48 and 3.2% over SETR-L MLA.

Cityscapes. Table 6.8 reports the performance of Segmenter on Cityscapes. We
use a variant of mask transformer for Seg-L-Mask/16 with only one layer in the
decoder as two layers did not fit into memory due to the large input resolution of
768x768. Both Seg-B and Seg-L. methods are competitive with other state-of-the-art
methods with Seg-1.-Mask/16 achieving a mIoU of 81.3%.

Qualitative results. Figure 6.5 shows a qualitative comparison of Segmenter and
DeepLabv3+ with ResNeSt backbone, for which models were provided by the MM-
Segmentation [Contributors, 2020] library. We can observe that Deeplabv3+ tends
to generate sharper object boundaries while Segmenter provides more consistent

labels on large instances and handles partial occlusions better.
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Method Backbone mloU (MS)
DeepLabv3+ [Chen, 2018d] ResNet-101 48.5
DANet [Fu, 2019b] ResNet-101 52.6
ANN [Zhu, 2019] ResNet101 52.8
CPNet [Yu, 2020] ResNet-101 53.9
CFNet [Zhang, 2019] ResNet-101 54.0
ACNet [Fu, 2019a] ResNet-101 54.1
APCNet [He, 2019] ResNet101 54.7
DNL [Yin, 2020] HRNetV2-W48  55.3
DRANet [Fu, 2020] ResNet-101 55.4
OCR [Yuan, 2020] HRNetV2-W48 56.2
SETR-L MLA [Zheng, 2020] ViT-L/16 55.8
Seg-BT/16 DeiT-B/16 53.9
Seg-Bf-Mask/16 DeiT-B/16 55.0
Seg-L./16 ViT-L/16 56.5
Seg-L-Mask /16 ViT-L/16 59.0

Table 6.7: State-of-the-art comparison on Pascal Context validation set.

Method Backbone = mloU (MS)
PSANet [Zhao, 2018] ResNet-101 79.1
DeepLabv3+ [Chen, 2018d] Xception-71 79.6
ANN [Zhu, 2019] ResNet-101 79.9
MDEQ [Bai, 2020] MDEQ 80.3
DeepLabv3+ [Chen, 2018d] ResNeSt-101 80.4
DNL [Yin, 2020] ResNet-101 80.5
CCNet [Huang, 2019] ResNet-101 81.3
Panoptic-Deeplab [Cheng, 2020] Xception-71 81.5
DeepLabv3+ [Chen, 2018d] ResNeSt-200 82.7
SETR-L PUP [Zheng, 2020]  ViT-L/16 82.2
Seg-Bf /16 DeiT-B/16 80.5
Seg-Bf-Mask/16 DeiT-B/16 80.6
Seg-L/16 ViT-L/16 80.7
Seg-L-Mask/16 ViT-L/16 81.3

Table 6.8: State-of-the-art comparison on Cityscapes validation set.
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6.4 Appendix

This appendix presents additional results. We study the impact of ImageNet pre-
training on the performance and demonstrate its importance in Section 6.4.1. To
gain more insight about our approach Segmenter, we analyze its attention maps
and the learned class embeddings in Section 6.4.2. Finally, we give an additional
qualitative comparison of Segmenter to DeepLabv3+ on ADE20K, Cityscapes and

Pascal Context in Section 6.4.3.

6.4.1 ImageNet pre-training

To study the impact of ImageNet pre-training on Segmenter, we compare our model
pre-trained on ImageNet with equivalent models trained from scratch. To train from
scratch, the weights of the model are initialized randomly with a truncated normal
distribution. We use a base learning rate of 10~® and two training procedures. First,
we follow the fine-tuning procedure and use SGD optimizer with "poly” scheduler.
Second, we follow a more standard procedure when training a transformer from
scratch where we use AdamW with a cosine scheduler and a linear warmup for
16K iterations corresponding to 10% of the total number of iterations. Table 6.9
reports results for Seg-S/16. We observe that when pre-trained on ImageNet-21k
using SGD, Seg-S/16 reaches 45.37% yielding a 32.9% improvement over the best

randomly initialized model.

Method Pre-training Optimizer mloU (SS)

Seg-S/16 None AdamW 4.42

Seg-S/16 None SGD 12.51
Seg-S/16 ImageNet-21k AdamW 34.77
Seg-S/16 ImageNet-21k  SGD 45.37

Table 6.9: Impact of pretraining on the performance on ADE20K validation set.

6.4.2 Attention maps and class embeddings

To better understand how our approach Segmenter processes images, we display
attention maps of Seg-B/8 for 3 images in Figure 6.6. We resize attention maps to
the original image size. For each image, we analyze attention maps of a patch on
a small instance, for example lamp, cow or car. We also analyze attention maps
of a patch on a large instance, for example bed, grass and road. We observe that
the attention map field-of-view adapts to the input image and the instance size,

gathering global information on large instances and focusing on local information
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on smaller instances. This adaptability is typically not possible with CNN which
have a constant field-of-view, independently of the data. We also note there is
progressive gathering of information from bottom to top layers, as for example on
the cow instance, where the model first identifies the cow the patch belongs to,
then identifies other cow instances. We observe that attention maps of lower layers
depends strongly on the selected patch while they tend to be more similar for higher

layers.

Additionally, to illustrate the larger receptive field size of Segmenter compared to
CNNs, we reported the size of the attended area in Figure 6.7, where each dot shows
the mean attention distance for one of the 12 attention heads at each layer. Already
for the first layer, some heads attend to distant patches which clearly lie outside the
receptive field of ResNet/ResNeSt initial layers.

To gain some understanding of the class embeddings learned with the mask trans-
former, we project embeddings into 2D with a singular value decomposition. Fig-
ure 6.8 shows that these projections group instances such as means of transporta-
tion (bottom left), objects in a house (top) and outdoor categories (middle right).

It displays an implicit clustering of semantically related categories.

6.4.3 Qualitative results

We present additional qualitative results including comparison with DeepLabv3+
ResNeSt-101 and failure cases in Figures 6.9, 6.10 and 6.11. We can see in Figure
6.9 that Segmenter produces more coherent segmentation maps than DeepLabv3+.
This is the case for the wedding dress in (a) or the airplane signalmen’s helmet in
(b). In Figure 6.10, we show how for some examples, different segments which look
very similar are confused both in DeepLabv3+ and Segmenter. For example, the
armchairs and couches in (a), the cushions and pillows in (b) or the trees, flowers
and plants in (c) and (d). In Figure 6.11, we can see how DeepLabv3+ handles
better the boundaries between different people entities. Finally, both Segmenter
and DeepLabv3+ have problems segmenting small instances such as lamp, people

or flowers in Figure 6.12 (a) or the cars and signals in Figure 6.12 (b).
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Input Image Patch Attention Maps Segmentation Map

Layer 1 Layer 4 Layer 8 Layer 11

Figure 6.6: Seg-B/8 patch attention maps for the layers 1, 4, 8 and 11.
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Figure 6.7: Size of attended area by head and model depth.

85



Chapter 6. Segmenter: transformer for semantic segmentation

fradlle stove &hest of &ers mirror
owel
direplace &'t screen Step @helf
@nicrowave ) bar
dishwasher buffet otk wardrobe
ood
éug t ¢ bench gable
computer
ivel chai b‘Wimming pool gounter surtedox
wivel chair
¢ il book ek N
garel g seat &hair gainting
corce base
ercgl%%Fachlne &ase
in board
@howegeleyision olagtl $ooth
@lirt track
&lind  oven ool table
screen door epparel poster giver
canopy runway éea ill
t @ath
- o sculpture é;%use ) ‘é”d
élaggraffic light & sidewalk "”‘%gc?(
lighthOd ‘g—::l:ain plant
@nimal ship $tage
@ninibike escalator
bicycle )
dlower Signboard dannister
boat
stairs
dus y
. tairway
an tower [ 4
@er tent grandstand
airplwck

Figure 6.8: Singular value decompostion of the class embeddings learned with the

mask transformer on ADE20K.
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DeepLabv3+ Segmenter Ground Truth
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Figure 6.9: Segmentation maps where Seg-1-Mask /16 produces more coherent seg-
mentation maps than DeepLabv3+ ResNeSt-101.
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DeeplLabv3+ Segmenter Ground Truth

—_—

Figure 6.10: Examples for Seg-L-Mask/16 and DeepLabv3+ ResNeSt-101 on
ADE20K, where elements which look very similar are confused.
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DeepLabv3+ Segmenter Ground Truth

(a)

ADE20K

(b)

CITYSCAPES

Figure 6.11: Comparison of Seg-I-Mask/16 with DeepLabV3+ ResNeSt-101 for im-
ages with near-by persons. We can observe that DeepLabV3+ localizes boundaries
better.

DeepLabv3+ Segmenter Ground Truth

(a)

ADE20K

(b)

CITYSCAPES

Figure 6.12: Failure cases of DeepLabV3+4 ResNeSt-101 and Seg-L-Mask/16, for
small instances such as (a) lamp, people, flowers and (b) cars, signals.
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6.5 Conclusion

This chapter introduces a pure transformer approach for semantic segmentation.
The encoding part builds up on the recent Vision Transformer (ViT), but differs
in that we rely on the encoding of all images patches. We observe that the trans-
former captures the global context very well. Applying a simple point-wise linear
decoder to the patch encodings already achieves excellent results. Decoding with a
mask transformer further improves the performance. We believe that our end-to-end
encoder-decoder transformer is a first step towards a unified approach for semantic

segmentation, instance segmentation and panoptic segmentation.
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Chapter

Weakly-supervised segmentation of

referring expressions

The previous chapter introduces Segmenter, an approach leading to state-of-the-
art performance on standard semantic segmentation benchmarks. However, relying
on pixel-level annotations is extremely costly, to this end we propose a weakly-

supervised method handling an open-set of labels that we detail in this chapter.

Visual grounding localizes regions (boxes or segments) in the image correspond-
ing to given referring expressions. In this chapter we address image segmentation
from referring expressions, a problem that has so far only been addressed in a fully-
supervised setting. A fully-supervised setup, however, requires pixel-wise supervi-
sion and is hard to scale given the expense of manual annotation. We therefore
introduce a new task of weakly-supervised image segmentation from referring ex-
pressions and propose Text grounded semantic SEGgmentation (TSEG) that learns
segmentation masks directly from image-level referring expressions without pixel-
level annotations. Our transformer-based method computes patch-text similarities
and guides the classification objective during training with a new multi-label patch
assignment mechanism. The resulting visual grounding model segments image re-
gions corresponding to given natural language expressions. Our approach TSEG
demonstrates promising results for weakly-supervised referring expression segmen-
tation on the challenging PhraseCut and RefCOCO datasets. TSEG also shows
competitive performance when evaluated in a zero-shot setting for semantic seg-

mentation on Pascal VOC.
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Input: Text+ Image Output: Text grounded segmentation

- man sitting on grass

|:| blue raft

l:l black and white cow

[] wooden stairway

Figure 7.1: Given an image and a set of referring expressions such as man sitting
on grass and wooden stairway, TSEG segments the image regions corresponding
to the input expressions. Here we show results of our approach TSEG for a test
image of the PhraseCut dataset. Contrary to other existing methods, TSEG only
uses image-level referring expressions during training and hence does not require
pixel-wise supervision.

7.1 Introduction

Image segmentation is a key component for a wide range of applications including
virtual presence, virtual try on, movie post-production and autonomous driving.
Powered by modern neural networks and supervised learning, image segmentation
has been significantly advanced by recent work [Chen, 2018e; Cheng, 2021; Liu,
2021c; Strudel, 2021]. While most of this work addresses semantic segmentation,
the more general problem of visual grounding beyond segmentation of pre-defined
object classes remains open. Moreover, the majority of existing method assume full
supervision and require costly pixel-wise manual labeling of training images which

prevents scalability.

Manual supervision has been recognized as a bottleneck in many vision tasks includ-
ing object detection [Bilen, 2014; Kantorov, 2016; Li, 2016] and segmentation [Ahn,
2018; Araslanov, 2020; Fan, 2018; Zhou, 2016], text-image and text-video match-
ing [Miech, 2020; Radford, 2021] and human action recognition [Bojanowski, 2014;
Ghadiyaram, 2019]. To this end, self-supervised methods explore regularities in
images and videos and learn transferable visual representations without manual su-
pervision [Chen, 2020b; Doersch, 2015]. Other weakly-supervised methods exploit
partial and possibly noisy supervision that is either readily-available or less costly

to annotate [Bilen, 2014; Miech, 2020]. In particular, weakly-supervised methods
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for image segmentation avoid the costly pixel-wise annotation and limit supervision
to image-level labels [Ahn, 2018; Araslanov, 2020; Fan, 2018; Zhou, 2016]. Such

methods, however, remain restricted to predefined sets of classes.

A referring expression is a short text describing a visual entity such as man sit-
ting on grass or wooden stairway, see Fig. 7.1. The task of referring expression
segmentation [Hu, 2016; Yu, 2018] generalizes image segmentation from pre-defined
object classes to free-form text. Given an input image and text queries (refer-
ring expressions), one should generate image segments for each referring expression.
This enables segmentation using compositional referring expressions such as man
sitting on grass and wooden stairway. Despite the promise of scalability, existing
approaches to referring expression segmentation require pixel-wise annotation and,

hence, remain limited by the size of existing datasets.

Our work aims to advance image segmentation beyond limitations imposed by the
pre-defined sets of object classes and the costly pixel-wise manual annotations. To-
wards this goal, we propose and address the new task of weakly-supervised referring
expression segmentation. As this task comprises difficulties of the weakly-supervised
segmentation and referring expression segmentation, it introduces new challenges.
In particular, existing weakly-supervised methods for image segmentation typically
rely on the completeness of image-level labels, i.e., the absence of a car in the an-
notation implies its absence in the image. This completeness assumption does not
hold for referring expression segmentation. Furthermore, the vocabulary is open

and compositional.

To address the above challenges and to learn segmentation from text-based image-
level supervision, we introduce a new global weighted pooling mechanism denoted
as Multi-label Patch Assignment (MPA). Our method for Text grounded semantic
SEGgmentation (TSEG) incorporates MPA and extends the recent transformer-
based Segmenter architecture [Strudel, 2021] to referring expression segmentation.
We validate our method and demonstrate its encouraging results for the task of
weakly-supervised referring expression segmentation on the challenging PhraseCut [Wu,
2020] and RefCOCO [Yu, 2016b] datasets. We also evaluate TSEG in a zero-shot
setting for semantic segmentation and obtain competitive performance on the Pascal
VOC dataset [Everingham, 2010].

In summary, our work makes the following three contributions. (i) We introduce

the new task of weakly-supervised referring expression segmentation and propose an
evaluation based on the PhraseCut and RefCOCO datasets. (ii) We propose TSEG,

a new method addressing weakly-supervised referring expression segmentation with
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a multi-label patch assignment score. (iii) We demonstrate advantages of TSEG
through a number of ablations and experimental comparisons on the challenging
PhraseCut and RefCOCO datasets. Furthermore, we demonstrate competitive re-

sults for zero shot semantic segmentation on PASCAL VOC.

7.2 Related Work

Weakly-supervised semantic segmentation. Given an image as input, the goal
of semantic segmentation is to identify and localize classes present in the image, e.g.
annotate each pixel of the input image with a class label. Weakly-supervised Se-
mantic Segmentation (WSS) has been introduced by [Zhou, 2016] and trains models
using only image labels as supervision. Zhou et al. [Zhou, 2016] use Class Activa-
tion Maps (CAMs) of a Fully Convolutional Network (FCN) combined with Global
Average Pooling (GAP) to obtain segmentation maps with a pooling mechanism. As
CAMs tend to focus on most discriminative object parts [Wei, 2017], recent meth-
ods deploy more elaborate multi-stage approaches using pixel affinity [Ahn, 2019;
Ahn, 2018], saliency estimation [Fan, 2019; Fan, 2018; Huang, 2018; Lee, 2019a;
Wang, 2017; Yu, 2019] or seed and expand strategies [Huang, 2018; Kolesnikov,
2016; Wei, 2017].

While these methods provide improved segmentation, they require multiple stan-
dalone and often expensive networks such as saliency detectors [Fan, 2018; Huang,
2018; Yu, 2019] or segmentation networks based on pixel-level affinity [Ahn, 2019;
Ahn, 2018]. Single-stage methods have been developed based on multiple instance
learning (MIL) [Pinheiro, 2015] or expectation-maximization (EM) [Papandreou,
2015] approaches where masks are inferred from intermediate predictions. Single-
stage methods have been overlooked given their inferior accuracy until the work of
Araslanov et al. [Araslanov, 2020] that proposed an efficient single-stage method
addressing the limitations of CAMs. Araslanov et al. [Araslanov, 2020] introduces
a global weighted pooling (GWP) mechanism which we extend in this work with
a new multi-label patch assignment mechanism (MPA). In contrast to prior work
on weakly-supervised semantic segmentation, TSEG is a single-stage method that

scales to the challenging task of referring expression segmentation.

Referring expression segmentation. Given an image and a referring expression,
the goal of referring expression segmentation is to annotate the input image with
a binary mask localizing the referring expression. A fully-supervised method [Hu,
2016] proposed to first combine features of a CNN with a LSTM and then decode
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them with a FCN. To improve segmentation masks, [Yu, 2018] uses a two-stage
method based on Mask-RCNN [He, 2017] features combined with a LSTM. To
overcome the limitation of FCN to model global context and learn richer cross-
modal features, state-of-the-art approaches [Ding, 2021; Hu, 2020; Ye, 2019] use
a decoding scheme based on cross-modal attention. Despite their effectiveness,
these methods are fully-supervised which limits their scalability. Several weakly-
supervised approaches tackle detection tasks such as referring expression compre-
hension [Chen, 2018a; Gupta, 2020; Liu, 2019; Liu, 2021a; Xiao, 2017] by enforcing
visual consistency [Chen, 2018a], learning language reconstruction [Liu, 2019] or
with a contrastive-learning objective [Gupta, 2020]. These methods rely on an off-
the-shelf object detector, Faster-RCNN [Ren, 2017], to generate region proposals and
are thus limited by the object detector accuracy. None of these weakly-supervised
methods address the problem of referring expression segmentation which is the fo-
cus of our work. TSEG is a novel approach that tackles weakly-supervised referring
expression segmentation based on the computation of patch-text similarities with a

new multi-label patch assignment mechanism (MPA).

Transformers for vision and language. Transformers [Vaswani, 2017] are now
state of the art in many natural language processing (NLP) [Devlin, 2019] and com-
puter vision [Arnab, 2021b; Cheng, 2021; Dosovitskiy, 2021a; Liu, 2021¢; Strudel,
2021] tasks. Such methods capture long-range dependencies among tokens (patches
or words) with an attention mechanism and achieve impressive results in the context
of vision-language pretraining at scale with methods such as CLIP [Radford, 2021],
Visual BERT [Li, 2019], DALL-E [Ramesh, 2021] or ALIGN [Jia, 2021]. Specific
to referring expressions, MDETR [Kamath, 2021] recently proposed a method for
visual grounding based on a cross-modal transformer decoder trained on a fully-
supervised visual grounding task. Several methods perform zero-shot semantic seg-
mentation with pretrained fully supervision models [Ghiasi, 2021; Xu, 2021; Zabari,
2021; Zhou, 2021]. Most similar to our work, GroupViT [Xu, 2022] relies on a large
dataset of 30M image-text pairs to learn segmentation masks from text supervision,

but the objective function and model architecture are different.

Our TSEG approach aims to learn patch-text associations while using only image-
level annotations with referring expression. TSEG builds on CLIP [Radford, 2021]
and uses separate encoders for different modalities with a cross-modal late-interaction
mechanism. Its segmentation module builds on Segmenter [Strudel, 2021] which
shows that interpolating patch features output by a Vision Transformer (ViT) [Doso-
vitskiy, 2021a] is a simple and effective way to perform semantic segmentation. Here,

we extend this work to perform cross-modal segmentation. TSEG leverages a novel
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patch-text interaction mechanism to compute both image-text matching scores and

pixel-level text-grounded segmentation maps in a single forward pass.

7.3 Method

TSEG takes as input an image and a number of referring expressions and outputs
a confidence score (Fig. 7.2, top-right) along with a segmentation mask (Fig. 7.2,
bottom-right) for each referring expression. During training no segmentation masks
are available and image-level labels are used to train referring expression segmen-
tation (Fig. 7.2, top-right). TSEG is based on image patch-text matching (Fig. 7.2
left). An image encoder maps the input image to a sequence of patch tokens and a
text encoder maps each input referring expression to a single text token. The tokens
are then projected to a common embedding space and patch-text cosine similarities
are computed as described in Section 7.3.1. To obtain an image-level score for each
referring expression, the patch-text similarity matrix is summarized along the patch
dimension. To do so, we introduce a novel multi-label patch assignment (MPA)
mechanism described in Section 7.3.2. The model is then trained end-to-end to pre-
dict the corresponding image-text pairs as described in Section 7.3.3. At inference,
the patch-text matrix is simply interpolated for patches to obtain pixel-level masks
as described in Section 7.3.3. The choice of an appropriate global pooling mecha-
nism is important to learn accurate segmentation maps as illustrated in Figure 7.3.
We evaluate its impact in Section 7.4 and show that the novel multi-label patch

assignment mechanism outperforms existing ones by a significant margin.

7.3.1 Patch-text similarity matrix

In this section we describe how to compute the similarity matrix between patches
of an image and several referring expressions. We consider an image represented
by N patches pq,...,py and a set of L referring expressions ty,...,t;. Patches are
encoded by tokens (xi,...,Xy), each referring expression consists of several words
and is encoded by one token (yi,...,yz). The resulting similarity matrix is S =
(x; - y;)ij € RN*E. See Figure 6.2 left.

RAXWXC ig gplit into a sequence of patches of

Image encoder. An image [ €
size (P, P). Each image patch is then linearly projected and a position embed-
ding is added to produce a sequence of patch tokens (pi,...,py) € RV*P1 where
N = HW/P? is the number of patches, D; is the number of features. A trans-

former encoder maps the input sequence to a sequence of contextualized patch tokens

96



7.3. Method

Training: Image-Text matching

Encoder N

X
Texts @Q\ é\\(i ég @@
MPA RS
: : 3 > & s
g — Odrm
S
____________j &
« Text Scores
7 = (2);
Y2 | Y3 | eee

tl TEXt "
man Encoder
X1 X1 Y1[X1 - Y2 eee X1 YL
Image
Encoder

- Interpolate .,)\

il i Texts Si:nmdoid 4 u

’ a jumping man  tennis court

Figure 7.2: Overview of our approach TSEG. (Left) Image patches and referring

expressions are mapped with transformers to patch and text embeddings and then

compared by computing patch-text cosine similarity scores. (Right - Training) Our

global pooling mechanism with multi-label patch assignment (MPA) reduces patch-

text similarity scores to image-level labels to train the model for referring expression

classification. (Right - Inference) Sequences of patch scores (columns) are rearranged

into 2D masks and bilinearly interpolated to obtain pixel-level referring expression
masks.
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Patch-Text Similarity

S = (xi¥j)ij red shirt blue short

(X1, ..., Xy) € RV*Pr See more details in Section 7.4.2.

Text encoder. For each referring expression ¢;, which can consist of multiple words,
we extract one token y;. To do so the text ¢; is tokenized into words using lower-case
byte pair encoding (BPE) [Sennrich, 2016] and [BOS], [EOS]| tokens are added to the
beginning and the end of the sequence. A sequence of position embedding is added
and a transformer encoder maps the input sequence to a sequence of contextualized
word tokens from which the [BOS] token is extracted to serve as a global text

representation y; € RP7.

Patch-text similarity scores. The visual and textual tokens are linearly projected
to a multi-modal common embedding space and L?-normalized. From the patch
tokens (xi,...,xy) and the global text tokens (yi,...,y1), we compute patch-text

cosine similarities as the scalar product and obtain the similarity matrix

S = (8ij)ij = (Xi¥j)ig (7.1)

with S € RV*L. The similarities are in the range [—1, 1] and scaled with a learnable

temperature parameter 7 > 0 controlling their range.
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Figure 7.3: (Left) A patch assignment mechanism computes masks from patch-text
similarities, the masks are used as weights in the global weighed pooling. (Center)
SPA: assignment with a softmax on text channels, softly enforcing a single label per
patch. (Right) MPA: assignment with a sigmoid, generalizing to multiple labels per
patch.

7.3.2 Global Pooling Mechanisms

To leverage image-level text supervision, we need to map the matrix S € RV*F
of patch-text similarities to an image-level score for each referring expression, i.e.,
z € RE. The score vector z allows us to compute a classification loss using ground
truth referring expressions. Note that we cannot compute per-pixel losses given the

lack of pixel-wise supervision in weakly-supervised settings.

Global average and max pooling (GAP-GMP). A straightforward way of
pooling is global average pooling (GAP), where we average the similarities for a

given referring expression over all patches of an image:

aap 1 &
5= ; Sij. (7.2)
This score is expected to be high if the referring expression is contained in the image.
However, the score is dependent on the object size and results in low scores for small

objects. An alternative to GAP is global max pooling (GMP):

ZME = mlax(sm). (7.3)

The max operation in GMP decreases the influence of the object size, however it

tends to focus on most discriminative regions of a class [Wei, 2017].

Global weighted pooling (GWP). To address the shortcomings of GAP and
GMP, we follow [Araslanov, 2020] and make use of weighted pooling. Global
weighted pooling replaces the constant patch weights 1/N in the sum of GAP by

weights W = (w; ;);; € RV*E. The final score of a referring expression is then the
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weighted average of similarities:
GWP al
Zj = Z wi,jsi,j, (74)
i=1
as illustrated in Figure 7.3 left. In practice, W is defined in terms of spatially

i € RV based on w;; = my;/(3X;mij +¢€)

where € > 0 allows for Y-, w; ; = 0 when mask scores are below a threshold. GAP

normalized mask scores M = (mz’,j)

is a particular case of GWP where m,; ; = 1 for all ¢, j and € = 0. We next describe

two methods to compute masks M from the similarity matrix S.

Masks by single-label patch assignment (SPA) [Araslanov, 2020]. We aim
at assigning patches to the relevant referring expression. To do so, we apply a
softmax operation over all referring expressions (y1, ..., y) for each patch x;:

e

SPA
my.C = . 7.5
7,7 esbg § f/ 1 esi’j ( )

We add a background column (s;); and assign it a constant equal to s, = 0 for all
patches x;. This allows to assign patches with low scores s; ; < 0 to the background.
The masks are then soft assignments with Zf:o m; ; = 1 for any patch ¢. This patch
assignment can be viewed as multi-class classification which is typical for semantic

segmentation where one pixel is matched to a single label as proposed by [Araslanov,
2020].

This single-label patch assignment (SPA) is illustrated in Figure 7.3 center. The
softmax operation over referring expressions softly enforces the correspondence of
a patch to one expression. However, this definition is problematic for referring
expression segmentation where the masks of several expressions can overlap. We
illustrate this in Figure 7.3 center where pixels corresponding to jumping man and
legs have lower mask weights on the overlapping region. Such lower mask weights

result in decreased image-level scores for both of the expressions.

Masks by multi-label patch assignment (MPA). We propose multi-label patch
assignment (MPA) that overcomes the above limitations of SPA. For each patch x;,
we rely on binary classification between a referring expression y; and the background

based on:

MPA v
mMPA — €7 (7.6)
)’ eSbg _|_ esi,]-

In this case, each patch can be assigned to multiple referring expressions, see Figure
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7.3 right. The masks are not mutually exclusive and each referring expression can

be assigned a score m%P 4 € 10, 1] without softmax imposed constraints. Patch
assignment is viewed as a multi-label classification problem, this property is highly
beneficial when performing weakly-supervised referring expression segmentation, as

shown in Section 7.4.

Image-text scores. We compute GWP scores z%"' with (7.4) using the masks M
defined according to one of the assignment mechanism defined in (7.5), (7.6). Then,

size

we compute mask size scores z***¢ as

25 = (1—m,)" log(A + ). (7.7)

with m; = % >N m; ;. This z**¢ is a size-penalty term introduced by [Araslanov,
2020] to enforce mask completeness, e.g. st-ize < 0 for small masks. The magnitude
of this penalty is controlled by A. Due to the normalization, W used in GWP is

siz¢ enforces masks to be complete. The final

invariant to the masks size M and z
score defining the presence of a referring expression ¢; in the image is defined as the
sum:

2 = szWP + zjm. (7.8)

7.3.3 Training and inference

In the following we describe our weakly supervised and fully supervised training

procedure. Furthermore, we present the approach used for inference.

Weakly-supervised learning. Weakly-supervised segmentation is usually ad-
dressed on datasets with a fixed number of classes. To handle the more general
case where visual entities in the image are defined by referring expressions we use
referring expressions of samples in a mini-batch as positive and negative examples.
Given a mini-batch containing (image, referring expression) pairs, the model has
to predict the subset of referring expressions present in each image. For each im-
age, we extract image-text scores z € R” from the similarity matrix S using one of
the pooling mechanism described in the previous section. Finally, we optimize over
the scores to match ground truth pairings z with the multi-label soft-margin loss
function [Ahn, 2018; Araslanov, 2020; Wei, 2018] as a classification loss,
L
Las(2,2) =Y —Z;log (0(z;)) — (1 — ;) log (0(—25)) ,

J=1

where o(z) = 1/(1 + exp(—=z)) is the sigmoid function. The loss encourages z; > 0
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for positive image-text pairs and z; < 0 for negative pairs.

Fully-supervised learning. In the fully-supervised case, segmentation is learned
from a dataset of images annotated with referring expressions and their correspond-
ing segmentation masks. Only positive referring expressions (y;, ...,y ) are passed
to the text encoder and the similarity matrix S is bilinearly interpolated to obtain
pixel-level similarities of shape R¥*W*Z_ Then, we minimize the Dice loss between

the sigmoid of the pixel-level similarities M = ¢(S) and the ground truth masks M:

— M N M|
Edice(My M) =1- W) (79)
where ‘M‘ = Ei,j mi,j and M N M = (mi,jmi’j)i,j.

Inference. To produce segmentation masks, we reshape the patch-text masks
M € RV*F into a 2D map and bilinearly interpolate it to the original image size to
obtain pixel-level masks of shape R¥”>*W>L  For SPA, pixel annotations are obtained
by adding a background mask to M and applying an argmax over the referring ex-
pressions. For MPA, we threshold the values of M using the background score. For
GAP and GMP, we follow the standard approach from [Ahn, 2018] to compute the
masks M. Directly interpolating patch-level similarity scores to generate segmen-
tation maps has been proven effective by Segmenter [Strudel, 2021] in the context
of semantic segmentation. Our decoding scheme is an extension of Segmenter linear

decoding where the set of fixed class embeddings is replaced by text embeddings.

7.4 Experiments

In this section we first outline datasets and implementation details in Sections 7.4.1
and 7.4.2. We then validate our implementation of two state-of the-art methods for
weakly-supervised semantic segmentation in Section 7.4.3. Next, we ablate differ-
ent parameters of the proposed TSEG method for the task of referring expression
segmentation in Section 7.4.4. Finally, we compare TSEG to methods introduced

in Section 7.4.3 on referring expression datasets in Section 7.4.5.

7.4.1 Datasets and metrics

Pascal VOC 2012. Pascal [Everingham, 2010] is an established benchmark for
weakly-supervised semantic segmentation. Following standard practice [Ahn, 2019;

Ahn, 2018; Araslanov, 2020; Kolesnikov, 2016], we augment the original training
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data with additional images from [Hariharan, 2011]. The dataset contains 10.5K

images for training and 1.5K images for validation.

PhraseCut. PhraseCut [Wu, 2020] is the largest referring expression segmentation
dataset with 77K images annotated with 345K referring expressions from Visual
Genome [Krishna, 2017]. The expressions comprise a wide vocabulary of objects,
attributes and relations. The dataset is split into 72K images, 310K expressions for

training and 3K images, 14K expressions for validation.

RefCOCO. RefCOCO and RefCOCO+ [Yu, 2016b] are the two most commonly
used datasets for referring expression segmentation and comprehension. RefCOCO
has 20K images and 142K referring expressions for 50K objects while RefCOCO+
contains 20k images and 142K expressions for 50K objects. RefCOCO+ is a harder
dataset where words related to the absolute location of the objects are forbidden.
RefCOCOg is a dataset of 27K images with 105K expressions referring to 55K
objects. Compared to RefCOCO(+), RefCOCOg has longer sentences and richer

vocabulary.

Metrics. We follow previous work and report mean Intersection over Union (mloU)
for all Pascal classes. For referring expression segmentation we use standard metrics
where mloU is the IoU averaged over all image-region pairs resulting in a balanced
evaluation for small and large objects [Yu, 2016b; Wu, 2020].

7.4.2 Implementation details

Initialization. Our TSEG model contains an image encoder initialized with an
ImageNet pretrained Vision Transformer [Dosovitskiy, 2021a; Steiner, 2021] and a
text encoder initialized with a pretrained BERT model [Devlin, 2019]. We use ViT-
S/16 [Steiner, 2021] and BERT-Small [Turc, 2019] which are both expressive models
achieving strong performance on vision and language tasks, while remaining fast and
compact. Our model has a total number of 42M parameters. Following [Dosovitskiy,
2021a; Strudel, 2021], we bilinearly interpolate ViT position embeddings when using

an image resolution that differs from its pretraining.

Optimization. For weakly-supervised learning, we use SGD optimizer [Robbins,
1951] with a base learning rate vy, and set weight decay to 107%. Following DeepLab [Chen,
2018¢|, we adopt the poly learning rate decay v = o (1— %)0'9. We use a stochastic
drop path rate [Huang, 2016] of 0.1 following standard practices to train transform-
ers [Devlin, 2019; Dosovitskiy, 2021a; Steiner, 2021]. For Pascal, PhraseCut and

RefCOCO, we set the base learning rate 7o = 1073. We found this learning scheme
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Method Image encoder Class encoding mloU
Vector Language model

GAP [Ahn, 2018] WideResNet38 v X 48.0
GAP [Ahn, 2018]f WideResNet38 X v 46.8
GAP [Ahn, 2018]f ViT-S/16 X v 50.2
GMP [Zhou, 2016] WideResNet38 X v 44.3
GMP [Zhou, 2016]f ViT-S/16 X v 48.1
SPA [Araslanov, 2020] WideResNet38 v X 62.7
SPA [Araslanov, 2020]7 WideResNet38 X v 62.4
SPA [Araslanov, 2020]" ViT-S/16 X v 66.4

Table 7.1: State-of-the-art single-stage methods for weakly-supervised semantic seg-
mentation on the Pascal VOC validation set. T denotes our implementation. Multi-
scale processing and CRF are used for inference.

to be stable resulting in good results for all three datasets. Regarding training itera-
tions and the batch size, we use 16K iterations and batches of size 16 for Pascal, 80K
iterations and batches of size 32 for RefCOCO, and 120K iterations with batches of
size 32 for PhraseCut. When training on referring expressions, we randomly sample
three positive expressions per image on average. The resolution of images at train
time is set to 384 x 384 and following standard practices we use random rescaling,

horizontal flipping and random cropping.

For the fully-supervised setup we use AdamW [Kingma, 2015b; Loshchilov, 2019
optimizer and set the base learning rate vy to 5 x 107°. We set the batch size to
16 for all datasets and use the same number of iterations as for weakly-supervised

setups. The resolution of images at train time is 512 x 512.

7.4.3 State-of-the-art methods for weakly-supervised seman-

tic segmentation

As we are the first to propose an approach for weakly-supervised learning for refer-
ring expression segmentation, we implemented state-of-the-art methods for weakly-
supervised semantic segmentation to use as baselines. We use three single-stage
methods presented in Section 7.3.2, namely GMP [Zhou, 2016], the seminal work
GAP [Ahn, 2018], and the more recent state-of-the-art approach SPA [Araslanov,
2020]. SPA performs close to the best two-stage weakly-supervised methods, DRS
[Kim, 2021] and EPS [Lee, 2021b], two more complex methods relying on off-the-

shelf saliency detectors, which is not the focus of our work.

Table 7.1 reports the performance on the Pascal VOC 2012 dataset. With a language
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Adlp— O 1 3 5 Dimension mloU
0.0 26.8 274 279 27.7 384 28.3
0.01 26.8 26.8 27.6 28.3 512 28.6
0.1 26.3 26.8 27.2 28.0 1024 28.8
(a) Size penalty term. (b) Multi-modal embedding
dimension.
Similarity mloU Dataset Size mloU Dataset mloU
identity 28.8 10% 16.2 ImageNet  28.8
tf-idf 28.4 50% 25.3 COCO 31.7
100% 28.8
(¢) Ground truth similarity (d) Dataset size. (e) Pretraining dataset.

score.

Table 7.2: Ablations of TSEG with ViT-S/16 as the image encoder and Bert-Small
as the language model on PhraseCut validation set.

model as class encoding as shown in Figure 6.2, we obtain similar performances
as GAP [Ahn, 2018] and SPA [Araslanov, 2020] using the same WideResNet38
backbone. By using the more recent ViT-S/16 backbone with SPA, we obtain 66.4%
mloU, a 4% gain over WideResNet38. We also report results with GMP [Zhou, 2016]
for which we did not find methods reporting results on Pascal VOC 2012. The GMP
results are below the GAP results and again the ViT-S/16 backbone gives improved
results. In the following sections we use ViT-S/16 as the image encoder, BERT-
Small as the text encoder and GAP, GMP and SPA as a point of comparison to
our proposed TSEG method. The models can directly be used to perform referring
expression segmentation by replacing the class label given as input to the language

model by referring expressions.

7.4.4 TSEG ablations

We now perform weakly-supervised referring expression segmentation. At train time
the model has to maximize the score of the image and text embeddings of correct
pairings while minimizing the score of incorrect pairings. At test time, following the
standard visual grounding setting, the model is given as input the set of referring
expressions present in the image and outputs a mask for each referring expression.

TSEG uses the proposed MPA to compute scores from patch-text similarities.

Table 7.2 reports ablations of our TSEG model on the PhraseCut validation set.
First, we ablate over the size penalty parameters A and p from Eq. 7.7 in Table
7.2a. Smaller \ values induce a larger penalty for masks with a small size and

larger p values increase the focal penalty term, see [Lin, 2020] for more details. We
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Method PhraseCut RefCOCO RefCOCO+ RefCOCOg
GMP [Zhou, 2016]* 5.77 6.54 5.12 6.54
GAP [Ahn, 2018]f 9.35 6.65 7.21 6.07
SPA [Araslanov, 2020]F  21.12 10.32 9.16 8.35
TSEG 28.77 25.44 22.01 22.05
TSEG (CRF) 30.12 25.95 22.62 23.41

Table 7.3: Comparison of different weakly-supervised methods for referring expres-
sion segmentation on Phrasecut and RefCOCO validation set. T denotes our imple-
mentation, validated in Table 7.1.

find TSEG is quite robust to the objective hyperparameters A and p. The best
values are A = 0.01 and p = 5; we fix A and p to these values in the remaining of
the chapter. Table 7.2b reports performance for different cross-modal embedding
dimension, increasing the embedding size improves results overall. In Table 7.2¢, we
consider different definitions for the ground truth. In the identity setup, two referring
expressions of a batch are considered the same if they exactly match. In the tf-idf
setup, the similarity between two referring expressions if computed according to
a tf-idf score. If a tabby cat is present in an image, and there is a brown cat in a
second image, the ground truth score for brown cat in the first image will be positive
because both referring expression share the word cat. Using tf-idf performed slightly
worse than the identity score, and we thus use identity to define the ground truth.
Table 7.2d reports the validation score for an increasing training dataset size. We
observe that TSEG improves with the dataset size, a desirable property of weakly-
supervised segmentation approach where annotations are much cheaper to collect
than in the fully-supervised case. Finally, Table 7.2e reports results when pretraining
the visual backbone on only ImageNet for classification or by additionally pretraining
the visual and language model on RefCOCO for visual grounding. For pretraining
on COCO we use box ground truth annotations as follows. The model is given as
input an image and referring expressions to detect, for each referring expressions
the model predicts patches that are within the object bounding box. We observe
that leveraging detection related information as pretraining improves the result by
3%. In the following we report results with ImageNet pretraining only, following

standard practice from the weakly-supervised semantic segmentation literature.

7.4.5 Weakly supervised referring expression segmentation

We now compare TSEG on referring expression datasets to weakly supervised state-

of-the-art methods presented in Section 7.4.3, we report results in Table 7.3 and
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(a) GAP (b) GMP (c) SPA (d) TSEG (e) Fully-supervised

¥

|:| thumb on bun - bun

holds banana

Figure 7.4: Comparison of different pooling mechanisms for weakly supervised
segmentation from referring expressions on example images from the PhraseCut
dataset: (a) Global average pooling (GAP), (b) Global max pooling (GMP),
(c) Single-label patch assignment (SPA), (d) TSEG with multi-label patch assign-
ment (TSEG). (e) Fully supervised results.

show qualitative results in Figure 7.4.

PhraseCut: GMP and GAP achieve an mloU of 5.7 and 9.3 respectively, showing
that it is possible to learn meaningful masks using referring expressions as labels.
However, GAP averages patch-text similarity scores and depends on the instance
mask size which tends to generate over-saturated activation maps (Fig. 7.4a). GMP
exhibits complementary properties focusing on the most discriminative object parts
(Fig. 7.4b). SPA outperforms GAP and GMP with a mloU of 21.1, consistent
with results on Pascal VOC 2012, see Table 7.1. MPA further improves SPA by
7%, with 28.77% mloU on Phrasecut, showing its crucial importance for referring
expression segmentation. This improvement can partly be explained by the fact
that our objective allows multiple masks to overlap by design, a highly desirable
property that is not satisfied by GMP, GAP and SPA. From Figure 7.4d we observe
that MPA generates more complete masks with both higher recall, e.g. the thumb
on bun instance is detected, and we obtain higher precision, e.g. masks achieve
better completeness as for the sitting woman instance. Using CRF [Chen, 2018¢]
further improves the performance to 30.12 mloU. Qualitative results are presented

in Figure 7.5.

To obtain an upper-bound, we also train TSEG with full supervision and obtain
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Figure 7.5: TSEG segmentation results on the PhraseCut test set. Our method
segments a rich set of open-vocabulary concepts without using pixel-level supervision
at the training.

a 49.6 mIoU. This is close to the best fully supervised method MDETR [Kamath,
2021], which obtains 53.1 mIoU while pretraining on a much larger dataset anno-
tated for visual grounding and higher training resolution. While there is still a gap
compared to full supervision, we believe our proposed results to be promising and
the first step towards large-scale weakly supervised referring expression segmenta-
tion. Additional qualitative results and comparison to the fully-supervised model

are presented in the appendix.

RefCOCO: We also evaluate our method on the three RefCOCO datasets and
report results on the val split in Table 7.3. Again, MPA outperforms GMP, GAP and
SPA by a large margin. Training TSEG with full supervision we obtain 66.00 mloU
on RefCOCO, 55.35 on RefCOCO+ and 54.71 on RefCOCOg. This is slightly better
than the best fully supervised method VLT [Ding, 2021], which obtains 65.65, 55.50
and 52.99 mloU respectively. There is a larger gain from using full supervision than
on PhraseCut. This could be explained by more fine-grained referring expressions
such as broccoli stalk that is pointing up and is touching a sliced carrot or a darker
brown teddy bear in a row of lighter teddy bears that are harder to localize without

pixel-level supervision.

7.4.6 Zero-shot transfer on Pascal VOC

We evaluate the ability of TSEG to detect and localize visual concepts from text
supervision by performing zero-shot experiments on Pascal VOC 2012 dataset, see
Fig. 7.6. We take our TSEG model trained on the PhraseCut dataset, i.e., with the
text supervision based on the referring expressions from PhraseCut. We, then, pass
the names of Pascal classes as input to the text encoder and obtain segmentation
masks and confidence scores for all 20 object classes in each image. We filter classes

by thresholding with the model confidence scores then use argmax between the
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Ground truth Input TSEG Ground truth

Figure 7.6: Zero-shot transfer of our approach TSEG trained from text supervi-
sion on PhraseCut and evaluated on Pascal VOC 2012. The method has not been
explicitly trained for PASCAL classes and has never obtained pixel-level supervision.

remaining masks to determine the class of each pixel. We set the threshold to 0.5.

In the zero-shot setting, our TSEG model achieves an mloU of 48.5 while the SPA
baseline achieves an mIoU of 43.5. Interestingly, TSEG performs well on all classes
except the person class. As can be observed from Figure 7.7, the model does not
detect the person label, but can be improved with label engineering by using more
specific labels for the text encoder, such as woman and rider. This bias partly
comes from the annotations of PhraseCut training set, and we believe that the need
for label engineering may be reduced by training TSEG on a larger dataset with
richer text annotations. On the person class, by passing person as input to the text
encoder we obtain an IoU of 0.6 while by merging masks for the words man, woman,
men, women, child, boy, girl, baby we improve the IoU to 30.4. By performing label
engineering, TSEG reaches 50.3 mlIoU. In comparison, GroupViT [Xu, 2022] reports
an mloU of 51.2, but it has been trained on a much larger dataset of 30M image-text
pairs and was designed for zero-shot segmentation. TSEG performs comparably to
GroupViT, while trained on 350k image-text pairs. This demonstrates the ability

of our approach to learn general visual concepts accurately.
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Person Rider Ground truth

Figure 7.7: Failure cases on the person class for zero-shot results on Pascal VOC
2012. While the horse (violet) or bicycle (green) are well localized, the class person
(pink) is not detected with the person label (column 2). The model detects it by
using more specific labels such as rider or woman (column 3, pink). Column 4 shows
the ground truth.
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7.6 Qualitative results

We present additional qualitative results in Figures 7.8 and 7.9. In particular, we
compare TSEG trained with weak supervision to the same model trained with full
supervision in Figure 7.8. TSEG captures cloth related concepts, animals and parts
of the bodies reasonably well, however it can fail at capturing colors, distinguish
between a book and a laptop, or between a blue jean and different type of trousers.
In Figure 7.9, we observe that TSEG captures a rich variety of visual concepts, even

rarely occurring ones quite accurately.
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TSEG Weak supervision
(a)
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Figure 7.8: Comparison of TSEG to fully-supervised results on PhraseCut validation
set. (a) Both methods perform well. (b) Both approaches do not distinguish well
man and woman. (c-d) TSEG captures coarse semantic meaning such as legs (c) or
surfboards (d) but misses the difference between a book and a laptop (c) or color
attributes (d). (e) TSEG distinguishes the teddy bear and dog better than the
fully-supervised model.

(b)
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Figure 7.9: Additional qualitative results of our approach TSEG. Our approach
captures rarely occurring visual concepts such as a komodo dragon or a banana-
made hat.
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7.7 Conclusion

This chapter introduces TSEG for weakly-supervised referring expression segmenta-
tion. We propose a multi-label patch assignment (MPA) mechanism that improves
previous methods by a margin on this task. We believe our work makes an impor-
tant step towards scalable image segmentation from natural language. Future work
will address how to reduce the performance gap between weakly supervised and fully

supervised methods and segment regions directly from image captions.
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Conclusion

In this last chapter, we summarize the thesis contributions before concluding with

opening remarks about potential future work.

8.1 Summary of contributions

Acquiring robotic skills from demonstrations. In Chapter 3, we present an
approach to acquire robotic skills from demonstrations by learning a vocabulary
of simple skills that can be combined to perform moderately complex tasks such
as a simple breakfast. We leverage simulation to easily design expert scripts and
generate a large set of synthetic demonstrations to train policies. Then, we use our

own sim-to-real method detailed in Chapter 4 to deploy policies on a real robot.

Optimizing sim-to-real data augmentations. In Chapter 4, we propose a
method to search and automatically discover data augmentations for depth sensors.
We discovered data augmentations by optimizing object localization as a proxy task

and show that augmentations can transfer to policy learning.

Vision-based motion planning. In Chapter 5, we propose a novel approach
to perform motion planning from point cloud representations of the environment.
This approach alleviates the need for a predefined reconstruction of the environment
typically needed in classical methods. It also allows handling dynamically changing

environment and accelerates the search of solutions.

Segmentation as a sequence-to-sequence mapping. In Chapter 6, we develop
Segmenter, a novel method to perform semantic segmentation. We build on Vision

Transformer and propose a pure transformer model to perform segmentation by

112



8.2. Perspectives

leveraging global image context at every layer of the model and show state-of-the

art results on classical benchmarks.

Weakly-supervised segmentation from referring expressions. Finally, in
Chapter 7, we propose TSEG, a method that learns to localize objects without
pixel-level supervision. We extend previous work that has been focusing on learning
from a fixed set of labels to visual entities described by natural language. The
proposed approach allows to segment a large family of visual entity and is a step

towards scaling segmentation methods.

8.2 Perspectives

In this section, we present an overview of perspectives following the research projects

from this thesis.

Composing skills with natural language. In Chapter 3, we proposed to learn
a vocabulary of simple skills where each skill is specified by an integer value and
learned with behavioral cloning. Our experience combined with recent progress in
robotics suggests that simple behavioral cloning is a robust approach that scales well
and can be pushed further. A more general approach to define skills is to use natural
language description, similar to the description of a class to segment proposed in
Chapter 7. We can learn a large set of skills specified by natural language that can be
then combined to perform more complex tasks by using a sequence of instructions.
An interesting problem to explore is compositionality, if we acquire skills such as push
a cube and pick a cylinder with a single policy, can this policy perform tasks such as
push a cylinder or pick a cube? This perspective is motivated by the success of large
language models [Brown, 2020] that exhibits emerging properties on many language
tasks it was not trained on such as translation or summarization when trained in
a purely generative setting on a large corpus of unstructured data. Scaling simple
imitation learning approaches on a large corpus of tasks could lead to the acquisition

of general and reusable manipulation policies performing a wide range of tasks.

Learning multi-modal distributions. Behavioral cloning are typically trained
to fit expert trajectories by minimizing a mean-squared error between predicted
actions and ground truth actions that are assumed to be continuous. Policy learning
is formulated as a regression problem and while this simplicity is appealing, a major
drawback is that it can only fit unimodal distributions. This is problematic for tasks
that are inherently multi-modal, where decision-making is involved. Given a task

such as stacking two cubes, current approaches use a color cue or a text cue, such as
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stack the red cube on top of green cube, to circumvent the need of choosing among
multiple possible solutions to the problem. However, we aspire to acquire general
stacking skills with a policy that learns to stack two cubes by first choosing which
cube to stack. To do so we need to learn a distribution rather than regressing a
single action. Behavioral cloning can be framed as a trajectory generation problem
instead of an action fitting problem. Continuous space generative models for policy
learning is a promising direction that have been recently explored with implicit
models [Florence, 2021] or diffusion models [Janner, 2022]. Generative models for
trajectories conditioned with natural language descriptions of tasks is an interesting

direction to acquire general manipulation policies.

Contact-rich tasks. Many manipulation tasks considered in policy learning, in-
cluding the ones in this thesis, are performed with a parallel gripper. The tasks
either consist in a sequence of pick-and-place actions or non-prehensile interactions
on tasks such as pushing an object. Pushing an object is already harder than pick-
and-place as it requires closed-loop feedback to adapt the control to unpredictable
displacements of the pushed object. Harder manipulation problems arise once ma-
nipulation is performed with a robotic hand composed of three or more fingers. For
tasks such as manipulating a cube, it is extremely challenging, if impossible, to
manually design controllers needed to generate demonstrations. An interesting di-
rection is to leverage recent progress in trajectory optimization with optimal control
based on differentiable dynamics [Lidec, 2022; Montaut, 2022]. For object manip-
ulation, trajectory optimization applied to a robotic hand can generate a corpus
of demonstrations that can be then synthesized into a single policy with imitation
learning. Complex manipulation tasks such as flipping a cube upside down with
robotic fingers are inherently multi-modal as they involve sequences of low-level
decision-making such as fingertips points of contacts. Coupling trajectory optimiza-
tion with generative modelling to learn general and flexible controllers is a thrilling

research direction.

Sim-to-real with high-quality renderer and accurate physics simulation.
Recent work on facial expressions [Wood, 2021] achieved impressive results on real
data by using synthetic data generated high-quality rendering, showing the effec-
tiveness of better rendering to reduce the sim-to-real gap. We observed that switch-
ing from PyBullet [Courmans, 2016] to MuJoCo [Todorov, 2012a], providing high-
quality rendering and suited for domain randomization, led to improved sim-to-real
performance. A promising direction to improve policies performance on a real robot
is to generate images with a high quality renderer using ray-tracing such as Blender

[Community, 2018], and rely on physical simulators with an accurate modelling of
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contact physics inspired by progresses from simulators such as Isaac [Makoviychuk,

2021] or robotic libraries such as Pinocchio [Carpentier, 2019].

Neural motion planning. In Chapter 5, we proposed an approach to perform
visually-guided motion planning with reinforcement learning. A natural extension
of this work is to consider poly-articulate robots such as a UR5 or a humanoid
robot as Talos. Our method learns a robot dependent policy that implicitly learns
the robot geometry by colliding with obstacles while we would like to develop more
general policies taking the robot geometry, composed of its bodies and links, as input
to the model. An interesting problem we encountered in this project is learning to
solve the slot environment, where an S-shaped robot has to pass through a thin slot.
If the slot is too thin then a policy trained with RL cannot solve the problem, indeed
when initialized policies generate random walks that are very unlikely to solve the
problem once. To circumvent this issue, we trained on a collection of problems by
randomly sampling the size of the slot leading to simpler problems to solve with a
large slot. We observed that the policy was able to solve thin slots problem near the
end of training, showing the importance of solving simpler problem first to generate
interesting candidates for harder ones. Interestingly, most successful approaches
in RL such as AlphaZero [Silver, 2017] rely on self-play to reach unprecedented
performance. Self-play has a key role as the ELO, e.g. level, of the opponent player,
starts at low values and increase progressively during training as both players use
the policy that is training to play. Training a motion planning policy directly on
hard problems is similar to trying to train an RL policy from scratch against great
players such as Kasparov, the learning problem becomes much harder. Formulating
motion planning as a two-player game, one player moving the robot and the other

designing obstacles could be an interesting research direction.

Extending Segmenter to general segmentation tasks. While we specifically
tackled semantic segmentation in Chapter 6, several extensions to more general
segmentation tasks can be considered as instance segmentation or panoptic segmen-
tation. Our approach can readily be adapted to panoptic segmentation following
DETR [Carion, 2020] approach that relies on a Hungarian matching algorithm to
find matches between candidate masks and ground truth masks. A limiting factor

is then the need for dense annotations, independently of the segmentation task.

Localizing objects from image captions. In Chapter 7, we presented TSEG,
a method that learns to localize objects from image-level supervision, using the
presence or absence of a visual entity as supervision. The visual entity is specified

by a natural language description, a referring expression, which allows performing
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segmentation on an open vocabulary. However, the need for referring expressions
as supervision is still a limitation of the approach. To scale to large datasets, we
need to extract and localize visual concepts in an image directly from an image cap-
tion, obtaining similar results as MDETR [Kamath, 2021] but without localization
supervision. This problem is particularly challenging because both image and text
segmentation are required, as in the sentence The handyman is eating a hot dog,
the expression hot dog represents a single visual entity that cannot be split into two

image entities hot and dog.

Open-vocabulary object localization. TSEG, presented in Chapter 7, pro-
poses to perform open-vocabulary object localization in a weakly-supervised fash-
ion. TSEG allows localizing objects specified by a feature vector produced from a
text description. There is a large variety of conditioning vector that can be defined
to specify the object to detect, in particular OWL-ViT [Minderer, 2022] explores
text and image conditioning object detection. This line of work is important as it
aims to provide general purpose vision models able to localize novel objects in the
wild. This is especially interesting for robotics where we would like to develop gen-
eral vision representations useful to perform manipulation. Conditioning variables,
specifying an object or a task with a goal image or with a text description, are a
central concept to develop general vision models for robotics that are flexible and

easily reusable to perform new tasks in unstructured environments.
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RESUME

Le but de cette these est de développer des modeles, représentations et méthodes d’apprentissage pour I'acquisition au-
tomatique de compétences robotiques guidées par la vision a partir de démonstrations, ainsi que la localisation d’objets.
Nous présentons tout d’abord une méthode pour I'acquisition de compétences robotiques a partir de démonstrations.
Un vocabulaire de compétences élémentaires est appris avec de I'apprentissage de politiques par imitation. Les compé-
tences sont ensuite combinées avec une politique de planification apprise par renforcement afin de réaliser des taches
plus complexes. Nous montrons sur plusieurs taches que la politique entrainée en simulation transfére sur un robot réel.
Pour ce faire, nous avons développé une méthode qui optimise des séquences d’augmentations de données synthétiques
afin de résoudre une tache aucxiliaire de localisation d’objets sur des données réelles.

Nous proposons ensuite une méthode de planification de mouvements a partir de capteurs. Notre méthode exploite
la connaissance des obstacles environnants pour accélérer la recherche de chemins sans collision. La représentation
apprise généralise sur une grande variété d’obstacles et la politique de planification fonctionne sur de nouveaux environ-
nements avec des obstacles se déplagant de maniére dynamique.

Alors que les politiques guidées par la vision apprennent des représentations visuelles a partir du contréle, une autre ap-
proche consiste a apprendre des représentations visuelles centrées sur les objets a manipuler. Une fois que la localisation
d’un objet est estimée, elle est ensuite intégrée a des contréleurs robotiques classiques. Les représentations centrées sur
les objets reposent sur des méthodes de segmentation que nous proposons d’améliorer avec les contributions suivantes.

Nous introduisons une méthode de segmentation sémantique basée sur les transformers qui exploite I'information globale
contenue dans une image a toutes les couches du modéle. Nous obtenons des résultats état de I'art et montrons
'avantage de notre modéle comparé a des réseaux de convolution. Notre méthode de segmentation présente deux
limitations, le modéle localise des objets qui sont prédéfinis et son entrainement nécessite des images annotées pour
chaque pixel. Pour remédier a ces limitations, nous présentons une méthode qui segmente des objets définis a partir
d’une description texte et ne nécessite pas de supervision au niveau des pixels. Notre méthode apprend a localiser des
objets en utilisant des annotations au niveau de I'image uniquement comme la présence ou I'absence d’un objet dans

l'image.

MOTS CLES

Robotique, Vision par ordinateur, Apprentissage par imitation, Segmentation d’images

ABSTRACT

The goal of this thesis is to develop models, representations and learning algorithms for the automatic acquisition of
visually-guided robotic skills from demonstrations and for object localization.

We first introduce a method to acquire robotic skills from demonstrations by learning a vocabulary of basic skills with
behavioral cloning. Skills are then combined with a planning policy learned with reinforcement learning in order to perform
more complex tasks. We show successful transfer of multiple tasks from simulation to a real robot by using a method
developed in this thesis optimizing a sequence of data augmentations on synthetic data to solve a proxy object localization
task on real data.

We then focus on sensor-based motion planning and propose an approach leveraging the knowledge of surrounding
obstacles observed with a camera to accelerate the finding of collision-free paths. The learned representation generalizes
across a large variety of objects, and the planning policy can handle new environments with dynamically moving obstacles.
While visually-guided policies learn task-centric image representations from control supervision, another line of work
consists in learning object-centric representations that can be plugged into classical robotics methods. Object-centric
approaches rely on a segmentation backbone for which we propose the following contributions.

Towards this goal we propose a transformer-based semantic segmentation model that leverages global context of the
image at every stage of the model and show state-of-the-art results when compared to convolution-based approaches
on classical benchmarks. Our segmentation model presents two limitations, it localizes a pre-defined set objects and
requires dense annotations to be trained, which limits its scalability to large datasets. To address these limitations, we
propose a method that segments an open set of visual concepts defined by natural language and does not require pixel-
level supervision. Our method learns to localize objects by using image-level labels such as the presence of an object in
the image.

KEYWORDS

Robotics, Computer Vision, Imitation learning, Image segmentation
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