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SUMMARY

Implicit Lyapunov methods for analysis and synthesis
of superexponentially stable systems

One of the most important performance indices for an automatic control system is the speed
of response which refers to the time taken by the system to respond to the given input or external
disturbance. Achieving fast response is a challenging engineering problem, for the solution of which
various control design methods are developed. For example, in the simplest case, the settling time
of a control system can be reduced by appropriately increasing the feedback gains of a linear static
controller. However, increasing the speed of response in such a way leads to transient oscillations of
considerable amplitude or even to the loss of stability in the case of time-delay systems. An alternative
way of achieving the required performance is to design a nonlinear control system. Compared to their
linear counterparts, nonlinear controllers allow one not only to significantly accelerate the speed of
response but also to guarantee the finite-time decay of the transients. However, due to the complexity of
the stability analysis of nonlinear systems, algorithms for calculating the nonlinear controller (observer)
parameters either do not exist at all or are applicable only for low-order systems. Therefore, the objective
of the research was to develop a simple and constructive way of nonlinear control design. To this end,
the Implicit Lyapunov method, which is based on the study of a Lyapunov function implicitly defined
by some nonlinear algebraic equation, was chosen as the main tool for stability analysis in the thesis.
Due to the implicit formulation, sufficient stability conditions for nonlinear control systems can be
presented in the form of linear matrix inequalities, which can be numerically checked very efficiently
using appropriate mathematical software. As a result, the calculation of the controller (observer)
parameters, which ensure the required performance of the closed-loop system, is significantly simplified.
To demonstrate the advantages and capabilities of the Implicit Lyapunov method, several problems
related to superexponential (hyperexponential and finite/fixed-time) stabilization and state estimation
of dynamical systems have been solved in the thesis.

Firstly, a Razumikhin-like method has been proposed for hyperexponential and fixed-time stability
analysis of retarded time-delay systems. Differently from the original Lyapunov-Razumikhin method,
the proposed approach allows one not only to study the stability of a time-delay system but also to
estimate the speed at which trajectories of the system converge to the equilibrium point. However,
due to the complexity of formulating Razumikhin-like sufficient conditions for hyperexponential and
fixed-time stability by means of a single function, in the proposed method, stability analysis is carried
out in two steps using a different Lyapunov-Razumikhin function for each of them. First, it is proven
that any trajectory of the system enters a specified closed region centered at the origin in finite time and
never leaves it again. Then, the second function is used to show that once the trajectories are within
the specified region, they will converge to the origin hyperexponentially or in fixed time, respectively.

Furthermore, to make the proposed method more suitable for the nonlinear control design, Implicit
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Lyapunov-Razumikhin theorems have also been formulated. The advantage of the implicit formulation
has been illustrated by solving the problems of hyperexponential and fixed-time stabilization of a special
subclass of time-delay systems. It has been shown that, under some nonrestrictive assumptions, both
problems can be easily solved by using the same nonlinear controller that stabilizes the corresponding
delay-free system in fixed time. Applying the developed Implicit Lyapunov-Razumikhin method for
stability analysis of the closed-loop system, the tuning of the nonlinear controller parameters, which
guarantee superexponential stabilization with the required speed, was reduced to verification of linear
matrix inequalities. The obtained theoretical results have been supported by numerical simulation of
the designed control system for different initial conditions and time delays.

Secondly, the notion of practical fixed-time input-to-state stability has been introduced for neutral
time-delay systems with external bounded disturbances and characterized by the Lyapunov-Krasovskii
method, which has been formulated both explicitly and implicitly. Based on the obtained theoretical
results, an alternative way of robust output practical fixed-time stabilization of linear systems in the
controllable canonical form has been proposed. To this end, the state vector was first approximated by
means of the finite difference method, i.e., based on the past values of the output signal. Differently
from the observer-based approaches, the finite-difference approximation scheme does not require
solving additional differential equations in real time, which simplifies its practical implementation.
Then, a nonlinear controller was designed to practically stabilize the system in fixed time. To achieve
fast stabilization, the nonlinear degree of the feedback is dynamically changed depending on how far
from the origin trajectories of the closed-loop system are. To apply the developed Lyapunov-Krasovskii
method, it has been shown that the closed-loop system has a neutral time-delay representation due to
the special integral relation between the state and its finite-difference approximation. Using the formu-
lated Implicit Lyapunov-Krasovskii theorem, sufficient stability conditions for the designed nonlinear
control system were presented in the form of linear matrix inequalities, solutions of which are used for
the calculation of the controller parameters. Furthermore, the impact of the artificially induced time
delay on the stabilization accuracy has also been quantitatively studied. Finally, it has been theoretically
proven and numerically illustrated that, both in the disturbance-free and disturbed cases, the proposed
nonlinear controller stabilizes the considered system in the vicinity of the origin much faster than its
linear counterpart.

Thirdly, the problem of robust output finite-time stabilization of linear systems under state con-
straints has been addressed. Geometrically, the considered class of state constraints represents a closed
region (hyperoctahedron, hypersphere or hypercube) centered at the origin, within which trajectories
of the closed-loop system must remain. To solve the problem, a nonlinear Luenberger-like observer
was first designed using the Implicit Lyapunov method in order to reconstruct the state vector in finite
time. Then, a continuous control law was proposed, which is linear when trajectories of the closed-loop
system risk violating the state constraints, and nonlinear otherwise. The linear feedback was chosen to
make the closed-loop system matrix Hurwitz and diagonally dominant. Due to this, trajectories of the
closed-loop system not only exponentially converge to the origin but also do not leave the specified
region. Once the trajectories reach the switching surface, the nonlinear feedback is used to accelerate
the convergence rate, namely, to stabilize the system in finite time. However, differently from the
finite-time observer, the practical implementation of the finite-time controller requires the online com-

putation of the Implicit Lyapunov function. Since the analytical solution of the corresponding nonlinear
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equation cannot be found in the general case, the bisection method was used to numerically calculate
the Implicit Lyapunov function. Compared to the existing methods of stabilization of dynamical systems
under state constraints based on control barrier functions and barrier Lyapunov functions, the tuning
of the proposed nonlinear control system is extremely simple: the observer and controller parameters
are found from the solutions of linear matrix inequalities and equations. Numerical simulation of the
designed control system has shown that, for sufficiently small external disturbances, the linear system
is stabilized in finite time without violating the state constraints.

Therefore, the thesis has demonstrated how various problems related to superexponential stabiliza-
tion and state estimation of dynamical systems can be effectively solved using the Implicit Lyapunov
method and its modifications. Compared to existing methods of nonlinear control design, the main
advantage of the developed approach is that all parameters of a nonlinear controller (observer) can be
numerically calculated by solving linear matrix inequalities and equations. Such a simple computation
method provides a constructive way for tuning the control parameters to achieve the required speed of
response and/or robustness with respect to external bounded disturbances. However, the automatic
control systems designed using the implicit Lyapunov method are not without drawbacks. On the one
hand, the practical implementation of the controller generally requires the online computation of the
Implicit Lyapunov function by means of numerical root-finding methods (e.g., the bisection method),
which increases the computational complexity of the control algorithm. On the other hand, despite the
relatively simple implementation of the finite-time observer, the calculation of its parameters becomes
more complicated due to the need to check a parameterized matrix inequality (e.g., using the iterative
algorithm proposed in the thesis). Thus, one of the possible directions for future research could be
modifying the structure of the controller and the observer in order to simplify their implementation and
tuning, respectively. Finally, in addition to improving the proposed control schemes, it is also essential
to evaluate their performance in practice and compare them with existing approaches (e.g., PID or

model predictive control).

Keywords: Implicit Lyapunov method, finite-time stability, fixed-time stability, hyperexponential
stability, time-delay systems, input-to-state stability
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RESUME

Méthodes implicites de Lyapunov pour I'analyse et la syntheése
de systemes superexponentiellement stables

Lun des indices de performance les plus importants pour un systéme de controle automatique
est la vitesse de réponse, qui correspond au temps mis par le systéme pour répondre a une entrée
donnée ou a une perturbation externe. Lobtention d'une réponse rapide est un probleme d’ingénierie
difficile, pour la solution duquel diverses méthodes de conception d’'une commande automatique sont
développées. Par exemple, dans le cas le plus simple, le temps d’établissement d'un systéme de controle
peut étre réduit en augmentant de maniere appropriée les gains de rétroaction d’'un contrdleur statique
linéaire. Cependant, 'augmentation de la vitesse de réponse de cette maniére conduit a des oscillations
transitoires d'une amplitude considérable, voire a la perte de stabilité dans le cas de systémes a re-
tard. Une autre facon d’obtenir les performances requises consiste a concevoir un systéme de contréle
non linéaire. Par rapport a leurs homologues linéaires, les contréleurs non linéaires permettent non
seulement d’accélérer considérablement la vitesse de réponse mais aussi de garantir la décroissance en
temps fini des transitoires. Cependant, en raison de la complexité de 'analyse de stabilité des systémes
non linéaires, les algorithmes de calcul des parametres d’'un contréleur (observateur) non linéaire
n'existent pas du tout ou ne sont applicables que pour les systémes d’ordre inférieur. Par conséquent,
l'objectif de la recherche était de développer une méthode simple et constructive de conception d'une
commande automatique non linéaire. A cette fin, la méthode implicite de Lyapunov, qui est basée
sur I'’étude d'une fonction de Lyapunov définie implicitement par une certaine équation algébrique
non linéaire, a été choisie comme outil principal pour I'analyse de stabilité dans la these. Grace a la
formulation implicite, les conditions de stabilité suffisantes pour les systemes de contrdle non linéaires
peuvent étre présentées sous la forme d’inégalités matricielles linéaires, qui peuvent étre vérifiées nu-
mériquement de maniere trés efficace en utilisant un logiciel mathématique approprié. Par conséquent,
le calcul des parametres du controleur (observateur), qui assurent la performance requise du systéme
en boucle fermée, est considérablement simplifié. Pour démontrer les avantages et les capacités de
la méthode implicite de Lyapunov, plusieurs problémes liés a la stabilisation et a 'estimation d’état
superexponentielle (hyperexponentielle et en temps fini/fixe) des systemes dynamiques ont été résolus
dans la these.

Premierement, une méthode de type Razumikhin a été proposée pour l'analyse de la stabilité
hyperexponentielle et en temps fixe des systémes a retard. Contrairement a la méthode originale de
Lyapunov-Razumikhin, I'approche proposée permet non seulement d’étudier la stabilité d'un systéme
a retard mais aussi d’estimer la vitesse a laquelle les trajectoires du systéme convergent vers le point
d’équilibre. Cependant, en raison de la complexité de la formulation des conditions suffisantes de type
Razumikhin pour la stabilité hyperexponentielle et en temps fixe au moyen d’'une seule fonction, dans

la méthode proposée, 'analyse de la stabilité est effectuée en deux étapes en utilisant une fonction de

9



10 Résumé

Lyapunov-Razumikhin différente pour chacune d’elles. Tout d’abord, il est prouvé que toute trajectoire
du systéme entre dans une région fermée spécifiée centrée sur l'origine en temps fini et ne la quitte
plus jamais. Ensuite, la deuxieme fonction est utilisée pour montrer qu'une fois que les trajectoires
sont dans la région spécifiée, elles convergent vers l'origine de maniere hyperexponentielle ou en
temps fixe, respectivement. En outre, pour rendre la méthode proposée plus adaptée a la conception
d'une commande automatique non linéaire, les théoréemes implicites de Lyapunov-Razumikhin ont
également été formulés. Lavantage de la formulation implicite a été illustré en résolvant les problémes
de stabilisation hyperexponentielle et en temps fixe d'une sous-classe spéciale de systémes a retard.
11 a été démontré que, sous certaines hypothéses non restrictives, les deux problemes peuvent étre
facilement résolus en utilisant le méme contréleur non linéaire qui stabilise le systéme sans retard
correspondant en temps fixe. En appliquant la méthode implicite de Lyapunov-Razumikhin développée
pour l'analyse de stabilité du systeme en boucle fermée, le réglage des parametres du contrdleur
non linéaire, qui garantit la stabilisation superexponentielle avec la vitesse requise, a été réduit a la
vérification d’inégalités matricielles linéaires. Les résultats théoriques obtenus ont été étayés par la
simulation numérique du systéme de contrdle concu pour différentes conditions initiales et différents
retards.

Deuxiémement, la notion de stabilité entrée-état pratique en temps fixe a été introduite pour les
systemes a retard de type neutre avec des perturbations externes bornées et caractérisées par la méthode
de Lyapunov-Krasovskii, qui a été formulée a la fois explicitement et implicitement. Sur la base des
résultats théoriques obtenus, une méthode alternative de stabilisation en temps fixe, robuste et pratique,
des systémes linéaires sous la forme canonique commandable a été proposée. A cette fin, le vecteur
d’état a d’abord été approximé au moyen de la méthode des différences finies, c’est-a-dire sur la base
des valeurs passées du signal de sortie. Contrairement aux approches basées sur les observateurs, le
schéma d’approximation par différences finies ne nécessite pas la résolution d’équations différentielles
supplémentaires en temps réel, ce qui simplifie sa mise en ceuvre pratique. Ensuite, un contréleur
non linéaire a été concu pour stabiliser pratiquement le systéme en temps fixe. Pour obtenir une
stabilisation rapide, le degré non linéaire de la rétroaction est modifié dynamiquement en fonction
de la distance par rapport a l'origine des trajectoires du systeme en boucle fermée. Pour appliquer
la méthode de Lyapunov-Krasovskii développée, il a été démontré que le systéme en boucle fermée
est un systéme a retard de type neutre en raison de la relation intégrale spéciale entre I'état et son
approximation en différence finie. En utilisant le théoréme implicite de Lyapunov-Krasovskii formulé,
des conditions de stabilité suffisantes pour le systeme de contrdle non linéaire congu ont été présentées
sous la forme d’inégalités matricielles linéaires, dont les solutions sont utilisées pour le calcul des
parameétres du controleur. De plus, 'impact du retard induit artificiellement sur la précision de la
stabilisation a également été étudié quantitativement. Enfin, il a été prouvé théoriquement et illustré
numériquement que, tant dans les cas sans perturbation que dans les cas perturbés, le contréleur non
linéaire proposé stabilise le systeme considéré au voisinage de I'origine beaucoup plus rapidement que
son homologue linéaire.

Troisiemement, le probléme de la stabilisation robuste en temps fini de la sortie de systémes linéaires
sous contraintes d’état a été abordé. Géométriquement, la classe de contraintes d’état considérée
représente une région fermée (hyperoctaédre, hypersphére ou hypercube) centrée a l'origine, dans

laquelle les trajectoires du systéme en boucle fermée doivent rester. Pour résoudre le probleme, un
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observateur non linéaire de type Luenberger a d’abord été concgu en utilisant la méthode implicite de
Lyapunov afin de reconstruire le vecteur d’état en temps fini. Ensuite, une loi de commande continue
a été proposée, qui est linéaire lorsque les trajectoires du systeme en boucle fermée risquent de violer
les contraintes d’état, et non linéaire dans le cas contraire. La rétroaction linéaire a été choisie pour
que la matrice du systeme en boucle fermée soit de Hurwitz et a diagonale dominante. De ce fait, les
trajectoires du systeme en boucle fermée convergent non seulement de maniére exponentielle vers
l'origine mais ne quittent pas non plus la région spécifiée. Une fois que les trajectoires atteignent la
surface de commutation, la rétroaction non linéaire est utilisée pour accélérer le taux de convergence,
cest-a-dire pour stabiliser le systeme en temps fini. Cependant, contrairement a 'observateur en temps
fini, la mise en ceuvre pratique du contrdleur en temps fini nécessite le calcul en ligne de la fonction
implicite de Lyapunov. Comme la solution analytique de I'’équation non linéaire correspondante ne peut
étre trouvée dans le cas général, la méthode de la bissection a été utilisée pour calculer numériquement
la fonction implicite de Lyapunov. Par rapport aux méthodes existantes de stabilisation des systemes
dynamiques sous contraintes d’état basées sur les fonctions de barriére de controle et les fonctions de
barriere de Lyapunov, le réglage du systeme de contrdle non linéaire proposé est extrémement simple :
les parametres de I'observateur et du contrdleur sont trouvés a partir des solutions des inégalités et des
équations matricielles linéaires. La simulation numérique du systéme de contréle concu a montré que,
pour des perturbations externes suffisamment petites, le systeme linéaire est stabilisé en temps fini
sans violer les contraintes d’état.

Par conséquent, la thése a démontré comment divers problémes liés a la stabilisation et a 'estimation
d’état superexponentielle des systemes dynamiques peuvent étre résolus efficacement en utilisant la
méthode implicite de Lyapunov et ses modifications. Par rapport aux méthodes existantes de conception
d’'une commande automatique non linéaire, le principal avantage de 'approche développée est que
tous les parametres d'un contréleur (observateur) non linéaire peuvent étre calculés numériquement
en résolvant des inégalités et des équations matricielles linéaires. Une méthode de calcul aussi simple
offre un moyen constructif de régler les parametres de commande afin d’obtenir la vitesse de réponse
requise et/ou la robustesse par rapport a des perturbations externes bornées. Cependant, les systémes
de contrdle automatique concgus a l'aide de la méthode implicite de Lyapunov ne sont pas sans incon-
vénients. D’une part, la mise en ceuvre pratique du contréleur nécessite généralement le calcul en ligne
de la fonction implicite de Lyapunov au moyen de méthodes numériques de recherche d'un zéro d'une
fonction (par exemple, de la méthode de la bissection), ce qui augmente la complexité de calcul de
l'algorithme de contrdle. D’autre part, malgré la mise en ceuvre relativement simple de I'observateur en
temps fini, le calcul de ses parametres devient plus compliqué en raison de la nécessité de vérifier une
inégalité matricielle paramétrée (par exemple, en utilisant I'algorithme itératif proposé dans la these).
Ainsi, une des directions possibles pour les recherches futures pourrait étre de modifier la structure du
contréleur et de I'observateur afin de simplifier leur implémentation et leur réglage, respectivement.
Enfin, en plus d’améliorer les schémas de contréle proposés, il est également essentiel d’évaluer leurs
performances dans la pratique et de les comparer aux approches existantes (par exemple, au controle

PID ou a la commande prédictive).

Mots-clefs : méthode implicite de Lyapunov, stabilité en temps fini, stabilité en temps fixe, stabilité

hyperexponentielle, systémes a retard, stabilité entrée-état
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HesiBHBbIE MeTOABI JIHIIYHOBa AJA aHAJIU3a U CHHTE3a
CYIIEePIKCIIOHECHIITNAJIBbHO YCTOﬁqHBBIX CHCTEM

OJHUM U3 BasKHEHIINX IIOKa3areseil KayecTBAa CUCTeMbI aBTOMAaTUYeCKOro yIIpaBJIeHUsl sIBJISAETCS
ee OBICTPOAEIiCTBUE, XapaKTepU3ylolllee CKOPOCTh PearupoBaHMUsI CUCTEMbI Ha IIOsIBJIEHUE 3alalo-
IIUX ¥ BO3MYIIAIONINX BO3elicTBUi. [IoBbIIIeHne ObICTPOAEHCTBUA ABJISAETCS CA0KHON MH)KeHepHOU
3ajaueii, sl pelleHUs KOTOPOH paspabaThIBAIOTCA pas3J/IMYHbIe METO/bl CUHTE3a CUCTEM aBTOMa-
TUYECKOro ynpasJjeHUsA. HampuMmep, B mpocreiiieM ciaydae JJIUTETbHOCTh ITePEXOAHBIX IIPOIEeCCOB
B CHCTeMe yIpaBJeHUs MOKeT OBbITh COKpallleHa IIyTeM HaJjliesKalllero yBeJudeHus koaddunmen-
TOB 00paTHOMN CBA3U JIMHEHHOI0 cTaTu4ecKoro peryiasropa. OJHaKO MOBBIIIeHNe OBICTPOIEeUCTBUSA
cucTeMbl IOJOOHBIM 00pa3oM IPUBOIUT K BOSHUKHOBEHUIO KoJleOaHU 3HAUUTEIbHON aMIIUTYAbI
IIpU IIepexXOIHbIX IpoIeccax UM Jaske K IoTepe YCTOMYUBOCTYU MPU HAJWYNUY 3alas3JbIlBaHUsA B CU-
creMe. AJIBTepHaTUBHBIN criocoO obecrnieyeHUs1 TpebyeMbIX TMHAMHYECKUX ITOKa3aresell kayecTBa
3aKJII0YaeTcs B IPOEKTUPOBAHNU HeJIMHEWHOU CHCTeMbl yIpaBieHusA. [Io cpaBHEHUIO C JTMHEHHBIMU
aHaJ0TaMy, HeJIMHeHHbIe PeryIsATophl MO3BOJISIOT HEe TOJIBKO CyIIECTBEHHO YBEJUYUTH CKOPOCTH
IIpOTEKaHUs NepexXoJHbIX IIPOIeCCOB B CUCTeEMe, HO U rapaHTUPOBaTh UX 3aTyXaHHe 3a KOHEYHBIN
IIPOME)KYTOK BpeMeHU. OJTHaKO BBUJY CJIOYKHOCTU aHAJIM3a YCTOWYUBOCTHU HEJIMHEHHBIX CUCTEM, aJl-
TOPUTMBI pacyeTa ImapaMeTpoB HEJUHEHHOro peryiasTopa (Habsomaresisi) 160 He CyIIeCTBYIOT BOBCE,
JIN00 OrpaHUYMUBAIOTCS IPUMEHEHNEM JJIs1 CUCTEM HEBBICOKOTO TOpPsiiKa. B CBA3U € 3TUM, IIeJIbI0 J¥C-
CepTAlMOHHOTO MCC/IeJOBAHUs SIBJISIACh pa3paboTKa IPOCTOro U KOHCTPYKTUBHOIO criocoba cUHTe3a
HeJIMHEeWHBIX CUCTeM yIpaBJjeHusd. [yis aToro B paboTe B KauecTBe OCHOBHOI'O MHCTPYMEHTA aHaJIM3a
yCTOMYMBOCTH OBINT BEIOpAH HEIBHBINM MeTOj JISIMyHOBA, OCHOBAaHHBIN HA UCCJIeIOBaHNU (PYHKITUU
JIAnyHOBa, HEesIBHO 33JaHHON HEKOTOPBIM HeJIMHEHHBIM ajrebpandyecKuM ypaBHeHUeM. Bjiaronaps
HesIBHOU (hOpPMYJIMPOBKE HOCTATOUYHBbIE YCJIOBUS YCTOWUYMBOCTU HEJIMHENHBIX CUCTEM yIIPaBJIeHUS
MOTYT OBITh IIpe/ICTaBJIEeHbI B BIJle JINHEWHBIX MAaTPUYHBIX HEPABEHCTB, YHMCJIEHHAsI IPOBEPKA KOTOPBIX
MOSKeT OBITH OCyIleCTBJIEHA JOCTAaTOYHO 3((EKTUBHO IPU ITOMOIIY COOTBETCTBYIOIIEr0 MaTeMaTHye-
CKOTO IPOrpaMMHOr0 o0ecriedyeHus. B peaysbrare, pacuer nmapaMmeTpoB peryssitopa (HabJromaress),
obecneynBalonuXx TpebyemMoe ObICTPOIeiCTBYE CUCTEMBI, CYIIECTBEHHO yIpolaeTcs. [l 1eMoHCTpa-
IIUY IIPEUMYIIEeCTB ¥ BO3MOKHOCTEl HesIBHOTO MeTofa JIAIyHoBa B AMCCEPTAIOHHON paboTe OBLIO0
pelIeHo HEeCKOJIBKO 3a/1ay, CBSI3aHHBIX C CYIIEPIKCIOHEHIINAIbHON (FUIIEePIKCIIOHeHIIMAIbHON U 3a
KOHeYHOoe/(PUKCUPOBAHHOE BpeMsi) CTaOUIM3aIlell ¥ OIEHKOM COCTOSHHUA TUHAMUYECKUX CHCTEM.

Bo-nepBbIX, ObLT IpeAJIosKeH MeTo[ Tula PadyMuxuHa sl aHaIM3a FUIepaKCIOHeHINalIbHON
YCTOMYMBOCTUA M YCTOHYMBOCTHU 3a (DPMKCHPOBAHHOE BpeMs CHCTeM C 3ala3[blBaHHeM. B ominume
OT OPHUTHHAJBbHOTO MeTofa JIsamyHoBa-PasymMuxrHa, IpeaioyKeHHbINH ITOIX0]] II03BOJIsieT He TOJIBKO
MCCJIeJJOBATh YCTOWYUBOCTh CUCTEMBI C 3alas/iblBaHUeM, HO TaKKe U OIeHUTh CKOPOCTb, C KOTOPOU

TPAeKTOPUM CHCTEMBI CXOIATCA K MOJIOKEHUIO paBHOBecusi. OJTHAKO M3-3a CJI0KHOCTU (DOPMYJIUPOB-
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KU OCTAaTOYHBIX YCJIOBUU T'MIIEPIKCIOHEHIINAIBHON YCTOMYNBOCTH U YCTOMYMBOCTH 32 (PUKCUPO-
BaHHOE BpeMs Tula PadymMuxvHA C TOMOMIbIO OMHOU (PYHKIIMH, B MPEII0KEHHOM METOMe aHaIu3
YCTOMYHMBOCTY MTPOBOAUTCA B JBA 3TaNa, JIJiA KaKI0TO U3 KOTOPBIX UCIIOJIb3YIOTCS CBOSI (PYHKITASA
JlsanyHoBa-Pagymuxuna. CHavyasa JOKa3bIBAeTCsl, YTO JI00asi TPAaeKTOPHs CUCTEeMEBI I0NaaeT B 3a4aH-
HyI0 3aMKHYTYI0 00J1aCTh C I[EHTPOM B HayaJie KOOPAWHAT 32 KOHEYHOE BpeMs U DOJIbIIlE HUKOT/A ee
He MMOKUaeT. 3aTeM BTopasi (DYHKITUSA UCIOJIBL3YETCS AJIsI TOTO, YTOOBI MOKa3aTh, YTO OKAa3aBIIINECS
B 3aJaHHOH 00J1aCTH TPAEKTOPUM CXOISTCS K Hadaay KOOPAWHAT TMIIePIKCIOHEHIINAJIBHO WU 3a
¢urcrpoBaHHOE BpeMsi COOTBETCTBEHHO. Kpome Toro, yToOBI chesaTh OpeIosKeHHBI MeTon 60-
Jiee IPUTONHBIM /1A CUHTEe3a HeJIMHEWHBIX CHCTeM YIIpaBJjeHWsl, ObLIN Tak)ke C(pOpMyJIMpPOBaHBI
HesiBHBbIE TeopeMbl JIsnyHoBa-PasymuxuHa. [IpenmyIiecTBo HesiBHOU (pOPMYIUPOBKH OBLIO ITPOUJLITIO-
CTPHUPOBAHO HA IIPUMEpPE pelleHusl 3a1a4 THIePIKCIOHEHINAIbHON CTAa0M/IN3aIluy U CTa0M/IN3aIuu
3a (PpMKCUPOBAaHHOE BpeMs CHenuaIbHOTO IIOJKJIAcCa CUCTeM C 3amas3fblBaHueM. Bblio mokasaHo,
YTO IPU HEKOTOPBIX HEOTPAHMYUTEIbHBIX JONYIIEHNUAX, 00€ 3aJja4l MOTYT OBITh JIETKO PEIIeHbI C
IIOMOIIBIO TOTO K€ HEeJMHEHHOro peryssiTopa, YTo CTa0UIM3UpPyeT COOTBETCTBYIOIIYIO CUCTeMy 0Oe3
3ana3apIBaHus 3a (PUKCHPOBaHHOE BpeMs. [IpumeHsiss pa3paboTaHHBIN HESIBHBIN MeTon JIAmyHOBA-
PagymuxuHa [j1s1 aHAIM3a YCTOMYUBOCTU 3aMKHYTOH CHCTEMBI, HACTPOUKA ITapaMeTPOB HeJIMHEHHOTO
perysisitTopa, TapaHTUPYIOMINX CYIIEPIKCIIOHEHINATBHYIO CTA0UIN3alHIo C TPedyeMOil CKOPOCTHIO,
Oblna cBeJieHa K IIPOBEPKe JIMHENHBIX MAaTPUYHBIX HepaBeHCTB. [lo/ryueHHbIe TeOpeTUYECKHE Pe3YIb-
Tarbl OBLIU MOATBEPYKIEHBI YHCIEHHBIM MOAEINPOBAHNEM Pa3pab0OTaHHOM CUCTEMBI YIIPaBJIEHUS IPU
Pa3IMYHBIX HAaYa/IbHBIX YCJIOBUSAX U BeJIMYMHAX 3alla3gbIBaHUs.

Bo-BTOpBIX, OBIJIO BBEIEHO MOHATHE TPAKTUUYECKON YCTOMYMBOCTH «BXOJI-COCTOsSIHME» 3a (PUKCU-
poBaHHOe BpeMs JJIsI CUCTEM C 3ala3fblBaHNeM HeWTPaJIbHOTO THUIIA, TOABEPSKEHHBIX BO3EHCTBUIO
BHENTHUX OFPaHUYEHHBIX BO3MYILIEHUH, a TaKkKe 0XapaKTepU30BaHO C IOMOIIIbI0 MeTofa JIAamyHoBa-
Kpacosckoro, chopMyIMpOBaHHOTO KaK B IBHOM, TaKk U B HESIBHOM Buje. Ha ocHOBe MoJTy4eHHBIX
TEOpeTUUECKUX pe3yJIbTaTOB ObLI MpeAJIoKeH aJbTepHATUBHbBIN CII0c00 pobacTHOM mpaKTUYeCKOU
cTabuau3anum JUHEWHBIX CUCTeM, 3aJaHHBbIX B KAHOHWUYECKOW ympaBJjsieMoil (popMe, IO BBIXOTY
3a (pukcupoBaHHOe BpeMs. /JIT 9TOr0 CHavyasia BEKTOP COCTOSTHUSI OBIJT MPUOJIMKEHHO OI[EHEH C
TIOMOIIIBI0 MeTO/la KOHEYHBIX Pa3HOCTel, TO eCTh Ha OCHOBE 3HAUYEeHUH BBIXOMHOTO CUTHaJIa B MpebI-
IyIIe MOMEHTHI BpeMeHH. B ominune OT MOAX0J0B, OCHOBAaHHBIX Ha MCIOJb30BaHUU HabJI0aTesNs,
KOHEYHO-Pa3HOCTHAasI allllpoOKCUMAIIis BEeKTOpa COCTOSIHUS He TpebyeT pelleHusl TON0JTHUTEeTbHbBIX
InddepeHInanbHBIX YpaBHEHUH B peaJbHOM BpeMeHH, YTO yIPOIlaeT ee MPaKTUUYeCKYyI0 peatnsa-
nuio. 3areM ObLIT pa3paboTaH HeJTMHEWHBIN PerysIsiTop JJI MPaKTUIECKON CTabUIM3aluyl CUCTEMBI 3a
¢ukcupoBanHoe BpeMsi. [TOBbIIIIEHHE CKOPOCTH CTaOUIM3aIi ObLIO 00eCIiedeHo 3a CYeT NMHaAMUYe-
CKOTO M3MeHeHUs MOoKasaTess HeJJUHEHHOCTH 00paTHOM CBSA3U B 3aBUCUMOCTH OT CTelleHU yaaJeHus
TpaeKTOPUi 3aMKHYTON CUCTEMBI OT Havaja KoopAuHar. [Ijisi Toro 4ToObl IPUMEHUTh pa3paboTaHHBIN
MeTof JIssmyHoBa-KpacoBckoro, Ob1710 TOKa3aHo, YTO 3aMKHYyTasl CUCTeMa SIBJIseTCsI CUCTeMOol ¢ 3a-
Ma3abIBaHUEM HeUTpaJIbHOTrO TUMa Osarofaps ClieualbHOMY UHTErpPaIbHOMY COOTHOIIEHUIO MEKTY
BEKTOPOM COCTOSIHUS U €r0 KOHEYHO-Pa3HOCTHOM ammpokcumMalireil. Micnoabays cpopMyaupoBaHHYIO
HESIBHYIO TeopeMy JIamyHoBa-KpacoBCKOTO, TOCTaTOYHBIE YCIOBUS YCTOMYUBOCTH paspaboOTaHHOU
HeJJMHENHOU cucTeMbl yIIpaBJieHUs ObLIN MPeACTaBIeHbl B BUjIe JIMHEMHBIX MaTPUYHBIX HEPABEHCTB,
pellleHsi KOTOPhIX UCIOJIBL3YIOTCA IJIsI pacdyeTa IlapamMeTpoB peryasTopa. Kpome Toro, 661710 Tak-

K€ KOJIMYECTBEHHO MCCJ/JI€JO0BaHO BJAUAHNE NCKYCCTBEHHO BBOAMMOI'O 3alla3bIBaHHUsA Ha TOYHOCTb
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crabumsanuy. HakoHel], ObIJI0O TEOPETUYECKH TOKA3aHO U YUCJIEHHO IIPOUJIIIOCTPUPOBAHO, YTO U
IIPY OTCYTCTBUH, U IIPU HAJWYNY BHEITHUX BO3MYIEHUI IPEJIOSKEHHBIN HEJIMHENHbBIN PEeryJIsiTop
CTadMIN3UpyeT pacCMaTpUBAEMYIO CICTEMY B OKPECTHOCTH Hadasia KOOpPAMHAT ropasfo ObICTpee, YeM
ero JITHEWHBIN aHaJIOor.

B-TpeThux, ObliIa paccMoOTpeHa mpobseMa pobacTHON cTabMIN3aUuy JTUHEHHBIX CUCTEM TI0 BBIXOIY
3a KOHEYHOe BpeMs Mpu Hamndun Ga30BbIX OTpaHUYeHu. [eoMeTpUiecKr paccMaTpUBaeMbIi KJiacc
(pa3oBbBIX OrpaHUYEHUI TTPECTABIIsIET COO0I 3aMKHYTYIO 00J1acTh (TUIIEpOKTa’ap, runepcdepy uiu
TUIEepKy0) C IEeHTPOM B Hayajie KOOPJAMHAT, BHYTPU KOTOPO# JOJIKHBI OCTaBaThCsl TPAEKTOPHUU 3a-
MKHYTOH CHCTeMBI. [IJI1 TOro 4TOOBI PEIINTh IOCTABJIEHHYIO 3a/1ady, CHayaja C IIOMOIIbI0 HESIBHOTO
MeTofa JIssmyHOBa OBLI CIIPOEKTUPOBAH HEJIMHEHHbBIN HabJronares s Tuna Jlroenbeprepa ajsi BoccTa-
HOBJIEHHSI BEKTOPA COCTOSIHUSA 32 KOHEYHOe BpeMs. 3areM ObLI IpeJJjIoyKeH HellpepbIBHBIA 3aKOH
yIpaBJeHUs, KOTOPBIH ABJISAETCSA JTUHEHHBIM, KOT/Ia TPAEKTOPHUY 3aMKHYTOU CUCTEMbI HAXOsITCS BOJIN-
3 I'PaHMUI] 00JIACTH TOIMYCTUMbIX 3HAUEHHNH BEKTOpA COCTOSIHUS, M HEJIMHEHHBIM B IPOTUBHOM CJIyYae.
JluHeliHass oOpaTHasi cBsi3b ObLIa BRIOpaHa TaKUM 00pa3oM, YTOObI MaTpuila 3aMKHYTON CHUCTEMBI
Obl7a TYPBUIEBOM U 00J1a7ja/1a CBOMCTBOM JUAroHaILHOTO MpeobJiafanus. biaarogaps sToMy TpaekTo-
pUY 3aMKHYTOH CHCTEMBI HE TOJIBKO 9KCIIOHEHIINATBHO CXOJATCA K Ha4aly KOOPAMHAT, HO TaKsKe IIpU
9TOM He MOKUJIAIOT IIpe/iesIbl 3aJlaHHOM 00JIACTU TOITyCTUMBIX 3HaYeHWH. Kak TOJIbKO TpaekTopuu
JOCTUTAIOT ITOBEPXHOCTH I€PEKJIOUEeHNs], HeJIMHENHBIN 3aK0H yIIpaBJIeHUs UCIIOJIb3YeTCs 1JIs IIOBBI-
IIIeHNsI CKOPOCTH CTa0M/IN3aIUH, @ UMEHHO, [ CTa0M/IN3aIiy CUCTEMBI 32 KOHEeYHOe BpeMsi. OTHaKo
B OTJINYME OT KOHEYHO-BPEMEHHOTO Ha0JIIofaTe N s1, IpaKTHYecKasi peajn3anysi KOHeYHO-BPEMEHHOT0
perysnsitopa TpebyeT BbIUYNUC/IEHUS HEABHOU (pyHKIMM JIAIyHOBa B pealbHOM BpeMeHU. [I0CKOJIbRY
QHAIMTUYECKOE pellleHre COOTBETCTBYIOIIETO HEeJTMHEHHOTO YPaBHEHHA B 00IIIeM cyyae He MOJKeT
OBITh HAWIEHO, JJIsT TPUOJIUIKEHHOTO BBIYUCIEHUA HESBHOU (PpyHKIUM JIsAmyHOBa GBI MCIIOIH30BAH
MeTo[ 6ucekiuy. ITo cpaBHEHHIO C CYIIECTBYIONINMHI METOAAMU CTA0M/IN3anNN TUHAMUYECKUX CH-
creM TIpu Ham4Yuu (a3oBbIX OTPAaHNYEHNI, OCHOBAaHHBIMU Ha MICIIOJb30BAHNU OapbePHBIX (DYHKITASIX
ympasJseHusi u 6apbepHBIX QPYHKIUAX JIATyHOBA, HACTPONKA MPEJIOsKEHHON HeJTUHEWHONW CUCTEMBI
yIpaBJeHUs MpeieIbHO MIPOCTa: mapaMeTphbl HAaOJIoaTe sl M PETyIsiTopa HaXOIsATCS U3 peIleHni
JINTHEHWHBIX MAaTPUYHBIX HEPABEHCTB U YpaBHEHMI. YHNC/IeHHOE MO/IeTMPOBAaHNE CIIPOEKTUPOBAHHOU
CHCTeMBI YIIpPaBJIeHHUs IIOKA3aJ/I0, YTO MPU JOCTATOYHO MAJIbIX BHEIIHUX BO3MYIIEHHAX JTUHEHHAs
crcTeMa CTabMIM3NPYeTCsl 32 KOHEYHOE BpeMsi C coOJoieHreM (Da30BbIX OTPaHUYEHUN.

Takum 006pa3oM, B quccepTallOHHON paboTe MPOIEMOHCTPUPOBAHO, KAK pasJ/IMyHble 3a7auH, CBs-
3aHHbBIE C CYIIepPIKCIIOHEHITNAMbHOU cTabuau3anyeil 1 olfeHKON COCTOSIHUS JUHAMUYECKUX CHUCTEM,
MOTYT OBITh 9(P(PEKTUBHO pellleHbI C TOMOIIHIO0 HESIBHOTO MeTo/Ia JIAMyHOBa B eT0 MOAU(UKAITIN.
ITo cpaBHEHHUIO C CYIIECTBYIOIIUMU MeTOJaMH IIPOEKTUPOBAHNSA HeJIMHEHHBIX CUCTEeM YIIpaBJIeHHs,
OCHOBHBIM IIPENMYIIIeCTBOM pa3paboTaHHOTO MOAX0/a ABJISETCS TO, YTO BCe ITapaMeTphbl HeJIMHEeHHOro
peryssitopa (HabJtozaTesisi) MOTYT OBITh PACCUNUTAHBI ITyTEM YUCIEHHOTO pPeIIeHrs] JTHHEeHHBIX MaTpUy-
HbBIX HEpaBEeHCTB U ypaBHeHUH. Takoll mpocToit MeTo[ pacuera o0eclieunBaeT KOHCTPYKTUBHBIM CIoco0
HAaCTPOWKHU NTapaMeTpPOB HEJTMHEHHOW CUCTEMbI YIIPaBJIeHUs Iji o0ecriedeHusi TpebyeMoro 6bICTPO-
JeficTBUS M/UIu poOACTHOCTH 110 OTHOIIEHNIO KO BHEIITHUM OrpaHMYeHHBIM BO3MyIeHUsIM. OIHaKO
CHCTeMbl aBTOMAaTHUYeCKOI'0 YIIpaBJ/IeHNUs], CIIPOEKTUPOBAHHbIE C UCIOJIb30BaHNEM HEsIBHOTO MeToJa
JIAnyHOBa, He JINIIeHbl HeoCTaTKOB. C OAHOM CTOPOHBI, IPAKTUYECKasl peansalysi peryasropa B

ob1u1eM ciryuae TpebyeT BhIUMCIEHUSA HesIBHOU (pyHKIMM JISTTyHOBA B peaJilbHOM BpPeMEHHU C ITOMOIIbIO
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YHCJIEHHBIX METOIOB PeIlleHNsI ypaBHeHUi (HapuMep, MeToa OUCEKIMH), YTO BeJeT K YBeJUIeHHUIO
BBIYMCJIUTENBHON CJIOMKHOCTU aaropurMa yupassaeHusi. C Apyroil CTOPOHBI, HECMOTPSI HA OTHOCUTEJIb-
HO IIPOCTYIO pean3anuio KOHeYHO-BPEMEHHOI0 Ha0JIio/iaTeisi, pacyeT ero apaMeTpoB YCI0KHSIETCS
HeO0OXOIMMOCTBIO ITPOBEPKU MTapaMETPU30BAaHHOIO MAaTPUYHOTO HepaBeHCTBA (HAlpuUMep, C IOMO-
I[BI0 TIPEIJIO}KEHHOTO B JUCCEPTAIMOHHON paboTe mTepanroHHOro ajropurma). CiieoBaresbHO,
OTHUM W3 BO3MOYKHBIX HAIlpaBJIeHUH OyAyIINX UCCJIeIOBAaHUU SIBJISIETCS CTPYKTypHAs MOAU(MUKALINSA
peryssiTopa ¥ HaOJI0aTes sl C [eJIbI0 YIPOILeHNUsI UX peaanu3allii U HaCTPOWKH, COOTBETCTBEHHO.
HaxoHel, TOMIUMO COBEpPIIEHCTBOBAHMsI Pa3pabOTAaHHBIX CHCTEM YIIPABJIEHHs], BAYKHO TaKIKe OIle-
HUTH UX PabOTOCIIOCOOHOCTh HA MPAKTHKE M CPABHUTH C CYIIECTBYIOIMMHU TIOAX0AaMHu (HampuMmep,

[T1/-peryiupoBaHUEM HJIH YIIPABJIEHUEM C MPOTHO3UPYIOIINMH MOIEJISIMU).

KaroueBrble ciioBa: HEABHBIN MeTOJ JIAMYHOBA, YCTONYMBOCTD 32 KOHEYHOE BpeMsi, YCTOMYMBOCTh
3a (pukcUpoOBaHHOE BpeMsl, TUIIePIKCIOHEHIIMAbHAsI YCTOMUYMBOCTh, CUCTEMBI C 3amna3JblBaHUEM,

YCTOfI‘{I/IBOCTI: «BXOI-COCTOAHHE»



NOTATION AND ABBREVIATIONS

Notation

SETS AND SPACES

R the set of real numbers

R4 the set of non-negative numbers

R% the set of positive numbers

N the set of natural numbers

1,n a series of natural numbers up to n, i.e. 1,...,n

R" the Euclidean space equipped with the p-norm, p € {1,2, 00}, defined for any

column vector x with elements x; € R, i = 1,n, as

n
Z | ifp=1,
i=1

n

”pr = 2‘371‘2 it p=2,
i=1
max |z;|  if p=o0
\ 1=1,n
Rm>m the space of real n x m matrices equipped with the induced p-norm, p €
{1,2, 00}, defined for any matrix A with elements a;; € R, i =1,n, j = 1,m, as
m
max a;;| ifp=1,
i=Tn Z | l]| p
j=1
HAHP = Umax(A) if p=2,
n
max » [a;| if p= oo,
J=tmi=
where 0.5 (A) is the largest singular value of A
Snxn the space of symmetric real n x n matrices
c(Q, R™) the space of continuous functions ¢ : R D {2 — R" equipped with the norm
Iéllc :=max 16 (r) 2
c™(Q, R™) the space of m times continuously differentiable functions R O 2 — R"
Ly (92, R™) the space of Lebesgue measurable essentially bounded functions ¢ : R O 2 —

R™ equipped with the norm

[@llge := ess supreq [[¢(7)]lp < +o00
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18 Notation and Abbreviations
L?(Q, R™) the space of Lebesgue square integrable functions ¢ : R O 2 — R" equipped

with the norm

12 = [ (7 Bds < +oc

wW(Q, R™) the space of absolutely continuous functions ¢ : R 2 (2 — R" with Lebesgue

square integrable first-order derivatives ¢’ equipped with the norm

lellw = llellc + 1"l 2,

Wo (2, R™) the subspace of W (€2, R") defined as Wy := {¢ € W : ¢(0) = 0}
Bx(0), Bx|o] open and closed balls of radius ¢ > 0 centered at the origin in the normed space

(X, ]]-]|x) defined, respectively, as

Bx(o) :={z € X:|lzllx <o} and Byxlo]:={zreX:|z|x <o}

co(2) the convex hull of a set 2 € R”

COMPARISON FUNCTIONS

K (GK)

IK

KL (GKL)

the class of functions w : R, — R such that:
1) w(0) =0 (resp. w(s) = 0 for all s € [0, so], where sy > 0);
2) w(s) is strictly increasing (resp. on [sg, +00))

the subclass of K defined as Koo := {w € K : limg_, oo w(s) = +o0}

the class of functions ¢ : R} x R*% — R such that:

1) ¢ is continuous on R* x R*;

2) for any s € R’ there exists 0 € R such that ¢(o, s) = 0;

3) for any fixed s € R%, the function ¢(-, s) is strictly decreasing on R*;

4) for any fixed o € R*, the function ¢(o, -) is strictly increasing on R* ;

5) lim 0 =0, lim s =0and lim o = +oo for all pairs (0,s) € R} x R}
s—0t o—0+ §—+00

such that ¢(o,s) =0

the class of functions v : Ry x Ry — R such that:

1) for any fixed ¢ € R, the function v(-,¢) belongs to the class K (resp. GK);

2) for any fixed s € R, the function v(s, ) is decreasing and v(s,t) — 0 as
t— o0 (resp. t—T1'(s) for some finite 7'(s) > 0 and v(s,t) = 0 for all ¢t > T'(s))

VECTORS AND MATRICES

x', AT
col{ay,...,an},
colfai}iy
row{a,...,a,},

Tin
row{a; }",

diag{Al, ce ,An},
diag{Ai}?zl

the transpose of a vector x and a matrix A, respectively

a column vector with elements a; € R™¢, 1 =1,n

a row vector with elements a; € R™, i = 1,n

a block diagonal matrix with blocks A; € R™*™i §=1n
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I, the n x n identity matrix
Onxm an n X m zero matrix
Ai(4) the i-th eigenvalue of a real matrix A

Amin(P), Amax(P)  the smallest and largest eigenvalues of a symmetric real matrix P, respectively

P=0(P=<0) a symmetric real matrix P is positive (negative) definite
P-0(P<x0) a symmetric real matrix P is positve (negative) semidefinite
llz|lp the weighted Euclidean norm defined for any z € R™ and a positive definite
matrix P € S"*" as
|z||p :=VaT Px
exp(A) the matrix exponential of A € R™*" defined as

1
exp(A) := Z HAk’
k=0

where A? = T,

rank(A) the rank of a matrix A
* the corresponding element of a block symmetric matrix
OPERATORS
fog the composition of mappings f and g
VV(x) the gradient of a differentiable function V' : R® — R, defined for any vector
x = col{x;}I' | as
oV n
V(x) := col { }
VV(x) :=co 92, J i1
sgn(x) the signum function defined for any = € R as
1 ifxz >0,
sgn(z) = 0 ifx=0,
-1 ifz<0
SGN(z) the set-valued signum function defined for any z € R as
{1} ifz >0,
SGN(z):=<[—1,1] ifz=0,
{-1} ifz<0
[x]® the signed power defined for any z € R and a € R}, as

[z]* := sgn(z)|x|*

sat(x,b) the saturation function defined for any x € R and b € R’} as
b ifx >0,
sat(z,b) ;== «x ifxe[-b, b,

—b ifz< b
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Abbreviations

a.e.  almost everywhere

ILF  Implicit Lyapunov function

ILKF Implicit Lyapunov-Krasovskii functional

ILRF Implicit Lyapunov-Razumikhin function

ISS  input-to-state stability (also input-to-state stable)
LMI linear matrix inequality

resp. respectively



CHAPTER

INTRODUCTION

In many control scenarios, a failure to perform a required task within a limited period of time
leads to fatal consequences. For instance, in order to significantly reduce the cost of space launches,
modern spacecraft companies develop and manufacture reusable rocket stages that can be recovered
and reflown after successful vertical landings. Obviously, such technology requires a rocket stage to be
stabilized in a vertical position and its velocity reduced to zero before the touchdown since otherwise
the stage may tip over or crash down. Similarly, to avoid a possible collision between two separate
free-flying space vehicles during mating operations (e.g., when a cargo spacecraft is docking with a
space station), the speed of both spacecraft must be perfectly matched at the same time they meet in
the orbit. Another scenario where the speed of response plays a key role is the interception of attacking
missiles. Clearly, anti-missile defense systems must detect, track and destroy a hostile missile before it
hits its target.

These and many other examples demonstrate the significant demand for reliable automatic systems
which guarantee that the control objective is achieved without violating the time constraints. However,
the design of such control systems is a challenging engineering problem, for the solution of which
various theoretical methods are developed. In the dissertation, we propose an alternative way of control
design that, differently from the existing approaches, provides a simple and constructive algorithm for
calculating the parameters of a control system. The main idea of the proposed solution is to prove
stability of the closed-loop system using the Implicit Lyapunov method, the advantages and capabilities
of which are described in detail below. Also in this chapter, we explain what superexponential stable

systems are and why they are studied in the thesis.

Outline of the current chapter

[I.1l [Decay rates of dynamical systems| 22
[Superexponential stability: brief history and state of the art 25
[Lyapunov functions method| 26
[I.4] |Research problem and contributions of the thesis] 32
[List of publications and structure of the thesis| 33
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1.1 Decay rates of dynamical systems

Consider a nonlinear system in the form:

#(t) = f(x(t), =(0) = o, (1.1)

where z(t) € R” is the state vector and f : R” — R" is a continuous function such that f(0) = 0.
In order to compare different decay rates, we assume that for all 2o € R™ solutions z(¢, z) of the

system ([1.1)) can be majorized as follows:
[z(t, zo)ll2 < ¢(llzoll2, ), vVt >0, (1.2)

where ¢ is some function of class KL or GKL. Note that the estimate (1.2 implies global asymptotic
stability of the system ([1.1) at the origin. Moreover, since the equilibrium point is unique, then we can

say that the whole system is stable. Then we can introduce the following indicator function:

B0, ) = limys oo € o(0l2, 1), (1.3)

where a > 0 is a parameter used to characterize the decay rate of the function ¢(||x¢||2,¢) for any fixed
xo € R™. Note that a similar indicator function was used by A. M. Lyapunov in his seminal work [51] to
define the so-called characteristic number of a continuous function.

Following [12], we will present the classification of systems in the form based on the value of
the indicator function ®(zo, ).

Definition 1.1. Let the estimate hold. Then the system (1.1)) is called globally:

* exponentially stable with a decay rate o > 0 if ®(zg, ) = ¥(||xoll2) € K for all zyp € R™;
e subexponentially stable if (xy,«) = o0 for all zo € R"™ and any o > 0;

* superexponentially stable if (xy,«) = 0 for all zo € R™ and any o > 0.

In other words, sub/superexponential stability means that solutions of the system ((1.1)) converge to the
equilibrium slower/faster than exponentially with any decay rate o > 0. Let us illustrate that by some

scalar examples.

Example 1.1. Consider a scalar differential equation in the form
#(t) = —afz(t)] ", (1.4)

where o > 0 and p € (=1, +00).

We begin with a well-known fact that system is exponentially stable with a decay rate « if
p = 0. Indeed, substituting |z (¢, zo)| = |zole™* in formula yields ®(zg,a) = |xo|. Graphically,
exponential stability means that the tangent lines to In |z(¢, z()| have a constant slope for all ¢ > 0 (see
Figures [L.1H1.2)).

On the other hand, it is easy to check that for x4 > 0 solutions of system ({1.4]) satisfy the following

relation
|0

x(t,xo)| = .
7m0 = a1
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Since, in this case, x(t) decreases polynomially, then ®(xp, ) = oo for all zp € R and any a > 0,
which implies subexponential stability of system (1.4). Graphically, it means that the tangent line to
In |z(t, )| becomes parallel to the ¢-axis as ¢ tends to +oo (see Figure [1.1a). However, it is worth
mentioning that since |z(t,zo)| < (aut)~'/# then for any x; € R solutions of the system reach the
set Ba[oo], where gy > 0, in fixed time T'(go) := 0y "/(cpt). Following [19], we will call this property as
nearly fixed-time stability of the origin.

Finally, if © € (—1,0) then one gets

(Izol ™ = alult) ", it t € 0, T(a0)],

j(t, zo)| = -
0, if ¢ > T(Hfo),

where T'(x0) := |zo|"/(a|u|) is called the settling time. In other words, z(t) converges to the origin in
finite time T'(x(), which implies superexponential stability of system ((1.4). Graphically, it means that
the tangent line to In |z(t, zo)| becomes normal to the t-axis as ¢ tends to T'(x() (see Figure(l.1b). W

Example 1.2. Consider a scalar differential equation in the form
@(t) = —0.5a([z(t) " + [z(t) ), (1.5)

where p € (0, 1). Introducing the coordinate transformation y := arctan |z|*, solutions of system ([1.5)
can be easily found:

(tan (arctan(|zo|") — 0.5a,ut))1/“, if t € [0,T(z0)],

|z(t,20)| =
0, if t > T(x0),

where T'(xg) := 2arctan(|xg|")/(au). It is worth mentioning that, differently from finite-time stability,
the settling time 7'(zo) of system ([1.5) is uniformly bounded (fixed) for all z € R., i.e., sup, g T'(20) =
Ty := /() (see Figure [1.2a]). [ |

Example 1.3. Consider a scalar differential equation in the form

i) = { — a(l + ‘ln |a:(t)H)w(t), if x #0, (1.6)

0, if x =0.

Note that the right-side of (1.6) is continuous at z = 0 since lim|, o+ (14 In|z| D |z = limy 0+ (1 +
In|z|~1)/|z|~! = 0. One can check that solutions of (L.6) are given as follows:

e for |zo| <1

[a(t, zo)] = ¢! = (1= Tz,

e for |zo| > 1
o1+ Infagl)e™ —1

el ~ el = T(IO)), ift > T(xp),

. if ¢t € [0, T(x0)],
2(t, 20| = if t € [0, T(z)]

where T'(zp) := In(1 + In|z¢|)/a. Clearly, ®(z¢,«) = 0 for all zp € R and any a > 0. Thus, system (1.6)
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(1) = —[a(t) | (1) = —[(t) /2

- - mi(t) = —a(t)

- —i(t) = —a(t)

(a) Nearly fixed-time stability (b) Finite-time stability

Figure 1.1: Examples of subexponentially (a) and superexponentially (b) stable systems

is superexponentially stable. Since the decay rate itself changes exponentially, following [64], we will

call such type of convergence as hyperexponential one (see Figure [1.2b)). ]

The above examples demonstrate an interesting feature of superexponentially stable systems: the
system state may reach the origin in finite time. However, in many practical cases, it is sufficient
to guarantee finite-time convergence only to some small neighborhood of the origin. For example,
this requirement is easily achieved for linear controllable systems if the control law is chosen in the
form of linear state feedback. Then the convergence time can be tuned using the pole placement
method. But this strategy has limited use due to the so-called “peaking phenomenon” when reducing
of the convergence time leads to significant overshoots during the initial phase of the stabilization [37].
Moreover, increasing of the feedback gains may result in robustness degradation (note that time-delay
systems can even become unstable in this case). Since such a transient behavior is unacceptable in
practice, then a nonlinear approach may be another possible way for convergence acceleration.

Furthermore, finite-time convergence can drastically simplify control design when only a part of the
system state is available for measurements. In this case, one has to estimate the remaining part of the
state, for example, by introducing an additional dynamical system called the observer [50]. Differently
from linear systems, the controller and the observer cannot be designed independently since the closed-
loop system might be unstable. But we can get a nonlinear analogue of the separation principle [38,
21] if the state vector is reconstructed in finite time. The only additional requirement is to ensure that
the system performance has not deteriorated by that time.

Finally, let us say some words about the robustness properties of superexponentially stable systems.
To this end, consider again systems ([1.4)-(1.6), but in the presence of matched parametric uncertainties
and external disturbances:

z(t) = —aK (z(t))x(t) + Bz(t) + d(t), (1.7)

where K : R — R} U {400} is a state dependent gain defined as K (z) = Ki(x, ) = |z|t, K(z) =
Ky(z) := 0.5(|z| ™" + |z|*) and K(x) = K3(x) := 1 + |In|z||, respectively; 5 > 0 is an unknown
parameter; d(t) € R is external essentially bounded disturbance. If K (z) = K;(z,0) = 1, then system

(1.7) is linear. It is a well-known fact that, in this case, solutions of the system remain bounded only if
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A lz(t)] p e
2(t) = —0.5([z(t))V/? + [z(t)]?/?)

B(t) =—(1+ \ ln|av(t)\|)z(t)
- - -ilt) = —a()

- () = —a()

(a) Fixed-time stability (b) Hyperexponential stability

Figure 1.2: Examples of superexponentially stable systems

B < «. However, this requirement may be not guaranteed if there is no information about parameter 3.
Contrarily, if K(z) = Ks(z) or K(x) = K3(z), then, for any g > 0, system is stable with respect
to some set A C R. Therefore, superexponentially stable systems are robust to matched parametric
uncertainties. Moreover, since Ky(z) > 1 and K3(z) > 1 for any z € R, then matched external
disturbances are better rejected than in the linear case.

Therefore, consideration of superexponentially stable systems is intriguing not only for theory, but
also for practice. In the next section, we will recall the main results related to analysis and synthesis of

superexponentially stable systems.

1.2 Superexponential stability: brief history and state of the art

First, note that it is difficult, if not impossible, to consider superexponentially stable systems in

general. Instead, in the thesis, we will focus only on a few subclasses whose definition is given below.
Definition 1.2 [59, 64, 68]. The system (1.1 is called globally:

* finite-time stable if it is Lyapunov stable and for any xo € R" there exists 0 < T'(z) < +oc such that
x(t,xg) = 0 for allt > T'(xp). The functional T(zo) := inf{T" > 0 : z(t,x9) = 0Vt > T'} is called the
settling time of the system ;

* fixed-time stable if it is finite-time stable and there exists Ty < +00 such that sup,,cgn T'(x0) < To;

* hyperexponentially stable with a decay rate 9 > 0 if it is Lyapunov stable and there exists 1) € K such
It
that ||z(t, z0)||2 < ¥(||zoll2)e™ ¢ forallt > 0 and any xo € R™.

Now let us discuss each type of stability in more detail.

It appears that finite-time convergence was first studied in control theory as a time-optimization
problem [1]. Typically, this problem is solved by using the so-called bang-bang control when the control
signal switches abruptly between two extreme values. However, practical implementation of such a
discontinuous control strategy may lead to unwanted side effects (e.g., chattering [25]). Moreover,
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stability analysis of systems with discontinuous dynamics is rather complicated [65]. These facts
stimulated the search for continuous finite-time controllers and, at the same time, the development
of methods for the corresponding stability analysis. Apparently, the first step was taken by Emilio
Roxin who systematically introduced the notion of finite-time stability in [68] and then proposed to
characterize it by means of Lyapunov functions in [69]. Later the Lyapunov method was refined (see
the next section) and applied to construct a continuous finite-time controller for the double integrator
[31, 5]. Then it was shown in [6] that stability analysis can be simplified for the so-called homogeneous
systems [81]. In fact, since then, most finite-time control and state estimation algorithms have been
developed using these two approaches. It is worth mentioning that there exists another popular method
of finite-time stabilization, namely, sliding mode control that forces a system to “slide” along a desired
trajectory [77]. However, due to discontinuity of the control signal that alters the dynamics of the
system, sliding mode control will not be considered in the thesis.

The notion of fixed-time stability, which is closely related to the concept of finite-time stability, was
introduced in [59]. The main feature of fixed-time stable systems is that their trajectories reach the
equilibrium point in finite time, no matter how far from the origin they start (see Example [1.2). Clearly,
such a property is very important in finite-time stabilization (state estimation) when little is known
about the initial conditions [62} |48, 49]. Moreover, recently it was shown that the settling time can be
chosen irrespective of the initial conditions, i.e., T'(xg) = Const for any xo € R™ [73| 34]. However, this
property requires analysis of time-varying systems, which is beyond the scope of this thesis.

Note that, in some situations, finite/fixed-time stability may be difficult to achieve. For example,
this is typical for time-delay systems, for which x(¢) = 0 does not necessarily implies #(¢) = 0 due to
the presence of time delay [52} [23]. Although in this case the equilibrium point cannot be reached in
finite time, it is still possible to significantly accelerate the decay rate. To this end, one can consider
the concept of hyperexponential stability [64], when the decay rate grows exponentially in time (see

Example [1.3).

1.3 Lyapunov functions method

In modern control theory, the Lyapunov functions method is de facto the main tool for stability
analysis of nonlinear differential equations. The main advantage of the method is that it allows one
to check stability of an equilibrium point without solving a differential equation. This is achieved by
introducing a special function and studying its evolution in time. Moreover, the Lyapunov functions
method is not only used for qualitative analysis (stability/instability), but it also provides important
quantitative estimates (e.g., on the domain of attraction or the rate of convergence).

Nevertheless, to apply the method, one has to find a suitable Lyapunov function candidate. Un-
fortunately, there is no systematic way for this and the choice is usually based on the intuition of
the designer. However, in some cases, it is possible to give some recommendations (see [40]). For
example, in the simplest case of linear systems, a Lyapunov function has the quadratic form. In case
of mechanical or electrical systems, it seems natural to use the energy function as an appropriate
candidate.

Furthermore, the search for a Lyapunov function becomes harder as more severe restrictions are
imposed on the convergence rate of solutions to an equilibrium point. To show this, let us recall the

Lyapunov theorems on exponential and finite-time stability.
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Theorem 1.1 [7]). If there exists a continuous function V : R™ — R, such that:
Ce1) V is continuously differentiable outside the origin;

C.2) there exist functions 01,09 € Koo such that for all x € R™:
a1(lxll2) < V(x) < aa(lIxll2);
C.3) there exist constants j € (—1,0] and a > 0 such that for all x(t) € R™\ {0} satisfying (1.1):

V(a(t)) < —aV'* (1)),

where V (z(t)) = ‘W X) }X o/ (€(t)), then the origin of the system is
* exponentially stable with the decay rate o if 1 = 0;
* finite-time stable with the settling time T (z() < VO‘”‘/(a\,u\), where Vi := V (x9), otherwise.

Remark 1.1. It is worth mentioning that the condition on continuous differentiability of a
function V is chosen to make Theorem [1.1] consistent with its implicit counterpart (see Theorem|[1.2).
In fact, the result of Theorem is also valid for a locally Lipschitz continuous function V if V(x(t))

denotes the upper Dini derivative.

Note that, similar to the scalar system (|1.4), the type of stability is completely determined by the
parameter p. It may seem that if one found a Lyapunov function satisfying condition for p =0,
then, by continuity, it can be easily modified to fulfill condition for pu # 0. However, as it is shown

in the next example, such a modification is not so obvious.

Example 1.4. Consider a chain of n > 2 integrators:
i(t) = Aox(t) + Bou(x(t)), (0) = o, (1.8)

where u(z(t)) € R is a control input to be designed, system matrices Ay € R"*" and By € R" are of

O(n—l)xl]

the form:

AO = O(n_l)Xl In—l ; BO =

1

0 O1x(n-1)
Let us find a control law u(t) exponentially stabilizing system ((1.8)) using Theorem To this end,
choose a Lyapunov function candidate V' (x) := v/x ' Px, where P € R"*" is a positive definite sym-

metric matrix. Clearly, for this function conditions andm hold with o1(]|x]|2) := v Amin(P)|x]|2
and o (]|x|l2) :== v/Amax(P)||x||2- Then taking into account the definition of the function V'(z(¢)) and

dropping argument ¢, condition [C,3)| requires to find u(x) such that:

V() = x " P(Apz + Bou(x)) < —avVi Pz
VaTPx
for given o > 0. Apparently, the simplest choice of the control input would be a linear state feedback
u(r) = K since in this case it suffices to find gains K € R!*" for which the matrix inequality
(Ao + BoK)"P + P(Ag + BoK) < —2aP holds. Note that, for any a > 0, matrix K can always be
found due to the controllability of the pair (Ag, By).
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AV AV

(@u=0 (b) € (—1,0)

Figure 1.3: Locus of the equation Q(V,x) = 0 for n = 2

Contrarily, for the case of finite-time stabilization, it is unclear how to select a Lyapunov function
candidate. Note that several attempts have been made to solve this problem (e.g., [8, 36|]) and the
corresponding problem of finite-time observer design (e.g., [2, |55]). However, either the proposed
solutions are restricted to low-order systems or they only guarantee existence of small enough |u| for

which the controller/observer is finite-time stable. ]

Motivated by this simple, but yet important example, it was suggested in [62] to reformulate Theorem
in the implicit way. As it will be shown later, such an approach drastically simplifies control design
of superexponentially stable systems. The next theorem presents the fundamental result that will be

extensively used in this work.
Theorem 1.2 [62]. If there exists a continuous function @) : R% x R" — R such that:
C;1) Q is continuously differentiable outside the origin;
C;2) for any x € R" \ {0} there exists V € R% such that Q(V,x) = 0;
C;3) VX <0 for all V € R%. and x € R"\ {0};
Ci4) there exist functions q1,q2 € ZK« such that for all V € RY and x € R" \ {0}:
a(VlIxll2) < Q(V,x) < q2(V, [Ixll2);
C;5) there exist constants ji € (—1,0] and o > 0 such that for all x(t) € R™\ {0} satisfying (1.1):
(Va(t) € 2= {(s,) € R} x R"\ {0} : Q(s,9) = 0} — F(V,a(t)) < —aV'*,

-1
where F(V,x(t)) — _(3Q(g{/$(t))) 9Q(V,x)

D ‘X:z(t)f(:c(t)), then the origin of the system is

* exponentially stable with the decay rate o if p = 0;

e finite-time stable with the settling time T (z() < V0|“|/(a|u|), where Vj is the solution of the equation
Q(Vh, o) = 0, otherwise.
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A X2 A X2
> >C3>0 > >C3>0

V=G

(a) =0 (b) € (~1,0)

Figure 1.4: Loci of the equation Q(V, x) = 0 for different values of V' and n = 2

Let us explain the conditions of Theorem [1.2] in more detail.
Firstly, conditions together with the Implicit Function Theorem [A.1] (see Appendix[A)) imply
existence of the unique function V' : R" \ {0} — R implicitly defined by the equation Q(V, x) =0

for all x € R™\ {0}. Moreover, the function V () is continuously differentiable outside the origin and

Vi) _ ( 9Q(Vix) ) —10Q(Vx)
ox oV ox °

Secondly, due to the properties of ZX, functions, it is possible to show [64] that for any ¢ € ZK
there exists 0 € K such that ¢(o(s),s) = 0 for all s € R} and 0(0) = 0. Then it follows from
condition [C74) that ¢1(V; [|x|2) < 0= qi(o1(/[x]l2), [[x[l2) and g2(V; [[x[l2) > 0 = g2(o2(llxll2), Ix|2) for
all V € RY and x € R™\ {0} such that Q(V, x) = 0. Taking into account that function ¢(-) := q(, s)
is strictly decreasing for any fixed s € R and setting V' (0) = 0, we get the same inequalities as in
condition |C.2)

Finally, note that, for all (V,z(¢)) € €, the function F(V,z(¢)) can be rewritten as F(V,z(t)) =
8‘({92‘) ‘x:x( 9 f(x(t)), which coincides with the definition of the function V (z(t)).

Therefore, Theorem [1.2| implicitly repeats the conditions of Theorem To better understand the
idea of the Implicit Lyapunov functions method and to demonstrate its efficiency, we consider again

the problem formulated in Example

Example 1.4 (Continuation). Introduce an [Implicit Lyapunov function (ILF)| candidate in the form

QV,x) == x"AV HPAV )y -1, (1.9)

where A(V 1) := diag{V "1}, is the dilation matrix with weights r; := 1 — (n — )y, i = 1,n. Let
us say some words about geometrical features of the ILF (I.9). One can see in Figure that the
locus of the equation Q(V,x) = 0 is an elliptic cone which, in general (1 # 0), is twisted around
the V-axis. This fact can be explained by taking into account that the equation Q(V, x) = 0, where
V is fixed, defines an ellipsoid x ' P(V~!)x = 1, where P(V 1) := A(V~1)PA(V~!) (see Figure [1.4).
Recall that the eigenvectors &; of P(V‘l) are the principal axes of the ellipsoid, and the eigenvalues
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A; of I:’(V_l) are the reciprocals of the squares of the semi-axes!. Therefore, for different values of V,
the principal axes of the ellipsoids have different orientation in space. On the other hand, if © = 0,
ie, A(V~1) = V711, then the equation Q(V,x) = 0 can be solved explicitly with respect to V as
Vx) = \/m Clearly, in this case, all the ellipsoids share the same principal axes.

Now we will show that conditions hold for ILF (1.9). First, note that the partial derivatives
of Q(V, x) given as

8Qg‘;’ Y _ —VIXTA(V (PG + GP)A(V )y,
0QV,x) o T i1 1
o~ AVTHPAVTY,

where G := diag{r;};";, are continuous for all V' € R* and x € R". Moreover, condition holds if
PG + GP = 0. Note that this [linear matrix inequality (LMI)|is always feasible for some P > 0, since
matrix —G is Hurwitz. If, additionally, ;+ = 0, then G = I,, and the LMI reads as P > 0.

On the other hand, it is easy to see that ILF ((1.9) satisfies the following inequalities:

Auin(P)lIXI3
max{ V2 V2rm}

Amax (P)l|x13

1<Q(V,x) <

1:=q(V,|xll2)- (1.10)

Note that ¢;(V, || x|l2) > 0 for all V' < &1 (Amin(P)||x||3), where 1 (s) := min{s!/(271) s1/(2m)}1 Analo-
gously, g2(V, ||x||2) < 0 for all V' > &5(Amax(P) | x|13), where 72 (s) := max{s?/(?"1) s1/(27n)}, Therefore,
for any x € R™\ {0}, it is possible to choose V™ > 0 and V~ > V* such that Q(V™',x) > 0 and
Q(V~,x) < 0. Since Q(V, x) is continuous, then there exists at least one V € (V*+,V~) such that
Q(V.x) =0.

Finally, by the definition of the function F(V,z) we have:

22 TA(V-HPA(V Y (Agz + Bou(x))
TA(V-1 (PG + GP)A(V— 1)z

F(V,x)=V

Taking into account that A(V 1) Ag = VFAgA(V 1) and A(V 1) By = V! By, condition is rewrit-
ten as follows:

22 TA(V Y P(AA(V Nz + V11 Bu(x))

FVe) =V e R 1) (PG + GPIA( e

< oV YV, z) e Q.

To fulfill this requirement, one can simply choose u(x) in the form:

VITHKA(V Yz, if z #0,

u(z) = { _ (1.11)
0, ifx =0,

where V is the solution of the equation Q(V,x) = 0, and K € R'*" is a matrix chosen such that
(Ao + BoK)T P + P(Ay + BoK) < —a(PG + GP). The control law can be seen as an extension
of the conventional linear feedback u(z) = Kz with state-dependent gains. It is worth stressing that
the function is continuous and locally bounded for all z € R". Indeed, it follows from and

!Since any symmetric matrix P € S®*" can be decomposed as P = MDM ' = MDM ", where M := col{&;}i=, and
D := diag{ )\ }i=1.
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Figure 1.5: Exponential and finite-time stabilization of system ({1.8])
using control laws ((1.11]) and (|1.12]

that [[A(V")z|ls < A_/2(P) and V < &2 (Amax(P)||z]|2), respectively, for all (V,z) € Q. Since
p > —1, then |u(x)| < B(]|z||), where 8 € K, which implies continuity and boundedness of (1.11).
Note that a similar “implicit” finite-time controller was also studied by V. I. Korobov in [44], where V (z)
was called the controllability function.

One can see that the practical implementation of requires online solving the equation
Q(V,z) = 0 with respect to V. Due to monotonicity of the function Q(V,z) for any fixed z € R" \ {0},
this can be done, for example, using the bisection method (see Appendix@ for more details). However,
it was shown in [48] that under additional restrictions on parameters p, P and K given in the form of

LMIs the control law ((1.11) can be substituted by its “explicit” counterpart

u(z) = Zn:K [ ]2, (1.12a)
=1
a;(p) = 1—1(n+fi)u’ 1=1,n. (1.12b)

where K; <0, i = 1,n, are feedback gains. One can see in Figure that such a modification of the
control law does not affect the performance of the closed-loop system. Since a; € (0,1), i = 1,n,
for any p € (—1,0), then similarly to (L.11]), the function is continuous and locally bounded for
all z € R™.

Finally, note that both control schemes and coincide with the linear controller u(z) =
Kz if = 0. Indeed, in this case, VI KA(V )z = VI KV, z = Kz and [2;]%" = ;. This is
not a surprise since, as we have said it before, the equation Q(V, x) = 0 implicitly defines the Lyapunov
function V(x) = /x " Px that we used for the exponential stabilization. |

Therefore, differently from the conventional Lyapunov method, the stability conditions of Theorem
written with respect to the system and the ILF admit the LMI representation even for
i # 0. Moreover, the obtained LMIs have a universal form since the same ILF is used for any n > 2 and
p € (—1,0]. This means that the tuning process of the controller parameters can be easily programmed

using appropriate mathematical software.
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Note that the Implicit Lyapunov method also can be successfully applied for observer design [49],
robustness analysis [80], stabilization of multi-input systems [63]]. Furthermore, it is possible to for-
mulate an implicit counterpart of the Lyapunov-Krasovskii functionals method for stability analysis of

time-delay systems [64].

1.4 Research problem and contributions of the thesis

In the previous section, it has been shown that the Implicit Lyapunov method drastically simplifies
design of superexponentially stable systems: the controller parameters can be found as solutions of
LMIs. Inspired by this observation, in this thesis, we further develop the Implicit Lyapunov method in

order to provide alternative and simpler solutions to some existing problems of control theory.

1.4.1 Theoretical contribution

The theoretical contribution of the thesis is related to the development of the Lyapunov method
for analysis and synthesis of time-delay systems with the superexponential decay rate. Note that the
developed methods are formulated both explicitly and implicitly.

First, an alternative way of stability analysis and control design of hyperexponentially/fixed-time
stable retarded time-delay systems is formulated in Chapter [2| Differently from the Implicit Lyapunov-
Krasovskii approach [64], the proposed modification of the Lyapunov-Razumikhin method allows one
to carry out stability analysis by means of a Lyapunov function rather than a functional. For example,
one can initially choose the same Lyapunov function as for the analysis of the corresponding delay-free

system.

Then in Chapter (3| the Implicit Lyapunov-Krasovskii method is extended for [input-to-state stability|

(ISS)-| analysis of practically fixed-time stable neutral time-delay systems. Therefore, compared to [62],
a wider class of time-delay systems is considered and robustness properties with respect to external
bounded disturbances are studied. Note that differently from [20], where the same problem was

addressed, the proposed approach does not require homogeneity of the system.

1.4.2 Practical contribution

Based on the Implicit Lyapunov method, two alternative control schemes for output superexponen-
tial stabilization of linear systems in the presence of external disturbances and measurement noises are
proposed in the thesis.

For example, in Chapter [3} the problem of practical fixed-time stabilization by using artificial delays
is addressed. Differently from the observer-based design [48], it is suggested to approximate the state
vector by the finite differences. As a result, the proposed controller has a quite simple structure and
therefore can be easily implemented in practice. Furthermore, due to the developed Implicit Lyapunov
Krasovskii method, the problem can be effectively solved for systems of arbitrarily dynamic order.

Next, the problem of finite-time stabilization under state constraints was studied in Chapter |4] It
is shown that for particular classes of state constraints, when trajectories of a system must stay in
some hyperoctahedron, hypersphere or hypercube centered at the origin, the control design admits a

relatively simple solution. In this case, it is suggested to define a continuous control law, which is linear

“Depending on the context, ISS also stands for input-to-state stable
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when trajectories of the system risk violating the state constraints, and nonlinear otherwise. While the
linear controller guarantees exponential stabilization of the system under the state constraints, the

nonlinear controller accelerates the rate of convergence to the equilibrium point.

1.5 List of publications and structure of the thesis

1.5.1 Main publications

The main results of the research were presented at three international conferences and accepted for

publication in two peer-reviewed journals, namely:

Chapter 2] is based on:
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on Automatic Control (2022), pp. 1-8 (in print).

2) A. N. Nekhoroshikh, D. Efimov, A. Polyakov, W. Perruquetti, and I. B. Furtat. “On finite-time stabi-
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2020 59th IEEE Conference on Decision and Control (CDC). 2020, pp. 1975-1980.
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CHAPTER

HYPEREXPONENTIAL AND FIXED-TIME
STABILITY OF TIME-DELAY SYSTEMS:
IMmPLICIT LYAPUNOV-RAZUMIKHIN METHOD

In this chapter, a Razumikhin-like method is proposed for hyperexponential and fixed-time stability
analysis of retarded time-delay systems. Differently from the original Lyapunov-Razumikhin method, the
proposed approach allows one not only to study the stability of a time-delay system but also to estimate
the speed at which trajectories of the system converge to the equilibrium point. Furthermore, to make
the developed method more suitable for the nonlinear control design, Implicit Lyapunov-Razumikhin
theorems are also formulated. The advantage of the implicit formulation is illustrated by solving the
problems of hyperexponential and fixed-time stabilization of a special subclass of time-delay systems. It
is shown that, under some nonrestrictive assumptions, both problems can be easily solved by using the
same nonlinear controller that stabilizes the corresponding delay-free system in fixed time. Applying the
developed Implicit Lyapunov-Razumikhin method for stability analysis of the closed-loop system, the
tuning of the nonlinear controller parameters, which guarantee superexponential stabilization with the
required speed, is reduced to verification of linear matrix inequalities. The obtained theoretical results
are supported by numerical simulation of the designed control system for different initial conditions

and time delays.
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2.1 Introduction

Stability analysis of time-delay systems is usually made by means of either Lyapunov-Krasovskii
[45] or Lyapunov-Razumikhin [67] methods. The idea of the former approach consists in shifting the
Lyapunov analysis to the functional space which the state of a time-delay system belongs to. Thus,
using this framework, it is possible not only to prove (asymptotic) stability [33, |42] but also to estimate
how fast the system can be stabilized at the equilibrium point: (hyper)exponentially [26, 64] or in
finite/(nearly) fixed time [52, |19]. Besides, such a method provides both sufficient and necessary
stability conditions for time-delay systems. Nevertheless, generally the choice of a Lyapunov-Krasovskii
functional is difficult. Furthermore, it is even harder to find a functional satisfying the restrictive
conditions of the theorem on finite-time stability [52, 23].

Contrarily, the latter approach allows a conventional Lyapunov function to be used for the stability
analysis [30]. For example, a Lyapunov function for the corresponding delay-free case can be chosen
initially. However, such a paradigm does not provide necessary stability conditions or any quantitative
estimates on the system convergence. The latter is the major drawback of Lyapunov-Razumikhin
method since in many applications the settling time is one of the main performance criteria. Yet recent
extensions of this framework made it possible to analyze exponential [47] and finite-/nearly fixed-time
stability [19]. It is worth stressing that exponential stability of time-delay systems can also be proven
without introduction of Lyapunov functionals by checking Halanay’s inequality [32]. Based on this
idea, in [71] global hyperexponential stability of a time-delay system with unbounded time-varying
coefficients was investigated.

Notwithstanding, to the best of our knowledge, Razumikhin-like methods of hyperexponential and
fixed-time stability analysis have not been proposed yet. Note that both types of convergence are
superior to any exponential. It means that the transient time can be significantly reduced. For example,
it can be also done by monotonous increasing feedback gains [24]. However, such a method makes
the stability margin of time-delay systems drastically small. Another approach consists in introducing
nonlinear feedback with comparatively small gains. Unfortunately, control design of nonlinear systems
is a complicated task even for linear plants, e.g., a chain of integrators [2]. To overcome this difficulty the
so-called Implicit Lyapunov method has been proposed for delay-free [62, |48] and time-delay systems
[64]. This approach provides a constructive way for the control synthesis: it allows the controller
parameters to be found as the solution of LMIs.

Therefore, the main objective of this chapter is to formulate both explicit and implicit Razumikhin-
like theorems on hyperexponential and fixed-time stability of time-delay systems. Compared to the
existing approaches, the contribution is as follows:

1) Development of an alternative way of stability analysis and control design of hyperexponentially/
fixed-time stable time-delay systems: Lyapunov-Razumikhin method instead of Lyapunov-Krasovskii
one [64]. It will be shown how the problem of hyperexponential stabilization studied in [64] can be
successfully solved using the proposed method. Moreover, differently from [64], the closed-loop system
is globally stable.

2) Extension of the results presented in [19] to the case of hyperexponential and fixed-time sta-
bility analysis and stabilization of retarded time-delay systems. Due to the complexity of formulating
Razumikhin-like sufficient conditions by means of a single function, in the proposed method, the

stability analysis is carried out using two Lyapunov-Razumikhin functions instead.
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2.2 Definitions of stability

Consider a retarded time-delay system of the form [33]

{:'U(t) = f(z), t>0, (2.1)

x(71) = zo(7), T € [—h,0],

where z(t) € R” is the instantaneous state, z; € C'([—h, 0], R™) is the functional state defined for any
time delay 4 > 0 as x4(7) := z(t + 7) with 7 € [—h, 0], zp € C([—h, 0], R") is the initial value function,
f: C([—h,0], R") — R™ is a continuous operator. Assume that the origin is an equilibrium point of
(2.1), i.e, f(0) = 0.

Let us recall the definitions of (hyper)exponential, finite/(nearly) fixed-time stability for (2.1). For
the conventional definition of Lyapunov stability the reader is referred to [26]. Denote a solution of the
system by z(t, zo).

Definition 2.1 [19, 33, 52, 64]. The origin of is said to be globally

* exponentially stable with a decay rate ¥ > 0 if it is Lyapunov stable and there exists 1 € K such that
llz(t, z0)||2 < ¥(||zo|lc)e for all t > 0 and any xo € C([—h,0], R™);

* hyperexponentially stable with a decay rate 9 > 0 if it is Lyapunov stable and there exists 1 € K such
ot
that ||z(t,z0)|l2 < ¢¥(|xollc)e™¢  forallt > 0 and any xy € C([—h,0], R");

* finite-time stable if it is Lyapunov stable and for any xo € C(|—h,0], R™) there exists 0 < T'(zg) < 400
such that x(t,x¢) = 0 for all t > T'(xo). The functional T'(xo) := inf{T > 0 : x(t,z9) =0, Vt > T} is
called the settling time of the system (2.1));

* nearly fixed-time stable if it is Lyapunov stable and for any oy > 0 there exists 0 < T'(py) < o0 such
that ||x(t, xo)||2 < 0o for allt > T(0¢) and any xy € C([—h,0], R™);

* fixed-time stable if it is finite-time stable and sup, cc((—n.0), rr) T'(0) < To < +00, i.e., the settling
time is uniformly bounded.

It is worth mentioning that the definition of the exponential stability differs from the conventional
one, where ¥ (||zo]|c) = k||zo||c with & > 1 (e.g., see [26]). However, in order to be consistent with the
classification of the delay-free systems given in Definition we will assume only that ¢ is a class-K
function.

2.3 Explicit Lyapunov-Razumikhin theorems

Now we are ready to formulate Razumikhin-like theorems on hyperexponential and fixed-time
stability of the system (2.1). Since the formulation of sufficient stability conditions by means of a single
Lyapunov-Razumikhin function is difficult or even impossible in this case, we will carry out the stability
analysis of the system in two steps using a different Lyapunov-Razumikhin function for each of
them. First, it will be proven that any trajectory of the system enters a specified closed region centered
at the origin in finite time and never leaves it again. Then, the second function will be used to show that
once the trajectories are within the specified region, they will converge to the origin hyperexponentially
or in fixed time, respectively.
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2.3.1 Hyperexponential stability

Theorem 2.1. If there exist continuous functions Vi, : R* — R, k = 1,2, such that:

Ce1) Vj. are continuously differentiable’® outside the origin;

C.2) for some oy ,02) € Ko and all x € R"
ork(lIxll2) < Ve(x) < o2k(llxll2):

C.3) there are constants c; > 0 and co > 0 such that c1||x|2 < o11(||x|[2) for all c1||x|l2 < 1 and
callxll2 < o12(llxll2) for all ca||x[l2 > 1;

Ce4) Vi(x) < 1 for all x € R" such that Va(x) < 1;
C.5) for somev >1, 8> 0 and all z; € C([—h,0], R") satisfying we have:

(a) Va(z:(0)) > 1 and max Va(zy(7)) < Vi (24(0))e’*

TE€[—h,0]
— Va(2:(0)) < —B(1 + In Va(z(0))) Va(z:(0)),
(b) 0 <Vh(2e(0) <1and max V{(z:(7)) < Vi(24(0))e” !

= Vi(2:(0)) < —B(1 — In Vi (2,(0))) Vi (:(0)),

where Vj,(2,(0)) := 8‘/81")((X) ‘X:% ) f(zy), k= 1,2, then system is globally hyperexponentially stable
at the origin with the decay rate ¥ given by

ﬁzmin{lnTy,B}. (2.2)

Proof. Following the ideas of [19], the objective of the proof is to show that the Lyapunov-Razumikhin
functions Vj,(t) := Vi(2:(0)) = Vi(z(t)), k = 1,2 decrease hyperexponentially along solutions of the
time-delay system for all V5(¢) > 1 and V4 (t) € [0, 1], respectively. To this end, we will study the
time evolution of the functions Vj(¢) both when the relations between max; c[_j o Vi (t + 7) and Vj(t)
given in condition hold and when they do not. Depending on the initial value of V3 (t), we will
consider two cases: V2(0) > 1 and V5(0) < 1.
Case 1: V5(0) > 1
I. Condition check. Without loss of generality, first assume that

n[laéco] Va(t+7) >V (t)e’ ™!, Vvt e0,t], (2.3)
TE|—N,

where ¢; € [0, +00) is the moment of time such that either condition starts to hold or V5(t) = 1.
It is worth stressing that the inequality implies max,¢(_, o) Va(t+7) # Va(t) for all t € [0, 1] since
v > 1. Introduce 0y 5 := min{f € [~h,0) : Vao(t' + ) = max ¢y V2(t' +7)} for all t’ € [0,7]. As a
result, it follows from that

In(eVa(t)) < vt n(eVa(t + 0:2)) = e~ ™V In(eVa(t 4 6;2)).
3See Remark [1.1| on page
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This estimate is successively applied until the sum ¢+ 0; 2 + 0414, , 2 + - . . belongs to the interval [—h, 0].
Clearly, this process will stop after a finite number of iterations mg > ¢/h since 0; o, 9t+9t’2,2, ... <0.
Taking into account (2.2), it yields:

In(eVa(t)) < e” @MY max In(eVa(r)) < e max In(eVa(r)), Ve [0,t1].
T€[—h,0] T€[—h,0]
Evidently, it follows that t; < 7" := ¢~! In(max,¢[_p, o In(eVa(7))) + h < +o0.
Now suppose that condition holds for ¢ € [t1,t2), where t5 € [t1,T") is the moment of time

such that either max,¢_p, ) Va(t2 + 7) > V3 (t2)e” ! or Va(t2) = 1. Then applying the Comparison
Lemma [A.1] (see Appendix [A)), we deduce that

In(eVa(t)) < e P n(eVh(t1)) < e P In(eVa(t1)), Vi € [tr, t2).
Summarizing both cases, we get

In(eVa(t)) < e max In(eVa(7)), Vt € [0,t2). (2.4)
TE|—N,
Repeating the same steps, it can be shown that estimate holds for all ¢t € [0,T"), where T €
[t2, T') such that Vo(T') = 1, and V,(t) < 1 for all t > T. Moreover, let us prove that for all ¢t € [0,7)
the following inequality holds:

—0t O ot ,
e Tél[l_a;fo] In(eVa(r)) <1—e€"" + Tg[l—afifo} In(eVa(7)).
Indeed, since the function y(t) := p(e™"" —1)+¢”" —1, where p := max,¢|_, g In(eVa(7)) > 1, is convex
with respect to time ¢, then it is sufficient to check that y(0) and y(7') are nonpositive. Obviously,
y(0) = p(1 —1) + 1 — 1 = 0. On the other hand, 1 = In(eV5(T)) < pe~?T due to and, therefore,
y(T) =ple T —1) + e — 1 = —(pe™?T — 1)(eT — 1) < 0.
Hence, taking into account and one can see that

cala(t )l < Va(0) < " max, Va(r), Vi € 0,7) (25)
TE|—h,
II. Condition check. Since V(t) < 1 for all t > T, then it follows from that V;(t) < 1 for
all ¢ > T. Assume that

max VI (t+7) > Vi(t)e" ™!, vt e [T, tg], (2.6)
TE|—N,

where t3 > T (possibly infinite) is the moment of time such that condition starts to hold or
Vi(t3) = 0. It is worth pointing out that implies max,¢_p o) Vi(t + 7) # Vi(t) for all t € [T, 3]
since Vi (t) < 1 for all t > T'. Introduce 0y ; := min{f € [~h,0) : Vi(t' + 0) = max ¢c[_p 0 Vi(t' + 7)}
for all ¢ € [T, t]. Thus,

In(Vi(t)/e) < vIn(Vi(t+ 6;1)/e) = eV In(Vi(t + 6;1)/e).

This estimate is successively applied until the sum ¢ + 61 + 6;19,,,1 + ... belongs to the interval
[T, T + h]. Clearly, this process will stop after a finite number of iterations m; > (T —t + h)/h since
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Ot1,0t10,1,1,--- <0. Eventually, it yields:

In(Vi(t)/e) < et=TH+h)/hInv mex In(Vi(T 4 7)/e) < ?=T+h) max In(Vi(T 4 7)/e), Vte [T, ts).
T€[0, 7€|0,
Now, suppose that condition holds for ¢ € [t3,t4), where t4 > t3 (again possibly infinite) is
the moment of time such that max,¢_p, o) V' (t4 +7) > Vi(ts)e” ! or Vi(t4) = 0. Then applying the
Comparison Lemma [A.1] (see Appendix [A]), we deduce that

In(Vi(t)/e) < AT I(V(T +t3)/e) < 2T In(V(T + t3)/e), Vit € [ts, ta).
Summarizing both cases, for all ¢ € [T',t4) we get

In(Vi(t)/e) < e’¢=T+h) max In(Vi(T 4 7)/e),Vt € [T, ty). (2.7)
T€l0,

Again, repeating the same steps, it can be shown that estimate holds for all ¢ > T'. Moreover,
since max,¢[o ) Vi(T +7) <1forallt>T, then

eﬁ(thJrh) max ln(Vl(T + T)/e) <1-— e19(t*T) + max IH(V1(T —+ T)/e).
r€[0.h] T€[0,h]

Thus, taking into account and one can see

_9(t=T)
61 e

c1l|z(t, wo)|l2 < VA(t) < max Vi(T + 1), Vt > T. (2.8)

T€[0,h]

Finally, combining and and taking into account condition we conclude that system
is globally hyperexponentially stable at the origin with the decay rate ¥ and function ¢ (||z¢||c) =
o2,2(||zol|c)e/ min{cy, c2}.

Case 2: 15(0) <1

If V5(0) < 1 then V;(0) < 1 due to condition [C.4)} Therefore, all the results obtained in sections II
and III of Case 1 remain valid with 7' = 0 and ¢(||zo||c) = 02,1 (||z0l|c)e/ca. O

Example 2.1. Let us show how Theorem can be used for the stability analysis of the scalar
time-delay system
i(t) = —2ex'/3(t) — 2ea®(t) + x(t — h).

Choose Vi(x) = x** and Va(x) = x?2, for which conditions hold with o1 1(s) = 021(s) =
§%/3, 01 9(s) = 0229(s) = s> and ¢; = ¢y = 1. Let us prove that condition is fulfilled for » = 3 and
B = 2/3. Indeed, one can see that if z7(—h) = Va(z:(—h)) < V3 (2:(0))e3~ = 28(0)e? then Va(24(0)) <
—2eV2 (24(0)) < —2e(1+1n Va(24(0)))Va(z¢(0)). Analogously, z7(—h) = V2 (xi(—h)) < Vi (24(0))e3 7! =
27/3(0)e? implies Vi (2,(0)) < —2e = —2eV, " (2:(0))Vi (24(0)) < —2e(1 + In V; ™ (24(0)))Vi (24(0)). As

a result, the system is globally hyperexponentially stable with the decay rate 9 = min 11173’ %e}. |

Repeating the steps given in the proof of Theorem it can be shown (see [19]) that global
exponential stability of the time-delay system at the origin can be studied by checking a Lyapunov-
Razumikhin condition similar to the one given in [47]. Moreover, in this case, the stability analysis can
be done using a single Lyapunov-Razumikhin function.
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Corollary 2.1. If there exists a continuous function Vy : R™ — Ry such that conditions|C. 1),
hold with k = 0 and, furthermore:

C}3) there is a constant co > 0 such that co||x||2 < o1,0(||x]]2) for all x € R";

C*4) for some k > 1, 3 > 0 and all x; € C([—h,0], R") satisfying we have:

Vo(2¢(0)) > 0 and ax Vo(wi(r)) < &Vo(2:(0)) = Volw(0)) < —BVo(x:(0)),

where Vo (x(0)) := ava()f(X) ‘X:mt ©) f(z), then system (2.1)) is globally exponentially stable at the origin

with the decay rate ¥ given by
1
ﬁ:min{%, ﬁ}. (2.9)
Example 2.2. Using Corollary it is easy to verify that the following scalar time-delay system

z(t) = —2kz(t) + z(t — h),

where « > 1, is globally exponentially stable with the decay rate ¥ = min{ %% x}. Indeed, choosing a

Lyapunov-Razumikhin function V5 (x) = |x|, one can see that conditions |C,1)} |C.2)|and |C*3) hold with
01,0(8) = 02,0(s) = s and ¢y = 1. On the other hand, the fulfillment of condition follows from the
fact that Vy(z:(0)) < —kVo(¢(0)) for all |z4(—h)| = Vo(zs(—h)) < £Vo(x:(0)) = k|z:(0)). [ |

2.3.2 Fixed-time stability

One can see that the time-delay system given in Example cannot be stabilized in fixed (or even
finite) time since #(t) # 0 when x(¢) = 0. Therefore, to guarantee fixed-time stability of time-delay

systems, more severe restrictions must be imposed on the right-hand side of (2.1)).

Theorem 2.2. If there exist two continuous functions Vi : R — R, k = 1,2, such that conditions
IC. 1), |Ce2) and|C.4), hold and, furthermore,

C?5) for some py € (—1,0), pa >0, a >0, p > 0 and all v, € C([—h,0], R") satisfying we have:
(@ Vala(0) > 1 and (_mae Va(o(r) " +p > Vi (m0)

= V() < —aVQHMQ (2+(0)),

(b) 0 < Vi(x(0)) <1 and (ré?ji}iio} Vi(ze (7)) ™" < V7 (24(0)) + p

= Vi(z) < —aV 1 (2,(0)),

then system is globally fixed-time stable at the origin with the settling time 1, given by

1 1

To = — + —
" min{ops, p/h} " min{—au, p/h}

(2.10)

Proof. The proof is based on the fact that system is nearly fixed-time stable with respect to the set
A:={z eR": V(z) <1} dueto (see Theorem 4 of [19]) and finite-time stable with the domain
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of attractivity X' := {x € R" : Vi (z) < 1} due to |C;5b)| (see Theorem 3 of [19]). Since condition
implies A C X, then the system is fixed-time stable. Moreover, the following estimates hold

Vo(t) < (_max V5" (r) 4 minfogs, p/he) =42, vt € [0.Ty),

Vi(t) < (Trg[%?}(l} V,MU(T + 1) — min{—apuy, p/h}(t — T))"VH, Vit € [Ty, Ty +T)),

Vi(t) =0, vt > Ty + Th,
where T5 € [0, m] is the moment of time such that V(T + 7) = 1, and T} € [0, m]
Denoting Ty = T + T}, we get (2.10). O

Example 2.3. Let us consider a scalar bilinear time-delay system
#(t) = =2[a(t)]"? = 2[w(t)) + w(t) sat(x(t — h),b),

where b € (4, +00).

It is worth stressing that due to the boundedness of the delay term, it is possible to carry out the
delay-free stability analysis by letting sat(xz(¢ — h),b) = b. However, such a method results in a very
conservative result since parameter b can be large enough. For example, the corresponding delay-free
system is only locally finite-time stable at the origin if z(0) € X := {z € R : |[z|~V/2+|z| > b/2,|z| < 1},
and nearly fixed-time stable with respect to the set A := {2 € R : |2|7'/2 + |z| < b/2} otherwise.
Therefore, the delay-free analysis does not allow us to prove the fixed-time stability of the original
time-delay system.

Now we will show how the stability analysis can be carried out using Theorem To this end, we
choose the same Lyapunov-Razumikhin functions as in Example ie, Vi(x) = x*? and Va(x) = x>,
for which conditions |C.1)} |C.2)| and [C4)| are satisfied. Let us prove that condition holds for
p1 = —3/4, pa = 1/2, a = 2/3 and p € (0,2/(2b + b%/?)]. First, note that Va(x;) < —2|4(0)|? for all
|2(0)] > b. On the other hand, one can see that if |z;(—h)| = V3 (z¢(=h)) < (V5 /*(2:(0)) — p)~L =
(Jze(0)| 7 = p) =" then Vo(z,) < —227(0)(2[a¢(0)] /2 + 2|4(0)| — (Je(0)| ™ — p) ™). Since |z,(0)| ! —
p > (2|lz¢(0)] 72 + |z (0))~! for all z4(0) € (1,b) if p < 2/(2b + b%/2), then Va(z;) < —2|z(0)]? =
—2V21+“2 (2¢(0)) for all V5(z¢(0)) > 1. Clearly, if the delay term is unbounded, i.e., b = 400, then p =0
and condition cannot be fulfilled. Similarly, |z,(—h)| = ‘/13/2(gct(—h)) < (‘/'13/4(33,5(0)) +p)? =
(|20(0)[ /2 + p)? implies Vi(ze) < —2a7/*(0)(2|21(0)| 71/ + 2[4 (0)] — (l2(0)|"/? + p)?). Taking into
account that (|z¢(0)|Y/2 + p)? < |24(0)| /2 + 2|z¢(0)| for all z;(0) € (0,1] and p € (0,2/(2b + b>/?)], it
follows that V; () < —%|azt(0)|1/6 = —%Vllﬂ“ (2¢(0)) for all V1(x4(0)) € (0, 1]. As a result, the system
is globally fixed-time stable with the settling time 7 = |

1 1
min{1/3,p/A] T mm{i/Z, p/h}"
2.4 Implicit Lyapunov-Razumikhin theorems

In this section, implicit analogues of Theorems [2.1] and [2.2] as well as Corollary [2.1] are introduced.

Theorem 2.3. If there exist two continuous functions Qy : R} x R™ — R such that:

Ci1) Qy are continuously differentiable outside the origin;

C;2) for any x € R™\ {0} there exists V, € R% such that Qi(Vi, x) = 0;
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C;3) 28X <0 for all Vi € R} and x € R™\ {0};

C;4) there exist q1 1,21 € IK o such that for all Vi, € R% and x € R" \ {0}:

a1.k(Ves lIxll2) < Qe(Vi, X) < q2.1(Vis [l x12);
C;5) there are constants ¢y > 0 and cz > 0 such that q11(c1||x]l2, [x]|2) > 0 for all c¢1||x|l2 < 1 and
q2(c2llxll2; [[xll2) = 0 for all ca|xl2 > 1;
Ci6) Qi(1,x) = Qa(1, x) for all x € R";

C;7) for somev > 1, 3> 0 and all x; € C([—h,0], R") satisfying we have:

(@) (Va, 1) € Qg = {(5,0) € (1,+00) x C([=h, 0], R") : Q2(5,(0)) =0,
Té??i%] Q2(s"e" 7, 6(7)) <0} = Fa(Va,a1) < —B(1 +1nVy)Vs,
(b) (Vi,z¢) € Q1 == {(s,9) € (0,1] x C([~h,0], R") : Q1(s, $(0)) =0,
Jax Qu(s'/e 7, 6(r)) <0} = Fi(,e) < -B(1-lnW)W,

-1
where Fy(Vy, z;) = —<8Qk(gl€}: t(o))> 8Qk§¥’“”‘) \X:xt(o) f(z¢), then system (2.1) is globally hyperexpo-
nentially stable at the origin with the decay rate ¥ given by (2.2).

Proof. In order to prove Theorem let us show that there exist two unique functions Vj : R” — R
that satisfy conditions of Theorem Firstly, it was shown in Chapter [1] (see Theorem that
conditions imply existence of unique functions V;,(x) defined by equality Q(Vi(x),x) =0
with V;,(0) = 0.

Secondly, if follows from properties of ZK, functions that there exist 0y, 092 € K such that
a1 (o1 (Inll2), Illz) = g2k (Ixlz), Ixl2) = 0 = Qe(Vi(x), ) for all y € R\ {0}. Therefore,
= |Ce2) and [C';5) <={Cc3)}

Thirdly, for any given x € R” such that V2(x) < 1 we have Q1(1, x) = Q2(1,x) < Q2(Va(x),x) =
0=Q1(Vi(x),x) due to[C;3)} Then Vi(x) < 1 and, hence, =

Finally, conditions and are equivalent. Indeed, take any pair (Vj,z;) from . Since
functions s — Qg (s,x+(7)), 7 € [—h, 0], are monotonically decreasing due to condition for any

s € Ri we have:

dnax Qr(3,2¢(1)) <0 = Qp(Vi(2¢(1)), 24(7)) <= fnax Vie(z(7)) < 3.

On the other hand, due to the Implicit Function Theorem (see Appendix [A)) for all (Vi,z:) € Qp,

the function F(Vj, ;) can be rewritten as F,(Vy, x;) = a‘g“f() ‘X:m(o)f (z¢), which coincides with the
definition of the function V},(z;(0)). Taking these facts into account, we finish the proof. O

Corollary 2.2. If there exists a continuous function Q) : R x R™ — R such that conditions
hold with k = 0 and, furthermore:

Cr5) there is a constant co > 0 such that g1 o(col|x||2, ||x]|2) > 0 for all x € R4;
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Cr6) for some k> 1, 3 >0 and all x; € C([—h,0], R™) satisfying we have:

(Vo, ) € Qo := {(s,¢) € R} x C([—h,0], R") : Qo(s, $(0)) =0,

721[1_212{0] Qo(ks, (1)) <0} = Fo(Vo,z:) < =BV,

-1
where Fy(Vo, 1) == — <8Q°(g({/’ft(0))> BQO(%”X) ‘X:mt (0)f (1), then system is globally exponentially
stable at the origin with the decay rate 9 given by (2.9).

Theorem 2.4. If there exist two continuous functions Q : R} x R" — R such that conditions
|C; 1){C;4)| and |C;6)| hold and, furthermore:

Cr7) for some py € (—1,0), p2 >0, a >0, p > 0 and all x; € C([—h,0], R") satisfying we have:

(a) (Va, 1) € Q5 = {(s,6) € (1,400) x C([=h,0], R") : Qa(s, $(0)) =0,
g[l_a}i(o] Qz((max{O, s M2 _ p})—l/lm?gb(T)) < O} _ FZ(VQ,QS‘t) < —04V21+‘u27
(b) (Vi,24) € Qf := {(s,9) € (0,1] x C([~h,0], R") : Q1(s,$(0)) = 0,
Tg[l_ago]c?l((sw +p) TV g(7)) <0} = B (Vi,m) < —aV

then system is globally fixed-time stable at the origin with the settling time T given by (2.10).

Theorem [2.4) can be proven similarly to Theorem

2.5 Examples

2.5.1 Problem formulation

Let us consider a subclass of (2.1)) with n > 2:

{ (t) = Aox(t) + Ar€(mr) + Bou(a(t)), t >0, (2.11)

(1) = zo(7), T € [—h,0],

where u(z(t)) € R is a control input to be designed, A; = diag{A4;;}} ; is a known matrix, system

matrices Ag € R™*" and By € R™ are of the form:

Om-1)x1 In—1

Ay = , Bg:=

0 Ol><(n—1)

&(z¢) = col{&;(x+,4) -, is a vector-valued function the components &;(x;;), i = 1,n, of which satisfy
the following conditions:
- in case of hyperexponential stabilization [64]:

[Si(wea)| < lwi(t = h); (2.12a)
- in case of fixed-time stabilization:
1€i(xeq)| < [sat(x;(t),1)||sat(x;(t — h),b)|, (2.12b)
where b € (max{1, max;{1/A;;}},+00).
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Note that many dynamical processes, such as vehicular traffic flow [26], regenerative chatter in
metal cutting [30] or population dynamics [26], can be modeled by system ([2.11) with conditions ([2.12])
fulfilled.

Remark 2.1. It is worth mentioning that system (2.11)) could be finite-time stable if i(t)|;)—o = 0
(see [23,152]). Since we are looking for a feedback w(x(t)) such that u(0) = 0, then the delay term A& (x)
has to be identically zero whenever x(t) = 0. Obviously, condition does not guarantee this and
function &(z¢) has to satisfy more severe restrictions as, for example, given in (2.12b)). However, constraint
is not very restrictive since it holds for many bounded functions (e.g., sine and different sigmoids)
with a unit slope. Moreover, the amplitude of the time-delay term can be significantly large.

2.5.2 Control design

For both hyperexponential and fixed-time stabilization we will define a continuous control law as
follows [48]:

u(z) ==Y K;fay el (2.13a)
=1
i 1+ 4 .
(f) = ——F i —T1p, 2.13b
ai(f1) i (b (2.13b)
12, if lz|lp = A,
il p) = 4 s if fllp <1, (2.13¢)
p2 — [ Apy — p2 .
A1 llz|lp + A1 otherwise,

where K; <0,i=1,n,0< P €S, uy € (-1,0), p € (0, -15) and A > 1 are controller parameters
to be selected.

Note that if 41 = pg = 0 then a;(jz) = 1 for all i = 1, n. As a result, the control law is reduced
to the conventional linear feedback

n
u(x) = Z Kiz; = Kz, (2.14)
i=1
where K := row{K;}!" ;.

2.5.3 Controller parameters tuning algorithm

In this subsection, we will present the restrictions on the choice of the controller parameters such
that the sufficient conditions for global hyperexponential (fixed-time) stability given in Theorem
(2.4) are satisfied (the proof can be found in Appendices and [2.B)). To this end, we will introduce
[Implicit Lyapunov-Razumikhin function (ILRF) candidates Qx(Vi, x), k = 1,2, [62]

Qr(Vi, x) = x " Ap(Vy HPAR(V x — 1, (2.15)

where Ay () := diag{\"™*}!"_; is the dilation matrix with weights

Tri(pe) =1 —(n— g, i=1,n. (2.16)



46 CHAPTER 2. Hyperexponential and fixed-time stability of time-delay systems

Proposition 2.1. If there exist 11 € (0, 25), § > 1, > 0 and « € (0,1/2] such that LMIs:

0 < XGr+ GrX <vX, (2.17a)

R ByY
S HCHZ <o, (2.17b)

[Cll2Y "By —a™yX
2al, < X < nl,, 2nl, < Z, (2.17¢)

2
where G, = diag{r;}",, R:=AoX + BoY + XAl + Y BJ +20vX + L 4,2A],
ay

_ 14+ py _ 14+ po .
C=col{Ghi, Ge=max{g(vi =), (v — 1) |+ v - o),
K K
= () = (L), y=2(1—nm), o=e™, = -t =y
’rl’l ) ) ) 1_ (n _ 2)”’ )

with functions ry,;(pi) and §(5,€) defined in (2.16) and LemmalA.2, respectively, are feasible for some
X € S, Y € RY™ and Z € S™", then the closed-loop system (2.11)), ([2.12d), (2.13)) with parameters

—yXx! —x1! Y — — - (x1/2 ~1 1/2
K=yX™ P=xT m=—gl mep A V huin (X1/285(8) X 1A (8) X 1/2)

is globally hyperexponentially stable with the decay rate ¥ given by (2.2), where v =1+ p and = ap.

Proposition 2.2. If there exist 1 € (0, ), § > 1,1 >0, a € (0,1/2] and p € (0, p], where

P2, ifvn<1,
p =g P1; if /i = b/,
min {p1, p2}, otherwise,
Nl e L L= (by/n/n)+3/r2

P1

I R OV e OV R e

such that LMIs with o = (1— p)~(H1/1 are feasible for some X € S™*™, Y € R'*" and Z € S**™,
then the closed-loop system (2.11]), (2.12b)), (2.13) with parameters

- -1 —x! I - S _ _ C(x1/2 1 1/2
K=yX™ P=xX' m=—g—clor m=p A Vi (X2 A9(8) X~ 45(6) X 1/2)

is globally fixed-time stable with the settling time T, given by (2.10).

Note that Propositions [2.1] and provide a simple algorithm for tuning the parameters of the
nonlinear controller given the expressions and (2.10), one has to maximize the decay rate
or to minimize the settling time Ty, respectively, subject to the LMI constraints (2.17)).

Furthermore, using Corollary 2.2} we can show (see the proof in Appendix [2.C) that if the proposed
nonlinear controller stabilizes the system (2.11)), hyperexponentially or in fixed time then its
linear counterpart can be used for the exponential stabilization.

Corollary 2.3. If Proposition[2.1| (or[2.2) holds, then the closed-loop system (2.11)), [2.12)), (2.14) with
the same feedback gains K is globally exponentially stable with the decay rate ¥ given by (2.9)), where
k= o0V2and 3 = avy/2.
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2.6 Numerical simulation

Let us illustrate the theoretical results obtained in the previous section by numerically simulating
system (2.11)), governed either by feedback or its linear counterpart (2.14). For both cases
consider n = 3, a; = 0.02, ¢ = 1,3, and a constant initial function z, i.e., zo(7) = Const for any
7 € [—h,0]. The numerical simulation has been done in MATLAB Simulink by using the explicit Euler
method with a state-dependent step [22]. The basic and minimum discretization steps, the maximum
number of iterations and the homogeneous norm have been defined as Aty = 1072, Atpin = 1074,
Niax = 3+ 10° and ||| pom 1= (OS5, |71/ /m(i)  where r;(f1) := (1 — (n — i) f1), respectively.

2.6.1 Hyperexponential vs. exponential stabilization

Let us choose parameters p = 0.054, 6 = 1.1, n = 1.79 and « = 0.153 such that LMIs (2.17)) are
feasible and the decay rate ¢ = 0.0083 [1/s] is maximal for 4 = 1 [s]. Thus, solving LMIs (2.17)), we find
the following parameters of the controller (2.13]):

1.27 1.04 0.50
K:[—1.92 —4.12 —2.92}, P= 104 232 069|, m=-0057, ps=0.05, A=1.09.
0.50 0.69 0.92

Besides, Corollary [2.3]implies that the system (2.11)), (2.12a)), (2.14) is globally exponentially stable.
The norm of the trajectories ||z(t)||2 of ([2.11)), for different initial conditions and time delays
are depicted in Fig. in the logarithmic scale. Solid and dashed lines correspond to the nonlinear
controller and its linear counterpart (2.14)), respectively. Clearly, in both cases, the hyperexpo-
nentially stable system converges faster to the origin than the exponentially stable one. Moreover, the

numerical simulation confirms the dependence of the decay rate ¥ on the value of time delay & given
by formulas (2.2]) and (2.9): ¥ is inversely proportional to h.

2.6.2 Fixed-time vs. exponential stabilization

As it has been highlighted in Remark 2.1} for fixed-time stabilization, condition has to be
replaced with (2.12b]), where parameter b can be significantly large. To this end, let us set b = 10?0, We
choose parameters ;o = 0.05, 6 = 1.1 n = 1.91, o = 0.161 and p = 0.011 = p such that LMIs are
feasible and the settling time 7, = 243 [s] is minimal for ~ = 1 [s]. Therefore, solving LMIs (2.17)), we
find the following parameters of the controller (2.13)):

1.20 1.00 0.48
K=|-198 —4.20 —2.99}7 P =100 2.19 0.66|, p1 =—0.053, p2=0.05, A =1.09.
0.48 0.66 0.87

Moreover, Corollary [2.3)implies that the system (2.11]), (2.12b)), (2.14)) is globally exponentially stable.
The norm of the trajectories ||z(¢)||2 of (2.11]), (2.12b)) for different initial conditions are depicted
in Fig. in the logarithmic scale. One can see that the fixed-time stable system converges faster to

the origin than the exponentially stable one. It is worth mentioning that numerical simulation of the

system ([2.11)), (2.12Db)), (2.13) has shown the same settling time Tj for different values of time delay .




48 CHAPTER 2. Hyperexponential and fixed-time stability of time-delay systems
Case 1: Different initial functions (h = 1 [s])
102 M@l : 0 .
u(@) = iy Kilwi oW u(@) = iy Kilwi oW
- ==u(z) =Kz - ==u(z) =Kz
1o}
5 |
T
0 10 15 20 25 t[s]
(a) Norm of the state z(t) (b) Control signal w(t)
Case 2: Different time delays (||zo|lc = 1)
102 M@l : L u) :
u(e) = Yy Ky |9 u(e) = Xy Kifa, |0
- = =u(z) =Kz - = =-u(z) =Kz
h 2 [s] 1M
h= 2 s
h=0.1[s]
h=0.1[s]
05F
0 |-
BN \\\ > 05 I I I I L3
25 ts] 0 5 10 15 20 25 t[s]

(c) Norm of the state x(¢) (d) Control signal u(t)

Figure 2.1: Transients in the closed-loop system ([2.11]), (2.12a)), (2.13)

2.7 Conclusion

In this chapter, a Razumikhin-like method has been proposed for hyperexponential and fixed-time
stability analysis of retarded time-delay systems. Differently from the original Lyapunov-Razumikhin
method, the proposed approach allows one not only to study the stability of a time-delay system but also
to estimate the speed at which trajectories of the system converge to the equilibrium point. However,
due to the complexity of formulating Razumikhin-like sufficient conditions for hyperexponential and
fixed-time stability by means of a single function, in the proposed method, stability analysis is carried
out in two steps using a different Lyapunov-Razumikhin function for each of them. First, it is proven
that any trajectory of the system enters a specified closed region centered at the origin in finite time and
never leaves it again. Then, the second function is used to show that once the trajectories are within

the specified region, they will converge to the origin hyperexponentially or in fixed time, respectively.
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Case 1: Different initial functions (h = 1 [s])

10 A llz ()]l 0
u(@) = iy Kilwi oW u(@) = iy Kilwi oW
- ==u(z) =Kz - ==u(z) =Kz
10
5H
. 0
‘ > 5 ‘ ‘ ‘ ‘ —>
20 25 t[s] 0 5 10 15 20 25 t[s]
(a) Norm of the state z(t) (b) Control signal w(t)
Case 2: Different time delays (||zo|lc = 1)
102 A llz(®)]l2 : L5 u® :
u(@) = S, Ko u@) = Y, Kol )
- = =u(z) =Kz - = =-u(z) =Kz
h 2 ,s“ 1P
h= 2]s
h=0.1[s]
h=0.1[s]
05+
O |-
\\\ L3 05 I I I I Ly
25 t)s] 0 5 10 15 20 25 t]s]
(c) Norm of the state x(¢) (d) Control signal u(t)

Figure 2.2: Transients in the closed-loop system (2.11), (2.12b)), (2.13)

Furthermore, to make the proposed method more suitable for the nonlinear control design, Implicit
Lyapunov-Razumikhin theorems have also been formulated. The advantage of the implicit formulation
has been illustrated by solving the problems of hyperexponential and fixed-time stabilization of a special
subclass of time-delay systems. It has been shown that, under some nonrestrictive assumptions, both
problems can be easily solved by using the same nonlinear controller that stabilizes the corresponding
delay-free system in fixed time. Applying the developed Implicit Lyapunov-Razumikhin method for
stability analysis of the closed-loop system, the tuning of the nonlinear controller parameters, which
guarantee superexponential stabilization with the required speed, was reduced to verification of linear
matrix inequalities. The obtained theoretical results have been supported by numerical simulation of the
designed control system for different initial conditions and time delays. The robustness analysis of the
closed-loop system with respect to external disturbances, such as state perturbations and measurement

noises, is left for future research.
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Appendices

2.A Proof of Proposition

Let us show that ILRFs (2.15)) satisfy all the conditions of Theorem with respect to the system
(2.11), (2.124), (2.13).
A.L Clearly, Q1(1, x) = Q2(1, x) for all x € R™. It can be shown that the following inequalities

Amax(P)||x|13
min{V,frk’l, szrk’"}

Amin(P) X113
rnauo{‘/'/,fm“1 , V;rk‘”}

q1.k(Vi, Ixll2) == —1 < Qr(Vi,x) < — 1= @k (Vk, [|2]]2)
hold for all V;, € R and x € R". Therefore, the function (2.15) satisfies conditions and
Moreover, there exist ¢; = ¢ = /Amin(P) such that i 1(c1]/x]|2, [Ix]l2) > 0 for all ¢;x|2 < 1
and qi 2(c2l|x|l2, [x]]2) > 0 for all ez x||2 > 1.

A.IL One can see that LMI (2.17al) implies that condition holds for all V. € R* and y € R"\{0}

since by definition

0Qr(Vi, X)

oV, = —VkileAk’(Vkil)(GkP + PGk)Ak’(Vkil)X

A.IIL Firstly, let us introduce a new variable z;, := Ak(Vk_l)xt(O). Secondly, note that A (V, ')Ay =
VI AgAe (Vi Y), Ak(Vi DA = A1AR (Vi h) and Ay (V1) By = V' By. Then adding and subtracting
2V/"* 2} PByK " 2, we obtain:

Vi 2zl P(Ag + BoK)zi + 2 PA1Chg + Vi 2] PBoK (i
Z;(ka-i-PGk)Zk ’

Fk(Vk, SUt) = 2Vk

where G = Ap(VimDE(@e) and Cupe == Vi col{ [a,;(0) |5 F U= @lpyn
Denote ¢, := col{zg, V, "*Chx/0, Cur/llC|l2}. Adding and subtracting the terms 2ayV}™ | z|/%,

— 2
Vi " 1Ch k5 and G Vi [1GunlB, we get:

i<l

—9 2
o W — 20y 2llB + GV 1Chkll + fep I urlE

Fu(Viy ) = VT :
b(Ve,20) = Vy 21 (GrP + PGy)z,

where matrix V¥ is defined as follows:
2
P(R—ZAZAT)P oPAr [C[2PBoK
V= QAIP —Ot’YS Onxn
ICllK T By P Onxn ~ —a?yP

Let Z = S7!, then ¥ < 0 due to (2.17b) and the Schur complement (see Lemma in Appendix [A]).
Moreover, LMIs ([2.17d) imply that 27|-[|3 < |-|3 and 2a|-[|% < ||-[|3. Hence,

-2 2
v+ gz Vi " (V™ = 1 kl3) + gtz (1115 = 116k
Z;(ka—l- PGk)Zk

2)

Fu(Viy ) < =V,
Taking into account that (2.17a)) implies z,;r(GkP + PGy)z <~ for all (Vi,x4) € Qf, one can see that

Fy(Vi, 1) < —av,j*“k < —auy, 1n(€1/ukvk)vk
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if [[Chelle < noViE™* and ||Curll2 < [I¢|l2 for all (Vi,z;) € Q. Finally, since pp < |p1| < 1, then
e'/r2 > ¢ and /M < ¢1, hence, condition [C;7)| holds with 3 = ays.

A.IV. Proof of |[(p k]2 < /1oViE™ in Q

For all (Vi,xt) € Qi we have:

r1,1(v—1)

V= A (Ve g (<h) e > (Vife) v ||z le
Vi1 > A (Vs e =)y (=) |la > (Vae)'™|2alo.

Taking into account that 71 19 = —p1(1 + p2) and || > p2, we deduce that the estimate indeed
holds with v =1 + p.

A.V. Proof of ||(,, x|l2 < [|¢]]2 in

. . 'L 7: i _1_
Adding and subtracting the term V, """ () =1 = 2k 10 (k4 We get

‘Cu,k,i| < Vkrk,iai(ﬂ)—l—#k |Zk,i’ai(ﬂ) _ ’Zkﬂ’ + |Zk,2’ V;k,iai(ﬁ)—l—uk 1

For the following analysis let us show that V; < 1 and V5 > § imply ||z||p < 1 and ||z||p > A, respec-
tively. Indeed, if V3 < 1, then Q1(Vi,z) =0 > Q1(1,2) = 2" A;(1)PA;(1)z — 1 = 2" Pz — 1. Similarly,
since 2" Pz = 2T Ag(6~ 1) PY2[P~1/2Ao(8) PA2(8) P12 P2 Ay (6~ N > A2 T Ag(6~ 1) PAo (6~ )z, for
all V5 > 6 we have Qo(Va,2) = 0 < Q2(6,2) = 2 Ag(07)PA2(6 Vo — 1 < A2z " Pr — 1.

Now, applying Lemma given in Appendix [A| with s = |25 ,], 5 = /7 (since |z ;| < /1) and
€ = a;(f1), the term szﬂ-]a’i(ﬁ) — |2k,i|| can be bounded as follows:

gmax{g(\/ﬁ, 12@)’ g(\fn, 1:;42)}

K 2,1

ailA) _ |z 4]

Secondly, it is clear that V,: kit (W) =1=me _ 1 for an) V1 <1 and Vi > 4. On the other hand, it is easy
to show that 79 ;a;(f1) — 1 — pg < 0 for all ¢ = 1, n. Moreover, since 9(r2a;(f1) — 1 — p2)/di > 0, then
MiNge (o] (72,005 (2) — 1 — p2) = r23a(p1) — 1 — pa = p;. Therefore, we have 67 < 1/'27“2”'%(“)717”2 <1

and, finally, (x| < G. -

2.B Proof of Proposition

Repeating the steps given in the proof of Proposition one can see that conditions
and are satisfied and, furthermore, condition holds if [|¢p ll2 < 7(1 — p)~UH+W/HYH and
[¢ukll2 < [ICll2 for all (Vi, z;) € . Since the latter is fulfilled (see the proof of Proposition [2.1)), then
we have to prove that the former holds. Recall that |(, ;| <V, **[sat(z,;(0), 1)||sat(zs;(—h), b)|.

For all (Vi, ;) € ] we have:

_ —2r1,
1> ALV e (0)]I3 > Vi a4 (0),
02 AV 4 o)) (=h)IE =D (Vi 4 p)Prii/iad (—h).
i=1
Taking into account that [sat(x;(0),1)| = min{|z.;(0)|,1} and |sat(z¢;(—h),b)| < |z¢i(—h)|, we need
to show that the following estimate holds for all V; € (0,1] and i = 1, n:

Vi mindy iV 1Y < (1= p) TV gyl (2.18)
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Since V, """ min{,/7V; ", 1} < /7 for all V; € (0, V4], where V; := min{1, /77~ */"1}, and the function
Vi e (VM 4 p)ri/my I s strictly decreasing, then we can consider only the interval V; € [V;, 1]. In
this case, inequality (2.18) is rewritten as follows:

(1+ pvlul)—m,i/ul <(1- p)—(l-ﬁ-u)/ﬂvlﬂl‘ (2.19)

Note that the function V"' ~ (1 + pV{")~"1#/M is convex and strictly increasing for all V; € [V7, 1].
Thus, it suffices to check inequality only at the boundary points, i.e., (1 + pV}/"") /M < (1 —
p)_(1+“)/"171“1 and (1 + p)_”’i/“l <(1- p)_(H“)/“. Taking into account that r1; < r;; = —,ulHT“ for
all i = 1, n, one can verify that both inequalities hold for all p > 0 such that p(V{* —1) < (Vf“%/h’l —-1).

For k = 2, we consider two intervals: Va € (1,V3) and Vi > Vs, where V5 := max{1, (by/n/n)/m22}.
Since [sat(w;(0), 1)| < 1 and |sat(z;;(—h),b)| < b, then for all Vo > V5 we have to show that V, "™>*b <
Vn/n(1 — p)~U+W/ryk2 Clearly, it suffices to check the inequality only for Vo = V5, i.e., by/n/n <
(1 — p)~(W+m/py 2742 Taking into account that V, > ™2 > V22%H2 — b /n/y for all i = T, n and that
(1 — p)~(4+#)/1 > 1, one can see that the inequality indeed holds.

On the other hand, for all (Vz, z;) € Q% such that V» € (1, V) we have:

n > | Aa((Vy "2 — p) )y (—h)||3 = ZV2 QTQZ P‘/2u2)2r2’i/“2$3,z’(*h).

Since [sat(z;(—
(1,V,) and i =

h),b)| < |xi(—h)|, we need to prove that the following estimate holds for all V; €

n:
(1— pvzuz)frz,z‘/w <(1- p)*(1+u)/uv2ﬂ2‘ (2.20)

Note that the function V2 — (1 — pVJ*?)~"2:/k2 is convex and strictly increasing for all Va € (1, V4).
Thus, it suffices to check inequality (2.20) only at the boundary points, i.e., (1 — p) "2/ < (1 —
p)~+W/w and (1—pVJ*2) T2/t < (1—p)~(HM/HY12 Taking into account that ro; < rpo =1 = pa/p

for all i = 1,n and that (1 — p)~! > 1, it is not difficult to verify that both inequalities hold for all p > 0
_ _ 2 _ 2
such that p(VJ*? -V, ") < (1 -V, ). O

2.C Proof of Corollary

Introduce an ILRF in the form Q(Vp, x) = VO_QXTPX — 1. One can see that for such an ILRF
conditions [G;D}{;3) and [C75)] hold with q10(Vo. [x/l2) = Vo *Amin(P)IXI3 — L, q20(Vo. Ix]l2) =
Vo *Amax(P)|Ix||3 — 1 and ¢y = y/Amin(P). Moreover, Qo (Vo, x)/0Vy := —2Vy *x " Px < 0 for all
Vo € RY and x € R™\ {0}. Taking into account that for the term ¢, 5, equals to zero (since ; = 0),
it follows from the proof of Proposition that

—20[")/+ ﬂ‘/’_2 § 2 ar)/_i_ﬂ(QQ_V—Q g(x 2)
Fo(Vo, ) < Vo o &) lIE - W 22 o 1€ ()%
2V5 %/ (0) Py (0) 2

S —5V07

where 5 = ay/2, if ||€(z1)||s < oVp for all (Vp,x:) € Q. Indeed, by definition of the set {2y we have

QolKVo, ze(~h)) < 0 & [lz(~h)|lp < KVo. And since implies v27l(z)ls < E)lls <
|ze(=h)||l2 < /7llz:(—h)||p, we conclude the proof with k = 0v/2 > 1. O



CHAPTER

PRACTICAL FIXED-TIME INPUT-TO-STATE
STABILITY OF NEUTRAL TIME-DELAY SYSTEMS:
IMmPLICIT LYAPUNOV-KRASOVSKII METHOD

In this chapter, the notion of practical fixed-time input-to-state stability is introduced for neutral
time-delay systems with external bounded disturbances and characterized by the Lyapunov-Krasovskii
method, which is formulated both explicitly and implicitly. Based on the obtained theoretical results, an
alternative way of robust output practical fixed-time stabilization of linear systems in the controllable
canonical form is proposed. Differently from the observer-based approaches, the state vector is approx-
imated by means of the finite difference method, i.e., based on the past values of the output signal.
As a result, due to the special integral relation between the state and its finite-difference approxima-
tion, the closed-loop system has a neutral time-delay representation. Applying the developed Implicit
Lyapunov-Krasovskii method, sufficient stability conditions for the designed nonlinear control system
are presented in the form of linear matrix inequalities, solutions of which are used for the calculation
of the controller parameters. Furthermore, the impact of the artificially induced time delay on the
stabilization accuracy is also quantitatively studied. Finally, it is theoretically proven and numerically
illustrated that, both in the disturbance-free and disturbed cases, the proposed nonlinear controller

stabilizes the considered system in the vicinity of the origin much faster than its linear counterpart.
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3.1 Introduction

Stabilization of dynamical systems with a faster than exponential rate of convergence has become
one of the main trends in modern control theory [48, 62]. Frequently, such an approach allows systems
to be stabilized at the origin in a finite time. For example, for homogeneous autonomous systems, a
special class of nonlinear ones, the type of convergence is defined by their degree of homogeneity [3].
For perturbed systems this concept can be extended to non-asymptotic ISS [35] when the steady-state
error is upper bounded by the norm of external disturbance. In [4] robustness of homogeneous systems
with respect to bounded exogenous disturbances was studied.

However, finite-time stabilization is hard to obtain for time-delay systems [23, 52|]. For instance,
to ensure such a property the delays have to diminish proportionally to the norm of the state vector
and vanish at the origin, or time-delay terms have to be multiplied by the instantaneous state vector.
But in many applications it is sufficient to stabilize a system in finite time only in the vicinity of the
origin, the radius of which depends on the time delay and external disturbances, and following [20]
such a problem is investigated in this work. In [20] the homogeneity theory was extended to neutral
type systems and it was shown how the convergence can be accelerated by selecting a non-zero degree
of homogeneity. Nevertheless, it is worth mentioning that for linear systems any stable set is reachable
in a finite time also and the settling time can be reduced by feedback gains increasing. But differently
from the delay-free case, this approach has limited use for time-delay systems: for any given delay A
sufficiently large gains make the closed-loop system unstable, which motivated [20].

Stability analysis of time-delay systems could be done by using different methods [26, 30, 33} 42].
For example, similar to linear time-invariant systems, one may check if the characteristic polynomial is
Hurwitz or not [41]. However, such an approach is difficult to use for the synthesis of control systems
with delays since the polynomials are transcendental in this case. Another conventional tools are
Lyapunov-Krasovskii [45] or Lyapunov-Razumikhin [67] methods. They impose restrictions on the time
derivative of an auxiliary functional or function, respectively, with respect to the differential equation
of the system. Being well-developed for analysis, both of them do not provide a constructive way
for control design in the nonlinear case. On the contrary, their implicit extensions are free of such a
drawback: all stability conditions can be checked directly by analyzing some algebraic equations, which
implicitly define Lyapunov functionals (functions) [64]. Moreover, the controller parameters can be
obtained by solving a system of LMIs.

The goal of the work, presented in this chapter, is to extend the exponential ISS concept for neutral
time-delay systems to its fixed-time analog. Both, Lyapunov-Krasovskii theorem and its implicit coun-
terpart, are introduced. Then the proposed approach is applied for static nonlinear output-feedback
stabilization of a delay-free linear system in the controllable canonical form with parametric uncer-
tainties, bounded state perturbations and measurement noises. To this end, the unmeasured states
are approximated by the finite differences method [10} |27, 28], i.e., using the past values of the output
signal. In [70] it was shown that in this case closed-loop system has a neutral time-delay representation.
Moreover, since no observers/predictors are introduced, the control law is static, which essentially
simplifies its practical implementation. Differently from [20], in this work
1) the homogeneity is not used to prove superexponential stability,

2) the designed control system is practically fixed-time stable,
3) feedback gains are explicitly calculated.
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3.2 Input-to-state stability of neutral time-delay systems

Consider a functional differential equation of neutral type with external disturbance:

{ @(t) = f(x, 2, d(t), >0, (3.1)

z(7) = zo(7), T € [—h,0],

where z(t) € R" is the instantaneous state; z; € W ([—h, 0], R™) is the functional state defined for any
time delay h > 0 as x4(7) := x(t + 1) with 7 € [~h,0], @y € L*([~h, 0], R"); 29 € W([—h,0], R") is the
initial value function; d(¢) € R™ is the external disturbance, d € L°(R4, R"™). A continuous operator
f: W([~h,0], R?) x L?([—h,0], R") x R™ — R" is Lipschitz in the second variable with a constant
smaller than one, ensuring forward uniqueness and existence of the system solutions at least locally
in time [43]. Assume that the origin is an equilibrium point of the system (3.1)), i.e., f(0,0,0) = 0. A
solution of the system is denoted by z(t, z¢,d) € R™ or x¢(zo,d) € W([—h,0], R™).

Following [35], we present the concept of the practical fixed-time ISS stability of neutral time-delay

systems with external inputs.

Definition 3.1. The system (3.1)) is called practically locally fixed-time ISS, if there exist a constant
00 > 0 and functions w € K, v € GKL with the settling time Ty := sup,_, T(s) < +oc such that:

[ (t; 20, d)[l2 < €0 + v([[zollw, ) + w(lld]|Lse), V>0, (3.2)

for all xy € Bw(gm) and d € BLgo(Qd)-
If 00 = 0, then system is called locally fixed-time ISS. If additionally o, = 04 = +00, then system
(3.1) is called fixed-time ISS.

The following theorem provides sufficient conditions to check practical local fixed-time ISS property
(3.2) by using Lyapunov-Krasovskii functionals.

Theorem 3.1. If there exist two continuous functionals Vi, : W ([—h,0], R") — R, k = 1,2, such
that:

C.1) Vj are continuously Frécher differentiablé* outside the origin;

C.2) for some oy ,02) € Ko and all x € R"
a1k(([x(0)]l2) < Ve(x) < o2x(lIx[lw);

C.3) Vi(x) <1 forall x € W([—h,0], R") such that Vo(x) < 1;

C.4) for some pog € [0,1), 0, > 1, p1 € (=1,0), u2 > 0, @« > 0, w € K and all xt, € W([—h,0], R")
satisfying we have:

(a) max{L, @(||dl|rg)} < Va(wr) < 80 = Va(ar) < —aly " (a),

(b) max{go, W(||d||Lg=)} < Vi(zy) <1 = Vi(ay) < —aV} ™ (),

‘The definition of the Fréchet derivative can be found in Appendix
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where Vi, (x;) := DV, ()i, then the system (B.1) is practically locally fixed-time ISS (B.2) with 0o, 0z,
04, w(s) and v(s,t) given by

o L L a11(w(s)), ifw(s) <1,
00 =01,1(00), 0z =022(0z), 0a=1w(0), w(s)= {51 @), () > 1.
512((paou(t — Ta(s)) 4+ 1)HH2), e [0, Ty(s)), (3.3)
v(s,t) = § Fra((malt — Ta(s) = Ti(s))) /™M), t € [Ta(s), Ta(s) + Ti(s)),
0, t > To(s) + Ti(s),

where functions w, 01,1, 01,2 and 69 2 are inverse of w, 01,1, 01,2 and o2, respectively, and

min{1, agﬁ”(s)}} - 1

1 —02_,52(8)} 1
|1 |ex = e’

Ti(s) := max {0, < .
fi2cx [i2cx

Ty (s) := max {0,
Proof. 1f w(||d|rs) < 1, then applying the Comparison Lemma (see Appendix@) to the function
Va(t) := Va(x) from [Cc4a)| on interval ¢ € [0,T), where Tb = inf{t > 0 : V5(t) < 1}, we get V(t) <
(u2at + Vy #2(0))~/#2. Obviously, Tp < (1 — V, *2(0))/(u2a). Hence, if o2a(||zolw) < 1, then[C.2)]
implies V2(t) < 1 and Ty = 0. Otherwise, ||x(t)|2 < 71.2(Va(t)) for t € [0,72) and V2(0) < o2.2(||zollw)
due to On the other hand, if w(]|d||zsc) > 1, then there exists a moment of time T3 € [0, 73) such
that V(t) < w(||d| Lg) for t > T3. Thus, one can conclude that ||z(t)|l2 < v2(||zollw, ) +w(||d||Lg) for
all ¢ € [0, T%). Moreover, V2(0) < g, if ||zo|lw < F2,.2(0z)-

If w(||d|Lg) < 1, then condition implies V;(t) := Vi(x;) < 1 fort > Tb. Assume first
that max{go, w(||d| rg)} = 0. Applying the Comparison Lemma to the function V;(t) from
on interval ¢ € [T5,T5 + T1), where T5 + 177 = inf{t > 0 : Vi(t) = 0}, we get Vi(t) < (piaf(t —
Ty) + VM (Ty)) =Y/ Tt is clear that T} < V, " (Ty)/(—u1c), where V;(Tz) < 1if Tp > 0 or V(1) <
o2.1(||zollw) if T2 = 0. Hence, ||z (t)||2 < 611 (Vi(t)) < vi(||zollw, ) for t € [To, To+T1) and ||z(t)]|]2 = 0
for t > Ty + T1 due to [C,2) m Now assume that 0 < max{go,w(||d| )} < 1. Then there exists a
moment of time T} € [T5, Ty + T1) such that Vi () < max{go, w(||d||zs)} for ¢ > T7. Thus, ||lz(t)]2 <
vi([[zollw,t) + 0o + w(||d|| g ) for all t > Ts. O

One can see that conditions |C.4a)| and [C.4b)|in general are hard to check, especially in a control

design scenario. As it has been shown in [64], this problem can be overcome by defining functionals
Vi in Theorem [3.1] implicitly.

Theorem 3.2. If there exist two continuous functionals Q. : R% x W([-h,0], R") = R, k = 1,2
such that:

Ci1) Qr(Vi,x) are continuously Fréchet differentiable on R’ x W ([—h, 0], R");
C;i2) for any x € W([—h,0], R™) there exists V}, € RY. such that Qy(Vi, x) = 0;
C;3) 28X <0 for all Vi, € Ry and x € W([—h,0], R") \ {0};

C;4) for some qi 1, q2 1 € IK o and all Vi, € RY

a1k (Vi [[X(0)[[2) < Qr(Vk, x),  Vx € W([—h, 0], R") \ Wo([—h, 0], R"),
Qk(Vi, X) < @26V, lIxllw),  ¥x € W([—h,0], R")\ {0};
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Ci5) Qi1(1,x) = Qa(1, x) for all x € W([-h,0], R");

C;6) for some pp € [0,1), 0o > 1, 1 € (—1,0), po > 0, « > 0, w € K and all xy € W([—h,0], R")
satisfying (3.1) we have:

(a) (Va, 1) € Q2 = {(s,¢) € (max{1, @(||d||zz)}, 82) x W ([~h,0], R") : Qa(s, ) = 0}
— RB(Va,z) < —aV, T2,

(b) (Vi,21) € Q= {(s,¢) € (max{go, (||| r5)}, 1] x W([~h, 0], R") : Q1(s,¢) = 0}
— B (Vi,z) < —aV T,

where Fy,(Vi, z¢) := —D‘jlek(Vk, 2¢) Dy Qi (Vi, x1) @4, then the system is practically locally fixed-
time ISS (3.2)) with oo, 04, 04, w(s) and v(s,t) given by (3.3), where functions o; \,(s) implicitly defined
by equations q; 1.(0; 1(s), s) = 0, respectively, i,k = 1,2.

Proof. For the sake of brevity, denote the space W (|—h, 0], R") simply as V. In order to prove the
theorem it is sufficient to show that there exist functionals V;, : W — R, satisfying conditions of
Theorem Indeed, and guarantee existence of unique functionals V;, : W\ {0} — R* such
that Qr(Vi(x), x) = 0 for any x € W\ {0}. Moreover, the Implicit Function Theorem [B.2| (see Appendix
and condition guarantee that functionals V}, are continuously Fréchet differentiable on W \ {0}
and DVi(x) = =Dy Qr(Vi, X) © Dy Qi(Vi, X)-

From [Cid) it follows that g (Vi(x), [X(0)]2) < Q(V(x), ) = 0 = qus(e1 (I (0)1]2), [1x(0) ) for
all x € W\Wjy and gz % (o2, ([[x[Ilw), [ X[lw) = 0 = Qr(Vi(x), x) < @26(Vi(X), [[x[lw) for all x € W\{0}.
Due to the properties of 7K, functions, the obtained inequalities imply o7 1 (||x(0)[]2) < Vi(x) for
all x € W\ Wy and Vi, (x) < o24(|lx|lw) for all x € W\ {0}. Thus, the functionals V},(x) can be
extended by continuity to W as V(0) = 0. Taking into account that 0 = oy ,(||x(0)]]2) < Vi(x) for all
x € Wy \ {0}, we finally derive condition

Conditions and guarantee that holds. Indeed, if Vi(x) < 1, then Q2(1,x) =
Q1(1,x) < Q1(Vi(x), x) = 0= Q2(Va(x), x) and, consequently, V2(x) < 1.

Finally, note that, for all (V},x;) € €, the functional Fy(Vj,z;) can be rewritten as Fj,(Vy, z;) =
DVj.(x;);, which coincides with the definition of the function Vj(z;). O

Despite the seeming complexity of conditions [C;6a)| and |C;6b)| in the next section it will be shown

that for linear systems in the controllable canonical form they can be represented in the form of linear

matrix inequalities which are easily checked using appropriate mathematical software.

3.3 Nonlinear delay-induced control

In this section, we will demonstrate how the problem of robust practical fixed-time stabilization of
linear systems in the controllable canonical form can be effectively solved using the Implicit Lyapunov-
Krasovskii method. Differently from the observer-based approaches, the state vector will be approxi-
mated by means of the finite difference method, i.e., based on the past values of the output signal. Due
to the special integral relation between the state and its finite-difference approximation, the closed-loop
system has a neutral time-delay representation and therefore the developed method can be applied for

the control design.
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3.3.1 Problem statement

Consider a linear system in the controllable canonical form with a relative degree n > 2, matched
parametric uncertainties, state perturbation and measurement noise:

{s'c(t) — Aga(t) + Bo(u(t) + du(t) + T 2(1)),

(3.4)
y(t) = Cox(t) + dy (1),

where z(t) € R” is the state vector; u(t) € R is the control input; y(¢) € R is the measured output;
d:(t) € R is the state perturbation; d,(t) € R is the measurement noise; d = col{dy,dy} € Brs (0a);
c € R™! is the vector of unknown coefficients such that |c||3 < ¢ system matrices Ag € R"*",
By € R™*! and Cy € R™" are of the form

Om-1x1 In—1 ]

Ay =
0 O1x(n-1)

, Co= [1 le(n—l):| :

Note that all linear single-input single-output controllable systems with the relative degree n can be
rewritten in the canonical form by applying a linear coordinate transformation. Moreover, for
many nonlinear systems, such as a pendulum (n = 2), a magnetic suspension system (n = 3) or a single
link manipulator with flexible joints and negligible damping (n = 4), there is a change of variables that
transforms them into the form [40].

The goal is to design a static output-feedback control practically stabilizing the system with
the rate of convergence faster than exponential.

3.3.2 Control design

Inspired by [48], we will define a nonlinear control law in the following form:

n

u(y) = Z K; [g)jjaj(u(\\yllz))7 (3.50)
j=1

(8) : =1 (3.5b)

a; = — n '
M= - T
H2 if (|92 > A,
Allgllz) = q #1 if (|| < 1, (3.50
— A -
Nz _lil 19]l2 + H, otherwise,

where K; <0, j =1,n, 1 € (—1,0), p2 € (0,1/n) and A > 1 are controllers parameters to be selected;
g = col{g;}j_; € R", 41(t) := y(t), §i+1(t) is the approximation of the i-th output derivative y (1),
i=1n—1.
Instead of introducing a state observer, we approximate the output derivatives by the finite differ-
ences gi41(t) ~ y@(t), i =T,n—1:
i

Jita(t) := Bilt) = Zi(t —h) _ %Z (_1)58!(2‘21 s)!y(t — sh), (3.6)
s=0

where h > 0 is a time delay. Since the value of y(¢ — sh) is undefined for ¢ € [0, sh), then we set it
equal to y(0).
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Selection of approximation follows from the well-known fact: if & — 0 then g, 1(t) — v ().
It is worth noting that the proposed scheme is similar to a high-gain observer [40], since only for
sufficiently small delays h > 0 derivative estimates ¢;1(¢) can be used in stabilizing feedback [27, 28].
Differently from the conventional observer-based control, the finite-difference approximation scheme
does not require solving additional differential equations in real time, which simplifies its practical
implementation.

Nevertheless, to apply Theorem we have to present ¢;1(t) in a different form. First, for each
i = 1,n — 1, define variables ;4 1(t) and d, ;11 (t) as follows:

Z;i(t) — z;(t — h)

. T
Tiy1(t) = A )

R dyi(t) —dyi(t—h
dy,z—i—l(t) e Y, ( ) hy, ( )7

(3.7a)

(3.7b)

where Z(t) := x1(t) and cfy,l(t) := d,(t). Here £;41(t) represents the approximation of z;;(¢), and
Ciy,i+1(t) is a new disturbance. One can see that (3.6)) and (3.7) imply 9;+1(t) = Z;41(¢) + cZWH(t). To
proceed further, we need to recall the following result.

Proposition 3.1 [70]. If z(t) € C*(Q, R) and z\)(t) is absolutely continuous, i € N, then the

following relation holds:

ilt) = i (t) — (1) = - /t i i (%)m“*”(s)ds, (3.8)

where ¢1(§) :=1—¢ and fori € N\ {1}:

I3
/0 G (VAN + 1€, €€ [0,1],
13
wi(§) == /51 wi—1(A)dA, e (1,i—1), (3.9)
1—1
/ Pi—1(A)dA, €eli—1,i.
e-1

Since z1(t) € C"(R4, R) and xgn) (t) is absolutely continuous, it follows from (3.6)-(3.8) that
Uir1(t) = xiqp1(t) +&i(t) + czy,iﬂ(t). Therefore, the closed-loop system ([3.4)), (3.5)) is in the form (3.1))
and Theorem can be applied. To this end, introduce two [Implicit Lyapunov-Krasovskii functional|

candidates Qy(Vy, x), k = 1,2, by the equality:

Qr(VisX) = =1+ [Ax(V X (0) 1 +Z%V‘2’"’C e / m( )xzﬂ( )dr, (3.10)

—ih

where 0 < P € S™*", S; > 0,i=1,n—1, ¥;(§) := fg Pi(A)dA, Ak(N) := diag{A™i}7_, is the dilation

matrix with weights

Thj(pe) =1 —(n+1=7pm, J=1n (3.11)

Note that in the linear setting (Mk = 0), equation Qg (Vj, x) = 0 defines a Lyapunov-Krasovskii functional

= VIXO) 3 + S5 55 [0 653 ().




60 CHAPTER 3. Practical fixed-time stability of neutral time-delay systems
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Figure 3.1: Plots of ¢;(¢) fori = 1,5 Table 3.1: Values of w; fori =1,5

For the following Lyapunov-Krasovskii analysis we will need some characteristics of the functions
©;i(€) (see Fig. and their integrals 1;(£) (see the proof in Appendix [3.A)).

Proposition 3.2. The functions ¢;(§) defined in and their integrals 1;(§) possess the following

properties:

PI) ¢i(§) <0ong € (0, 1),

P2) 0 < ;&) <1 forall¢ € |0, i];

P3) 0i(§) +@i(i —&) =1 forall € [0, i;

P4) l'(€) <0ong e (0,i/2) and ©/(€) >0 on ¢ € (i/2, 1) fori > 2;
P5) ¢;(0) =i/2 and (i) = 0;

P6) 1i(§) < (i/2)pi() for all € € [0, il;

P7) for alli € N the following integral is well-defined:

Y /1((9
o w6

d¢. (3.12)

Remark 3.1. It is worth mentioning that parameters w; are independent of time delay h > 0 and,
thus, can be calculated in advance. For example, direct computation of w, gives a quite simple result:
w1 = 2. Other values of w; can be found by numerical integration (see Table|3.1)).

Now we are ready to present the restrictions on the choice of the controller parameters given in the
form of LMIs such that Theorem [3.2] holds for ILKFs (3.10) with respect to the system (3.4)), (3.5) (see

the proof in Appendix [3.B).

Proposition 3.3. Given ¢ > 0, let there exist u € (0,1/n), h > 0, § > 0 such that the system of LMIs:

XGp+ G X =0, (3.13a)
max{|[[Cllz, 6} < X < In/2, (3.13b)
Uy Uyo Y L
T z X oy Egp
* Wy WpB | 0, _ | =0, =0, (3.13c)
4Sn_1 * O *  Xp

R Oy
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where Gj, := diag{ry;}"_;, Uiy i= XA) +YB] +AoX + BoY T +Z + 2. X,
=) —dlag{bg,b3,45 Ji2YIE Wiy = [BoY ' /p, BoY '/[Cll2, BoY ' V3, Bo, Bovel,
By = dlag{b4,5}_1, Uy = ——Lodiag {(1 — p)X, 3X, 1X, 1v, 1},
(= col{cj}?zl, G = max {g(A, ;) a(a, m)}wl/(lﬂ” g(alr, n’j),

p=h"VE = opg =g, A=V146,
with functions vy, j(pi) and §(5,€) defined in and LemmalA.2, respectively, is feasible for some
by >0,0<8; <i/(dwip), X € SV, Y € R, Z € S™", where w; defined in 8.12),i = 1,n — 1,
j=Tnk=1,21=T1,4.
Then the closed-loop system (3.4)), with parameters

Ki:rOW{Kj}?d:X_IY» pr=—p, p2=p, A=V1+4

is practically locally fixed-time ISS with 0., 04, To, 0o and w(s) given by

hr2.1/Vi Br21/ VR
0r = . = ——, s
VJmax{li¢llz", hv7so} T o L i <,
o1 el VE V2 | (gs)2n/m20 i ps > 1,
0 — (Tl — 1)#’}/, 00 = \/5 5

where v := max{A\pna {XV2GL X 12 4+ X-12G . XY2Y 24 (2n — 3)u}, So := max i?/(4S;) and
i=1,n—1
2n
n:= \/max{b1> 22//}2 2 11 /62}

Let us give some comments on the choice of tuning parameters. Firstly, LMIs (3.13)) are always

feasible provided ¢, i, h and § are sufficiently small. Obviously, this is true for e = y = h = 6 = 0.
Indeed, taking into account that in this case ||(||]2 = p = 0 and G}, = I,,, one can see that LMIs
hold for some 0 < X < I,,/2, Y, Z = 0 and sufficiently large b;, S;. Clearly, LMIs remain feasible
for some positive nonzero ¢, y, h and ¢ since 74 j, (; and p are continuous functions of y, h and .

Secondly, it follows from Proposition that the settling time 7j is inversely proportional to pa-
rameter u. Thus, the best strategy of parameter tuning consists in maximizing p, for which LMIs
are feasible for given e. On the other hand, note that o, = 0,(h), 04 = 04(h) and g9 = 0o(h) are the
functions of the time delay 4 for the fixed nonlinear degree ;.. Obviously, o, (04) and gy can be enlarged
and decreased, respectively, by reducing time delay h. Moreover, in the limit case, i.e., h — 07, the
closed-loop system is globally fixed-time ISS since . (04) — 400 and gy — 07. As a result, we get the
same property as in [48] where the state () was reconstructed using an observer.

However, in practice, time delay h cannot be chosen arbitrarily small due to related implementation
problems. For example, note that, similar to high-gain observers, approximation is sensitive to
high-frequency measurement noises [39]. In order to show this, let us assume that d,(¢) is a Lips-
chitz continuous function of time, i.e., there exists a positive constant L such that |d,(t1) — d(t2)| <
Ll|dy||lpge|ts — t| for all ¢1,t; € R. Taking into account (3.7b), it can be shown that in this case

\/ max{br, (1 + L2%) /62}, which coincides with the one given in Proposition if
hL = 2. Thus, the slower the measurement noise d, changes (the smaller L), the smaller the steady-
state error. Nevertheless, the problem of making approximation (3.6) more robust to high-frequency

measurement noises (e.g., by introducing low-pass filters [29, |39]) is out of the scope of this work.
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Now let us show what the main advantage of the proposed control law is (3.5) compared to its
linear analog (x = 0) with the same feedback gains K.

Proposition 3.4. Let the conditions of Proposition be fulfilled. Then there are h* € (0, h] and
05 € (0, 02(h*)] such that for all zo € Bw (o) \ Bw(¢}) and d € Brs(0q) the system (3.4), with
time delay h* converges faster to the set A := {x € R" : ||x(t, 20, d)[]2 < 00 + w(||d||Ls>)} than its linear
counterpart (1 = 0).

The proof of Proposition [3.4] is given in Appendix
In other words, for sufficiently large initial conditions or sufficiently small external disturbances,

the proposed control system always converges faster to the vicinity of the origin than its linear analog.

3.4 Numerical simulation

Let n = 3 and € = 0.05. Choose i = 0.01, h = 0.02 and § = 10~3. Then solving LMIs (3.13), we
find parameters of the controller (3.5)

K=1]-319 —6.08 —4.20} . p1=—001, pup=0.01, A=1.0005
and the following coefficients:
00=49-10"1% o, =6.15-10", p;=3.02-10°, 5 =10".

For further comparison we set ¢ = 0.125 - col{1, 1,1} such that ||c||3 = 0.047 < e. The numerical
simulation of the closed-loop system (3.1, has been done in MATLAB Simulink by using the
explicit Euler method with a state-dependent step [22]]. The basic and minimum discretization steps,
the maximum number of iterations and the homogeneous norm have been defined as Aty = 1072,
Atmin = 1074, Ninay = 2 10* and ||| pom = (32— [a;]#)/*1(R)a1 (), respectively. Initial conditions
have been chosen as zo(7) = 102~% - col{0.6,0, —0.8}, i = 1,3 for all 7 € [~0.04, 0].

First, we will show that the proposed control scheme ({3.4), is indeed practically fixed-time
stable. To this end, we will compare it with its linear analog (1 = 0) when ||d||L3> = 0. The results
of the simulation depicted in Figure in the logarithmic scale, where solid lines corresponds to
the proposed control law and dashed ones represent its linear counterpart (x = 0). The results
illustrate Proposition the solutions of the nonlinear system (3.4)), converge faster than its linear
analog. However, the superiority of the proposed control over its linear counterpart is not so evident
due to the smallness of u. Recall that this parameter should be chosen as large as possible to ensure
the feasibility of LMIs (3.13). Since our Lyapunov analysis is rather conservative, one might expect that
the closed-loop system (3.1]), remain fixed-time stable even for larger p. To demonstrate this, we
chose 1 = 0.1 and kept other controller parameters the same. The results of this numerical comparison
are depicted in Figure Clearly, the proposed control significantly does outperform the linear one.

Now we compare performance of the proposed control system ({3.4)), with its linear counter-
part in the presence of the state perturbation d,(t) = 0.5 cos(t) and the measurement noise d,(t) =
0.01sin(10¢). As a result, w(||d|| s ) = (77Hd||L§o)7"27"/’”2’1 = 7-10%. The norm of the solutions z(t, x, d)

is depicted in Figure 3.3|in the logarithmic scale, where the initial conditions z( are chosen the same
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as for the disturbance-free case. Again the obtained results go with Proposition As well as in the
disturbance-free case, for larger values of i the difference between nonlinear and linear approaches
becomes clearer (see Fig. [3.3)).

3.5 Conclusion

In this chapter, the notion of practical fixed-time input-to-state stability has been introduced for
neutral time-delay systems with external bounded disturbances and characterized by the Lyapunov-
Krasovskii method, which has been formulated both explicitly and implicitly. Based on the obtained
theoretical results, an alternative way of robust output practical fixed-time stabilization of linear sys-
tems in the controllable canonical form has been proposed. To this end, the state vector was first
approximated by means of the finite difference method, i.e., based on the past values of the output
signal. Differently from the observer-based approaches, the finite-difference approximation scheme
does not require solving additional differential equations in real time, which simplifies its practical
implementation. Then, a nonlinear controller was designed to practically stabilize the system in fixed
time. To achieve fast stabilization, the nonlinear degree of the feedback is dynamically changed de-
pending on how far from the origin trajectories of the closed-loop system are. To apply the developed
Lyapunov-Krasovskii method, it has been shown that the closed-loop system has a neutral time-delay
representation due to the special integral relation between the state and its finite-difference approxima-
tion. Using the formulated Implicit Lyapunov-Krasovskii theorem, sufficient stability conditions for the
designed nonlinear control system were presented in the form of linear matrix inequalities, solutions
of which are used for the calculation of the controller parameters. Furthermore, the impact of the
artificially induced time delay on the stabilization accuracy has also been quantitatively studied. Finally,
it was theoretically proven and numerically illustrated that, both in the disturbance-free and disturbed
cases, the proposed nonlinear controller stabilizes the considered system in the vicinity of the origin
much faster than its linear counterpart. Robustification of the proposed control scheme with respect to
high-frequency measurement noises (e.g., by prefiltering the output signal y(¢) before using it for the

finite-difference approximation of the state) is left for future research.

Appendices

3.A Proof of Proposition

First, it is clear to see that ¢ () = —1 < 0 for all £ € [0, 1]. Differentiating (3.9) with
respect to &, we obtain:

pi-1(§) — 1, £ €0, 1],
Oi(€) == pic1(6) —pim1(€—1), £€(1,i-1), (3.14)
—pi—1(§ — 1), Eeli—1,1i.

Obviously, using induction, one can prove that ¢/({) < 0 on & € (0, i) for ¢ > 2. Indeed, if ¢} _,(£) <0
on¢ € (0, i—1), then p;_1(&) is strictly decreasing. Then taking into account that (3.9) implies ¢;(0) = 1
and ¢;(¢) = 0, we finish the proof.
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Figure 3.2: Transients in the closed-loop system (3.4), (3.5), (3.6)) for d =0

Property 4) from Proposition 2 in postulates that ¢;(h&) + ¢;(h(i —&)) = 1, where functions
@i (h€) are such that @;(h) = @;(€). Thus, p;(€) + pi(i — &) = 1.
Differentiating with respect to &, we get:

pi1(8), §elo, 1],
i (§) = ¥ia(§) —wia(€-1), €€(1,i-1),
—¢ia(E—1), §eli—1,1

For i = 2 it is obvious that ¢§(§) <0 on & € [0, 1) and ¢45(£) > 0 on £ € (1, 2], since ¥} (§) = —-1<0
for all £ € [0, 1]. Moreover, ¢} (&) is strictly decreasing and strictly increasing on corresponding intervals.

Applying property for ¢ > 2, it is sufficient to prove by using induction that function ¢/ () has
the unique zero at {y; = i/2. Indeed, ¢/ ,((i —1)/2) = 0 implies that ¢}_,(§) is strictly decreasing on
€€ (0, (i —1)/2) and strictly increasing on £ € ((i — 1)/2, i — 1). Therefore, ¢/ (¢) has the only one
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12 M@l : 2o e® .
u(9) = Sy K551 u(9) = Sy K551
- - -u(g) = K§ - - -u(g) = K§
10' 20
10° ¢ 0
107! 20
102 ‘ ‘ ‘ > 40 ‘ ‘ ‘ >
0 2 4 6 8 tls] 0 2 4 6 8 t[s]
(a) Norm of the state z(t) (b) Control signal w(t)
Case = 0.1
12 =@ : 2o e® .
u(f) = 325 K191 W u(f) = 325 K191
- - -u(i) = K§ - - -u(i) = K§
20 1
"/ \‘
0
20
-40
102 ‘ ‘ ‘ Ly 60 ‘ ‘ ‘ L
0 2 4 6 8 t[s] 0 2 4 6 8 t[s]
(c) Norm of the state x(t) (d) Control signal w(t)

Figure 3.3: Transients in the closed-loop system (3.4), (3.5), (3.6) for d # 0

zero on §{ € (0, 7). Let us show that &y = i/2. Using (3.14), the condition ¢/ (i/2) = ¢} _,(i/2) —
¢i_1(i/2 — 1) = 0 can be equivalently rewritten as

1 .
21 (§> =1 for ¢ = 3,
7 — 2 /) 1 —4 .
2%—2( 5 ) = Qi—2 (5) + %‘—2( 5 ) for ¢ > 4,

since 3/2 € [1, 2] and (3/2—1) € [0, 1] for i = 3, i/2 and (i/2 — 1) € [1, ¢ — 1] for ¢ > 4. Applying
property one can see that these relations hold and, therefore, £, = i/2 is the unique inflection
point of ;(§) for i > 2.

m It is obvious that 1;(i) = 0. Then using the change of variable A=i—\ and property we get

¥i(0) = /Oi/2 @i(A)dA + //2 pi(\)dX = /Oi/2 (SOi(/\) + @i — A))d)\ = %
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Note that function 1;(£) could be rewritten as follows:
i 3
5 / SOZ()‘)d)" € € [07 2/2]7
0
[eon, el
3

Taking into account property integral terms can be estimated by the area of a trapezoid from

below and a triangle from above, respectively:

e % £(1 +2901(§))7 £e0,i/2,
e 52) (f), € [i/2, i].

Since i — £ < ip;(&) for [0, ¢/2] and ¢ — £ < i for all £ € [0, i], we conclude the proof.

Since function @;(€) := ;' (£)9?(£) is continuous on ¢ € [0, 4), it is sufficient to prove that
©i(i+07) < 4o0. Indeed, applying LHopital’s rule, we get @;(i +0~) = —2¢/(i). From it follows
that /(i) = pi—1(i — 1) = 0. Therefore, w; = foz i(§)d¢ is well-defined and function ¢;(£) can be
prolonged to £ = i by defining ¢;(i) = 0. O

3.B Proof of Proposition

Let us show that all the conditions of Theorem |3.2] are fulfilled for ILKFs with respect to the
system ((3.4)—(3.6). For the sake of brevity, denote the space W ([—(n — 1)k, 0], R") simply as W.

B.1. Verification of conditions

Obviously, the functionals Qy(Vi, x) defined by equation satisfy condition On the other
hand, for any (Vj, x) € R x W, both partial Fréchet derivatives Dy, Q(V, x) and D, Qx(Vi, x) exist

and given as follows:

Dy, Qk(Vie, )V := — (Vi/ Vi) (XT(O)Ak(V;{l)(GkP + PGy) A (Vi) x(0)

n—1
Z (27 2+2 Mk)v—ﬂm it2 ik /

i— —ih
Dy Q1 (Vi, X)X ::2><T< 0)AR(V, >PAk<V‘1>>z<0>

+2Z 7‘/72% e /m ¢z< )XH—I( )(%5{2‘—1—1(7—))‘“7

%( )Xz'+1(7')d7>,

where V, € R* and x € W. Clearly, the mappings (Vi, x) — Dv, Qr(Vk, x) and (Vi, x) = DyQr(Vi, X)
are continuous on R* x W. Therefore, conditionm C;1)| holds. Furthermore, since G, P + PG}, - 0 due
and 27y ;42 > py forall i = 1,n — 1, then Dy, Qx(Vk, x) < 0 for all Vj, € R%. and x € W\ {0}.
Taklng into account that 0Q(Vk, x)/0Vi := Dy, Qr(Vk, x), we conclude that condition holds, too.
Since P > 0 and ;(£) < i/2, then the estimates

. 2 A1rrlau<(1:)) |X( ) + 7
)\ml;E‘f)HX( 2)”22n <Qr(Vi,x)+1< | LARES 21 245 2—2n
maX{Vk M Vi /““} mln{Vk r, Vi Mk}

(m)|dr
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hold for all V, € R? and x € W. As a resul, it is easy to see that for any x € W there exists V}, € R’}
such that Q;(V%,x) = 0. Taking into account (3.13b)), introduce functions ¢; ;, 2 € ZK by the
following formulas:

1 - 2
25" 1 (o s) = o iy S e
max{o2—2Hk g2 20k } o 2k 8) = min{o2—2tk o221k }

QLk(Ua 3) - -1

?

where o, s € R’.. The obtained estimates guarantee that q; 1, (Vi, [|[x(0)[]2) < Q(Vi,x) < a2,6(Vi, [|x[Iw)
for all V, € R and x € W. O
B.II. Verification of condition
First we calculate D, Qy(Vk, x¢)&;. By the definition of the partial Fréchet derivative D, Q(V%, X),
we have the following:

D Qu(Vi )i = 2] (0)Ar(Vi Y PAK(V) (Aoa(t) + Bo(ult) + dult) + "2 (1)) )
) —27k,i+2t 0k 0 -7 d .
+ Z 7‘/ " /_z-h wl(?) <E$§,i+1(7))d77

since i4(0) = &(t) and 2441 (7) (e de,i41(7)) = 447,41 (7). Then applying the integration by parts

formula and using property we get

D Qu(Vi 2 = 207 (0)Ar(Vi Y PAK(V) (Aoa(t) + Bo(u(t) + dalt) + T2 (1)) )

Rix
o n—1 . 0 (3.15)
2 K 1 —2 i —-T .
+va TR (0) = D VT / oi( = )it i (r)dr.
22215, a2
Ry g R3 g,

Note that A, (V1) Ao = V" AoAr (V) and A (V1) By =V, """ By =V, 4k B). Then takmg into

account that i1 (t) = 241 (t) + dyis1 (1) = ia(t) + &i(t) + dyiga(0), i = T — 1 due to B6)-B3),
the term R; ; could be rewritten as follows:

Ryy = 2V}* 2 P((Ao + BoK)z, + BoK (Chks + Cute + Cay i) + BoVy ' (do + ¢ Ak(Vi)2k)),

where z;, = Ak(v,;l) +(0), g = Ak(Vk_l)col{O, €1y ooy Enmth Gk o= Vi teol{[g;] %Py, —
Ap(Vih)g and Cg, i == Ap(V; 1) col{dy ;17
Since b2, b3 > 0, then the term Ry, admlts the following estimate:

~1
Rop < V%2l 2 2 + V“k( )’ (Vi tien(0))? = Vi 2 B0 2 + Vi) roTn -1 Ok,
4Sn 1 4Sn 1

where © := [V, Bj ¥15] and ¢ := col {sz, Pf/%’k, Pﬁﬁ‘é’lﬁa Pij%'k, &, 70TA£(\‘;’§)Z’“ }

Using property [P6) and applying Lemma [A.3| with ¥ = ¢;, ¢ = i4;41(0), @ = 1, the term R, can
be upper-bounded in the following manner:

2p —P

1
Ry =pRsp+ (1 —p)R3 < *m(l — 2 Pzy) — CE Vi "Gk Ey ke
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Adding and subtracting the corresponding terms to (3.15) in order to construct a quadratic form

with respect to the vector ¢, and matrix ¥ := [‘I’*H g;; }, we obtain

Dy Qu (Vi 1)y + VI — <y (xp Lot =g )gk + Ve (E PZP)zk
X ’ koo(n—1) = % 48, 4
_ 2 _ T P ek vk 1 - p2 _ 2/%
(-7 sz)(h v/ ) "y zﬁhk<h2~2 P)Chk (3.16)
Vi 12, 21T 2 Ve eld G2
a2+ Z(vkeTA -2 v LEIP _9).
+ in—1) (bl(Vk dz)” + e(Vk ¢ Ag(Vie)z) ) + 2(n — 1) ( S + <]l )

Let us show that the right-hand side of the inequality is nonpositive for all (Vj, x;) € £ such
that V1 € (max{go, w(||d|[z3)}, 1] and V2 € (max{1, w(||d||Ls)}, 0x)-

Firstly, using the Schur complement (see Lemma [A.4] in Appendix [A), LMIs (3.13¢) yield ¥ +
orln nl) ©<0,PZP-E;'»=0and Z,' — pP = 0, respectlvely Therefore, the first two terms are not

positive. Moreover, the third and fourth terms are negatlve if p/h > VM, ie. if gg = 5, ' = h'/VE,

Secondly, note that V, ' Ay(Vi)Ap(Vi) Vit = dlag{Vk 7"'”‘_1)} < Iyforall Vi <land V, > 1
since 711 > 71, > L and ro1 < 12, < 1. Hence, (Vi 'eT Ag(Vi)zi)? < ez)] 2 < €/2 for all (Vi z4) € Qe
due to (3.13b). Moreover, one can see that by (V, 'd,)? < n*(V, 'd)? < 1 if w(s) > ns. Thus, the fifth
term is also negative.

Thirdly, taking into account (8.7b), it can be shown that |dy, ;| < (2/h)77}(|d, ||z for j = 1,n. As a
result, [|Cg, |3 < %HdHLw max{V_2rk ! Vk_%k‘"}. Then assuming that ||¢, x||2 < [|C]|2 (see the
proof below), it is clear that the sixth term in is negative if @w(s) > max{(ns)'/"11, (ns)}/m21}.

Finally, since P~/2G,P'/? + PI/QGkP_l/2 < 71, implies G, P + PG} < 7P and, on the other
hand, max;_5— k:172{2rk7,~+2 —pr} =2r13—pm =2+ (2n — 3)u, then —0Qk(Vi, x¢)/0Vi < 'ka_l
for all (Vi,z:) € Q. Therefore, one can conclude that conditions |C;6a)| and |C;6b)| hold with w(s) =
max{(ns)t/m1, (ns)V/721}, oo = ;' = hY/VF and ;' = 2(n — 1). Taking into account the formulas

of g1 and qo 1, k = 1,2 parameters o, 0., 04, 1o and function w € K can be easily calculated using
formulas (3.3)). O
B.III. Proof of the estimate ||(, ;|2 < |[¢]|2 in £,
Adding and subtracting the terms Vk_l\gjjll/ ".i, the disturbance ||, x||3 can be rewritten in the

following form:

n

Thk,j ~ ~ 1a. (i ~ e s 2
3= > (VT gl = VT gl) + i (31— g ) (3.17)
j=1

First, applying Lemma [A.3) given in Appendix [A| with ¢ = ¢;, ¢ = i1,11(0), @ = i/ ; to for all
(Vi, z¢) € Q, such that V, **p/h > 1, we deduce that:

z) Pz + Z rk ”151)2 <1.

Taking into account that P 3= 2I,, due to (3.13b) and, on the other hand, 4w;pS; < i, it follows that

n—1

V3, kg (0) + 2> Vi Pt (af,4(0) +67) < 1.
=1
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Then [|AL(V, Dgl3 < 1+ 2||¢a, kI3 < 1+ 6 = A? what implies that [|js < Amax{V, "', V,*"}
and |V, "9;| < A. Thus, applying Lemma given in Appendix@ with s = |V, "™7¢;], 5 = A and
€ = 1/rj, the first term in (3.17) can be bounded as follows:

o s 1
’Vk degjll/rk’j o ’Vk Tk,ggj’ < g(A’ K) (318)
7]

Since V; < AV~ implies ||g|l2 < 1, we deduce that r; ja;(fi) = 1 for all V; < AY/(1=1) On the
other hand, if ;| > A forall j = T,n, then ||§]2 > A and 5 ja;(ji) = 1. Thus, for all V; € (A1/(1=1) 1]
and V5 > 1, the second term in (3.17)) could be estimated as:

Ca a1 1 e _ e e 11 re i) e T2
V; 1(|yj| i (B _ ijll/ ki) < AV (1—p1) @TQ[%XA] ‘ijll/ L _ ’yj|1/ 25| — A/ M1)9<A1/ 24 %)
9 7]

Taking into account ({3.18), one can finally conclude that ||(, x||2 < ||(]|2- O

3.C Proof of Proposition (3.4

It is a well-known fact [70] that the system (3.4)), with ¢ = 0 is exponentially ISS with a decay
rate 3 € (0, By), where 5y > 0 is the decay rate of the corresponding state-feedback control, i.e. for all
xo € W([—h,0], R") and d € L$°(R,, R?) there exists a constant ¢y > 0 and a function @ € K such
that

(¢, 20, d)l|2 < collzollwe™" + @ (|d|lg), Vt=>0.

Define by 7|} the moment of time when the system (3.4), (3.5) with time delay A* and p =
0 reaches the set A, ie. Ty = inf{t > 0 : [[z(¢,z0,d)|2 < 00 + w(||d|[zg)}. Obviously, T¢ >

max{(),ﬂo_lln(c0||a:0|\w/(go + w(opq)))} if 0o + w(|\d||L§o) > u?(||dHL3c). Otherwise, the set A is un-
reachable. Therefore, it is easy to see that Ty < 7T} if

Bo
[zollw = 0 = =1 (00 + w(oa))/co.

Clearly, there is a small enough h* such that g, > g. O
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CHAPTER

OUTPUT FINITE-TIME STABILIZATION
UNDER STATE CONSTRAINTS:
IMPLICIT LYAPUNOV METHOD

In this chapter, the problem of robust output finite-time stabilization of linear systems under state
constraints is addressed. Geometrically, the considered class of state constraints represents a closed
region (hyperoctahedron, hypersphere or hypercube) centered at the origin, within which trajectories of
the closed-loop system must remain. The problem is solved in two steps. First, a nonlinear Luenberger-
like observer is designed using the Implicit Lyapunov method in order to reconstruct the state vector in
finite time. Then, a continuous control law is proposed, which is linear when trajectories of the closed-
loop system risk violating the state constraints, and nonlinear otherwise. It is shown that while the linear
controller guarantees exponential stabilization of the system under the state constraints, the nonlinear
one accelerates the rate of convergence to the equilibrium point. Compared to the existing methods
of stabilization of dynamical systems under state constraints based on control barrier functions and
barrier Lyapunov functions, the tuning of the proposed nonlinear control system is extremely simple:
the observer and controller parameters are found from the solutions of linear matrix inequalities
and equations. Numerical simulation of the designed control system shows that, for sufficiently small
external disturbances, the linear system is stabilized in finite time without violating the state constraints.

Outline of the current chapter
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83
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4.1 Introduction

In practice, physical limitations and operational requirements impose severe restrictions on the
functioning of dynamical systems. For example, state constraints require that trajectories of a system
always remain in some bounded region of the state space. Furthermore, in many applications, a control
objective must be achieved within a prescribed finite-time interval. Clearly, neglecting such constraints
at the control design stage may lead to performance degradation, system failures or safety risks.

Although numerous approaches have been developed to address these problems, the most popular
ones are Lyapunov-like methods based on control barrier functions (CBFs) [66, 78] or barrier Lyapunov
functions (BLFs) [53} 76]. The former method consists in introducing a continuously differentiable
function 1) that is nonpositive for all admissible values of the state vector and 2) the time derivative of
which does not increase along trajectories of the system. However, this approach has limited use in
practice due to the restrictive assumption on the smoothness of CBFs. On the other hand, the latter
method involves the construction of a Lyapunov function that grows to infinity whenever trajectories
of the system risk violating the state constraints. Though a wider class of state constraints can be
considered compared to the CBF-based method, it is clear that BLFs are essentially nonlinear. Thus,
the stability analysis becomes a difficult problem even for linear systems.

Nevertheless, for particular classes of state constraints, the control design for linear systems admits
a relatively simple solution. For example, if trajectories of a system must stay in some hyperoctahedron,
hypersphere or hypercube [57, |56] centered at the origin, then a control law can be chosen in the form
of the conventional linear feedback. As a result, the control design can be easily formulated as a linear
optimization problem [58]. However, in this case, the controllability of the system is not sufficient to
solve the problem and some additional restrictions, such as the diagonal dominance of the closed-loop
system matrix [79]), must be imposed.

On the other hand, it is clear that finite-time stabilization cannot be achieved by means of a linear
controller, and thus another, nonlinear regulator has to be designed. For example, this can be effectively
done by using the Implicit Lyapunov method [61]. Due to the implicit formulation, stability analysis is
reduced to solving of linear matrix inequalities and equations that can be easily done using appropriate
mathematical software. Moreover, due to the structure of the obtained nonlinear controller, it is possible
to design a continuous linear-nonlinear control law.

Therefore, the main objective of the work, presented in this chapter, is to provide an alternative way
of robust output finite-time stabilization of linear systems under a particular class of state constraints,
which geometrically represents a closed region (hyperoctahedron, hypersphere or hypercube) centered
at the origin, within which trajectories of the closed-loop system must remain. To solve the problem,
we will first design a nonlinear Luenberger-like observer in order to reconstruct the system state in
finite time. Then, based on the obtained state estimate, we will propose a continuous switching control
law, which is linear when trajectories of the closed-loop system risk violating the state constraints, and
nonlinear otherwise. It will be shown that while the linear controller guarantees exponential stabiliza-
tion of the system under the state constraints, the nonlinear one accelerates the rate of convergence
to the equilibrium point. Furthermore, the closed-loop system is also ISS with respect to external
disturbances. Another advantage of the proposed control scheme compared to [53, 76| is a simple
tuning algorithm: the observer and controller parameters are obtained as solutions of linear matrix

equations and inequalities.
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4.2 Problem formulation

Consider a linear system of the following form:

Azx(t) + Bu(t) + dy(t), x(0) = xo,

1
Calt) + dy (0), 1)

—_—
< &
—~
~ ~~
S— S~—
o

where z(t) € R" is the state; o € R” is the initial value of the state; u(t) € R is the control input,
m < n; y(t) € R* is the output, k < n; d.(t) € R" is the state perturbation, d,(t) € R* is the
measurement noise, d = col{dz,d,} € Ly°(Ry, R™*%), Assume that system matrices A € R™*",
B € R™™ and C € R¥*™ are such that the pairs (A, B) and (4, C) are controllable and observable,
respectively, rank(B) = m and rank(C') = k.

The goal is to design continuous output feedback u(y) such that for all zy € By[e,] and d € Bre[odl,
where p € {1,2, 00}, solutions of the closed-loop system z(t, z¢, d) satisfy the estimates

(¢, 20, d)|lp < 0s, vt >0, (4.22)

[, w0, d)[lp < v(l|zollp, 1) + w(lldllLg), Yt =0, (4.2b)

where v € GKL and w € K. The first condition represents the state constraints that can be formulated
as follows: for sufficiently small external disturbances d, system trajectories z(t, zg, d) starting inside
the closed ball B,[g,] never leave it. The second condition guarantees that the system is stabilized at
the origin in finite time in the absence of external disturbances or in its vicinity otherwise.

We will solve the problem in two steps. First, a nonlinear observer will be designed to reconstruct
the system state in finite time. Then, we will synthesize a switching, linear-nonlinear controller ensuring
fulfillment of the estimates (4.2). To this end, we will use two theorems on ISS of dynamical systems
presented in the next section.

4.3 Input-to-state stability of dynamical systems

Consider a nonlinear system in the form:
@(t) = f(x(t),d(t)), =(0)= o, (4.3)

where z(t) € R" is the state vector, d(t) € R" is the external disturbance, d € L;°(R+, R"), function
f:R" x R™ — R" is continuous in = and d. A solution to system with initial conditions z¢ € R"
is denoted as z(t, z¢, d).

For finite-time ISS analysis of (4.3), the following Implicit Lyapunov theorem can be used (see the

explicit version in [35]).

Theorem 4.1. If there exists a continuous function () : R} x R" — R such that:
Ci1) Q is continuously differentiable outside the origin;
C;2) for any x € R™\ {0} there exists V € R such that Q(V,x) = 0;

C;3) VX <0 for all V € R%. and x € R"\ {0};
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C;4) there exist q1,q2 € LK such that for all V € R% and x € R" \ {0}:
a (V. lIxll2) < Q(V.x) < a2(V. [Ix]l2);
C;5) for some 1 >0, « >0, w € K and all z(t) € R" satisfying (4.3) we have:

(V,a(t) € Q= {(s,9) € (0(||d]|Lg), +00) x R" : Q(s,) = 0} = F(V,z(t)) < —aV'™H,

—1
where F(V,z(t)) := — <8Q(g"f(t))> an;’X) ‘sz(t)f(m(t), d(t)), then the system is finite-time ISS,
i.e., the following estimate holds:

le(t, @0, d)l2 < v(llzoll2,t) + wlldlzg), VE> 0,

wherev € GKL and w € K.

On the other hand, it is well known that a linear time-invariant system
#(t) = Dz(t) + d(t), =(0) = zo, (4.4)

where D € R™*" is the system matrix, is ISS if and only if it is globally asymptotically (exponentially)
stable in the input-free case (d = 0), i.e., D is Hurwitz [74]. However, the latter property does not
necessarily imply that the L, Ls or Lo, norm of the state would decrease monotonically if d = 0.
In the next theorem, we present additional constraints on the system matrix D under which a better
estimate on the solutions of with respect to the specified norms can be obtained.

Theorem 4.2. For given p € {1,2, 00} solutions of the system (4.4) admit the estimate

1 — e ort
— ||, V¥t >0, (4.5)
p

(¢, @0, d)lp < =" [lzoll, +

where o, > 0, for all xo € R" and d € L;° (R, R"), if for

p = 1: matrix D is strictly column diagonally dominant, i.e.

o1 = 01(D) = — m?l{pjj +y yDij\} > 0; (4.6)
= i

p = 2: the symmetric part of D is negative definite, i.e.

D+D'
o9 = 03(D) = —)\maX(JrT) > 0; (4.7)
p = oo: matrix D is strictly row diagonally dominant, i.e.
Oco = 0oo(D) := — mal{Dii + Z ]Dij\} > 0. (4.8)
i=1n vy
J#i
Proof. For each p € {1,2, 00}, introduce a Lipschitz continuous Lyapunov function V,,(z) := ||z|/, and

calculate its time derivative Vp(x) along the solutions of the system (4.4)) using Theorem given in
Appendix
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p = 1: Taking into account (C.2) and (4.6), one can get:

r) Zn: SGN(a:) f: Dija; + di) = znj ( znj SGN(x:)Dyy )z + En: SGN(z:)d;
< Pt -

j=1 = i=1
n
<> (D + Y 1Dyl s + Z di < —on Z i+ ldll 5 = —01Vi (@) + [ld]| ge.
Jj=1 i#]
p = 2: From the Cauchy-Schwarz inequality and (4.7) it follows that:

' (D+ DNz +2x'd

Va(@) = el

< —oollzlls + [|d g = —0o2Va(z) + [[d]| -

p = oo: Taking into account (C.3) and (4.8), one can get:

r) = Z cisgn(x; <ZD2]:UJ + d) Z Ci (Dm\le + ngn(wi)Dijxj) Z cisgn(z;)d

i€l(x i€l(x) J#i i€l(z)

<y ci(DmZ\Dm)uxum > aldil < (=owllalloo + ldllz) D e = —oncVoo @) + lld] zc-
icl(z) J#i i€l(x) i€l(z)

Since V,(z(t)) < —a,Vy(x(t)) + ||d|| L almost everywhere, then the Comparison Lemma implies

Vp(x(t)) < e~ (Vy(2o) — |ld|| L /op) + |ld|| e /op- Therefore, the estimate holds. O

Remark 4.1. Obviously, Theorem 4.4 can be generalized to the case of weighted norms || Mx||,, where

M € R™ " is an invertible matrix. By introducing new coordinates & := Mz, system (4.4) can be
rewritten as follows:

i(t) = Di(t) +d(t), (0) = o, (4.9)

where D := MDM ™, d(t) := Md(t) and %o := M.

Therefore, Theorem . remains valid for system (4.9) if x, d and D are replaced by z, d and D,
respectively. For example, estimate (4.5)) holds for the wezghted Euclidean norm ||z| p, i.e., M = P'/2, if
matrix PY/2DP~1/24P=1/2DT P1/2 is negative definite. Clearly, this condition is fulfilled if PD+DT P <
0. On the other hand, if M = diag{m;}",, m; > 0, then D;; = D;; and f)z-j = m D;j, i # j, in (4.6)
and ([4.8). Moreover, if matrix D is Metzler (D;; > 0, i # j), then conditions (4 and (4.8) are satisfied
ifm"D < 0 and Dm < 0, respectively, for m = [my,...,my]".

Remark 4.2. It is worth stressing that for more sophisticatedly defined norms similar analysis can be
done by using the method of vector Lyapunov functions |9, 46]. However, in this work we will focus only
on the Ly, Lo and Lo, norms that are mostly used in practice.

Compared to the general formulation of the ISS property for linear time-invariant systems, the
main advantage of the estimate (4.5) is lack of the “peaking phenomenon” related to nonzero initial

conditions. Due to this improvement, the following important observation can be made.

Corollary 4.1. Let conditions of Theorem be satisfied, then for all zo € Byo;] and d € Brs[0d],
where o4 < 0,0y, solutions x(t, o, d) of the system (4.4) remain in the set By[o,] for all t > 0.

Therefore, if the control input u(¢) in (4.1) is chosen as a linear feedback such that the closed-loop
system matrix satisfies one of the conditions (4.6)—(4.8]) then the state constraints (4.2al) are not violated
for sufficiently small external disturbances.
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4.4 Observer design

Let (t) € R™ be the estimate of the state vector z(¢) reconstructed by the following observer:
2(t) = Az (t) + Bu(t) + g(Ci(t) — y(t)), 2(0) = o, (4.10)

where the injection term g(v) to be defined. Then the estimation error ¢ := & — x satisfies the following

differential equation:
E(t) = Ae(t) + g(Ce(t) — dy(t)) — dx(t), €(0) = eo, (4.11)

where g := & — . A solution of (4.11) is denoted as £(t, £¢, d).
Let us apply Theorem |4.1| to design a nonlinear injection term g(¢J) such that the system (4.11)) is
finite-time ISS. To this end, introduce an ILF candidate Q.(V,, x) as follows [60]:

Qo(Vo, X) = x " Ao(Vy ) Polho(Vy H)x — 1, (4.12)

where 0 < P, € S™*", A,(\) := exp{G,In\} is the dilation matrix with an anti-Hurwitz® matrix
G, € R™™ called the dilation generator [54].

Proposition 4.1. Let matrices X, € R™" and Ly € R"* be a solution of the matrix equations

AX, = (Xo+ 1)) (A + LoC), (4.13a)
CX, = Opxn.- (4.13b)

If for adjustable ;. € (—1,0) and o, > 0 the system of matrix inequalities

(A+ LyC) Py + P,(A+ LyC) + C'Y,” +Y,C + 8a,P, < 0, (4.14a)
P,=C'C, P,>~0, (4.14b)

En&) P Y,V PIE (6 s 0l VEE (0,4, (4.14¢)
P,G, + G/} P, = 2|u|P,, (4.144)

where Gy := X, + In, Z,(€) = {(exp{p(Xo + In)In&} — I,) and & := 1 + ,/||d|| g, is feasible for
some P, € S™" and Y, € R"¥, then system with the continuous injection term defined as

Lod + ||19]1X Y Au (||9]]2) LY, if 9 0,
o) = {20 19115 Ao ([|9]l2) f - (4.15)
0, if9 =0,

where L := Po_lYo, is finite-time ISS:
le(t,e0,d)[|p, < vo(lleollp,, t) + wollld]|Lge), ¥t =0,

with functions v, € GKL and w, € K given by

<a0|u| (T'(s) — 1) + 1)%/IMI

, ifte[0,T(s)],

Yo
et = (2 - 0)" e 106,10,
0, ift € [T,(s),+00),

wo(s) 1= max {wi(s), wa(nol|Lll2s), w3(no(1 + | Loll2)s)},

A square matrix G is called anti-Hurwitz if —G' is Hurwitz.
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where v, := 0.5 Amax (P 2Go P2 + P7Y2GT P2 B, i= 0.5 min (PY2Go P2 + PIY2GT P2,

Amax (P 0 ‘,U«‘/Bo_l in{1 12l /7o
o = Y2maxFo) gy omax{0, s boog(s) e Qemindl sH0)
o ol 0ol

wi(s) == max{s%/z, 35"/2}, wa(s) := max{s™, sﬁ"}, ws(s) = max{sﬁ"/(%Jr“), 3%/(50'“‘)}.

+ T, (s),

The proof of Proposition [4.1] is given in Appendix

It is worth mentioning that matrix equations always have a solution since the pair (A4, C)
is observable (see Lemma [4.1] in Appendix [4.A). Furthermore, since matrix X, + I, is invertible, then
matrix equations can be transformed into a linear form by introducing a new decision variable
Zy = (X + 1) Lo.

On the other hand, the system of matrix inequalities is always feasible for sufficiently small ||
Indeed, for any given «, > 0, observability of the pair (A, C') implies feasibility of LMI for some
P, > 0 and Y,. Note that conditions is not restrictive since it can always be fulfilled by properly
scaling matrices P, = 0 and Y,. Obviously, for the obtained P, there exists sufficiently small || # 0 such
that LMI holds. Finally, since [|€71Z,(¢)]2 = |>52 MH <> |“‘1||X°+Z],”Hllln%|,
then [, (©) < E(E Moo —1)for ¢ € [0, 1] and [Z(€)]s < €2, MW E por e 1 g
It follows from the proof of Proposition 11.1 given in [60] that supeco 1) [[Z,(§ )Hg < |ul|| Xo + I,||2 for

all |pl[|Xo + Inl2 < 1. Hence, supgcig g [|[E4(§)[l2 — 0 as || — 0, what implies feasibility of the matrix
inequality for small |p|.

However, note that smaller values of || lead to slower state estimation (see the definition of 73). In
the limit case = 0, the state x(¢) cannot be reconstructed in finite time since the proposed observer
(4.10), becomes linear with the infinite settling time 7, = +occ. Therefore, to accelerate the
convergence rate as much as possible, one has to find the largest |u| for which matrix inequalities
are feasible.

In order to apply Proposition one must solve the system of parameterized nonlinear matrix
inequalities with respect to matrices P, and Y. By fixing parameter ¢ € [0, £] and assuming that
PylYY TP < cP;t, where ¢ > 0 is some constant, the parameterized matrix inequality can
be expressed in the linear form. However, the obtained system of LMIs still must be checked for any
¢ € [0,&]. Nonetheless, due to the smoothness of the matrix-valued function Z,,(£) with respect to the
parameter ¢&, it suffices to check the LMIs only for a finite number of ¢ from the interval [0, £]. Taking
this into account, the next proposition provides a simple LMI-based algorithm for verification of the
parameterized matrix inequality (4.14c).

Proposition 4.2. The parameterized matrix inequality holds if for adjustable ;i € (—1,0),
oo > 0 and N € N the system of LMIs

P, Y,

. Yol o (4.16a)

\/WYO Ik

24 —

=T 2 1o i =
| | (Ez) 0~,u(§z) B (040 ON2 f ) 09 = 1,N, (4.16b)
Py(uX,+ 1)) + (uX.) + I,)P, +2uP, +/|p|P,(X 0 (4.160)
Viel(X) + 1) P, P, o

where &; = (i/N)¢, is feasible for some 0 < P, € S™*" and Y, € R"™**.
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Proof. Since P, = |u|P;'YY TP, due to (4.164), then condition (4.14c) holds if Z,,(£)P, 2 (§) <
|| P71, Using twice the Schur complement (see Lemma in Appendix @), the latter can be rewritten

as E, () PE,.(€) < |ula2P,. Note that

d

CTSEM(O = g_lEu@) + 1(Xo + 1) exp{p(Xo + I,) In &} = 5_1(171 + u(Xo + In))Eu(g) + p(Xo + 1)

Then for W (¢, z) := 22} (£) P,E,(€)z, where z € R" is an arbitrary vector, we have

0 d_ T _ d _
eV (&) == ((F2n©O) PO +E[OPEu(0)-
[ [ (PoliaXo+ L)+ (uX] + )P+ 20P,)  [ulPo(Xo + 1)] [Zu€)
I, /(X + 1) P, Onxn In

2 2

Condition (£.16c) implies that ZW (¢, 2) > —|ulezT P,z and W(E, 2) < W (&, 2) + |u|552 Pz

for any ¢ € [¢ — &,&], i = I, N. Taking into account that ¢? — ¢2 < 251¢2, inequality (4.16D) yields
2 2

W (&, z) + |u|%zTPoz < |p|a22T P,z. Therefore, condition (4.14d) indeed holds. O

Clearly, conditions (4.16a) and (4.16c) are fulfilled for sufficiently small |u|. Furthermore, since
suPco, 1Eu(E)ll2/ /11l = 0 as [u| — 0, then there exists sufficiently large N > (€/a,)? such that LMI
(4.16D)) is feasible.

4.5 Output-feedback stabilization

In this section, we will show how to design linear and nonlinear controllers for the system (4.1)) to
respect the state constraints (4.2a) and to guarantee the finite-time ISS property (4.2b]), respectively.

4.5.1 Linear feedback
Let us begin with a simple linear feedback
u=uo(z) = Kz, (4.17)

where K € R™*™ are controller gains to be chosen. Clearly, the closed-loop system ({4.1)), (4.10)),
is in the form with D = A+ BK and d = d, + BKe(g,d). Note that Corollary [4.1] implies that
the state constraints are fulfilled if ||d|| . < 0,0,(D) = 0:0p(A + BK). The next proposition
presents the way of selecting matrix K such that this inequality holds.

For all p. > 0 and g4 > 0, define the function ((g., 04) := m(ﬁo(gs) + wo(\/ﬁgd)), where

o(5) := Vo(5v/NAmax(P,), 0) = max{(s1/nAmax(P,)) /%, (s\/nAmax(P,))?/7}.
Proposition 4.3. Let x € Byos], €0 € Bple:] and d € Brze[oa]. Then solutions x(t, o, eo, d) of the

system (4.1), (4.10), (4.17) remain in the set By[os| for allt > 0 if for
p = 1: the system of LMIs

m
Ajj + Z BjqKqj + Z‘Pij < —o, J=1n, (4.18a)
q=1 i#]
n
C(Qsa Qd) Z Ysr < 020 — 04, r=1,n, (4.18b)

s=1
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m
q=1
m
_¢sr < ZBquqr < wsr; r,s = 1,77/, (4.18(1)
q=1

is feasible for some K € R™", 0 >0, ¢ij > 0,i,j =1,n, i # j, and s > 0, 17,5 = Ln;
p = 2: the system of LMIs

(A+ BK)+ (A+ BK)" < —201,, (4.19a)
(020 — 0a)In  ((0c; 04)(BK)T (4.19D)
C(0:,0a)BK (020 — 0a)In
is feasible for some K € R™*"™ and o > 0;
p = o0o: LMIs (4.18¢), (4.18d) and
m
Aii+ Y BigKgi + Y i < —o, i=T1,n, (4.20a)
=1 J#
n
(061 04) Y Ysr < 000 — 04, s=1n, (4.20b)
r=1

are feasible for some K € R™*", 6 >0, p;; >0, i,j = 1,n, i # j, and iy >0, 7,5 = 1,n.

Proof. Taking into account that v,(|leo||£,, ) < vo(|l20llp,,0) < vo(y/NAmax(Po)ll0]lp, 0) = To(ll€0]lp)
and [[d||Lge < 04 + || BK ||pl|€]| g0, it suffices to show that o4 + || BK||((0z; 04) < 020p(A + BK). For
the sake of brevity, denote ¢ = ((oe, 04)-

First note that |D;;| < ¢;; and |(BK)s| < 95, due to LMIs and (4.18d), respectively. Then
taking into account that | BK||; := max, _1; > i, [(BK)s| and || BK oo := max,_17; > [(BK)s|,
it follows from LMIs (4.18a)), (4.18b)) and (4.20a)), (4.20b)) that o; + ¢||BK|j1 < 0,0 < 0y01(D) and
0d + (| BK||oo < 0:0 < 0:05(D), respectively. Analogously, since |BK||2 := \/Amax((BK)TBK),

then LMIs (4.19) imply g4 + C||BK]||2 < 020 < 0;02(D). O

Note that, for given o, feasibility of LMIs (4.18)-(4.20)) requires not only the smallness of the external
disturbances d, and d,, but also the closeness of the initial conditions £ and xg. As a result, the initial
state of the system must be known with the required accuracy p. in order to properly set the
initial state of the observer (4.10]).

4.5.2 Nonlinear feedback

Obviously, it is impossible to stabilize the system (4.1)) in finite time, i.e., to fulfill the estimate (4.2b)),
by applying linear control (4.17). Therefore, a nonlinear controller must be designed. To this end, we
will use Theorem [4.1] with an ILF candidate Q.(V,, x):

Qc(va X) = XTAC(Vc_l)PcAC(Vc_l)X -1, (4.21)

where 0 < P. € S, A.()\) := exp{G.In A} is the dilation matrix with the anti-Hurwitz dilation
generator G, € R"*",
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Proposition 4.4. Let matrices X. € R"*™ and Ky € R™*"™ be a solution of the matrix equations

(A+ BKo)(Xe — In) = X A, (4.22a)
X.B = Opsm. (4.22b)

If for adjustable v € (—1,0) and o, > 0 the system of matrix inequalities

(A+ BK)"P.+ P.(A+ BK) + 4a.P. < 0, (4.23a)
P.G.+ G} P.>2lv|P., (4.23b)

where G. = vX.+1I,, is feasible for some 0 < P. € S"*"™ and K € R™*", then the system (4.10)) governed
by the continuous, locally bounded control

u=u,(z) = (4.24)

Koz + V(K = Ko)Ae(Vo)a, ifd #0,
0, if& =0,
where V, € RY is the solution of the equation Q.(V., ) = 0, is finite-time ISS:
(¢, 30, 9(Ce — dy)ll. < vellldolpt) +welllg(Ce — dy)lge), e >0,

with functions v. € GKL and w. € K given by

(“ M ) -0y +1)"™, e e 0,720,

Ye
o) =3 (2 - 0) L e . 500)
0, ift € [T.(s), +00),

wc(S) = maX{(ncs)ﬁc/(’YC+V), (ncs)Vc/(ﬁc-‘r'/)}’

where . := 0.5 max (P} 2G.P7V? + P7Y2GT PY?), B, = 0.5 i (P 2G . P7V? + PIY2GT PY?),

0. sl¥l/Be — 1 ind1. svl/e A P
_ % max{0, s }’ To(s) = Yemin{l, s } LTUs), e e max ( c)'
ac|v| acl|v| o

T.(s) :

The proof of Proposition [4.4] is given in Appendix

It is worth mentioning that matrix equations always have a solution since the pair (A, B) is
controllable (see Lemma [4.1] in Appendix [4.A). Furthermore, since matrix X, — I, is invertible, then
matrix equations can be transformed into a linear form by introducing a new decision variable
Ze = Ko(X. — Ip,).

On the other hand, the system of matrix inequalities is always feasible for sufficiently small
lv]. Indeed, for any given a. > 0, controllability of the pair (A4, B) implies feasibility of the matrix
inequality for some P, > 0 and K. Obviously, for obtained P, there exists sufficiently small
|v| # 0 such that LMI is fulfilled. Note that in the sequel matrix K will be chosen the same as
the one calculated for the linear controller to guarantee continuity of the control law on
the switching surface. As a result, the matrix inequality becomes linear with respect to matrix

P.. It is worth stressing that the obtained LMI remains feasible for sufficiently small o, > 0.
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However, note that smaller values of |v| leads to slower stabilization (see the definition of 7). In the
limit case v = 0, the system cannot be stabilized at the origin in finite time since the proposed
controller becomes linear with the infinite settling time 7. = +oo. Therefore, to accelerate the
convergence rate as much as possible, one has to find the largest |v| for which matrix inequalities
are feasible.

4.5.3 Switching feedback

In order to stabilize system (4.1)) in finite time without violating the state constraints, let us introduce
the following switching control law:

uo(2), if |2)p, > 1,

u,(Z), otherwise,
where u(2) and u, () are defined in (4.17) and (4.24), respectively. Note that the control signal (4.25)
is continuous if K is the same matrix in ug(Z) and u,(Z). Indeed, it follows from (4.21)) that V. = 1 for
all £ € R” such that ||Z||p, = 1, and, therefore, u, (&) = Koz + (K — Ko)& = Kz = uo().

Let us now formulate the main result of this chapter.

Proposition 4.5. Let matrices X. € R"*"™ and K, € R™*" be a solution of the matrix equations
(4.22), and matrix K be the solution of the LMIs (4.18)—(4.20) for given ((o., 04). If for adjustable
€ (—1,0) and o > 0 the LMIs (4.23) are feasible for some 0 < P, € S"*" such that

(Qm - C_:(Qsa Qd))QPc = nly, (4-26)

then for all o € Bylos], €0 € Bploe] and d € Brge [04] solutions of the closed-loop system (4.1), (4.10),
(4.25) satisfy the estimates (4.2)).

Proof. 1. State constraints (|4.2al)

Since K is a solution of the LMIs (4.18)-(4.20), then it follows from Proposition [4.3|that 2(t) € By[o.]
if ||Z(¢)[|p, > 1. Therefore, it is necessary to prove that solutions z(t) remain in the set B,[o,] if
|z(t)||p, <1 as well. Obviously, this requirement is met if ||(¢)||p, < 1 implies ||Z(¢)||, + [[le(®)]lp < 02-
Taking into account that |||, < v/2[l2 < v/7/Amin(Pe) ||| 2. and [le(t)[l, < ¢(0e, 0a), it is clear that the
required inequality holds due to (4.26). In other words, condition guarantees that the switching
surface S := {& € R" : ||Z(t)||p, = 1} is inside the closed ball By[g, — (] (see Figure [4.1)). It is worth
mentioning that condition is not restrictive, since it does not affect the feasibility of LMIs (4.23).

II. Finite-time ISS property

Note that the closed-loop system ({4.1)), is finite-time ISS if so are the observer (4.10),
and the system (4.11). Since Proposition [4.1] implies finite-time ISS of (4.11), we have to prove that this
property also holds for the observer. To this end, consider a Lipschitz continuous Lyapunov function
V :R"™ — R, defined as follows

V(z)

e, it)2z||p, > 1,
{\ I Nl wo)

7 lf”i.HPc < 17

where V.(2) is the solution of the equation Q.(V;, ) = 0.
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A mmien < o-¢ A e < 0-¢
22 = (e: = ¢)/vn 22 = (e: —¢)/vn
Z||p < Z||p <
o ¢ l&]p < 1 0s — ¢ l&lp < 1
~(e: =€) 0 0 -C B —(e () 0 0.-C @
A (P2) A (P2)
_(QJ' _C) 7(9:' 7()
(@p=1 (b) p=o0

Figure 4.1: Geometric meaning of condition (4.26) for n = 2

Using formula (C.1)) from Appendix to calculate the generalized gradient of V' (z), we get

V[l p.,
VeVi(z) =
VVe(2),

V] + (1 =) VVe(2),

if [|Z] 7. > 1,
if [|Z]p. =1,

if [|z]|p, € (0,1),

where ¢ € [0, 1]. Clearly, to prove the ISS property, it suffices to consider two cases: ||Z||p, > 1 and

|z||p, € (0,1]. Denote ¥ := Ce — d,,.

For ||Z]|p, > 1, we have

" (P.(A+ BK) +

(A+ BK)"P.)i + 22" P.g(v)

V(&) =

25T P&

Taking into account that " P.g(9) < |||/, |l9(9)| £,, it follows from (&.23a) that V(i) < —2a.|Z||p, —

l9(9)| p.. Therefore, V(2) < —acllZ]p, = —acV(2) for all [|Z]| 7, = nllg(9)| g

On the other hand, it follows from the proof of Proposition [4.4] (see Appendix [4.C) that for ||Z| p, €
(0,1] such that ||2]|p, > (nellg(¥)| £z )/ O=+), we have V(2) < —(ae/7.)V . Finally, applying the
Comparison Lemma we conclude that system (4.10)), is finite-time ISS:

1£(t, 20, 9(Ce — dy))llp. < Te(llZollp.,t) + we([lg(Ce — dy) | 25)

with the functions w. € GKL and w € K given by

REHOROYEY

Ge(s,t) = (M(Tc(s) -

Ye
0,

e(s) == {77057

(nes)Pe/ Oetv)

if t € [0, T.(s)],

if t € [T0(s), Te(s)],

<

t))BC/M,

ift e [Tc(s), +00),
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where parameters o, 3., 7. are given in Proposition and

_ vemin{l, sMPe} o

T!(s) := max{0, 2Ins}, Tu(s):= T.(s).
aelv|
The proof is complete. O
4.6 Example
Let matrices A, B and C' be as follows:
-1 -1 -1 1 2
A= |-3 1 2|, B=|-2|, C= |05
2 -2 =2 1 1

Note that matrix A is not Hurwitz since its eigenvalues are A\;(A) = —2 and Ay 3(A) = %4, where i is

the imaginary unit.
Let o, = 1. To guarantee feasibility of LMIs (4.18)—(4.20), we set o; = 10~ and 0. = 3 - 1072,

4.6.1 Calculation of the observer parameters

For the given observable pair (A, C), matrix equations (4.13) have the unique solution

1.02 -0.27 -0.51 0.78
Xo = 1.04 063 —0.65|, Lo=|-0.24
—256 0.23 135 0.56

Choose = —0.07 and «, = 0.27. Then solving LMIs (4.14) and ({4.16)), we find

7.04 3.34 224 ~1.30
P,= (334 393 344|, L=P,'Y,=| 3.19
2.24 3.44 5.07 ~2.33

4.6.2 Calculation of the controller parameters

For given ¢. and g4, we have (g, 04) = 0.13. Then from the solutions of LMIs (4.18])-(4.20) we
find a matrix K for each p € {1,2, 00}:

Klpe1 = [-1.25 1.50 1} , Klpa=|-1.23 151 0.41} , Klpeoo = [—1.88 P 0.54} .
For the given controllable pair (A, B), matrix equations (4.22)) have the unique solution

133 067 0
X, = |-300 —-100 1 |, KO:[5.56 9.44 1.33}.
_156 —2.44 —3.33

Choose v = —0.07 and a. = 0.5. Then solving LMIs (4.23)) and (4.26)), we find

40.52 —2.24 18.54 26.504 —-0.44 2.01 23.95 5.46 0.11
Plp=1=|-2.24 33.49 —4.54|, Pp=2=|-0.44 23.80 0.91]|, P:lp=cc=]| 5.46 21.52 1.02].
18.54 —4.54 28.13 2.01 0.91 30.85 0.11 1.02 35.03
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4.6.3 Numerical simulation

The numerical simulation of the closed-loop system (4.1]), (4.10), has been done in MATLAB
Simulink by using the explicit Euler method with a state-dependent step [22]. The basic and minimum
discretization steps, the maximum number of iterations and the homogeneous norm have been de-
fined as Aty = 1072, Atpin = 1074, Npax = 2 - 10* and ||2||som = ||z||s, where the function ||-||s is
defined in (4.27), respectively. Initial states of the system (4.1]) and the observer (4.10), and the external
disturbances have been chosen as follows:

col{ (=1)", (=1), 1}
HC01{17 17 I}HP ’
col{sin(5t), cos(t), 5(1 +sin(2t))}
||C01{17 L, 1, 1}”]) 7

ij=12 &= (1—§)xo,
xT

(1 + cos(10t))
d, (t) = 2 )
W) = CaeoIT T, 1, 1y,

To = Oz

dy (t) = 0d

Such a choice implies that ||zo[[, = 0z, [|€0llp := [|Z0 — 2ol = ¢ and ||d||rge = [[col{dq, dy}| L3e = 0a-

The simulation results for each p € {1, 2, oo} are depicted in Figures where solid and dashed
lines correspond to the case of switching and linear feedback, respectively. One can see
that, in both cases, trajectories of the closed-loop system remain in the region specified by the state
constraints (4.2a). On the other hand, due to the nonlinear component (4.24)), the proposed controller
allows one to stabilize the system faster than exponentially.

4.7 Conclusion

In this chapter, the problem of robust output finite-time stabilization of linear systems under state
constraints has been addressed. Geometrically, the considered class of state constraints represents
a closed region (hyperoctahedron, hypersphere or hypercube) centered at the origin, within which
trajectories of the closed-loop system must remain. To solve the problem, a nonlinear Luenberger-like
observer was first designed using the Implicit Lyapunov method in order to reconstruct the state vector
in finite time. Then, a continuous control law was proposed, which is linear when trajectories of the
closed-loop system risk violating the state constraints, and nonlinear otherwise. The linear feedback
was chosen to make the closed-loop system matrix Hurwitz and diagonally dominant. Due to this,
trajectories of the closed-loop system not only exponentially converge to the origin but also do not
leave the specified region. Once the trajectories reach the switching surface, the nonlinear feedback
is used to accelerate the convergence rate, namely, to stabilize the system in finite time. However,
differently from the finite-time observer, the practical implementation of the finite-time controller
requires the online computation of the Implicit Lyapunov function. Since the analytical solution of
the corresponding nonlinear equation cannot be found in the general case, the bisection method
was used to numerically calculate the Implicit Lyapunov function. Compared to the existing methods
of stabilization of dynamical systems under state constraints based on control barrier functions [66,
78] and barrier Lyapunov functions [53, 76|, the tuning of the proposed nonlinear control system is
extremely simple: the observer and controller parameters are found from the solutions of linear matrix
inequalities and equations. Numerical simulation of the designed control system has shown that, for
sufficiently small external disturbances, the linear system is stabilized in finite time without violating
the state constraints.
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Figure 4.2: Transients in the closed-loop system (4.1), (4.10), (4.25) for p =1
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Figure 4.3: Transients in the closed-loop system ({4.1]), (4.10), (4.25) for p = 2
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Figure 4.4: Transients in the closed-loop system (4.1]), (4.10), (4.25) for p = oo
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Appendices

4.A On feasibility of matrix equations (4.13]) and (4.22)

Lemma 4.1. If matrices A € R"*" and B € R™™ "™ (rank(B) = m) are such that the pair (A, B) is
controllable, then matrix equations always have a solution.

Similarly, if matrices A € R™" and C € R¥*" (rank(C) = k) are such that the pair (A,C) is
observable, then matrix equations always have a solution.

Proof. Note that equations can be rewritten in the form by denoting A = AT, B =CT,
Ky = LJ and X, = —X_. Since observability of the pair (4, C) implies controllability of the pair
(AT,CT), then feasibility of equations and uniqueness of their solutions follow from the same
properties of equations ([4.22]).

Applying the block decomposition given in [63], it can be shown that there exists a nonsingular
transformation matrix ¥ € R™*" such that A = V=}(A + BS)V¥ and B = ¥~ !B with § € R™*",

On1 XNy A12 On1 Xns e On1 XN On1 xXm
Onz Xnq Onz Xno A23 e Ong XN Ong Xm

N
Il
wa]]
Il

Onk71><n1 Onk71><n2 Onk71><n3 A(k—l)k Onk71><m

L O’nanl O’nang OTLang s Onkxnk_ Im

where k is the number of blocks, n1 + ...+ n; = n, ny = m, matrices A;_;); € R"-1*", j = 2 k, have
full row rank.
Therefore, equations (4.22)) can be rewritten as follows:

YA+ BS+K)X -1,)9 =V 'X(A+ BS)¥

o (4.28)
U XB = Ophxm,

where matrix X := VX .U~ ! and K := Ky¥ ! consist of blocks X, € R%*" and K, € R"mx"s,
s,r = 1, k, respectively.

Taking into account that V"' X BSVU = O,,,,, one can check that equations have a solution
for any U if and only if:

A(z 1)i X i1 = Oni,lxnp
A 1 X = (X—ivie1) + Ino ) Ai—1y,
A <_< D) 1) A1) (4.29)
Agi- 1>X = X—)G-nAy-1;»
= Mg XN
k —_ —_ —_
Z(SS +KS)X$1 - Sl +K17
s=1 (4.30)

(Ss + Ko)Xsj = S5 + Kj + X1y Agi-1);)

M=

s=1

where i, j = 2,k, j # 1.
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Since rank([l(i_l)i) = n;_1 < ny, it can be shown that the solution to matrix equations (4.29) is
given by the following formulas:

Xop=—(k—1)I,,,

X1 = Onyxnys
Xi1 = RiWi,
) Onxen, ifi<j
XZ] _ n XTLJa bl

RiWij + A Xa-n-nAg-ng i>7

where W;, € R"*"1, g = %,i — 1, are arbitrary mafrices, f_l?;_l)i = fla_l)i(ﬁ(i,l)iﬁg_l)i)_l is the right
pseudoinverse matrix of A(i_lzi and R; := I, — A?;fl)iA(i_l)i;
Taking into account that X; = Onsmj forall s < j and X;; = —(k — j)In]., one can see that the

solution to equations (4.30)) is given by:

k
Ky==Si+k) (S + KXy,
s=2

K= Xi-nAG-n; — Zgzjfl (85 + Ks)Xsj-
1+k—y
In a general case, X is a lower triangular matrix, where all the entries below the main diagonal
depend on R; and W;,. Obviously, matrix X always can be chosen in the diagonal form with blocks
X =—(k—1)I,., =1,k
One can see that system ([4.29), has a unique solution if and only if R, = O,,«,, for all
i = 2, k. It means that all matrices A(;_;); must have full column rank, i.e., rank(A(;_y);) = n,. Since

rank(A(i,l)i) = n;_1, then this holds if and only if n; = ... = ny = m. For example, this is always true
form=1sincel <n; <...<ngp=m. O

4.B Proof of Proposition

To simplify readability, we will drop the subscript o and the argument ¢.

I. Continuity of the function g(v)

Clearly, it suffices to show that g(1J) is continuous at ¥ = 0. Note that for all ¥ # 0 the function
g(¥) can be rewritten as follows:

g(9) = Lo + exp{I, + w(X + I,) In ||19H2}L||3%||'

Since matrix I,, + u(X + I,,) is anti-Hurwitz due to (4.14d), then g(9) — 0 as ¥ — 0 and, thus, g(?) is
continuous at ¢ = 0.

II. Verification of conditions

Clearly, the ILF is continuously differentiable outside the origin. Furthermore, note that for
any y € R", the following estimates hold:

VP xllp < IAV Hxlle <V Ixllp, iV <1,

) . (4.31)
VIxlle < IAV Dxlle <V PlIxllp, iV > 1.

Indeed, since 2 ||[A(V)x||3 = —V I TA(V™H)(PG + GTP)A(V~1)y, then it follows from (4.14d)
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that 28|A(V")x|% < —VZ AV )x|% < 29|[A(V~Y)x|%, where 0 < 3 < 7. The obtained dif-
ferential inequalities imply estimates (4.31). Thus, for any x € R", there exists V' € R’ such that
IA(V=Yx|lp =1 & Q(V,x) = 0. Taking into account (4.31), functions ¢i,q2 € ZK. can be intro-

duced as follows:

Pl VPl
max{Vﬁ V’Y} ’ 2 mln{Vﬂ, V'Y} ’
I11. Verification of condition [C;5)

By the definition of the function F(V,¢), we have:

q1 ‘=

2e TA(V Y PA(V1)(Ae + g(Ce — dy) — d)
eTA(V-1)(PG+ GTP)A(V-1)e '

Note that equation (4.13a) implies (A + LoC)X = (X + I,,)(A + LCy). Therefore, (A + LoC)(G —
pl,) = G(A + LyC) and, by induction, (A + LyC)(G — ul,)* = GF(A + LoC) for all k € N. Similarly,
it follows from that CG = C(uX + I,) = C and, by induction, CG* = C for all k € N. Taking
into account the definition of the matrix exponential, the following is true for any A € R :

F(V,e)=V

<]
nk')\Gk(A + LCy) =

k=0 k=0
= (A+ LoC) exp{(G — pul,) In A} = (A + LoC)A(NATH,

k
CA()\)_ZIH Aogk - Zln Ao e

. InF A

AN (A + LoC) = -

—Z(A+ LoC)(G — pul,)k

k! k!
k=0 k=0
Denote z := A(V1)e and ¢ := V71||Ce — dy |2 = |Cz — V~1d,||2. Therefore
T _ _ _ _
F(V.e) = v 22" P((A+ LoC)z + A (E)L(Cz — Vidy) = VAV 1) (dy + Lody))
2T (PG+GTP)z
11022 P((A+ (Lo + L)C)z + €5,(§)L(Cz — V'd,) — V' Ld, — V#A(V")ds)
21 (PG +GTP)z ’

where d; := d, + Lod,,. Since 2a"b < c||al|3 + ¢1||b||2 for any a,b € R and ¢ > 0, taking into account

(4.144)), one can get

—8az' Pz +af ?|Cz = V|3 +a Y LTE] (§)Pzl3
2" (PG+GTP)z
20z Pz + o Y(|[VTFA(V Y d; 1%+ |[V~Ld HP)
2T (PG+ GTP)z

F(V,e) <VIith

+ Vit

Firstly, since HCzH% < 2"Pz=1dueto and V1 < max{Hg\FlM HsHl_Jl/ﬂ} for all (V,¢) €
Q due to ,then ¢ < 1+ max{HeH;lM, HSHPl/ﬁ}HdHL;o. As a result, condition implies
||LTE;(£)PZ||2 <a’2' Pz = (a)*for all |le[|p > wi(||d]|5). Analogously, if [[e]| p > wa(no||Lll2]|dl s),
then V|| Ldy|p < o

Secondly, it follows from the estimate (4.31) that ||[V—*A(V~1)d;
< max{[le| 7 el Z Y s | e Furthermore, since PG + GTP = 28P, then LMI m
guarantees that 3 > |u|. Thus, |V #A(V"1)dz|p < a for all ||g||p > ws(no(1 + [ Loll2)lIdl| Lge)-

Taking into account that z " (PG+G T P)z < 2vz' Pz = 2, one can see that F(V, &) < —(a/y) V¢
for all ||e||p > w(]|d|| L ). Finally, applying the Comparison Lemma we conclude the proof. O
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4.C Proof of Proposition 4.4

To simplify readability, we will drop the subscript ¢ and the argument ¢.

I. Continuity and local boundedness of the control law v, (%)

Clearly, it suffices to show that u, (%) is continuous at the origin. Since V*"|[A(V - Hi|p <
max{ || 2|57, 2% 7}, then [lu,(@)|p < 1Kodllp + max{|] %7, 215 K ~ Kollp.
Thus, u,(0) = 0.

IL. Verification of conditions

Since ILFs and have the same structure, then conditions [C;1)HC;5)| can be verified
similarly (see subsection II in [4.B). Moreover, the estimates are valid for ILF (4.21)), too. Therefore,
we need to check only condition By the definition of the function F(V,¢), we have:

28 TA(VY)PA(V™1) (A2 + BKoz + BVYY(K — Ko)A(V— Y4 + g(Ce — dy))

F(V,&)=V FTA(V-1)(PG+GTP)A(V )i

Note that equation implies X (A + BKy) = (A + BKy)(X — I,,). Therefore, G(A + BKj) =
(A+ BK)(G — vI,) and, by induction, G¥(A + BK) = (A+ BK)(G — vI,)* for all k € N. Similarly,
it follows from that GB = (uX + I,) B = B and, by induction, G*B = B for all k € N. Taking
into account the definition of the matrix exponential, the following is true for any A € R :

AN)(A + BKy) = lnk')\Gk(A + BKy) = Z 1“k|A (A + BEo)(G — v,
k=0 k=0
= (A + BKj) exp{(G —vI,)In A} = (A+ BKo)A(MNAY,
ANB -~ I AG’“B Z MB AB.

k=0

Introduce a new variable z := A(V~1)%. Then

2" (P(A+ BK)+ (A+ BK)"P)z +2V~"2" PA(V~1)g(Ce — d,)

F ) — 14+v
(V.2) =V 2T (PG+GTP)z
- VHVzT(P(A + BK) + (A+ BK)"P)z+ az' Pz + o Y[V VA(V1)g(Ce — d,,)|1%
- 2T (PG+GTP)z ’

Note that [[V"A(V-")g(9)||p < max{||2]p" "%, 1215 ™"} g(9)||p due to (@&3I). Then taking
into account that z' (PG 4+ G P)z < 2vyz' Pz = 2, the matrix inequality implies F(V, 1) <
—(a/y)V* for all ||Z]|p > w(||g(Ce — dy)||rg). Finally, applying the Comparison Lemma we
conclude the proof. O
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CHAPTER

CONCLUSION AND FUTURE RESEARCH

5.1 Concluding remarks

The objective of the thesis was to provide a simple and constructive method for design of nonlinear
controllers (observers) that must stabilize dynamical systems (reconstruct their state) faster than ex-
ponentially, i.e., superexponentially. To this end, the Lyapunov theorems have been formulated with
respect to implicitly defined Lyapunov functions (functionals). Due to this, sufficient stability conditions
can be represented in the form of linear matrix inequalities and equations, which can be numerically
solved very efficiently using appropriate mathematical software. To demonstrate the capabilities of the
developed method, several theoretical and practical problems have been solved in the thesis.

In Chapter |2} a Razumikhin-like method has been proposed for hyperexponential and fixed-time
stability analysis of retarded time-delay systems. Differently from the original Lyapunov-Razumikhin
method, the proposed approach allows one not only to study the stability of a time-delay system
but also to estimate the speed at which trajectories of the system converge to the equilibrium point.
Furthermore, to make the developed method more suitable for the nonlinear control design, Implicit
Lyapunov-Razumikhin theorems have also been formulated. The advantage of the implicit formulation
has been illustrated by solving the problems of hyperexponential and fixed-time stabilization of a special
subclass of time-delay systems. It has been shown that, under some nonrestrictive assumptions, both
problems can be easily solved by using the same nonlinear controller that stabilizes the corresponding
delay-free system in fixed time. Applying the developed Implicit Lyapunov-Razumikhin method for
stability analysis of the closed-loop system, the tuning of the nonlinear controller parameters, which
guarantee superexponential stabilization with the required speed, was reduced to verification of linear
matrix inequalities. The obtained theoretical results have been supported by numerical simulation of
the designed control system for different initial conditions and time delays.

In Chapter (3} the notion of practical fixed-time input-to-state stability has been introduced for
neutral time-delay systems with external bounded disturbances and characterized by the Lyapunov-
Krasovskii method, which has been formulated both explicitly and implicitly. Based on the obtained
theoretical results, an alternative way of robust output practical fixed-time stabilization of linear systems
in the controllable canonical form has been proposed. Differently from the observer-based approaches,
the state vector was approximated by means of the finite difference method, i.e., based on the past
values of the output signal. As a result, due to the special integral relation between the state and
its finite-difference approximation, the closed-loop system has a neutral time-delay representation.
Applying the developed Implicit Lyapunov-Krasovskii method, sufficient stability conditions for the
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designed nonlinear control system were presented in the form of linear matrix inequalities, solutions
of which are used for the calculation of the controller parameters. Furthermore, the impact of the
artificially induced time delay on the stabilization accuracy has also been quantitatively studied. Finally,
it has been theoretically proven and numerically illustrated that, both in the disturbance-free and
disturbed cases, the proposed nonlinear controller stabilizes the considered system in the vicinity of
the origin much faster than its linear counterpart.

In Chapter |4} the problem of robust output finite-time stabilization of linear systems under state
constraints has been addressed. Geometrically, the considered class of state constraints represents
a closed region (hyperoctahedron, hypersphere or hypercube) centered at the origin, within which
trajectories of the closed-loop system must remain. The problem has been solved in two steps. First,
a nonlinear Luenberger-like observer was designed using the Implicit Lyapunov method in order to
reconstruct the state vector in finite time. Then, a continuous control law was proposed, which is
linear when trajectories of the closed-loop system risk violating the state constraints, and nonlinear
otherwise. It has been shown that while the linear controller guarantees exponential stabilization of
the system under the state constraints, the nonlinear one accelerates the rate of convergence to the
equilibrium point. Compared to the existing methods of stabilization of dynamical systems under
state constraints based on control barrier functions and barrier Lyapunov functions, the tuning of the
proposed nonlinear control system is extremely simple: the observer and controller parameters are
found from the solutions of linear matrix inequalities and equations. Numerical simulation of the
designed control system has shown that, for sufficiently small external disturbances, the linear system
is stabilized in finite time without violating the state constraints.

The obtained theoretical and numerical results have demonstrated that the Implicit Lyapunov
method can be effectively applied to solve various problems related to superexponential stabilization
and state estimation of dynamical systems. The developed approach provides a constructive algorithm
for calculating the nonlinear controller (observer) parameters to achieve the required speed of response
and/or robustness with respect to external bounded disturbances.

5.2 Future work

Possible directions for future research might be the further development of the Implicit Lyapunov
method as well as the improvement of the proposed control systems, in particular:

* robustness analysis of superexponentially stable time-delay systems with respect to external bounded

disturbances by means of the Lyapunov-Razumikhin method presented in Chapter

* robustification of the control scheme designed in Chapter [3| with respect to high-frequency measure-

ment noises by prefiltering the output signal before using it for the finite-difference approximation;

e structural modification of the finite-time observer from Chapter 4| to avoid checking parameterized
matrix inequalities and as a result to simplify the tuning of its parameters;

¢ refinement of the obtained LMIs in order to find such controller parameters under which the closed-

loop system stabilizes as fast as possible.

In addition to improving the proposed control schemes, it is also essential to evaluate their perfor-

mance in practice and compare them with existing approaches (e.g., PID or model predictive control).
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APPENDIX

AUXILIARY THEOREMS AND LEMMAS

Theorem A.1 (Implicit function theorem for Euclidean spaces [17]). If f : X x YV — R, where
X CR" and Y C R, is a continuous function such that:

1) f(zo,y0) = 0 for some (xg,y9) € X X Y;

2) f(z,y) is continuously differentiable in a neighborhood of the point (x¢, yo);

£0,

then there exists a unique function g : Xy — )Y defined in a neighborhood Xy € X of xq such that

Of(z0,y)
3) dy ‘y=yo

f(z,g(x))=0 for all x € Xy. Moreover, g is continuously differentiable on X, and its derivative is given by

dg(x) _(Gf(x,y))*laf(:v,y).

ox oy ox
Lemma A.1 (Comparison lemma [75]). Consider the scalar differential equation
U(t) = f(tv u(t))v U(to) = Up, (Al)

where the function f : (a,b) x R — R satisfies the Carathéodory conditions, i.e.,

e for each fixed t, the function f(t,u) is continuous in u;
e for each fixed u, the function f(t,u) is measurable in t;

e there exists a Lebesgue integrable function m : (a,b) — Ry such that |f(t,u)| < m(t).

Let u(t) be the right-hand maximum solution of with initial conditions (ty,up) € (a,b) x R
defined on [to,b). Let v(t) be an absolutely continuous function defined on |to,b).

If v(t) satisfies the initial inequality v(to) < uo and the differential inequality 0(t) < f(t,v(t)) almost
everywhere on t € (to,b), then v(t) < u(t) for all [to,b).

Lemma A.2 [48]. The function g : Ry x R% — R, defined as g(s,€) := |s® — 5|, for any 5 € R’ and
(€1,&) € R x R admits the following estimate:

max  g(s,€) = max{g(s, 1), (5, €)},
s€[0,3], e€ler,e2]

where
0, ife=1,

g(‘§7 E) = g(gv E)a lfg?é 1 ands < §’
max (g(3,€), g(5,€)), ife#1ands> 3

with § 1= /(-9
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Lemma A.3 (Jensen’s inequality [72]). Let functions ¢ : [a,b] — R and w,? : |[a,b] — [0,+00) be

such that integration concerned is well-defined. Then:
9 b
(5) ds/ w(s)9(s)p>(s)ds.
w a

(/ “as)os)ds)” < / ’ 2

Lemma A.4 (Schur complement [11]). Let X be a symmetric real matrix partitioned as

A B

X =
BT ©

)

where A and C' are square matrices. Then the following properties hold:

1) If A is invertible, then X = 0 if and only if A = 0 and C — BTA™'B > 0;
2) If C is invertible, then X = 0 if and only if C = 0 and A — BC™'BT - 0;
3) If A= 0, then X = 0 if and only if C — BTA™'B 3= 0;

4) IfC =0, then X = 0 ifand only if A— BC™'BT = 0.



APPENDIX

ELEMENTS OF DIFFERENTIAL CALCULUS
IN BANACH SPACES

In this appendix, we recall some elements of the differential calculus in Banach spaces which are
used in Chapter [2| for the analysis of functional differential equations. For a thorough treatment and
detailed references on this subject, the reader may refer, for example, to works [13], [14] and [18].
Throughout the text, let (X, |-||x), (), ]|-]ly) and (Z, ||-||z) be some Banach spaces with open subsets
X', V' and Z’, respectively.

B.1 Fréchet derivative

The next definition extends the notion of the total derivative in Banach spaces.

Definition B.1 [14]. A mapping f : X' — Y, x — f(x), is said to be Fréchet differentiable at xy € X'
if there exists a bounded linear operator D f(xy) : X — ) such that

1f(x) = f(zo) = Df (o) (z — z0)|ly

[ — ol x

—0 as |x—xollx —0.

Furthermore, the operator D f(xq) is called the Fréchet derivative of f at xy.

Note that for finite-dimensional spaces, when X = R™ and ) = R™, if the Fréchet (total) derivative

exists at zg then it is given by the Jacobian matrix of f at xz.

Definition B.2 [13]. A mapping f : X' — Y, v — f(x), is said to be Fréchet differentiable in X’ if it
is Fréchet differentiable at each xy € X’.

Furthermore, if the derived mapping x — D f(z) is continuous in X', then f is continuously Fréchet
differentiable in X’ .

For a function of several variables the notion of the partial Fréchet derivatives also can be introduced.
For the sake of brevity, we consider only the case of functions of two variables.

Definition B.3 [18]. A mapping f : X' xY' — Z, (z,y) — f(x,y), is said to be Fréchet differentiable
at (zg,yo) € X' x Y with respect to the variable x (resp. y) if the mapping g(x) := f(x,y0) (resp.
9(y) := f(zo,y)) is Fréchet differentiable at x( (resp. yo).

The Fréchet derivative of g at xq (resp. yo) is called the partial Fréchet derivative of f at (x¢,yo) with
respect to the variable x (resp. y) and denoted as D, f(xo,yo) (resp. Dy f(xo, yo)).

Clearly, the partial Fréchet derivative D, f(x,y) (resp. Dy f(x,y)) coincides with the conventional
one gfc’y) (resp. 2L g;,y)) if Z=Rand X =R (resp. ) = R).
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Definition B.4 [18|. A mapping f : X' xY' — Z, (z,y) — f(x,y), is said to be continuously Fréchet
differentiable in X' x )’ if

1) it is Fréchet differentiable at each (xo,yo) € X’ x V' with respect to the variables x and y;
2) the derived mappings (x,y) — D, f(z,y) and (z,y) — D, f(x,y) are continuous in X' x Y'.

Note that if only the first condition given in Definition is fulfilled then f is not necessarily
Fréchet differentiable in X’ x ).

B.2 The chain rule and the implicit function theorem

In this section, the generalization of the chain rule and the implicit function theorem (see Theorem
in Appendix [A)) are given.

Theorem B.1 (The chain rule [18]). If a mapping f : X' — Y', x — f(z), is Fréchet differentiable
at xg € X' and a mapping g : V' — Z, y — g(y), is Fréchet differentiable at yy := f(x¢), then the
composite mapping h := g o f is Fréchet differentiable at x( and

Dh(zo) = Dg(yo) o D f(zo).

Theorem B.2 (Implicit function theorem for Banach spaces [18]). If f : X' x)' — Z' is a continuous

mapping such that:

1) f(zo,y0) = 0 for some (xo,yo) € X' x V';

2) f(z,y) is continuously Fréchet differentiable in a neighborhood of the point (zo,yo);
3) the partial Fréchet derivative D, f(xo,yo) is an invertible operator,

then there exists a unique mapping g : Xy — Y defined in a neighborhood Xy C X' of xy such that
f(z,g(x)) = 0 for all x € Xy. Moreover, g is continuously Fréchet differentiable in X, and its Fréchet
derivative is given by

Dyg(z) = ~Dy " f(z,y) o Dy f(z,y).



APPENDIX

ELEMENTS OF NONSMOOTH ANALYSIS

In this appendix, we recall the definition of the generalized gradients and some elements of their
calculus which are used in Chapter [4 for the analysis of nonsmooth Lyapunov functions. For a thorough
treatment and detailed references on this subject, the reader may refer, for example, to the works [15]
and [16]. Throughout the text, e; € R™ denotes the standard-basis vector with a 1 in the i-th coordinate

and 0’s elsewhere.

C.1 Clarke generalized gradient

The next definition generalizes the notion of the gradient of Lipschitz continuous functions which

are differentiable [almost everywhere (a.e.)| due to Rademacher theorem.

Definition C.1 [15]. Let zy € R", and let V : R™ — R be Lipschitz continuous near xq. Let S} be any
subset of zero measure in R™, and let )y be the set of points in R™ at which V fails to be differentiable.
Then the generalized gradient VoV (z¢) of V at xy is given by

VCV<1'0) = co{lim VV(a;k) 1T — To, Tk Qé Q, Tk gé Qv} (C.l)

The meaning of formula is the following: consider any sequence {z;} of vectors x;, € R”
converging to xy while avoiding both 2 and points at which V is not differentiable, and such the
sequence {VV (xx)} converges; then the convex hull of all such limits is VoV ().

In the next two lemmas, the generalized gradient is calculated for the functions V(x) = ||z||; and
V(z) = ||z||s which are studied in Chapter [4]

Lemma C.1. IfV : R" — R is given by V(z) = ||z||1 := >, |zi| then

n

VeV(z) =) SGN(z)e;, (C.2)
i=1

where SGN(z;) is the set-valued signum function.

Proof. For each zy € R", define the set of indices I(xg) := {z =1,n: To; = 0}. Note that the func-
tion V(z) = ||z||; fails to be differentiable at z if the set I(zg) is nonempty. Let {x;} be a sequence
converging to zo such that (—1)%z; > 0 for all ¢ € I(z), where s1,...,s; € {1,2}. Then the function

V(z) is differentiable at each x; and limg, a2 V(2k) = 2 ier(20) (1) 7€ + D ig1(2o) 581(20,:)€i. Con-
structing sequences {zy} in a similar way for every possible combination of sy, ..., s;, and calculating
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the convex hull of all the limits, we get

Ve Vi(zg) = { Z cie; + Z sgn(xos)ei : ¢ € [—1, 1]}

1€1(z0) 1¢1(zo)

Taking into account the definition of SGN(-) and I(x(), the latter can be rewritten in the form (C.2). O

Lemma C.2. IfV : R" — R is given by V() = ||z||oc 1= max,_15; |2;| then
VeVi(z) = { Z cisgn(z;)e; : ¢; € [0, 1], Z ¢ = 1}7 (C.3)
€l(x) i€l(x)

where I(z) == {i=1,n: |z;| = V(x)}.

Proof. Note that the function V(z) = ||z|| is differentiable at x only if the set I(z) is a singleton.
Choose i € I(xg) and let {x} be a sequence converging to o € R" such that |z ;| > |z} ;| for all
j=1,n,i+#j. Then V(xy) = |zk,| and limg, 4, V(zr) = sgn(zo;)e;. Constructing sequences {x} in
a similar way for every i € I(x() and calculating the convex hull of all the limits, we get (C.3)). O

C.2 The chain rule

The following theorem presents the chain rule for the Clarke generalized gradient.

Theorem C.1 [65]. Let a Lipschitz continuous function V : R™ — R be defined in an open nonempty
set X C R"™ and an absolutely continuous function x : R — R™ be defined in T such that x(t) € X for
t € T. Then there exists a function & : R — R" defined in T such that {(t) € VoV (x(t)) and



APPENDIX

CALCULATION OF IMPLICITLY DEFINED
LYAPUNOV FUNCTIONS

In order to implement control schemes (1.11]) and (4.24)), it is required to solve a nonlinear equation
Q(V,z) = 0 for any given = € R\ {0}. Due to the properties of Implicit Lyapunov functions, the
function Q(V) := Q(V,z) is monotonically decreasing with the unique zero in R*. Therefore, the
scalar equation Q(V) = 0 can be solved using, for example, the bisection method. The next algorithm
[62] demonstrates how to calculate V' (¢;) at time instants ¢; > 0, i € N.

Algorithm D.1 Calculation of V(¢;), i € N
Require: z(¢;), V(ti—1), Vinin >0, Vo > Vipin, N > 1

1 x < x(t;)

2. a <+ Viun

3: if i = 1 then

4: b+ Wy

5: else

6: b« V(tifl)

7. end if

8 j<+1

9: while j < N do

10: if Q(b,x) > 1 then 11V >b
11: a<+b

12: b+ 2b
13: else if Q(a, x) < 1 then 11V <a
14: b+ a
15: a < max{a/2, Viuin}
16: else 11'V € [a,b]
17: c« (a+0b)/2
18: if Q(c,x) > 1 then 11'V e (c,b]
19: a<—c
20: else 11'V € a,d]
21: b+ c
22: end if
23: end if

24: j+—g3+1
25: end while
260 V(t;) < b

Here Vin is the minimal admissible value of V (¢;), Vp is the value of V(¢y), N is the number of

iterations.
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centralelille

Titre en francais : Méthodes implicites de Lyapunov pour 'analyse et la synthése de systémes super-
exponentiellement stables

Résumé en francais

L'un des indices de performance les plus importants pour un systéme de controle automatique est la
vitesse de réponse, qui correspond au temps mis par le systéme pour répondre a une entrée donnée
ou a une perturbation externe. La conception de systemes de controle fiables a action rapide est un
probleme d’ingénierie difficile, pour la solution duquel diverses méthodes théoriques sont dévelop-
pées. Cependant, en raison de la complexité de 'analyse de stabilité requise, aucune des approches
existantes ne fournit un algorithme simple et constructif pour calculer les parameétres d'un systéme
de controdle. Par conséquent, l'objectif de la recherche était de développer une méthode alternative de
conception d’'une commande automatique qui fournirait un tel algorithme. A cette fin, la méthode
implicite de Lyapunov, qui est basée sur I’étude d'une fonction de Lyapunov définie implicitement par
une certaine équation algébrique non linéaire, a été choisie comme outil principal pour I'analyse de
stabilité dans la theése. Grace a la formulation implicite, les conditions de stabilité suffisantes pour
les systemes de controle peuvent étre présentées sous la forme d’inégalités matricielles linéaires qui
peuvent étre vérifiées numériquement de maniere tres efficace en utilisant un logiciel mathématique
approprié. Par conséquent, le calcul des parametres de commande, qui assurent la performance et
la robustesse souhaitées du systeme en boucle fermée, est considérablement simplifié. Pour démon-
trer les avantages et les capacités de la méthode implicite de Lyapunov, plusieurs problemes liés a la
stabilisation et a 'estimation d’état superexponentielle (hyperexponentielle et en temps fini/fixe) des
systemes dynamiques ont été résolus dans la thése.

Mots-clefs : méthode implicite de Lyapunov, stabilité en temps fini, stabilité en temps fixe, stabilité
hyperexponentielle, systémes a retard, stabilité entrée-état

Title in English: Implicit Lyapunov methods for analysis and synthesis of superexponentially stable
systems

Summary in English

One of the most important performance indices for an automatic control system is the speed of
response which refers to the time taken by the system to respond to the given input or external
disturbance. The design of reliable fast-acting control systems is a challenging engineering problem,
for the solution of which various theoretical methods are developed. However, due to the complexity
of the required stability analysis, none of the existing approaches provides a simple and constructive
algorithm for calculating the parameters of a control system. Therefore, the objective of the research
was to develop an alternative way of control design that would provide such an algorithm. To this
end, the Implicit Lyapunov method, that is based on the study of a Lyapunov function implicitly
defined by some nonlinear algebraic equation, was chosen as the main tool for stability analysis in
the thesis. Due to the implicit formulation, sufficient stability conditions for control systems can be
presented in the form of linear matrix inequalities that can be numerically checked very efficiently
using appropriate mathematical software. As a result, the calculation of the control parameters, which
ensure the desired performance and robustness of the closed-loop system, is significantly simplified.
To demonstrate the advantages and capabilities of the Implicit Lyapunov method, several problems
related to superexponential (hyperexponential and finite/fixed-time) stabilization and state estimation
of dynamical systems have been solved in the thesis.

Keywords: Implicit Lyapunov method, finite-time stability, fixed-time stability, hyperexponential stability,
time-delay systems, input-to-state stability
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