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Résumé
L’objectif de notre étude est d’analyser comment les outils d’apprentissage automa-
tique peuvent être adaptés pour être utilisés pour l’interprétation automatique d’images
d’échographie abdominale, en prenant en compte une difficulté majeure: l’absence de
bases de données d’échographie abdominale propres, annotées et librement accessibles.
Dans cette thèse, nous détaillerons ces défis et indiquerons des premiers éléments pour
pallier à certains d’entre eux.

Le chapitre 2 décrit la construction d’une grande base de données d’échographie abdomi-
nale provenant d’un hôpital universitaire où un total de 8011 examens d’échographie
abdominale (120 593 images) de 6482 patients ont été extraits, ainsi que les rapports
médicaux correspondants. Nous nous concentrons sur la documentation du jeu de
données, y compris ses caractéristiques et la collecte des données, ainsi que sur une
évaluation critique des biais du jeu de données et des instances mal étiquetées.

Dans le chapitre 3, nous proposons un logiciel de prétraitement pour les images échographiques
qui permet à la fois à une parfaite désidentification des images et la standardisation de
leur contenu. La méthode permet la délimitation du cône d’acquisition en échographie et
le remplissage des annotations (lignes, caractères) à l’intérieur du cône en combinant
une approche probabiliste paramétrique avec un réseau de segmentation, en plus des
méthodes de remplissage automatique.

Dans le chapitre 4, nous avons mené une étude pour entraîner et évaluer les perfor-
mances d’un réseau de neurone profond sur une tâche spécifique autour de l’imagerie
échographique, en présence d’une quantité raisonnable de données sans bruit et forte-
ment étiquetées. Ses performances sont ensuite comparées à celle de soignants ayant
différents niveaux d’expertise. La détection, la localisation et la caractérisation des lésions
focales du foie dans les images échographiques en mode B ont été choisies comme cadre
de cette étude: d’abord, car cette tâche a un intérêt clinique bien documenté, et ensuite,
car les études précédentes se sont concentrées uniquement sur la caractérisation des
lésions en omettant les tâches de détection et de localisation des lésions dans le foie.

Le chapitre 5 explore comment les données non étiquetées peuvent être exploitées pour
améliorer les représentation visuelles apprises en utilisant l’apprentissage auto-supervisé
et/ou semi-supervisé pour la classification des organes abdominaux. En particulier,
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nous proposons d’adapter deux méthodes multi-classes de pointe au contexte de la
classification multi-labels: le clustering profond avec PICA, et l’apprentissage semi-
supervisé avec FixMatch.

Enfin, nous discutons des défis restants et des orientations futures potentielles.

Mots-clés: imagerie ultrasonore, apprentissage bayésien, détection d’objets, apprentis-
sage auto-supervisé, apprentissage semi-supervisé, traitement du langage naturel.
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Abstract

The focus of our study is to analyze how machine learning tools can be used for the
automatic interpretation of abdominal ultrasound images, with a major setback : the
absence of curated, annotated and openly available abdominal US databases. In this
thesis, we will detail those challenges and point out first elements to alleviate some of
them.

Chapter 2 describes the construction of a large abdominal ultrasound database where a
total of 8011 abdominal ultrasound examinations (120 593 images) from 6482 patients
were extracted, along with the corresponding medical reports from a university hospital.
We focus on the documentation of the dataset, including its characteristics and data
collection, as well as a critical evaluation of dataset biases, and mislabeled instances.

In Chapter 3, we propose a preprocessing pipeline for ultrasound images that results
in both a perfect de-identification of the images as well as the standardization of their
content. The method allows for the delimitation of the acquisition cone in ultrasound
imaging and the inpainting of annotations (lines, characters) inside the cone by com-
bining a parametric probabilistic approach with a segmentation network, in addition to
inpainting methods.

In Chapter 4, we conducted a study to train and evaluate the performance of a deep
learning-based network on a specific task around ultrasound imaging, when given access
to a reasonable amount of strongly labeled noise-free data, and compare its performance
to that of caregivers with different levels of expertise. The detection, localization, and
characterization of focal liver lesions in B-mode ultrasound images were chosen as the
setting for this study : first, because this task has a well documented clinical interest, and
second, because previous studies have focused solely on lesion characterization while
omitting the tasks of lesion detection and localization in the liver.

Chapter 5 explores how unlabeled data can be leveraged to improve the learned repre-
sentation of features using either self-supervised and/or semi-supervised learning for
abdominal organ classification. In particular we propose to adapt two state-of-the-art
multi-class methods to the multi-label classification setting: deep clustering with PICA,
and semi-supervised learning with FixMatch.
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Finally, we discuss remaining challenges and potential future directions.

Keywords: ultrasound imaging, Bayesian learning, object detection, self-supervised
learning, semi-supervised learning, natural language processing.
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1Introduction

Contents
1.1 Clinical Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Automated Image Analysis for Ultrasound . . . . . . . . . . . . . . . . 3

1.3 Objectives and Organization of the Thesis . . . . . . . . . . . . . . . . 5

1.4 Publications, software and award . . . . . . . . . . . . . . . . . . . . . 7

This thesis explores how abdominal ultrasound combined with automated image analysis
could be used by non-expert caregivers to select individuals that will eventually be
directed to a trained sonographer.

1.1 Clinical Context

Access to Imaging Technology in Global Health
In her keynote addressed to the First World Health Organization (WHO) Global Forum
on Medical Devices, Dr. Margaret Chan, former WHO Director-General, raised the alarm
about the number of people excluded from the benefits of medical devices (e.g., less
than one CT scan per million people in low- and middle-income countries, compared to
nearly 40 CT scans per million people in high-income countries). Yet these devices are
of major importance as they are used to diagnose, monitor or treat medical conditions.
She suggested three main reasons for the unequal access to medical imaging services.
The most obvious one relates to resources and costs with a considerable gap in annual
government spending on health (over $7,000 per capita to less than $10). The second
is inherent to the medical device industry largely focusing on financially profitable
diseases. Finally, the third reason is lack of training capacity. She goes on to say that the
biggest breakthroughs are likely to come from technologies that use "alternative power
supplies [...], and can be operated, with no risk to patient safety, by personnel with little
specialized training. [...] Or with robust portable machines that extend the advantages of
technology beyond the hospital setting or take it from cities to rural areas [Organization,
2011]". Ultrasound offers many of the aforementioned benefits, making it a method of
choice for low to mid income countries: either in an emergency, during a patient follow-
up visit, or during a public health screening examination. Indeed, it is a non-invasive1

1There is no known risks from the sound waves used in ultrasound exams. There is no ionizing radiation
exposure associated with ultrasound imaging (no potential radiation induced cancer).
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imaging modality with no side effects (such as radiation-induced cancers) that allows
for cost-effective2 real-time diagnosis, screening and/or monitoring. Ultrasound is the
primary imaging modality recommended for many clinical indications worldwide. More
specifically in France, 30 million ultrasound examinations are performed annually in the
private sector, with an increase of 1 million examinations each year. This increase is 7
times greater than that of MRI and 6 times greater than that of CT. This represents a
total market of 1.5 billion for private practitioners3.

Ultrasound: a Cost Effective Tool for Real-time Diagnosis, Screening and/or Moni-
toring
Ultrasound has proven to be a safe and useful tool for assessing the abdomen. In an
emergency setting, an observational pilot study [Jang, 2014] showed that US performed
by an emergency physician can have a positive impact on decision making and diagnostic
workup in patients who did not present with any specific abdominal pain. In another
study [Lindelius, 2009], the authors performed a randomised trial to evaluate the diag-
nostic accuracy of surgeon-performed ultrasound for patients presenting with abdominal
pain in the emergency department (ED) and showed that it was significantly higher in the
group examined with ultrasound (64.7% vs 56.8%, p = 0.027). Lindelius et al [Lindelius,
2008] also showed that the use of bedside ultrasound results in fewer further requested
examinations, and fewer admissions. Finally, [Mjolstad, 2012] showed that adding a
close-up ultrasound examination lasting less than 10 minutes to usual care resulted in a
corrected diagnosis in one in five patients admitted to a medical department. A variety
of diseases can be detected on abdominal ultrasound. For example, it is the primary
and often the only imaging modality used to evaluate the gallbladder [Sidhu, 2022].
Specifically, for detection of gallstones and polyps and for diagnosis of acute cholecystitis
[Randen, 2008; Zenobii, 2016], it is often recommended as the primary modality in
young or thin patients to avoid radiation exposure associated with CT. Another example
is the early detection of renal obstruction - visible on ultrasound in the presence of a
dilated collecting system - which can prevent permanent renal damage. In addition,
pocket-sized ultrasound was shown to be useful for evaluating dilatation of the renal
collecting system, especially for ruling out its presence [Kameda, 2018]. Ultrasound is
also the most widely used screening and surveillance tool for detecting hepatocellular
carcinoma (HCC) worldwide, and is used annually for millions of patients considered
to be at high risk of developing HCC [Morgan, 2018]. Ultrasound can also identify
splenic abnormalities such as splenomegaly or focal splenic masses [Andrews, 2000;
Izranov, 2019].

Barriers in the Use of Ultrasound
Ultrasound imaging requires a qualified sonographer to acquire and interpret ultrasound

2The cost of pocket-sized ultrasound machines is much lower than that of standard ones, approximately
USD 10,000 vs. USD 49,000 respectively.

3https://www.ccomptes.fr/fr/publications/limagerie-medicale
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images. Today, the use of ultrasound imaging by the clinician at the bedside of the
patient (point of care ultrasound) is relevant to more than 20 different medical and
surgical specialties and is no longer limited to radiologists [Moore, 2011]. The legislative
framework for the practice of ultrasound by non-radiologists differs considerably among
countries, varying from tight legislation to no guidelines at all [Radiology ESR, 2020].
Today, the American Society of Ultrasound provides guidelines to ensure the quality of
examinations. Regarding training, the WHO has published - since 2001 - the "Manual of
diagnostic ultrasound" which has been reissued and improved since. WHO recommends
a minimum of 6 months of full-time training in a specialized center, but it is specified
that even in this case, more experience is desirable. Despite these efforts, limitations
to its use persist [Schnittke, 2019; Shah, 2015], mainly due to the limited number of
trained operators. With appropriate training and the right systems in place, there can
be a potential transfer of tasks from trained sonographers and physicians to trained
nurses, midwives, and clinical officers, thus enabling the democratization of access to
this modality.

1.2 Automated Image Analysis for Ultrasound

Deep learning based strategies were developed around the entire processing chain in US
imaging, from ultrasound-specific processing methods [Salvadeo, 2014; Luijten, 2019] to
automated interpretation of US images and captioning [Alsharid, 2022]. In the following,
we focus on studies around the acquisition and interpretation of ultrasound images.

Clinical Tasks
An abdominal ultrasound examination requires considerable manual effort to obtain
standard views of abdominal organs, annotate the views in text, and record measurements
of clinically relevant organs. Deep learning methods have the potential to assist in each
of these steps, as recently shown in [Matthew, 2022]. A common approach to applying
deep learning methods is to help the clinician obtain a more accurate measurement or
to acquire the measurement in less time [Lee, 2020; Meng, 2019]. This first approach,
although saving the examiner valuable time, still requires the images to be acquired by a
highly trained operator, which is is not the goal of this study. Alternatively, some of the
methods aim at guiding the user in obtaining the correct standardized plans [Bimbraw,
2020]. This is highly valuable but still requires a human to be trained in the use of an
ultrasound machine, and the interpretation of the images to obtain clinically relevant
information. To overcome this problem, one study on antenatal care [Heuvel, 2019]
proposes to extract information from predefined free-hand sweeps. The main advantage
of this approach is that these predefined sweeps can be taught to any healthcare worker,
without any ultrasound knowledge, rapidly. Unfortunately it requires the construction of
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a specific database (i.e., video clips of exams performed by non-experts) and to define
a scanning protocol which is much more complex for the abdomen. Indeed, there are
other challenges in ultrasound beyond the prenatal and obstetrical context. Among these
difficulties, air in the lungs and digestive tract of an adult body reflects ultrasound and
may obscure abdominal organs, stool may mimic tumors that are difficult to recognize,
the operator may ask the patient to drink in order to fill the bladder and improve analysis
of pelvic organs. Patients who are very short of breath, agitated or tearful may be
difficult to examine, obesity and overweight may limit the visibility and analysis of deep
structures, and the long course of chronic diseases may render ultrasound analysis more
difficult. Finally, some approaches aim at extracting information relevant to the diagnosis
from standard planes acquired by experts [George, 2022]. This is not ideal either, as
training a model on images acquired by experts does not guarantee a generalization of
these methods to potentially lower quality images acquired by non-experts. However, the
main benefit is that images can be collected from the hospital retrospectively at almost
no cost, providing a first database for the evaluation of deep learning methods. For
this reason, we focus on deep learning methods for extracting diagnostically relevant
information from standard planes throughout this thesis.

Methodologies and Anatomical Applications
Many studies on ultrasound image analysis focus on fetal ultrasound, where fetal growth
and development are monitored to identify potential problems and facilitate diagnosis
[Baumgartner, 2017; Zimmer, 2020; Dahdouh, 2015]. Other applications include tumor
identification and segmentation in breast ultrasound [Almajalid, 2018], localization of
clinically relevant B-line artifacts in lung ultrasound [Baloescu, 2020], accurate identifica-
tion of cardiac cycle phases (end-diastole (ED) and end-systole (ES)) in echocardiography
[Bajaj, 2021], or detection of thyroid nodules [Koundal, 2018], one of the most common
nodular lesions in the adult population worldwide. For the abdomen, studies focus on a
specific organ of the abdomen, such as the liver or kidneys, and are often disease-specific,
such as measuring the severity of hepatic steatosis [Chou, 2021], automatic segmentation
of a pancreatic tumor [Iwasa, 2021], or diagnosis of neoplastic polyps of the gallbladder
[Jang, 2021]. There are very few studies covering multiple organs of the abdomen,
although examples include the study by Xu et al.[Xu, 2018] who perform simultaneous
view classification and landmark detection for abdominal ultrasound images, and to
the best of our knowledge none of them addresses the detection of abnormalities in the
complete abdominal ultrasound examination.

Current Challenges in Automated US Image Analysis
Ultrasound images are difficult to acquire because of their low contrast resolution, opera-
tor dependence, and patient-related factors that impact image quality. Once acquired,
automatic analysis of abdominal ultrasound images poses additional challenges:
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1. Lack of a shared database: One of the biggest issue of this topic is the lack of a
shared database on which all methods can be compared. Few open source databases
are available, and the existing ones focus on a particular organ. Thus, there is a
significant need to build a database containing complete abdominal examinations
with examples of all organs of interest.

2. Quality assessment: Ultrasound images usually contain informative annotations
such as measurements and standard plane specifications placed by the sonographers
during the examination. A pre-processing step is needed to prevent the learning
algorithm from using this information as a basis for predictions.

3. Non-standardized examinations: Unlike an abdominal CT scan or MRI, the images
linked to an abdominal ultrasound examination are not standardized, meaning
that the organs may be visualized from different views based on the position of the
transducer on the body, with no guarantee that all organs will be visualized in a
single examination.

4. Lack of expert annotations: Developing a model capable of detecting an abnormality
at the level of the examination (and thus all the organs visualized) would require
at least several hundred annotated examples, which is time consuming and costly.
Indeed, an expert is needed to annotate the image, and even for an expert, the
interpretation of static ultrasound images, taken out of their context, is difficult.
Moreover, ultrasound image anotation is very prone to inter-expert variability. It is
therefore crucial to explore other ways of learning visual representations capable of
separating classes with few to no labeled data. In particular using self-supervised or
semi-supervised vision methods, as well as exploring multi-modal learning between
text and image as a way to leverage the radiological reports associated with images.

1.3 Objectives and Organization of the Thesis

This thesis is conducted in partnership with NHance, the APHP’s Entrepôt des Données de
Santé (EDS) and the national health data platform, also known as the Health Data Hub
(HDH). The objective is to :

1. Build a large database of abdominal ultrasound images that can be easily exploited
for automated image analysis.

2. Evaluate the suitability of different learning methods -supervised and/or unsupervised-
for computer-aided diagnosis in abdominal ultrasound imaging.

1.3 Objectives and Organization of the Thesis 5
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The manuscript is organized as follows, in accordance with the mentioned research
objectives:

In Chapter 2, we start by briefly presenting a dataset designed for the detection of
a specific pathology on a single organ. Despite the quality of the acquired data and
the richness of the annotations, the effort invested cannot be extended to a dataset of
more general use under reasonable time and cost constraints. Consequently, we present
Abdo-US, a larger, more realistic dataset for abdominal ultrasound image analysis. We
detail the study design choices, including: data extraction methods, selection of labels
of interest, and the annotation strategy adopted. Next, we assess the variability of the
data as well as potential sources of bias and error in the extracted imaging data. Finally,
a study is conducted on the suitability of automatic label extraction from electronic
radiology records.

In Chapter 3, have developed a statistical method based on a geometrical modeling of
the ultrasound area that allows to detect the region of interest and which combined with
deep learning becomes faster and more accurate. Finally, using pre-existing processing
tools, we manage to remove the annotations present inside the area. This method was
made freely available to allow for standardization of ultrasound image content across
different databases. We also worked with the Entrepôt des Données de Santé and the
Health Data Hub teams to integrate this software in their ultrasound image processing
workflow and thus accelerate the development of the project. This work was published
at the IEEE International Symposium on Biomedical Imaging [Dadoun, 2021].

In Chapter 4, we develop a framework for the detection, localization, and characterization
of focal liver lesions in B-mode ultrasound images. This study was performed on the task-
specific dataset. The objective of this study was to compare the performance of expert
physicians and non-expert caregivers to state-of-the-art methods with an ideal database.
This work has been published in Radiology: Artificial Intelligence [Dadoun, 2022b].

In Chapter 5, we switch back to Abdo-US, a database that more accurately reflects the
reality of abdominal ultrasound analysis. We explore self-supervised and semi-supervised
learning methods to leverage unlabeled data for abdominal organ classification in the
presence of very few labeled data. This work was submitted to a journal [Dadoun,
2022a].

In Chapter 6 the main contributions of this thesis are summarized. Finally, potential
future work and perspectives are discussed.
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1.4 Publications, software and award

The described contributions led to the following peer-reviewed publications and awards.

Journal Articles

• [Dadoun, 2022b] Dadoun, H, Rousseau, A. L., de Kerviler, E., Correas, J. M., Tissier,
A. M., Joujou, F., ... & Ayache, N. Deep Learning for the Detection, Localization,
and Characterization of Focal Liver Lesions on Abdominal US Images. Radiology:
Artificial Intelligence 4, no. 3 (2022)

• [Dadoun, 2022a] Dadoun, H, Delingette, H., Rousseau, A. L., de Kerviler, E., &
Ayache, N. Deep Clustering for Abdominal Organ Classification in US imaging.
Submitted to a journal

Conference Papers

• [Dadoun, 2021] Dadoun, H, Delingette, H., Rousseau, A. L., de Kerviler, E., &
Ayache, N. Combining Bayesian and Deep Learning Methods for the Delineation
of the Fan in Ultrasound Images. 2021 IEEE 18th International Symposium on
Biomedical Imaging (ISBI) (pp. 743-747). IEEE.

• [Dadoun, 2023] Dadoun, H, Delingette, H., Rousseau, A. L., de Kerviler, E., &
Ayache, N. Joint Representation Learning from Radiological Reports and Ultrasound
images. Work in progress for submission to a conference.

Plug-in or module Software

• EchoFanArea: This software allows the delimitation of the acquisition cone in
ultrasound imaging and the inpainting of annotations (lines, characters) inside
the cone. It allows both the perfect de-identification of the images but also to
standardize the content of the images.

Award

• Won the 2nd prize of the Prix Pierre Laffitte 2O21.
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Abstract This chapter describes the construction of a large abdominal ultrasound
dataset comprising more than 120,000 images from 6,000 patients. In particular,
study design choices are presented, such as: data extraction methods, selection
of labels of interest, and the annotation strategy adopted to effectively annotate a
subset of the data. Next, we perform an in-depth analysis of the images contained in
the dataset as well as the associated annotations ( content variation due to different
acquisition parameters, label distribution and systematic annotation bias). Finally,
we investigate the automatic extraction of labels from patient medical reports, and
show that the obtained labels are noisy and cannot be directly used to annotate the
images.

2.1 Introduction

The field of automatic visual recognition has grown in recent years with the advent of
Convolutional Neural Networks (CNNs) in the mid-1990s, and the availability of large-
scale, strongly annotated datasets in the 2000s. More recently, a CNN trained with a set of
129,450 clinical images achieved expert-level performance for skin cancer classification
[Esteva, 2017]. More generally, an increasing number of large labeled medical data sets
have allowed studies in a variety of medical fields to flourish [Irvin, 2019; Bejnordi, 2017;
Menze, 2014]. However, as recently pointed out in [Varoquaux, 2022], the availability
of datasets can bias the applications that are considered. This is particularly true in
ultrasound imaging, and more specifically in abdominal ultrasound where there is a lack
of openly available datasets. For instance, deep learning based ultrasound image analysis
studies on the liver and the kidneys, come in seventh and last position, respectively, in a
ranking of the number of articles by anatomical structures according to a bibliographic
search of all works published until February 1, 2018 and presented in [Liu, 2019a]. Some
key factors contribute to the lack of available datasets on abdominal ultrasound and thus
(to some extent) to the low number of studies on abdominal ultrasound:

1. Data protection: like any other medical imaging modality, ultrasound is subject to
data protection with restricted access on secure servers [Dove, 2018], making it
tedious to build a large open-source dataset.

2. The associated data is unstructured and heterogeneous: that is, it is acquired by
different machines, different people, and without a strict generalized protocol to
perform the examination.
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3. Lack of trained operators to acquire ultrasound images: due to its low resolution,
ultrasound is a complex modality for which there are few trained operators able to
acquire and interpret ultrasound images.

4. Annotation of ultrasound images is challenging: an ultrasound image alone without
context is difficult to interpret.

Abdominal ultrasound adds additional complexity as several organs and anatomical
regions are involved, namely: the liver, gallbladder and bile ducts, pancreas, spleen,
kidneys, aorta and inferior vena cava. It requires to explore different scanning planes
to accurately identify each anatomy’s specific part viewed from a particular direction.
Depending on the depth of the structure to be examined, different transducers can be
used- the lower the frequency of the transducer, the greater the penetration; the angle of
incidence, the amount of pressure applied and the orientation will also vary accordingly.
Images acquired are naturally sensitive to patients’ movement, tissue’s echogenicity and
are very operator-dependent [Strauss, 2007]. Pathologies associated with a given organ
may alter its shape, size, contour, position, or textural appearance, resulting in highly
variable differences in echographics patterns. Finally, in many cases, the examination is
limited to one or multiple areas of the abdomen but not all of them. Readers may refer
to [Tempkin, 1999] for detailed presentation of abdominal scanning methods and how
images are documented for physician diagnostic interpretation.

Despite these difficulties, ultrasound imaging remains one of the most common tech-
niques for medical diagnosis. It is the only non-invasive imaging modality, with no side
effects, such as radiation-induced cancers, that can be used in real-time, making it a
method of choice: either in an emergency setting, in consultation for patient follow-up
or during a public health screening examination. Therefore, building publicly available
datasets will allow training and performance evaluation of deep learning models for
diagnostic support on ultrasound images. While essential, the availability of such datasets
does not guarantee improved diagnostic accuracy. An important step towards this goal is
to critically evaluate dataset biases, mislabeled instances, etc.

In the following, we present two datasets: a task-based and a general-purpose dataset.
We start by highlighting the similarities and differences of both datasets. Next, we focus
on the second dataset and analyze the associated images and discuss potential challenges
related to its use, such as heterogeneous images, class imbalance, and inter-expert
variability. Since the images are associated with reports, we explore the use of natural
language tools to extract initial information about the dataset.
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2.2 Building Two US Datasets : Task-based vs
General Purpose

In this section, we present the study framework for the construction of two datasets
around ultrasound imaging: a task-based and a general-purpose dataset. The former
is a multi-centric dataset designed for the detection of focal liver lesions on ultrasound
images(FLLs dataset). The associated images were manually selected by expert radiolo-
gists only to keep those of high quality and were strongly annotated with localization
information in addition to the labels. Despite its many qualities, this small and pathology-
specific dataset limits the scope of possible applications. For this reason, we have built
a more substantial and general dataset (US-Abdo dataset) that better reflects the real
conditions of abdominal examinations and that can be applied to several use cases. In
total, 8011 abdominal ultrasound examinations (120 593 images) from 6482 patients
were extracted (along with the corresponding radiological reports) from the picture
archiving and communication system (PACS) of a university hospital.

FLLs : Task-based Dataset US-Abdo: General-purpose Dataset
Type of Study Multi-center : Two Centers Mono-center: Single Center
Data Type Images Images and Text
Label Type Labels + Bounding boxes Labels
Determination of Ground Truth Consensus Majority
Supervision Fully Supervised Semi- Supervised
Data Partition Stratified Random
Organs of Interest Liver Liver, Spleen, Kidneys, Gallbladder
Images 2706 120593
Patients 1074 6482

Tab. 2.1.: Overview of study design choices for each dataset

2.2.1 Study Framework

Data Type: During an ultrasound examination, the examiner performs a complete
scan of the area of interest and adjacent structures and takes captures, also known as
freeze frames, of the standard scanning plane views and potential visible abnormalities.
The freeze-frames along with a textual documentation of the examination form the
ultrasound examination report. On average there are 12.5 frames per examination, but
this number can vary substantially. Depending on the scope of the study, all or part of
the freeze-frames can be included in the final dataset.

Data Collection: International Review Board approval was obtained for this retrospective
study, in collaboration with the APHP’s Entrepôt des Données de Santé registered under
the number (no. IRB00011591). Multi-vendor data collected directly from the picture
archiving and communication system (PACS) consisted of RGB freeze-frames captured
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during ultrasound examination tagged as "abdominal" along with a textual report written
by a physician as shown in Figure 2.1.

Images: 

Report:

Fig. 2.1.: Example of an abdominal ultrasound examination taken from the picture archiving and
communication system (PACS). The examination consists of freeze-frames captured
during ultrasound examination along with an unstructured textual report written by a
physician and describing the findings of the examination.

Ethics and Legal Compliance: Only adult patients were selected (age ≥ 18 years old).
All images and clinical reports were de-identified within the centers and no information
on the demographics of the study population was retained. A detailed patient’s risk
re-identification analysis was conducted prior to the data collection and is presented in
Appendix A.

Panel of Experts and Annotation Platform: For all studies, a panel of experts was
chosen to annotate the images. The panel consisted of four physicians, either radiologists
or holders of a national diploma in US imaging, and four sonographers, holders of a
national diploma in US imaging from six different health institutions with more than
three years of experience. The annotators worked on a tailor-made annotation platform
Deepomatic.

2.2 Building Two US Datasets : Task-based vs General Purpose 13
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2.2.2 Inclusion and Exclusion Criteria

The inclusion and exclusion criteria (at patients, examinations and images level) must
be considered before the construction of a dataset. Depending on the research protocol,
different criteria may be considered. Naturally, building a study around the detection
of focal liver lesions will require a stricter protocol than a more general study on the
analysis of abnormalities in the abdomen.

FLLs: For the former, at the patient level, patients with lesions containing liver parenchyma
were included if they met the following criteria: 1- lesions were visible on US images
(unanimous decision by an arbitration panel), 2 - patients did not receive previous local
therapy and 3- a definitive pathological diagnosis of the lesions was obtained. Patients
without lesions in the liver parenchyma were selected in case of definitive absence of
pathological diagnosis. At the examination level, all abdominal US examinations of
patients available in centers 1 and 2 between 2014 and 2019 were selected. For the
training and development set, exams performed between 2014 and 2018 were selected.
For the test set, examinations performed in 2019 were selected, provided that the cor-
responding patients had no examinations between 2014 and 2018. At the image level:
extremely enlarged images and images obtained in gradient mode simultaneously with
CE-US images were excluded.

US-Abdo: For the latter, at the patient level, all adult patients were included. At the
examination level, all abdominal US examinations of patients available at Center 1
between 01/07/2015 and 30/06/2018 were selected. At the image level, all images were
included in the extracted dataset, regardless of imaging mode and image quality.

2.2.3 Data Partition

In order to distribute the data in the training, development and test sets several strategies
are possible. The data can be distributed randomly between the different sets, or in a
stratified manner to ensure a similar distribution of classes in each set. In all cases, the
sets were constructed so that there was no overlap of patients between sets. The goal of
the development set is to choose the parameters of the networks that perform best on
images they have never seen.

FLLs: For the focal liver lesion detection database, a total of 1026 patients (n = 2551
images) met the inclusion criteria for the training and development set. This set was
randomly divided into two subsets containing approximately the same proportions for
each class, 80% and 20% for training and development, respectively. A total of 48 new
patients (n = 155 images) met the inclusion criteria for the test set.
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US-Abdo:For the general-purpose abdominal ultrasound database, a total of 6482 pa-
tients (n = 120, 593 images and 8011 abdominal ultrasound exams) met the inclusion
criteria for the extracted dataset. 905 exams (n = 9062 images) from 875 patients were
randomly selected for the labeled training set and 6913 exams (n = 110, 053 images)
from 5417 patients for the unlabeled training set. 47 exams (n = 503 images) from 47
patients were randomly selected for the validation set and 146 exams (n = 975 images)
from 143 patients for the test set.

2.2.4 Label Selection

The selection of labels directly defines the task we are trying to accomplish. When the
task is well defined, as is the case for the detection of focal liver lesions, then the labels
chosen will be more accurate. Conversely, for a more general task, we must ensure that
the labels chosen are general enough to cover the entire scope of the study, but associate
them with a well-defined list of diseases to avoid misinterpretation of the general label.

FLLs: For the focal liver lesion database, a hierarchical classification was chosen following
the recommendations of the medical expert. The first level describes the liver, and two
categories are possible: homogeneous liver (i.e., without lesions) or liver with lesion(s)
with respect to the final diagnosis associated with the image. Selection of lesion(s) led
to the second task (i.e., lesion location). Each lesion had to be classified according to
the final diagnosis, with two possibilities: benign lesion(s) and/or malignant lesion(s).
Benign lesions were subdivided into cyst, angioma, focal nodular hyperplasia or adenoma.
Malignant lesions were subdivided into metastasis or hepatocellular carcinoma.

US-Abdo: Regarding the general purpose database, several organs and anatomical
regions are involved in a complete abdominal examination, namely: the liver, gallbladder
and bile ducts, pancreas, spleen, kidneys, aorta, and inferior vena cava. Because some
anatomies are more frequently visualized than others, we focused on the four anatomical
structures most frequently examined: liver, kidney, spleen, and gallbladder. Any difference
in ultrasound patterns related to these anatomies is considered abnormal. But because
these changes - diffuse or localized - may alter the shape, size, contour, position, or
textural appearance of the organ and thus be subject to interpretation by the rater, we
have identified a list of diseases associated with each organ, as recommended by medical
experts. The complete list is presented in Table 2.2.
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2.2.5 Annotation Strategy and Ground Truth

Annotation of ultrasound images is costly and time consuming because it requires an
expert, and even for an expert, interpretation of ultrasound images taken out of context
is difficult. This observation implies two factors: 1- The larger the database, the more
difficult it will be to annotate all the images, 2- Given the difficulty of the task, annotation
errors are to be expected. For this reason, two different annotation strategies were
adopted for the two databases.

FLLs: In the task-based dataset, given its small size, all images included in the final
dataset were annotated. For each center, the diagnosis associated with each US image
was collected by two radiologists with more than 15 years of experience in US image
interpretation, by cross-referring with other imaging modalities (contrast-enhanced US
(CE-US), CT, MRI, biopsy when available) and clinical files. The final diagnosis was used
for the characterization task (liver parenchyma and characterization of FLLs) and did
not include the number of lesions in the US image, nor their localization. To determine
the ground truth boxes for the localization task (i.e. boxes around the liver and FLLs),
an adjudication panel was used as an external standard of reference. Each image was
annotated by two experts and at least once by a physician. During this phase, in case of
disagreement between two annotators for the localization task, four additional annotators
analyzed the questionable image. If the image annotation was not unanimous among the
additional annotators, it was excluded from the study.

US-Abdo:Regarding the general-purpose dataset, annotation of the entire dataset would
be extremely cost- and time-intensive. Instead, 1065 patients were randomly selected
from the 6482 patients in our dataset, with 1098 corresponding examinations and a
total of 10,516 images. The remaining unlabeled images will be used in an unsupervised
manner. To annotate these images efficiently, we applied different annotation strategies
to progressively larger subsets of our dataset: one subset of images is evaluated by
multiple raters (triple or double evaluation), while the remaining ones are evaluated by
a single rater (single evaluation strategy), as follows:

1. Strategy 1: each examination is assigned to three (or more) randomly selected
raters, and the given labels are recorded.

2. Strategy 2: each examination is assigned to two randomly selected raters.

3. Strategy 3: each examination is assigned to one randomly selected rater.

Figure 2.2 illustrates the allocation of annotation strategies in the different sets (training,
development, and test). The annotators were asked to select from among the list of labels
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presented in Table 2.2 the ones visible on each image. The annotators were not asked to
provide any localization information for this task. Multiple factors such as image quality,
level of expertise or clarity of the guidelines can play a significant role in the amount
of noise potentially induced by a single evaluation strategy. For this reason, the single
evaluation strategy is coupled with the double evaluation strategy on the training and
development sets. The double evaluation strategy allows to estimate the degree of noise
in both sets, and to adapt the training methods accordingly. For the test set, having noise
is less admissible. Hence, a triple evaluation was necessary. This way, a majority vote
can be used as ground truth. With each image, we keep only the classes that at least two
evaluators out of three have selected.

Fig. 2.2.: Allocation of annotation strategies per set.

2.2.6 Overview

Table 2.1 provides an overview of the design choices made to build each dataset. FLLs’s
dataset was used as is in Chapter 4. The Abdo-US dataset on the other hand was adapted
for each chapter. In Chapter 3, a subset of images were randomly chosen to develop the
pre-processin tool. In Chapter 5, all images were used but the partition between the
labeled and unlabeled sets was different since the study was conducted alongside the
annotation process and less labeled images were available at that time. As the focus of
the study was the classification of abdominal organs, additional labels were also used,
namely the pancreas and bladder. We reiterate in each chapter the characteristics of the
adapted datasets for a clear comprehension. Table 2.3 summarizes which dataset was
used in the following chapters.

FLLs US-Abdo
Chapter 3 X (subset) X (subset)
Chapter 4 X (entire set)
Chapter 5 X (subset)

Tab. 2.3.: Overview of dataset usage per chapter
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Fig. 2.3.: Example of images from different types of transducers. The image on the left was
taken from an "abdominal examination", the image on the center was taken from an
"ultrasound for the detection of arteritis" and finally the right image was extracted
from a "sus-pubic and endo-vaginal ultrasound".

2.3 Image Dataset Analysis

The aim of this dataset is to allow the development of an automated analysis tool
for B-mode images obtained with traditional ultrasound systems and focused on four
anatomical structures: the liver, the kidney, the spleen and the gallbladder. Unfortunately,
abdominal ultrasound examinations performed in the hospital are not restricted to
this setting, and as a result, the content of the extracted images is broader. We start
by presenting the factors contributing to the high variability of the image content in
Section 2.3.1. We then examine the labeled set of our dataset and document the
imbalance between classes (Section 2.3.2). In addition, an in-depth analysis of inter-
rater reliability is conducted in Section 2.3.3, highlighting potential noise in our labeled
training set.

2.3.1 Sources of Image Variability

Several factors contribute to the high variability of the images in our dataset:

1. Different US area shapes: The first element of an ultrasound scanner is the trans-
ducer which allows the transmission and reception of ultrasound. Ultrasound
transducers come in different shapes, sizes, and have diverse features (see Fig-
ure 2.3). During an abdominal examination different transducers can be used.
Sector transducers are often used for in-depth examinations but linear transducers
can also be used to examine more superficial structures.

2. Multiple US imaging types: The second element is the imaging mode that trans-
forms the delay between emission and reception into an image. The most well-
known and routinely used clinically US imaging mode is B-mode imaging, which
displays anatomical information. Other types of US imaging modes allow the
measurement of functional parameters related to blood flow (Doppler and contrast-
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Doppler Images

Contrast Enhanced  Images

Fig. 2.4.: (Up) Two examples of Doppler images. The image on the left is easily recognizable by
simply thresholding the number of colored pixels. The image on the right however,
contains very few colored pixels. (Down) Two examples of contrast-enhanced US
images. The image on the right is easily identifiable due to its distinct range of color.
The image on the left however is very similar to a B-mode image.

enhanced US) and tissue displacement (elastography). In abdominal ultrasound,
these US modes are all relevant (eg. Doppler US is indicated as a modality to assess
renal perfusion, contrast-enhanced US is often used for the differentiation between
benign and malignant focal liver lesions and US elastography for measuring tissue
stiffness, a biomarker correlated with liver fribrosis).

3. Highly operator-dependent images: A third element is the operator who acquires
images in real-time. As the operator guides the transducer to the correct scan plane,
the resulting images are highly operator dependent. Finally, the control console
allows the operator to enter various settings and measurements which are manually
added to the image during an examination.
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Fig. 2.5.: Image showing several text and graphic elements.

Fig. 2.6.: A schematic presentation of the ultrasound examinations present in our dataset. Exam-
inations that fall in the "other" category are detailed in Appendix C

4. Different workflows of ultrasound: The use of ultrasound is not limited to monitor-
ing, screening or diagnosis. It can also be used to guide interventional procedures
such as biopsies. Depending on the intended use, the images acquired will be very
different. Figure 2.6 shows a schematic presentation of the ultrasound examina-
tions present in our dataset. An important task is to automatically filter the dataset
to only keep the images of interest.

2.3.2 Label Distribution

We report the distribution of the labels for the different observations in Figure 2.7.
Ultrasound is often used for screening, hence most images are normal ("disease-free"),
producing a high class imbalance. As several organs can be visible simultaneously in the
same image, frequent and infrequent classes can co-occur in the same sample. Therefore
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sampling more often minority classes may result in a higher number of majority classes
as well. For this reason, the use of more elaborate methods is advised [Liu, 2022].

Fig. 2.7.: The AbdoUS dataset consists of 8 labeled observations. We report the number of
images which contain these labels in the annotated sets.

2.3.3 Inter-Rater Reliability

Fully crossed <———————> Raters nested within images
Images/Rater R1 R2 R1 R2 R3 R4 R1 R2 R3 R4 R5 R6
Image 1 X X X X X X
Image 2 X X X X X X
Image 3 X X X X X X X

Note: This table is strongly inspired by the example figure given in [Putka, 2008].

Tab. 2.4.: Mock example of study designs: left panel represents a crossed design, central panel
represent an ill structured design in which raters and images are neither fully crossed
nor nested, and right panel represents a nested design.

In ultrasound, any difference in the appearance of the echo pattern may suggest an
abnormality in that specific organ, and further examination is often required to confirm
a diagnosis. Therefore, image annotation is potentially subject to considerable disagree-
ment among experts, which must be taken into account to converge on a single reference
annotation for model learning and evaluation.

When two or more raters independently assign scores to images (e.g., physicians evaluat-
ing whether or not lesions are visible on an ultrasound image), Inter-Rater Reliability
(IRR) can be used to quantify the degree of agreement between raters. Based on how
raters are assigned to images and the type of assessment (e.g., nominal, ordinal, interval,
ratio, or categorical data), appropriate statistics are chosen.
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In Strategy 1, images are evaluated by three or more raters and are not always assigned
to the same set of raters (as described in the center panel of the Table 2.4). These
designs -in which raters and images are neither fully crossed nor nested- are referred to
as ill-structured measurement designs (ISMDs). In [Putka, 2008], the authors explain
that common reliability estimators (e.g., Pearson correlations, intra-class correlations)
are problematic when used in ISMDs and propose an alternative reliability estimator
between ranging from 0 (worst) to 1 (best) G(q, k):

G(q, k) = σ2
T

σ2
T + (q · σ2

R + σ2
T R,e

k̂
)

(2.1)

where σ2
T , σ

2
R, σ

2
TR,e are the variance components after fitting a random effects model

with images and raters treated as crossed random factors. T is the ratee main effects, R
is the rater main effects, and TR, e is the combination of the Ratee × Rater interaction
and residual effects. q is a multiplier that scales the contribution of variance attributable
to rater main effects:

q = 1
k̂
−
∑
i

∑
i′

ci,i′
ki·k′

i

Nt · (Nt − 1) (2.2)

k̂ is the harmonic mean number of raters per image; Nt is the total number of images;
ci,i′ is the number of raters that each pair of images (i, i′) share; and ki and k′i are the
number of raters who rated images i and i′. To construct the samples for which we wish
to compute the reliability score, we consider the labels associated to all images in the
test set (Strategy 1). Three labels are allowed per organ: normal, abnormal and absent.
Because the absent class is predominant, we select only the images where the organ is
considered present by the consensus and compute the reliability score per organ.

Table 2.5 highlights the reliability estimators of raters in ill-structured measurement
design for abnormality classification per organ. Rater main effect variance component
σ2
R is surprisingly low, suggesting that contribution of rater main effects has little impact

on observed score variance.

Variance coponent
Harmonic mean number

of
raters per image

Multiplier Reliability score Support

σ2
T σ2

R σ2
TR,e k̂ q G(q, k̂) nimages

Liver 0.120 0.005 0.097 2.814 0.199 0.771 737
Kidneys 0.127 0.001 0.049 2.826 0.195 0.870 405
Spleen 0.090 0.004 0.072 2.202 0.297 0.726 183
Gallbladder 0.160 0.000 0.045 2.259 0.282 0.890 175

Note: k̂ is the harmonic mean number of raters per image, σ2
T , σ

2
R, σ

2
TR,e are the variance

components for fitting a random effects model with images and raters treated as crossed random
factors, q is a multiplier that scales the contribution of variance attributable to rater main effects
and G(q, k̂) the reliability score.

Tab. 2.5.: Reliability estimator of raters in ill-structured measurement design for abnormality
classification per organ in the test set.
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Assuming we consider only the subset of images where the number of raters is constant
and equal to three, we can compute a second reliability score, the Fleiss kappa coefficient
[Fleiss, 1971]. This coefficient is designed specifically for cross designs in which each
image is assigned to a constant number n of raters randomly sampled from a larger
population. In this case, each image is rated by a different sample of n raters. The
advantage of this coefficient, when used appropriately, is that it provides a reliability
score per class, which in turn informs more about the distribution of noise per class that
occurs in the set of Strategy 3 where each image is randomly assigned to a single rater.
Results are shown in Table 2.6. One can see that depending on the organ, the reliability
score changes differently per class (i.e., normal, abnormal, or absent). For instance, the
gallbladder is the only organ where the class absent does not have the highest reliability
score. This is not surprising, as the gallbladder can be difficult to visualize when the
patient is not on a completely fasted state. As for the liver, the most visualized organ
during an abdominal ultrasound, the reliability score is at its lowest for all classes, which
may pose a real difficulty during training as roughly six out of ten images in our dataset
show this organ.

2.4 Radiological Reports Analysis

The analysis of radiological reports associated with ultrasound examinations is a valuable
tool. First, it allows to have a more precise understanding of the attributes of the dataset
(e.g., the most frequently examined organs, the most cited conditions, etc.) and thus to
better target the research question. Second, it potentially allows to have a global label at
the examination level almost at no additionnal cost. The following section is organized
into three subsections:

1. Medical Concept Mining: We show how the Unified Medical Language System®
(UMLS®) can be used to detect medical concepts in free-text reports and flag the
most common ones.

2. Hard-coded Tagging Tool: Given a report and an anatomic region of interest (e.g.,
liver), we can easily extract a list of sentences that mention that region, and then
determine if the region is mentioned in the context of an abnormal finding.

3. Report Model: Rather than using hard-coded rules to classify radiological reports,
we analyze whether training a language model can better grasp the complexity of
radiological reports.
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Kappa Z
Liver Normal 0.498 17.479

Abnormal 0.531 18.617
Absent 0.737 25.843

Kidneys Normal 0.738 25.881
Abnormal 0.64 22.441
Absent 0.862 30.244

Spleen Normal 0.685 24.014
Abnormal 0.61 21.39
Absent 0.769 26.959

Gallbladder Normal 0.646 22.653
Abnormal 0.81 28.417
Absent 0.749 26.271

Tab. 2.6.: Fleiss’ Kappa and Z-value for 3 Raters with 410 images.
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To compare the hard-coded tagging tool to the machine learning report model and assess
their performances, we asked the expert’s panel presented in Section 2.2.1 to annotate
197 radiological reports according to the labels presented in Figure 2.7.

2.4.1 Medical Concept Mining

Entity
Complete Report
(#130616 entities)

Conclusion Report
(#20039 entities)

Body Part, Organ, or Organ Component 39.76 % 28.52%
Disease or Syndrome 12.18 % 16.42%
Finding 11.39% 13.59%
Pathologic Function 8.53% 10.34%
Sign or Symptom 5.45% 5.90%
Diagnostic Procedure 5.09% 4.07%
Other* 17.59% 21.15%
Note: Other included the following medical concepts : ’Tissue’, ’Body Location or Region’, ’Anatomical Abnormality’, ’Intellectual Product’, ’Congenital

Abnormality’, ’Body Substance’, ’Neoplastic Process’, ’Therapeutic or Preventive Procedure’, ’Health Care Activity’, ’Acquired Abnormality’, ’Pharmacologic
Substance’, ’Mental Process’, ’Mental or Behavioral Dysfunction’, ’Phenomenon or Process’, ’Medical Device’, ’Laboratory Procedure’, ’Indicator, Reagent, or
Diagnostic Aid’, ’Body Space or Junction’, ’Biomedical Occupation or Discipline’, ’Organism Function’, ’Biomedical or Dental Material’, ’Immunologic
Factor’, ’Physiologic Function’, ’Body System’, ’Injury or Poisoning’, ’Clinical Attribute’, ’Biologically Active Substance’, ’Antibiotic’, ’Inorganic Chemical’,
’Enzyme’, ’Classification’, ’Hormone’, ’Laboratory or Test Result’, ’Organic Chemical’, ’Research Activity’, ’Amino Acid, Peptide, or Protein’, ’Hazardous or
Poisonous Substance’.

Tab. 2.7.: Distribution of found semantic types (as defined by the Unified Medical Language
System) in all radiological reports of our dataset.

The UMLS is a metasaurus that unifies the concepts of several dozen terminologies in
the biomedical field. Each concept in the UMLS is assigned a unique concept identifier
(CUI), a set of terms (or synonyms), possibly in multiple languages, and a semantic type.
We make use of QuickUMLS [Soldaini, 2016], which is a tool for fast, unsupervised
biomedical concept extraction from medical text, that works for multiple languages,
including French. This tool can be incorporated in a larger framework, medspaCy, a
library of tools for performing clinical Natural Language Processing and text processing
tasks with the popular spaCy framework. Table 2.7 reports the distribution of found
semantic types (as defined by the Unified Medical Language System) in all the radiological
reports of our dataset. One can see that the most common semantic type is Body Part,
Organ, or Organ Component, followed by Disease or Syndrome and Finding with nearly
the same frequency. These semantic types are highly relevant as they provide information
regarding the inclusion of a specific anatomical region in the abdominal examination and
facilitate the matching of an organ to an abnormal finding (if they are mentioned in the
same sentence, for example). Other frequent semantic types include Pathologic Function,
Sign or Symptom, and Diagnostic Procedure.

2.4.2 Hard-coded Tagging Tool

The mention of an abnormality in the same sentence as an anatomical region does not
necessarily imply the existence of an abnormality in that region, and in fact the majority
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of mentions of abnormality falls in the context of a negative result. With ultrasound
examinations, often used as a screening tool, the physician will most likely say "no
evidence of focal lesions in the liver" instead of "homogeneous liver". This shortcoming
can be addressed by using approaches that depend on negation and uncertainty words
(e.g., "not", "no", "unlikely") to classify mentions as neutral or negative. These words
may be different depending on the context, for instance in the medical field, specific
words are used to nuance the findings of the report. Hence, it is important to use a tool
like medspaCy, which specializes in medical texts. Unfortunately, negation detection on
medspaCy is only possible in English. For this reason, we added another component:
EDS-NLP that provides a set of spaCy components used to extract information from
clinical notes written in French. One of which is a rule-based negation detector, that we
use to detect if the concepts recognized by QuickUMLS are referred to in a negative form.

Labelling Function
Given a free text medical report, we first divide it into sentences. For each sentence, we
look for a word related to the semantic type "Body part, organ, or organ component"
and check whether its unique concept identifier refers to the four organs of interest (i.e.,
liver, spleen, kidney, and gallbladder). In such case, the sentence is added to the list of
sentences assigned to the organ. If a specific organ is not mentioned in the entire report,
we consider that the organ was not examined during the ultrasound. Next, for each organ,
we search for mentions of abnormalities, and consider as abnormal any concept related
to the following semantic types: Disease or Syndrome, Finding, Pathological Function,
Congenital Abnormality, Anatomical Abnormality, Acquired Abnormality, Neoplastic Process,
Injury or Poisoning. If at least one abnormality is listed in non-negative form, the organ
is considered abnormal. Table 2.8 shows the most common positive medical concepts
detected in sentences linked to the four organs of interest.

Results

Table 2.9 shows the performance of the labeling tool based on the test set. This approach
generates several false negatives. In fact, for an organ to be considered abnormal, the
abnormality must be mentioned in the same sentence as the one mentioning the organ.
As an example, in the following paragraph: "the liver is homogeneous and of normal
volume. We also note the presence of a suspicious image.", the liver contains a suspicious
image, but since the word "liver" is not explicitly mentioned in the second sentence, the
labeling tool will classify the liver as normal.

Figure 2.8 displays the output of the labeling tool when run on a medical report sampled
from our dataset, one can see that most medical concepts were detected, but few are
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Liver Kidneys
Entity Count Percentage Entity Count Percentage
Kyste 206 17.87 Kyste 807 52.75
Angiomes 148 12.84 DIlatation 180 11.76
Nodule 96 8.33 Formations 120 7.84
Steatose hepatique 84 7.29 angiomyolipomes 69 4.51
chronique 83 7.20 Hypotonie 48 3.14
Formations 65 5.64 Masses 37 2.42
Kyste biliaire 61 5.29 hydronephrose 35 2.29
Splenomegale 51 4.42 calcule 32 2.09
calcifications 48 4.16 calcifications 31 2.03
Hypertension portale 42 3.64 insuffisance renale a 18 1.18
Fibrose 31 2.69 Nodule 15 0.98
DIlatation 31 2.69 Splenomegale 13 0.85
cirrhose 28 2.43 obstructif 12 0.78
abces 23 1.99 Syndrome 12 0.78
Masses 21 1.82 Pyelonephrites 12 0.78
hepatite 17 1.47 insuffisante renale chronique 12 0.78
Cholestase 16 1.39 chronique 10 0.65
cholecystite 13 1.13 lithiases 10 0.65

Gallbladder Spleen
Entity Count Percentage Entity Count Percentage
calcule 85 43.37 Hypertension portale 17 13.49
Formations 23 11.73 Splenomegale 22 17.46
lithiases 21 10.71 Formations 4 3.17
cholecystite 18 9.18 Kyste 29 23.02
DIlatation 11 5.61 Angiomes 4 3.17
polype 9 4.59 Syndrome 4 3.17
obstructif 5 2.55 Masses 5 3.97
Masses 4 2.04 Infarctus 4 3.17
Nodule 4 2.04 Nodule 12 9.52
Syndrome 2 1.02 calcifications 9 7.14
hepatite 2 1.02 Cytolyse hepatique 1 0.79
calcifications 2 1.02 insuffisante renale chronique 1 0.79
signe de Murphy positif 2 1.02 Microcalcifications 5 3.97
Lithiases vesiculaires 2 1.02 nodule du foie 1 0.79
cirrhose 1 0.51 maladie 1 0.79
Kyste 1 0.51 DIlatation 2 1.59
carcinome 1 0.51 Fibrose 2 1.59
Splenomegale 1 0.51 calcule 1 0.79
Insuffisance hepato 1 0.51 Hypotonie 1 0.79
Cholestase 1 0.51 polype 1 0.79

Tab. 2.8.: Most common positive medical concepts detected in sentences linked to the four
organs of interest

still missing (highlighted in gray). In addition, some concepts are very tricky, such as
"absence d’épanchement" which translates to "absence of effusion." Here, the labeling
tool identifies "Absence" as a sign or symptom and "effusion" as a pathological function,
instead of considering "Absence of effusion" as a whole. This implies that instead of
considering only "effusion" as a pathological function that is not present, the world
"Absence" is considered independently as a positive sign or symptom by the negation
detector, since the word "absence" is used in an affirmative form.

2.4.3 Report Model

The hard-coded tagging tool presented in Section 2.4.2 relies on language rules derived
from a medical concept database, and hence no training set is required for this method
to work. As a result, the hard-coded tagging tool may be more error-prone and not
generalize as well as newer language models trained on hundreds of thousands of
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Oiriginal report: 

Translated report: 

Fig. 2.8.: Output of the labeling tool when run on a report sampled from our dataset. Words
highlighted in blue correspond to anatomical regions, words highlighted in green
represent entities of interest referenced as negatives, words highlighted in red represent
entities of interest referenced as positives, and words highlighted in gray are entities
that the labeling tool failed to detect.

unlabeled text corpora. Such models are trained to learn meaningful representations of
words/phrases in a corpus. A key benefit is that these same models can be refined for
other tasks for which little labeled data is available. In the following, we detail how a
deep learning language model can be trained to label radiological reports.

Training Set
Thanks to the annotation of the images presented in Section 2.2.1, we can use the images
labels associated to the examination to construct labels at the examination level (as
opposed to the image level). If at least one organ in one of the images of the examination
is labeled as "abnormal", we assign this as a global label to the examination. Similarly,
if the organ has not been detected in any of the images, we assign the label 0 to both
concepts related to the organ (i.e., normal/abnormal). A total of 905 examinations forms
the training set, with 388 and 416 normal and abnormal examples for the liver, 354
and 184 normal and abnormal examples for the gallbladder, 523 and 350 normal and
abnormal examples for the kidneys, and 497 and 149 normal and abnormal examples for
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Precision Recall F1-score support
Normal 74.59% 90.10% 81.61% 101

Liver
Abnormal 68.00% 30.91% 42.50% 55
Normal 89.91% 83.05% 86.34% 118

Gallbladder
Abnormal 33.33% 6.25% 10.53% 16
Normal 91.41% 97.39% 94.30% 153

Kidneys
Abnormal 88.89% 57.14% 69.57% 28
Normal 88.65% 99.21% 93.63% 126

Spleen
Abnormal 100.00% 15.38% 26.67% 26

micro avg 85.64% 80.42% 82.95% 623
macro avg 79.35% 59.93% 63.14% 623
weighted avg 84.53% 80.42% 79.94% 623
samples avg 83.11% 78.60% 80.09% 623

Tab. 2.9.: Performance of the labeling tool based on a set of annotated radiological reports.

the spleen, respectively.

Model
We use the CamemBERT [Martin, 2019] model for our report model. CamemBERT is

a state-of-the-art language model pre-trained on a French corpus OSCAR, based on the
RoBERTa [Liu, 2019b] architecture. CamemBERT can be fine-tuned with a multiple-choice
classification head on top (a linear layer on top of the pooled output and a softmax) for
multi-label classification. The model takes as input the entire report (with a maximum
number of tokens set to 200) and outputs a probability vector for the presence or absence
of each class. The sentences of the report are then divided into a list of indivisible
units-or tokens- (e.g., a sequence of a few characters that constitute all or part of a word).
Typically, the partition of these words is optimized on the training corpus and forms
the vocabulary of the model, however since this model was pre-trained on generic text,
it is essential to consider words that are specific to the domain on which we want to
refine the model (abdominal ultrasound radiological reports). To do so, we re-train a
word-piece Tokenizer to find the set of words that minimize the number of tokens needed
to reconstruct the reports in our training set. We fine-tune the model for 35 epochs, with
a learning rate of 1e−04 and batch size of 16 using Adam optimizer. Figure 2.9 provides
an overview of the framework.

Results
Table 2.10 shows the performance of the report model based on the test set. Note that
the recall has increased with a macro-average of 73% compared to 60% for the labeling
tool (Table 2.9) while the precision has decreased from 79.35% to 67%. This suggests
that the model reduces the number of false negatives, but increases the number of false
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Fig. 2.9.: The report model uses CamemBERT a model pre-trained on a French corpus OSCAR,
based on the RoBERTa [Liu, 2019b] architecture. We re-train the word-piece Tokenizer
(highlighted in red) on the radiological reports dataset and train the CamemBERT
(highlighted in red) for multi-label classification by adding a linear layer (highlighted
in yellow) using the training set presented in Section 2.4.3.

Precision Recall F1-score support
Normal 54.00% 35.00% 43.00% 101

Liver
Abnormal 39.00% 82.00% 53.00% 55
Normal 89.00% 86.00% 87.00% 118

Gallbladder
Abnormal 48.00% 81.00% 60.00% 16
Normal 90.00% 90.00% 90.00% 153

Kidneys
Abnormal 62.00% 75.00% 68.00% 28
Normal 80.00% 92.00% 86.00% 126

Spleen
Abnormal 75.00% 44.00% 56.00% 26

micro avg 72.00% 77.00% 74.00% 623
macro avg 67.00% 73.00% 68.00% 623
weighted avg 74.00% 77.00% 74.00% 623
samples avg 68.00% 73.00% 69.00% 623

Tab. 2.10.: Performance of the report model based on a set of annotated radiological reports.

positives. Overall, the macro-average F1-score is 68% for the reporting model compared
to 63.14% for the labeling tool. This metric allows us to obtain an unweighted average
of the F1-score for each class and is therefore not sensitive to class imbalance. Similarly,
looking at the F1-score helps to assess the performance of the model in terms of precision
and recall by taking their harmonic mean.

2.5 Discussion

In this chapter, we detailed the challenges related to the construction of one of the
largest abdominal ultrasound datasets. First, we compared study design choices for the
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construction of task-based vs general purpose datasets. Specifically, we presented the
data extraction methods, the selection of labels of interest, and the annotation strategies
adopted to efficiently annotate the datasets. Since no exclusion criteria was used for the
general-purpose dataset, an additionnal analysis of the retrieved data was needed. We
investigated the two components of an ultrasound examination: the ultrasound images
and the reports related to these exams.

For the images, we first showed the high variability of the image contents and the
relevance of a pre-processing phase to harmonize their content, which will be then
addressed in Chapter 3 1. Second, we have shown that there are certain images, and
sometimes the entire examination, that are not applicable to the study, and therefore
should be removed from the dataset. The relevance of deep clustering for this task will be
detailed in Chapter 5 2. Finally, we investigated the inter-expert variability of annotators
and the challenges this posed for training a machine learning model, in particular the
noise that a single annotation implies. Notably, we saw that the variability of annotations
for the liver was greater than that of other organs. This motivated the choice made in
Chapter 4 3 on the detection of focal liver lesions, where a clean task-based dataset was
used.

For the reports, we investigated the value of text processing tools to provide global labels
for examinations whose images were not annotated due to lack of time and resources.
Our study showed that the use of hard-coded rules led to many false negatives, which is
problematic. Indeed, as pointed out in the earlier sections, the aim of our study is to help
non-expert caregivers to sort out patients and to detect those who need an additional
examination by experts, so it is necessary to have as little false negatives as possible.
The presence of false positives is less problematic, since ultrasound is a non-invasive
modality, and performing an additional examination by an expert is safe. On the other
hand, training more advanced language models has improved the recall of abnormal
classes and the overall macro-average of the F1 score (which gives the same contribution
to each class regardless of its prevalence).

These results, although encouraging, do not enable the direct use of the reports to
annotate the images, firstly because there are still classification errors that would increase
the noise level in the training dataset, and secondly because we can only partially link
the reports to the images. An examination where the liver is considered abnormal for
example, does not necessarily imply that all the images of the liver are abnormal. In
fact, it is uncommon to find such a situation. Often, the abnormality is only visible on
a precise plane and localized on a portion of the organ. Similarly, recent multi-modal

1Combining Bayesian And Deep Learning Methods For The Delineation Of The Fan In Ultrasound Images
2Deep Clustering for Abdominal Organ Classification in US imaging
3Detection, Localization, and Characterization of Focal Liver Lesions in Abdominal US with Deep Learning
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learning methods [Zhang, 2020; Radford, 2021] do not apply directly to partially paired
data.

2.6 Conclusion

In this chapter we described the result of a collaboration between several national
organizations, including the Assistance Publique des Hôpitaux de Paris and the Health
Data Hub, as well as volunteer caregivers in NHance from several different hospitals.
This partnership led to the construction of a large abdominal ultrasound dataset called
Abdo-US, which includes labels annotated by expert caregivers, noisy labels produced by
language processing models, and finally standard reference evaluation sets labeled by
physicians. This dataset forms the basis of the research conducted in this thesis. Thanks
to the analysis performed in this chapter, we were able to direct our work towards the
challenges that seemed most pressing to us and that will be discussed in the following
chapters. However, this dataset can also serve for a more general purpose and contribute
to the development and validation of models of abdominal ultrasound interpretation.
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Abstract
Ultrasound (US) images usually contain identifying information outside the ultra-
sound fan area and manual annotations placed by the sonographers during exams.
For those images to be exploitable in a Deep Learning framework, one needs to first
delineate the border of the fan which delimits the ultrasound fan area and then
remove other annotations inside. We propose a parametric probabilistic approach
for the first task. We make use of this method to generate a training data set with
segmentation masks of the region of interest (ROI) and train a U-Net to perform the
same task in a supervised way, thus considerably reducing computational time of
the method, one hundred and sixty times faster. These images are then processed
with existing inpainting methods to remove annotations present inside the fan area.
To the best of our knowledge, this is the first parametric approach to quickly detect
the fan in an ultrasound image without any other information than the image itself.
This chapter was published in IEEE 18th International Symposium on Biomedical
Imaging (ISBI) [Dadoun, 2021].

3.1 Introduction

Fig. 3.1.: Left picture shows the original image. The US fan area is limited to a conic section, and
several text and graphic elements are present. Right picture shows the result of our
pre-processing. The white lines delimiting the US fan area are automatically detected,
and all graphic and text elements are removed and replaced by a plausible intensity
value.

Ultrasound (US) imaging is one of the most common techniques for medical diagnosis.
According to the WHO, two thirds of the world’s population do not have access to
medical imaging, and ultrasound associated with X-ray could cover 90 % of these
needs. The decrease in ultrasound hardware prices allows its diffusion, but limitations
persist because acquiring and interpreting an ultrasound image is a difficult examiner-
dependent task with few trained operators[Moore, 2011; Liebo, 2011; Choi, 2011].
Hence the importance of developing the research around the entire processing chain
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in US imaging [Droste, 2020; Heuvel, 2019; Yap, 2017]. Interested readers may refer
to [Sloun, 2019] for an overview of Deep Learning strategies for ultrasound-specific
processing methods. Ultrasound imaging provides real-time anatomical information
and allows the measurement of functional parameters. These measurements along
with other annotations are manually added to the image during an exam to provide a
complete report. In order to make them available to the research community following
regulatory guidelines, they are usually converted to JPEG/PNG format, and processed
to remove all metadata, including acquisition parameters. The presence of biometric
measurements and other machine dependent characteristics may be challenging for
the task of automated image analysis. First, because there is no guarantee that these
annotations do not include sensitive information. Second, because we would like to make
sure that they do not induce a bias during the training of a neural network for the task of
classification, segmentation or detection. In [Zhang, 2017], the authors “blacked out”
the identifying patient information on videos by setting the corresponding intensities of
pixels that remained static throughout the entire clip to minimal intensity. Unfortunately,
this method only works if we have access to the video sequence of the exam. As for
the biometric measurements, [Baumgartner, 2017] removed all the annotations using
the inpainting algorithm proposed in [Telea, 2004], but no information was given
on how to create the inpainting masks. In this work we propose a pre-processing
pipeline for ultrasound images to detect the ultrasound fan area combining Bayesian and
Deep Learning methods and show how to apply existing inpainting methods to remove
biometric measurements as shown in Fig 3.1.

3.2 Dataset

Data for this pilot study constitute a subset of US-Abdo et FLLs datasets presented in 2.2.
We worked closely with volunteer physicians from the NHANCE NGO to construct an
heterogeneous dataset that includes images from various manufacturers. The dataset was
composed of 1280 images from which 1150 were used to train and validate the method.
The 130 remaining images were used to evaluate the method by a trained engineer.

3.3 Detection of the Ultrasound Fan Area

We present a fully parametric method to detect the ultrasound fan area in the image and
thus remove most of the annotations present outside. This is achieved by generating
segmentation masks of the US region using a probabilistic approach.
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3.3.1 Probabilistic Model of US Fan Area

Let I be our image of size n ·m where n is the width and m the height of the image.
We define θ = {ε1, ..., ε10} as the set of parameters describing the truncated cone Ωθ

modeling the US fan area (see Fig. 3.2). We seek to optimize θ for every input US image

Fig. 3.2.: Parameterisation of the region of interest

via a probabilistic formulation. More precisely, we introduce the hidden binary variable
Zi ∈ [0, 1], indicating whether voxel i belongs to the fan area Ωθ. The θ parameters are
equipped with a uniform prior and we propose to maximize the marginal log likelihood
p(θ|I) as follows:

log(p(θ|I)) ∝ log
(
p(θ)) + log(p(I|θ)

)
(3.1)

log(p(I|θ)) =
n·m∑
i=0

log
(
p(Ii|Zi = 1) · p(Zi = 1|θ) (3.2)

+ (p(Ii|Zi = 0)) · (1− p(Zi = 1|θ))
)

(3.3)

To model the distributions, we make use of intensity values extracted from bounding
boxes of all training images. The distribution of a pixel intensity in the US fan fi =
P (Ii|Zi = 1) is captured by a mixture of two Gaussians (see Fig 3.3.b) whose parameters
are estimated using bounding boxes of size 5× 5 located in the center of images. As for
the background distribution bi = P (Ii|Zi = 0)) it is modeled as a uniform distribution
whose parameters are estimated using bounding boxes of size 2× 2 located in the top
left, top right, bottom left and bottom right corners of the image. P (Zi = 1|θ) is the
probability of voxel i to be inside the fan area Ωθ which is defined in a closed form
manner. Indeed, the truncated cone region Ωθ is defined analytically as the set of points
x = (x, y) for which fi(x, θ) ≥ 0 where f1, f2 are respectively the equations of the two
straight lines AD,CF and f3, f4 are respectively the equations of the two parabolas
through ABC,DEF as shown in Figure 3.2. From this piecewise analytic description,
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we derive a soft implicit definition of the fan shape by summing up the four implicit
functions fi(x, θ). The prior label probability is defined as Bernouilli distribution whose
parameter depends on the sigmoid of the regularized implicit function:

p(Zi = 1|θ) = σ[
4∑
i=1

fi(xi, θ)] (3.4)

Where xi is the position of voxel i in the image.

Fig. 3.3.: (Left) Prior label probability p(Zi = 1|θ) parameterized by θ; (Right) Normalized
histograms of the ROI distribution. In green/blue lines the two Gaussians and in red
the mixture of the Gaussians.

3.3.2 Expectation-Maximization (E-M) Algorithm

Maximimizing the log joint probability is not easy since we have the log of sums. Instead,
we use a lower bound which is much simpler to compute. More precisely, we replace this
maximization:

log p(I, θ) = log(p(θ) + log(p(I|θ))

With this one :

log p(I, θ)−DKL(U ||p(Z|I))

Where U = {Un} is a surrogate function for the posterior label probability p(Z|I) andDKL

is the Kullback–Leibler divergence. This can easily be solved using the E-M algorithm.

• E-Step. Compute the posterior label probability for the current value of θ:

Ui = p(Zi = 1|Ii)

= rip(Zi = 1|θ)
rip(Zi = 1|θ) + (1− ri)(1− p(Zi = 1|θ))

where ri = p(Ii|Zi = 1)/p(Ii|Zi = 1) + p(Ii|Zi = 0).
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• M-Step. Find θ by maximizing the variational lower bound which is equivalent to minimiz-
ing the following expression with the current value of U :

L(θ) = −DKL(U ||p(Z|I)) + log(p(θ))

=
n·m∑
i=0
−Ui log(p(Zi = 1|θ))

+ (1− Ui) log(1− p(Zi = 1|θ)))

+ log(p(θ))

During the M-step we use an optimization algorithm, Limited-memory BFGS algorithm (L-
BFGS). This algorithm approximates the Broyden–Fletcher–Goldfarb–Shanno algorithm
(BFGS) using a limited amount of computer memory [Byrd, 1995; Zhu, 1997].

Fig. 3.4.: Log-likelihood optimization during the EM algorithm.

3.3.3 Reducing the Computational Time of the Method using
Deep Learning

We use the segmentation masks generated by the method to train a neural network for
the same task. This is done by training on CPU a simple U-Net on 70 % of our dataset.
We validate the method on 20 % of our dataset and test it on the remaining 10 % . We
use the Binary Cross Entropy (BCE) with logits loss. In inference, the processing of one
frame takes approximately 0.45 seconds which is 160 times faster than the Bayesian
method.
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3.4 Implementation and Results

In this section we explicit the implementation details of our method and show the
quantitative and qualitative results.

3.4.1 Implementation of the E-M Algorithm

We only optimize the Kullback-Leibler term during this step since we use a uniform prior
as p(θ). Indeed, we do not have access to a preferred range of values for θ. We show in
Figure 3.4 the optimization curve of the log-likelihood during the E-M algorithm when
the prior on θ is far from the ground truth. We can see in Figure 3.5 that the algorithm is
robust to the change of shape in the ultrasound fan area.

 Input Image

 Output Image
Log-likelihood optimization

Fig. 3.5.: Example of a generated mask when the prior on the ultrasound fan area is very
different from the truth.

3.4.2 Training Details of the U-Net

We use Adam Optimizer [Kingma, 2014] with learning rate 0.001 and a batch size of 1.
After 10 epochs, we achieve a validation loss of 0.062 and Dice loss of 0.017.

3.4.3 Bayesian Method Compared to the U-Net

The Bayesian method developed in Section 3.3 is constrained by our piecewise analytic
description. It provides a good approximation of the ground truth mask, but results in a
rigid delineation of the ultrasound fan area. Whereas the masks generated by the U-Net
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are less regularized and can therefore capture more information on the ultrasound fan
area. An example of the two masks is shown in Figure 3.6.

Fig. 3.6.: (Blue) Mask generated by the Bayesian method. (Green) Mask generated by the U-Net.

3.4.4 Evaluation of the Method

For the remaining 10 % of the dataset, which we had never used before, we asked a
trained engineer to evaluate the results of the method using 3 labels:

• Perfect match between the ultrasound fan area and the detected area.

• Good detection when the area of the missing part is less than 1% of the image.

• Poor detection when the area of the missing part is more than 1% of the image.

We see in Table 3.1 that 90 images were labeled as a perfect match, 37 images were
labeled as good detection, with mean area of mismatch <0.15 %. This part corresponds
to the corners of the fan that were slightly cropped due to the parametric definition of
the fan area. Yet those tiny errors on the fan margin have no impact on the interpretation
of the image content. Finally 3 images were labeled as missing a relatively large part of
the detected ultrasound fan area. This happens when a part of the ultrasound fan area is
totally dark,the method then mixes up the background with the foreground. Examples
are shown in Fig 3.7.
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Label # Images Mean mismatch area

Perfect detection 90 (69.2 %) 0.00%
Good detection 37 (28.5 %) 0.15%

Total 127 (97.7 %) 0.05%

Poor detection 3 (2.3 %) 5.0%

Tab. 3.1.: Evaluation of the detection method on 130 images

Fig. 3.7.: (Left) Example of the label ’Poor detection’, a part of the fan is not detected because it
is filled with low intensity pixels. (Right) Example of the label ’Good detection’, the
missing area corresponding to the cropped corners is barely visible to the naked eye.

3.5 Inpainting Images with Annotations Inside the
Ultrasound Fan Area

Here we show how to use open CV’s module inpaint to replace segments and annotations
present on the cone by pixels of the background. More precisely we use in-paint Telea
which is based on [Telea, 2004]. Values of pixels of the region to be inpainted are
replaced by a weighted sum of neighboring pixels starting from the boundary. The
challenge is to generate in a fully unsupervised way a mask of the region to be in-painted.
This is done by maximizing the contrast of the image and masking all pixels below a
threshold value. We also replace all colored pixels in the image with random shades of
gray so that the inpainting algorithm doesn’t use colored pixels present in the boundary.
Finally we denoise the resulting image using non-local-means filtering [Buades, 2005].
The method uses small patches centered on pixels. The patch of interest is compared to
other patches. Then it replaces the value of the pixel by the average intensity of pixels
that have patches close to the current patch. An example is shown in Fig 3.8.
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Fig. 3.8.: Pipeline to generate masks for the inpainting algorithm. We maximize the contrast of
the input image (1) and mask all pixels below a threshold value (2). We also replace
all colored pixels in the image with random shades of gray (3) so that the inpainting
algorithm doesn’t use colored pixels present in the boundary. Finally we apply the
inpaiting algorithm and denoise the resulting image using non-local-means filtering(4).

3.6 Conclusion

We achieved our primary objective, namely the construction of an automated pipeline for
ultrasound fan area detection. We have shown that this method is scalable by evaluating
it on 130 varied images obtained from different machines and various shapes of the
ultrasound fan area. The next step is to work closely with the Clinical Data Warehouse of
Greater Paris University Hospitals, to assess the method on a larger dataset. The primary
novelty of this method is the use of Bayesian statistics to generate training data for a
Deep Learning application. We believe that this work is an important step for a larger
and better exploitation of ultrasound images in the area of medical image analysis using
Deep Learning. A possible improvement of the method is to replace the uninformative
uniform p(θ) with a distribution estimated on the training set and include it in the M-step
of the EM algorithm. The method could be further improved by adding a regularization
term in the U-Net loss function. This would allow for more regular approximations of the
ultrasound fan area. The tools developed in the framework of this project are available
under an open-source license.
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Abstract

Through a retrospective, multicenter, institutional review board-approved study, two
object detectors, Faster Region based Convolutional Neural Network (Faster-RCNN)
and DEtection vision TRansformer (DETR) were fine-tuned on a dataset of 1026
patients (n = 2551 B-mode abdominal US images between 2014 and 2018) to detect
liver parenchymal lesions on abdominal US images, localize focal liver lesions (FLs),
and characterize them. Their performance was analyzed on a test set of 48 new
patients (n = 155 B-mode abdominal US images between 2018 and 2019) and
compared with three caregivers, one non-expert and two experts, blinded to clinical
history. A sign test was used to statistically compare accuracy, specificity, sensitivity,
and Positive Predictive Value between all raters. Results indicated that:

1. The vision transformer network, DEtection TRansformer, DETR showed higher
performance for all tasks compared to the regional convolutional network Faster
RCNN.

2. For the detection of lesions in the liver parenchyma, DETR met or exceeded the
performances of two experts, with a specificity of 90% (95% CI : 75, 100) and
a sensitivity of 97% (95% CI: 97, 97).

3. For the localization of focal liver lesions (FLLs) DETR showed comparable
performances to that of two experts, with a positive predictive value (PPV) of
77% (95% CI: 70, 84) and a sensitivity of 84% (95% CI: 77, 89).

4. For the characterization of focal liver lesions (benign vs. malignant), DETR
achieved a higher performance compared to all raters, with a specificity value
of 81% (95% CI : 67-91) and a sensitivity value of 82% (95% CI: 62, 100).

This chapter was published in Radiology: Artificial Intelligence (2022) [Dadoun,
2022b].

4.1 Introduction

The accurate detection and assessment of focal liver lesions (FLLs) is a critical public
health issue due to the incidence increase of primary hepatic malignant lesions. Liver
cancer is the third leading cause of cancer-related deaths worldwide [Bray, 2018] with
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Fig. 4.1.: Upper left picture (A) shows a liver without lesions (highlighted by a green square),
upper right picture (B) shows a liver with lesions (highlighted by an orange square).
Middle left picture (C) shows a benign lesion - focal nodular hyperplasia- (highlighted
by a purple small square) and on the right (D) a malignant lesion- hepatocellular
carcinoma- (blue small square). In this example benign and malignant lesions have
different texture and size. Bottom left picture (E) shows a benign lesion -cyst- (high-
lighted by a purple square). It has a circular shape and dark pixel intensities. Right
picture (F) shows a malignant lesion -metastasis- (highlighted by a blue square) with
similar characteristics. These images highlight the difficulty of malignant versus benign
discrimination.

hepatocellular carcinoma (HCC) being the primary type affecting adults [Craig, 2020].
These lesions are usually discovered in patients with third-stage liver failure or other
cancers such as colorectal cancer. They can also be found incidentally during abdominal
imaging studies [Marrero, 2014]. Non-contrast enhanced US is one of the most commonly
used modalities to investigate FLLs during the screening stage for high-risk patients.
However, acquiring and interpreting an ultrasound image is a difficult and examiner-
dependent task with a limited number of trained operators [Marrero, 2014]. This is
particularly true in developing countries where healthcare providers identify lack of
training as the main limitation to US use [Shah, 2015]. A computer-aided assistance tool
could allow more early-stage malignant lesions to be detected, increase differential diag-
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nosis and enable an efficient and cost-effective treatment [Cadier, 2017; Trinchet, 2009].
Overall, it could assist non-expert caregivers in performing an adequate assessment of
the liver. Machine learning methods have shown promising results in earlier studies
[Ta, 2018; Yao, 2018; Yang, 2020; Schmauch, 2019] for the diagnosis of FLLs in US
images. A previous study classified malignant and benign lesions in 95 three-minute cine
clips using automatically extracted B-mode and contrast-specific features on a support
vector machine classifier [Ta, 2018]. It showed results comparable to those of experts
with more than 15 years of experience. Another study showed improved performance
when using sparse representation-based feature extraction methods on multi-modal US
images on 111 patients [Yao, 2018]. A pre-trained convolutional network with an added
attention module of the region of interest (ROI) was evaluated in 367 two-dimensional
B-mode US images but assumed that only one subtype of lesions could be present in the
liver [Schmauch, 2019]. The network achieved an area under the receiver operating
characteristic (ROC) (AUC) score of 0.94 for FLL detection and 0.916 for FLL characteri-
zation over three-fold cross validations. Finally, Yang et al. [Yang, 2020] constructed a
large multi-centric dataset of 24,343 B-mode US images along with radiomics signatures
derived from FLLs and liver, ultrasonic features including posterior acoustic enhancement,
echogenicity, shape of the fan, and clinical parameters. Diagnostic performances were
verified using external validation and were compared with that of contrast-enhanced
CT/ MRI and radiologists, with an AUC of 0.924 for classification of malignant from
benign FLLs. Nonetheless, most of these previous studies used small datasets, with a
large class imbalance for benign and malignant lesions (80% and 20%, respectively in
[Yang, 2020]). To the best of our knowledge, none of these methods localized the lesions
in the liver and gave a specific characterization for each lesion. Therefore, our study
explores the use of deep learning-based networks for the detection, localization and
characterization of focal liver lesions in non-contrast enhanced US imaging, to assist
non-expert caregivers in performing a proper assessment of the screening test.

4.2 Methods

4.2.1 Study Design

IRB approval (blinded) was obtained for this retrospective, multicenter study, and
informed consent was waived. Data for this pilot study were obtained in collaboration
with a Clinical Data Warehouse. US exams were extracted from the picture archiving and
communication system (PACS) of two university hospitals, Center 1 (Necker Hospital)
and Center 2 (Saint Louis Hospital). Only adult patients were selected (age ≥ 18
years old). Patients with liver parenchyma containing lesions were included if they
met the following criteria: 1- lesions were visible on the US images (decision made
unanimously by an adjudication panel), 2 - patients did not receive previous local therapy
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Fig. 4.2.: Workflow of the study. Note.—RCNN = regional convolutional neural network, DETR
= Detection Transformer, FPN = Feature Pyramid Network.

and 3- a definite pathological diagnosis of lesions was obtained (“cyst,” “angioma,” “focal
nodular hyperplasia”, “adenoma” , “metastasis” or “hepatocellular carcinoma.”). Patients

4.2 Methods 49



without lesions in the liver parenchyma were selected in case of a definite absence of
pathological diagnosis. All patients’ abdominal US examinations available in centers
1 and 2 between 2014 and 2019 were selected. For the training and development
set, examinations completed between 2014 and 2018 were selected. For the test set,
examinations completed in 2019 were selected, provided that the corresponding patients
did not undergo any examination between 2014 and 2018. At an image level, extremely
magnified images and images obtained with degraded mode simultaneously with CE-US
images were excluded.

4.2.2 Data Acquisition

Data collected retrospectively in Center 1 consisted exclusively of multi-vendor US
images with FLLs (four vendors). Data collected retrospectively in Center 2 consisted of
multi-vendor images of healthy liver parenchyma and FLLs (two vendors).

4.2.3 Data Preprocessing

The Digital Imaging and Communications in Medicine (DICOM) red, green, blue images
extracted from the PACS were converted to Joint Photographic Experts Group (JPEG)
format. They were processed using a de-identification tool to remove identifying data and
metadata. This tool uses the Dicom Ultrasound Attributes to remove the upper band of
the image before converting it to JPEG format. A parametric method was used to detect
the US fan area and remove annotations and other machine dependent characteristics
outside this region. In addition, biometric measurements present inside the region were
removed using existing inpainting methods (Figure 3.1) [Dadoun, 2021]. This enables
networks to be trained on raw data with no manually added annotations by examiners
and therefore may be more suitable for a real-time use when the examiner is not an
expert.

4.2.4 Determination of the Ground Truth

For each center, the diagnosis associated with each US image was collected by two
radiologists with more than 15 years of experience in US image interpretation, by cross-
referring with other imaging modalities (contrast-enhanced US (CE-US), CT, MRI, biopsy
when available) and clinical files. The final diagnosis was used for the characterization
task (liver parenchyma and characterization of FLLs) and did not include the number
of lesions in the US image, nor their localization. To determine the ground truth boxes
for the localization task (i.e. boxes around the liver and FLLs), an adjudication panel
was used as an external standard of reference. The panel consisted of four physicians,
either radiologists or holders of a national diploma in US imaging, and four sonographers
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holders of a national diploma in US imaging from six different health institutions with
more than three years of experience. The annotators, who worked on a tailor-made
annotation platform, were first asked to localize the liver, and classify it as “homogeneous
liver” (i.e., without lesions) or as “liver with lesion (s)” with respect to the final diagnosis
associated with the image. The selection of “liver with lesion (s)” led to the second task
(i.e., localization of lesions). Each lesion had to be classified in accordance with the final
diagnosis, with two possibilities: “benign lesion (s)” and/or “malignant lesion (s).” Benign
lesions were further subclassified as “cyst,” “angioma,” “focal nodular hyperplasia” or
“adenoma.” Malignant lesions were further subclassified as “metastasis” or “hepatocellular
carcinoma.” Examples of such annotations are shown in Figure 4.1. Each image was
annotated by two experts and at least once by a physician. During this phase, in case
of a disagreement between two annotators for the localization task, four additional
annotators analyzed the questionable picture. If the annotation of the image was not
unanimous between the additional annotators, it was excluded from the study.

4.2.5 Data Partitions

A total of 1026 patients (n = 2551 images) met the inclusion criteria for the training and
development set. This set was randomly split into two subsets containing roughly the
same proportions for each class, 80% and 20% respectively for training and development.
The objective of the development set is to choose the settings of the networks that achieve
the best performance on images it has never seen. A total of 48 new patients (n = 155
images) met the inclusion criteria for the test set. All images and clinical reports were
de-identified within the centers and no information on the demographics of the study
population was retained.

4.2.6 Models

Two object detection networks were used. The former, DEtection TRansformer (DETR),
is an end-to-end object detection vision transformer network [Dosovitskiy, 2020] and
is more suitable for a real-time application [Carion, 2020]. The latter, Faster regional
Convolutional Neural Network (Faster-RCNN), is a two-stage object detection network
that showed more robust performance on natural image datasets [Ren, 2015]. Figure 4.2
compares the workflows of both networks. The networks were trained for 100 epochs,
after which the validation loss stopped decreasing and the networks started overfitting.
Stochastic gradient descent with Nesterov momentum [Goyal, 2017] was used for
optimization (Supplementary Appendix A.1), with a learning rate of 0.0048, a batch size
of 4, a momentum of 0.9 and a weight decay of 0.0001. For the first epoch, a warm up
schedule was applied [Sutskever, 2013]. For the rest of the training, the learning rate of
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each parameter group was decreased by 0.9 once the number of epochs reached 75 and
90 epochs.

4.2.7 Data Augmentation

To improve the performances of the networks, a data augmentation strategy based on
Google’s Brain Team’s bounding box augmentation policies was applied [Zoph, 2020].
The data augmentation scheme is based on a learned set of specific sub-policies that
were proven to improve generalization performance (Supplementary Appendix A.2).
These sub-policies consist of a list of intensity, geometric and bounding box operations
- Rotation, Cutout, Sharpness, Translation, Contrast, Brightness, Solarization, Shear -
applied to the image or to a specific object inside the bounding box. During training, one
of those policies is randomly selected and then applied to the current image as presented
in [Zoph, 2020]. The transformations described include those applied to the image with
or without altering the bounding boxes coordinates and those applied to a specific object
inside the bounding box. For each transformation, one can specify the probability of
applying the transformation and the magnitude of the transformation. We used the set
of policies described in version 3 of Google’s Brain Team’s bounding box augmentation
code, except for policies altering with the pixel’s intensity, hue and value.

4.2.8 Objective function

To overcome the limitations of the loss function originally used in Faster CNN, a different
loss function was used, namely a ranking based loss introduced by [Oksuz, 2018] and
based on a paper by the same authors [Oksuz, 2020] defining a new performance metric
for object detection, the Localization Recall Precision (LRP) The LRP metric aims to assign
an error value in the range [0, 1] considering the localization, recall and precision, which
are implicitly included in the formulation and weighted by the number of predictions
and annotations for the recall and precision, respectively. The loss function used in DETR
is similar to the original loss in Faster CNN, with the exception that it uses an optimal
bipartite matching between predictions and ground truths and a different localization loss
(a linear combination of the L1 loss and the generalized Intersection over Union (IoU)
loss [Rezatofighi, 2019]. DETR was designed to remove the need for many hand-designed
components, thus the loss function was kept unchanged.

4.2.9 Model Evaluation

Performances of all raters (expert/non-expert caregivers and networks) were compared
against the ground truth. The non-expert, an emergency doctor, had five years of
experience with US imaging. The experts, a radiologist (Expert 1, S.B) and an advanced
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practice sonographer (Expert 2, F.J), had a national degree in US imaging with nine
and eight years of experience, respectively. All three caregivers and networks were
blinded to clinical history and reports. Performances were evaluated in detail with
regards to the capability to: 1- Detect liver parenchyma with FLLs, 2- Localize FLLs
using bounding boxes, regardless of the label assigned to them, 3- Characterize the FLLs
correctly localized by all raters into benign and malignant and 4-Characterize FLLs into
benign and malignant subcategories. For each of these tasks and for all raters, the positive
predictive value (PPV) (1) or the specificity (3), and the sensitivity (2) are reported.
For the localization task, the F1-score (5) is reported as well. For binary classification
(i.e Task 1 and 2), the accuracy (4) and the Matthews correlation coefficient (MCC) (6)
metrics are reported as well. For multiclass classification, the macro specificity, sensitivity
and accuracy are used instead. The formulas of all metrics are defined as follows:

1) PPV TP
TP+FP 4) Accuracy TP+TN

TP+FP+TN+FN

2) Sensitivity TP
TP+FN 5) F1 score 2 · PPV·Sensitivity

PPV+Sensitivity

3) Specificity TN
TN+FP 6) MCC TP ·TN−FP ·FN√

(TP+FP )(TP+FN)(TN+FP )(TN+FN)

To report all these metrics a class-specific threshold was set to select the probabilities
output by the networks, the threshold was defined as the value that maximizes the
F1-score of each class during the validation step. In this setting, a prediction (box +
label) is considered a true positive if it has an IoU score with a ground truth box higher
than 0.3 and the same label as the ground truth box and false positive otherwise. The
ground truth boxes with no intersections with predicted boxes are false negatives (FN).

4.2.10 Statistical Analysis

Because images from the same patient are not independent, bootstrapping experiments
were used, as previously described in [Martin Bland, 1995]. The test set is resampled to
contain only one randomly selected image per patient and the inference is repeated 1000
times. At each iteration the resampled test set had the same size as the patient population
size (npatients= nimages = 48). For accuracy, specificity, sensitivity, PPV, F1 score and
MCC values we report the mean across the observations, and 95% Confidence Intervals
computed using the 2.5 and 97.5 percentiles of the ranked observations. The sign test
is used to report the significant results on all metrics. Given multiple comparisons, the
Bonferroni correction method was used to adjust p-values (19), P < .05 was considered
to indicate a significant difference.
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4.2.11 Data Availability

All code used for this study is publicly available.

4.3 Results

Fig. 4.3.: True positive findings- malignant and benign lesions correctly identified by the Trans-
former based network DETR for the FLL characterization task. Blue boxes correspond
to the ground truth, green boxes are determined by the Transformer based network
DETR. Upper left picture (A) shows a benign lesion - angioma-, upper right picture
(B) shows a benign lesion - adenoma. Middle left picture (B) shows a benign lesion
- focal nodular hyperplasia- and on the right (D) a malignant lesion- hepatocellular
carcinoma-.Bottom left picture (E) shows a benign lesion -cyst- and bottom right (F)
picture shows a malignant lesion -metastasis-. Note.—RCNN = regional convolutional
neural network, DETR = Detection Transformer
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Accuracy Specificity Sensitivity Matthews Correlation Coefficient
Non-Expert 78? (70, 86) 80 (58, 100) 77? (68, 84) 0.51? (0.31, 0.68)
Expert 1 80? (74, 86) 74 (50, 92) 82? (76, 87) 0.51? (0.31− 0.68)
Expert 2 99 (98, 100) 98 (92, 100) 100 (100, 100) 0.98(0.95, 1.00)
Faster RCNN 93 (88, 98) 71 (50, 92) 100 (100, 100) 0.81(0.66, 0.95)
DETR 96 (92, 98) 90(75, 100) 97 (97, 97) 0.88(0.77, 0.95)

Notes-Detection of liver parenchyma with (37 patients : nimages = 100 ) or without focal liver
lesion (11 patients : nimages = 55). Reported results were computed on the bootstrapped test
set. Each subset contained only one image per patient. Intervals in parentheses are 95%
Confidence Intervals. ?P ≤ .05 in comparison with DETR. P ≤ .05 in comparison with Expert
2. RCNN = regional convolutional neural network, DETR = Detection TRansformer.

Tab. 4.1.: Detection of Liver Parenchyma With or Without Focal Liver Lesions (FLLs) Performance

4.3.1 Detection of Lesions in the Liver Parenchyma

- Table 4.1 shows detection performance of liver parenchyma with or without FLLs in
terms of accuracy, specificity, sensitivity, and MCC. The non-expert caregiver achieved
an accuracy score of 78% (95% CI: 70, 86), Expert 1 performed slightly higher with a
score of 80% (95% CI: 74, 86) and Expert 2 had the best accuracy score overall, with
99% (95% CI: 98, 100). Faster-RCNN achieved an accuracy of 93% (95% CI: 88, 98) and
DETR an accuracy of 96% (95% CI: 92, 98). Overall, the networks were consistent in
their predictions with the MCC of 81% (95 % CI : 66, 95) for FasterRCNN and 88% (95%
CI: 77, 95) for DETR. Overall, we found no evidence of a difference between Expert 2
and DETR in terms of accuracy, specificity and sensitivity. In addition, both Expert 2 and
DETR showed higher accuracy and sensitivity compared to the non-expert caregiver and
Expert 1 (P ≤ .001).

4.3.2 Localization of lesions

Table 4.2 shows the localization of FLLs’ performance in terms of PPV, sensitivity, and
F1-score. As there are no true negatives for this task, the accuracy and specificity are not
reported. Expert 2 and networks achieved comparable results for this task, with a mean
PPV of 76% (95% CI: 72, 79) and mean sensitivity of 78% (95% CI: 74, 83). Expert
1 had a PPV of 73% (95% CI: 63, 84) and sensitivity of 69% (95% CI: 62, 77). This
result was consistent with the detection accuracy of liver with lesions, where Expert 1
had lower performance compared to Expert 2 and networks.

4.3.3 Characterization of lesions

To report the characterization performance, a subset of lesions - that were detected
and localized both by the networks and the experts- was selected. Table 4.3 shows
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IoU PPV Sensitivity F1-Score
Expert 1 0.72 ± 0.14 73 (63, 84) 69 (62, 77) 71 (64, 79)
Expert 2 0.68 ± 0.12 80 ( 71, 89) 78 (71,85) 79 (72, 86)
Faster RCNN 0.71 ± 0.10 72 (66, 79) 0.73 (0.66, 0.8) 73 (67, 78)
DETR 0.69 ± 0.12 77 (70, 84) 84 (77, 89) 80 (74, 85)
Notes- Analysis based on 37 patients (214 lesions). Reported results were computed on the

bootstrapped test set. Each subset contained only one image per patient. - Dispersion index is
shown as ± Standard Deviation - Intervals in parentheses are 95% Confidence Intervals. IoU
= intersection over union, PPV = positive predictive value, RCNN = regional convolutional
neural network, DETR = Detection TRansformer.

Tab. 4.2.: Localization of Focal Liver Lesions (FLLs) Performance

characterization of FLLs’ performance in terms of accuracy, specificity, sensitivity, and
MCC. DETR achieves the highest accuracy with 81% (95% CI: 68, 94) against 61% (95%
CI: 50, 71) for the best performing expert (Expert 2). Expert 2 accuracy was significantly
different with all other raters (P < .001) except with Expert 1 (P = .25). DETR was
significantly different with all other raters except with FasterRCNN (P = .18). Expert 2
showed the highest sensitivity 87% (95% CI: 73, 100) among all raters and the lowest
specificity 33% ( 95% CI: 25, 44). DETR showed the second highest sensitivity 82%
(95% CI: 62, 100) and the highest specificity 81% (95% CI: 67, 91) among all raters.
Both networks also had a higher MCC with the true labels: 63% (95% CI: 37, 88) for
DETR and 25% (95% CI: 4, 50) for Expert 2.

4.3.4 Sub-characterization

The sub-characterization performance is also reported in Table 3 on the subset of lesions
that were detected and localized both by the networks and the experts. DETR achieved
the highest accuracy with 76% (95% CI: 62, 91) against 52% (95% CI: 36, 70) for the best
performing expert (Expert 1). All raters (experts and networks) showed a comparable
specificity for the sub-characterization task with a mean value of 91± 3 and sensitivity
with a mean value of 59 ± 10. It should be noted that pairwise comparisons for this task
did not show significant differences between all raters (experts and networks).
In summary, for the detection of lesions in the liver parenchyma no significant difference
was found between the best performing network (DETR) and the best performing expert
(Expert 2) in the small test set; for the localization of FLLs, all raters achieved comparable
results; for the characterization of FLLs detected and localized by all raters, both networks
achieved higher performance in comparison with experts; for the sub-characterization of
benign and malignant FLLs, pairwise comparisons between raters were not significantly
different. More details on the discrimination performance of the networks are reported
in (Supplementary Appendix A.3, A.4 and A.5).
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Accuracy Specificity Sensitivity Matthews Correlation Coefficient
Characterization of focal liver lesions
Expert 1 59?(47, 70) 79 (62, 92) 40? (22, 55) 0.20? (−0.04,−0.44)
Expert 2 61?(50, 71) 33?(25, 44) 87(73, 100) 0.25? (0.04,−0.50)
Faster RCNN 76 (64, 90) 72? (55, 90) 81(60, 100) 0.53 (0.27, - 0.81)
DETR 81 (68, 94) 81(67, 91) 82(62, 100) 0.63 (0.37,−0.88)
Sub-Characterization of focal liver lesions into six classes
Expert 1 52∓ (36, 70) 91 ‡(88, 94) 48‡(38, 61) -
Expert 2 50∓(36, 67) 87 ‡(84, 92) 54‡(40, 68) -
Faster RCNN 72∓(54, 91) 0.93 ‡(88, 98) 70‡ (45, 93) -
DETR 76∓(62, 91) 94 ‡(90, 98) 65‡(50, 80) -

Notes- Characterization of focal liver lesions into benign (24 patients: nbenign = 48) or
malignant (13 patients: nmalignant = 74). Sub-Characterzation of focal liver lesions into six
classes (37 patients: nlesions = 122); The six classes are: cyst, angioma, focal nodular
hyperplasia, adenoma,metastasis and hepatocellular carcinoma. Results reported on the subset
of lesions that were localized by all raters on the bootstrapped test set. Each subset contained
only one image per patient. Intervals in parentheses are 95% Confidence Intervals. ?P ≤ 0.05
in comparison with DETR. P ≤ 0.05 in comparison with Expert 2 - ∓ Overall Accuracy. ‡
Macro Average, average accuracy at the class level. RCNN = regional convolutional neural
network, DETR = Detection TRansformer.

Tab. 4.3.: Characterization and Sub-characterization of Focal Liver Lesions’ (FLLs’) Performance

4.3.5 Discrimination Performance of the Networks

To determine the discrimination performance of the networks with regards to the thresh-
olds levels applied to the outputs, the precision-recall curve, and the area under the
precision-recall curve, commonly called average precision (AP) metric, were used. These
are conventional measures in computer vision for object detection and localization tasks
(19, 20). Figure 4.4 shows precision-recall curves and their AP for each network and
for the characterization tasks - Liver parenchyma with or without lesions and benign or
malignant lesions. The curves are consistent with the reported results above.

4.3.6 False Positive Findings for the FLL Characterization Task

The 3 images in Figure 4.5 correspond to benign lesions identified as malignant by the
transformer-based DETR network.
Images mischaracterized as benign only by the Transformer based network DETR-
Image A shows a benign lesion (cyst) with hypogenic rather than anechogenic content.
Images mischaracterized as benign by the Transformer based network DETR and
Expert 2- Image B and C- Image B shows a benign lesion (angioma), with unclear
boundaries and heterogeneous content, which is not characteristic of an angioma. Image
C shows a benign lesion (FNH), this image is also not typical and should be discreetly
hypoechoic or isoechoic with a discreetly hyperechoic central scar. Both images (B and
C) were identified as metastases by Expert 2 and correctly characterized by Expert 1.
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Fig. 4.4.: Precision-Recall curves and their Average Precision (AP). We use 11-point interpo-
lated average precision (represented by dots in the graphs) to compute the average
precision. It averages the precisions at each point in a set of 11 recall values (0,0.
1,...,1). Note.—RCNN = regional convolutional neural network, DETR = Detection
Transformer

Fig. 4.5.: False positive findings- benign lesions identified as malignant- by the Transformer
based network DETR for the FLL characterization task. Blue boxes correspond to
the ground truth, green boxes are determined by the Transformer based network
DETR. Note.—RCNN = regional convolutional neural network, DETR = Detection
Transformer

4.3.7 False Negative Findings for the FLL Characterization
Task

The 6 images in Figure 4.6 correspond to malignant lesions, identified as benign by the
Transformer based network DETR.

Images mischaracterized as benign only by the Transformer based network DETR -
Images A and B - show malignant lesions (HCC) and were mischaracterized as benign
(FNH) by the Transformer based network DETR, they show liver surface nodularity
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and heterogeneity of the hepatic architecture that would normally raise suspicion for
malignancy. Both experts correctly characterized these two images as malignant and
further sub-characterized Image 1 as HCC and Image 2 as metastasis.

Images mischaracterized as benign by all raters - Images C and E - were identified as
benign (angioma) by both experts, they show unique round, hyperechoic lesions with
sharp edges whose ultrasound semiology would correspond to an angioma. Indeed,
hyperechoic metastases are difficult to differentiate from angiomas. The sensitivity of
ultrasound for metastasis detection is reported in the literature as low and variable,
ranging from 50%-76% (29) .

Images mischaracterized as benign by the Transformer based network DETR and
Expert 1- Image 4 and 6- Image D shows a malignant lesion (metastasis), hypoechoic
with a smooth border, and was identified as benign (cyst) by Expert 1 and malignant by
Expert 2 (mischaracterized as HCC) because of the lack of posterior acoustic enhancement.
Image F, shows a malignant lesion (HCC), heterogeneous and poorly limited, and was
identified as benign (FNH) by Expert 1 and malignant by Expert 2 (mischaracterized as
metastasis) because of the liver parenchyma that shows areas of different echogenicity.

Fig. 4.6.: False negative findings - malignant lesions, identified as benign- by the Transformer
based network DETR for the FLL characterization task. Blue boxes correspond to
the ground truth, green boxes are determined by the Transformer based network
DETR. Note.—RCNN = regional convolutional neural network, DETR = Detection
Transformer

4.4 Discussion

In this research, we presented a framework for the detection, localization, and character-
ization of FLLs in B-mode US images. We began by investigating the detection accuracy
of FLLs. Next, we included the localization of FLLs’ task with the aim of drawing the
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examiner’s attention to a region of interest. Finally, with FLLs’ localization, we could
characterize the malignancy of each lesion in the image. The network DETR had a
specificity value of 90% (95% CI : 75-100) and a sensitivity value of 97% (95% CI:
97, 97) for the detection of lesions in the liver parenchyma on the test set. It was
able to correctly localize 80% of the lesions, and among the lesions correctly localized
by all raters (experts and networks), had a specificity of 81% (95% CI: 67, 91) and a
sensitivity of 82% (95% CI: 62, 100) for FLL characterization (benign vs. malignant). A
previous study showed high performance for FLL detection (ROC-AUC scores of 0.935)
in B-mode US images, using repeated random cross-validation [Schmauch, 2019] with
roughly the same proportion (70%) of liver parenchyma with lesions as in our study. Our
contribution for this task lies in the comparison of screening performance to non-expert
and expert caregivers. Our analysis led to the conclusion that the network DETR indeed
matches the performances of experts for such a task. We believe this is the first attempt
to automatically localize FLLs in B-mode US images. This step enables us to characterize
each lesion individually in addition to the global class assigned to the liver (with or
without lesions). As our main objective aims for the detections to occur in the areas
of interest, we chose an IoU threshold of 0.3. This way, slightly delocalised correct
detections were still considered as true positives. We demonstrated that both networks
met the performances of experts for this task.
Previous studies investigated the use of deep learning networks for the characterization
of lesions in US imaging [Schmauch, 2019; Yang, 2020; Yao, 2018; Ta, 2018; Park, 2013].
Focusing only on the characterization task implies that either the whole liver is classified
as benign or malignant, or that the lesions are first localized by an expert and then
classified. This is particularly relevant for the diagnosis task of FLLs, where additional
external clinical information or features from multiphase imaging with the administration
of contrast material (i.e. CE-US, MRI, or US) are often used to reach a final diagnosis.
Yang et al. study follows this objective and showed diagnostic performance comparable
to that of CE-US using solely B-mode ultrasound data, segmented regions of interest
and clinical information. As for the screening of FLLs, it is particularly important to
localize the lesions during the examination in order to draw the attention of the examiner
when needed and enable him or her to make a decision regarding follow-up based on
their observations and the characterization predicted by the network. Both our trained
networks showed higher performance for this task, compared to the experts.
Our results for the sub characterization of benign and malignant lesions stay below
the reported performances in CE-US [Yasaka, 2018; Park, 2013] and show that the
sub-characterization task is much more challenging in non-CE US, which correlates well
with the literature [Hanna, 2016]. A previous study showed high performance for the
sub-characterization task in B-mode US images at an image level (as opposed to lesion
level) [Schmauch, 2019], and while this may be confusing in practice, it still gives insight
as to how we can improve performance. Indeed, we think these results could be further
improved by adding more weight to the liver features when classifying the lesions, as
many experts look at patterns in the liver when making a primary diagnosis based on
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US [Harvey, 2001]. This also applies to the use of US clip-videos instead of static US
images. Another interesting approach is to investigate the use of self-supervised and
semi-supervised learning, as we have access to thousands of unlabeled images. Previous
studies showed that these approaches could close the gap between strong and weak
supervision, for instance in digital pathology [Dehaene, 2020].
Our study has several limitations. First, the number of images in the test set is limited and
the study is retrospective. To ensure the generalizability of the network, we need further
investigations with a larger multi-centric and multi-vendor prospective cohort. Second,
the reference standard used for localization was based on a unanimous annotation by an
adjudication panel to avoid inter-expert variability. While this enables for a more robust
learning, it makes it difficult to construct a larger dataset and create bias. A less stringent
criteria would be the majority vote and could be used instead during the annotation of
the test set. In addition, excluding images of poor quality or deemed uninterpretable
likely creates bias and can potentially impact future predictions on images of the same
type. Given that ultrasound images are operator dependent, their quality may vary
considerably between operators and also during the same examination (the operator may
capture images in several planes to best describe the abnormality, some of which become
difficult to interpret a posteriori without context). One way to address this issue is use of
Image Quality Assessment networks (with access to references that are considered to be
of good quality and poor quality images) to filter images before applying the screening of
FLLs network. Future studies are needed to analyze how these networks can be included
in the method. Third, the experts and networks were blinded to clinical information that
is normally available and that can help for screening of FLLs (e.g at-risk patients with
known cirrhosis or chronic hepatitis B virus infection). The decision to remove clinical
information from our study was to analyze solely the information that can be extracted
from ultrasound images. Finally, given the size of our test set and the imbalance in
sub-categories, we were not able to draw a comparative analysis study between our
method and the experts for this task. Nonetheless, it is important to underline that the
network performed poorly compared to experts for the detection of cysts. We believe this
is due to the lack of training examples for this class, but also to the fact that, for a network
which has only seen focal liver lesions, cysts can be confused with the portal vein or the
inferior vena cava in the sagittal plane. A potential improvement to avoid this confusion
would be to add annotated examples of the different anatomical structures visible in
abdominal ultrasound during training. In brief, this study provides new information on
the use of deep learning networks for the detection, localization, and characterization of
focal liver lesions in B-mode US images. Experiments on a test set and comparison to
experts showed that the vision transformer network DETR can be a companion to the
examiner’s visual attention by helping focus his or her efforts on areas of interest. This
can also provide insights to non-expert caregivers and facilitate screening of FLLs with a
potential to increase early detection of HCC in the future.
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Abstract The use of ultrasound (US) imaging has developed considerably in several
medical specialties recently. In particular, abdominal pain accounts for a significant
part of medical consultations. In this context, ultrasound is the only non-invasive
and non-ionizing imaging modality that allows real-time medical exploration of a
specific body part. However, acquiring and interpreting US images remains a difficult
and examiner-dependent task, with a limited number of trained operators. For
abdominal organs, ultrasound images are even more difficult to interpret because
some of the organs of interest are located deep inside the body and patient-related
factors, such as the presence of fatty tissue, can hinder the reading. In this work,
we present a simple framework for abdominal organ clustering using unlabeled
ultrasound images. This method can serve as a tool to preprocess large uncurated
databases, reducing the need for annotation in abdominal ultrasound studies. When
few labeled examples are available, we explore how unlabeled data can be leveraged
to improve the performance of multi-label classification as opposed to the traditional
transfer learning approach. In particular, we show that for supervised fine-tuning,
deep clustering is an effective pre-training method, with performance matching that
of ImageNet pre-training using five times less labeled data. Finally, we combine this
pre-training method with semi-supervised learning and report the performances.
This chapter was submitted to a journal [Dadoun, 2022a].

5.1 Introduction

Several studies have sought to classify abdominal organs on ultrasound images. Due
to the lack of freely available databases, most of them use in-house data-sets of very
different sizes ranging from 4094 [Cheng, 2017] to 187,219 [Xu, 2018] labeled images.
They all share a common approach: the use of transfer learning1 to initialize their
classification models, combined with supervised learning methods. Transfer learning
allows the reuse of deep networks trained on large scale annotated databases such as
ImageNet, to learn specific tasks for which fewer labeled examples are available, while
leveraging the learned general-purpose features of the original network. This applies
to ultrasound images where labeled examples are hard to obtain due to the limited
availability of expert annotations.

In a study, the authors evaluate transfer learning (and more specifically fine-tuning) with
deep CNNs for the classification of abdominal ultrasound images [Cheng, 2017]. Classes
were chosen based on 11 categories specified on the images, which would correspond to
standard plane views acquired during an abdominal examination. Images that fell outside

1either by re-training the complete model, or by tuning the last layers of the model only.
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these standard plane views were excluded, in addition to color or spectral Doppler, and
images with very limited or unrecognizable anatomy. The study shows that using a
large VGGNet network trained on 4094 images yields 77.9% accuracy on a test set of
1423 images. On a slightly different setting, the authors propose a multi-task learning
framework for both the classification of views (including a class for other views), and a
landmark detection for each relevant view [Xu, 2018]. A total of 187,219 ultrasound
images from 706 patients were collected, and 20% of the dataset was used for testing.
For the classification task, the study reports a 4.07% improvement compared to single-
task learning, suggesting that the classification task benefits from sharing the low level
features with the landmark detection task. Finally, Li et al [Li, 2021] use a public dataset
of 360 ultrasound images to propose a classification method that combines the deep
learning techniques and k-Nearest-Neighbor (k-NN) classification for the multi-label
classification of six anatomical structures (bladder, bowel, gallbladder, kidney, liver,
and spleen), making again the assumption that each image contains a single organ. In
particular they show that for various classification models (ResNet-101, ResNet-152,
DenseNet-121, DenseNet-169, and DenseNet-201) the use of a k-NN classification on
top of fixed features outperforms the fine-tuning of a fully connected layer. However
they also show that this does not apply when using a Resnet50 model, which is the most
commonly used model in this setting.

In summary, the available literature on the subject focuses on supervised methods using
transfer learning to overcome the lack of labeled data. These methods all use a multi-class
classification models, either considering one organ per image, which is rarely valid in
practice, or considering classes as standard views (containing several organs), which
forces the model to classify only known standard views.

In this study we consider a different angle, and explore how unlabeled data can be used
for the task of abdominal organ classification in ultrasound images in the multi-label
setting (non-mutually-exclusive classes), as multiple organs may be visible simultane-
ously on the same image in abdominal ultrasound. This is achieved by considering three
different approaches to exploit unlabelled data: i) self-supervised followed by supervised
learning, ii) semi-supervised learning or iii) combining self-supervised pre-training fol-
lowed by semi-supervised learning. Fig. 5.1 provides a schematic overview of these three
different learning methods, in addition to the transfer learning approach.

More specifically, we explore different questions in this context:

1. Are the features learned in a self-supervised manner more useful for downstream
tasks on the same domain compared to features learned on a different domain
database such as ImageNet (Fig. 5.1: Strategy 2 vs 1)?
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Fig. 5.1.: Overview of three different scenarios where unlabeled data (represented by red stars)
can be leveraged with few labeled examples (represented by green stars): during pre-
training in a self-supervised manner (Strategy 2), during training in a semi-supervised
manner (Strategy 3), and during both stages (Strategy 4). Transfer learning (Strategy
1) is presented as a baseline method that does not require unlabeled data but rather a
large amount of out-of-domain labeled data (represented by green polygons).

2. Is there any advantage to leverage labeled and unlabeled data simultaneously
during training through semi-supervised learning rather than consecutively as
proposed by self-supervised methods (Fig. 5.1: Strategy 3 vs 2)?

3. Is there any relevance in combining the two paradigms (Fig. 5.1: Strategy 4)?

5.1.1 Self-supervised Learning

Self-supervised learning methods are used to train networks on large scale unlabeled
in-domain data using surrogate tasks before transferring those learned representations to
more specific tasks on few labeled data. Following the taxonomy presented in Jing et
al [Jing, 2020], the surrogate tasks can be summarized in four categories:

• Generation based methods (e.g image inpainting [Pathak, 2016]).

• Semantic-free label-based methods (e.g contour detection [Ren, 2018], temporal
order correction [Jiao, 2020]).

• Cross modal-based methods (e.g audio and video correspondence [Korbar, 2018;
Bonmati, 2021; Bardes, 2021]).
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• Context based methods (e.g clustering [Caron, 2018]).

All of the above tasks share the same hypothesis, (1) Visual features are needed to
solve the task and (2) the Convolutional Neural Networks (CNNs) can capture those
features by solving the surrogate task. Previous works explored the use of such method
in ultrasound imaging. For instance, Jiao et al. [Jiao, 2020] used cross-modal contrastive
learning in multi-modal fetal ultrasound video and audio to learn strong representations
and transfer them to a supervised task of fetal standard plane detection, demonstrating
higher performance than with features whose weights were initialized with ImageNet.
These results were obtained using 90 scans of 55,000 frames each for training, which in
practice represents a large amount of labeled data.

5.1.2 Semi-supervised Learning

Semi-supervised learning methods, on the other hand, utilize both labeled and unlabeled
data during training to learn feature representations specific to the learning task. In
this case, the networks are trained with an objective function composed of two terms: a
supervised loss applied to labeled data and an unsupervised loss applied to unlabeled data.
The latter is derived either using consistency regularization [Sajjadi, 2016; Laine, 2016]
or pseudo-labeling [McLachlan, 1975; Lee, 2013]. Most of these methods are evaluated
on curated data sets where the data distribution is close to uniform and unlabeled data
contains no novel class. Unfortunately, the strong performance of such methods does not
always translate to non-curated data-sets [Su, 2021] that violate assumptions implicit to
the semi-supervised learning approaches. These assumptions [Chapelle, 2009] include
smoothness, (“If two points x1,x2 in a high-density region are close, then so should
be the corresponding outputs y1,y2”), and cluster assumption, (“If points are in the
same cluster, they are likely to be of the same class”). In fetal 2D ultrasound imaging,
a study [Tan, 2019] explored the use of consistency regularization with unsupervised
data augmentation for anatomy classification to test whether the reported results in
semi-supervised learning translate to non-ideal data. In particular, the authors show
that the inclusion of challenging classes in the unlabeled set can harm the performance,
compared to a supervised setting.

5.1.3 Deep Clustering

As described previously, several surrogate tasks can be considered to analyse the self-
supervised learning framework. One of which is deep clustering, which we propose
to use because it has the advantage of being closely related to the classification task.
Furthermore, using the cluster assignments on a small development set allows to validate
the cluster assumption needed for the semi-supervised methods. Traditionally, clustering
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methods such as K-Means aim to learn cluster assignments based on fixed feature
representations. For high dimensional imaging data, in particular, such fixed features are
generally not sufficiently discriminating and need to be learned during clustering. In a
recent effort to address this shortcoming, Caron et al. [Caron, 2018], proposed a deep
clustering framework for the unsupervised learning of CNNs trained in an end-to-end
fashion. The proposed method iterates between clustering the learned CNN features
using K-Means (i.e clustering) and updating the CNN weights by predicting the cluster
assignments as pseudo-labels (i.e representation learning). However, the process of
alternating between these two learning objectives may be prone to error-propagation,
which motivated other studies to propose simultaneous learning methods [Huang, 2020;
Van Gansbeke, 2020]. More recently, on a related application domain, Kart et al [Kart,
2021] adapted the framework of DeepCluster [Caron, 2018] to categorize uncurated
large-scale cardiac MRI images, and used normalized mutual information (NMI) and
cluster purity (CP) to evaluate the clustering quality which gives little information on the
relevance and usefulness of the grouped semantic categories.

5.1.4 Contributions

Based on these observations, and keeping the above-mentioned questions in mind we
propose a framework for the multi-label classification of abdominal organs in ultrasound
images based on a large database of 6951 ultrasound examinations (89 830 images)
from 5788 patients with very few labeled examples. Our contributions can be listed as
follows:

1. We propose to adapt two state-of-the-art multi-class methods to the multi-label
classification setting: deep clustering with PICA [Huang, 2020] (Fig. 5.1: Strategy
2), and semi-supervised learning with FixMatch [Sohn, 2020] (Fig. 5.1: Strategy
3).

2. We evaluate the use of deep clustering in self-supervised learning, and show that
the learned features transfer better to the classification task, with performance
higher than that of ImageNet initialization (Fig. 5.1: Strategy 2 vs 1).

3. We show that combining deep clustering pre-training with semi-supervised learning
(Fig. 5.1: Strategy 4) yields robust results, even when the number of labelled
examples is extremely limited (less than 275 images).

5.2 Methodology
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5.2.1 Problem Definition

We wish to assign to each ultrasound image a set of non-mutually-exclusive target labels
corresponding to the C organs of interest: liver, kidney, gallbladder, pancreas, spleen and
bladder or other if none of these organs are present in the image. This corresponds to the
setting of multi-label classification, where the target label is a binary vector representing
the absence or presence of each organ: v ∈ {0, 1}C+1. We assume that we have access to
a large amount of unlabeled data and very little labeled data. In this case, unlabeled data
can be leveraged to improve classification performance either during pre-training and/or
directly during training as presented in Fig. 5.1. In the remainder, we refer to the sets
of unlabeled and labeled images respectively sampled during training at each iteration
as U = {I1, ..., INu} and S = {I1, ..., INs} for the sake of clarity. We also introduce
a development set D = [(I1, v1), ..., (Id, vd)] whose objective is to choose the network
settings that achieve the best performance on images the network has never seen. All the
models presented hereafter share a common architecture composed of two parts:

1. A feature extractor f(.) that maps an image I into a vector representation x = f(I).

2. A single and/or a multi-label classification head: g(.) that assigns each feature
representation x with a class membership distribution.

5.2.2 Deep Clustering

Starting from a well-established deep clustering method (PICA [Huang, 2020]), we
add a loss term to take into account the variability of the cluster size distribution at
each iteration. To compare performance of both methods, we propose to use a small
fraction of labeled data to assign each cluster to a relevant semantic multi-label category.
The feature extractor of the best performing method can then be used to fine tune a
supervised multi-label classification model.

PICA
Our method builds upon the framework of PICA presented in Fig 5.2, where two different
augmentation schemes (̃.) and (̂.) are applied to all input images before passing through
the CNN composed of a feature extractor f(.) and a classification head gτ (x) = p =
{p1, ..., pK} where K is the number of clusters. We denote by P ∈ RNu,K the cluster
prediction matrix of Nu images in U. Then a Partition Uncertainty Index (PUI) is
introduced as the cosine similarity set of all the cluster pairs:

MPUI(j1, j2) = cos(q̂j1 , q̃j2) ∀(j1, j2) ∈ [0, ...,K] (5.1)
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Fig. 5.2.: Overview of the deep clustering framework.Two different augmentation schemes (̃.)
and (̂.) are applied to all input images before passing through the CNN composed
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framework can serve as an unsupervised classification model when no labeled examples
are available. P is the cluster prediction matrix of all images in U and Z is the cluster
size distribution. A T-SNE visualization of the learned features and their assigned
clusters represented by different colors is shown on the right.

Where q̃j and q̂j are the j-th rows of P̃ and P̂ respectively.
To obtain the most confident predictions for each cluster without using any particular
distance metric between samples, the authors propose to :

1. Force q̃j1 and q̂j2 to be orthogonal when j1 6= j2, which also means that their cosine
similarity is equal to zero.

2. Force q̃j and q̂j to be equal, meaning that predictions on two augmented views of
the same image should be equal in which case the cosine similarity is equal to one.

To derive an objective function, the authors propose to apply a softmax operation as
self-attention to each cluster j:

mj,j′ = expMPUI(j, j′)∑K
k=0 expMPUI(j, k)

∀j′ ∈ [0, ...,K] (5.2)

Yielding the following differentiable objective function:

LCE = 1
K

K∑
j=0
− log(mj,j) (5.3)

In addition, a constraint on the cluster size distribution Z is introduced to avoid trivial
solutions:

LNE = log(K)−H(Z) (5.4)
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with zi = q̃i∑K

k=0 q̃k

and H is the entropy function.

The final objective function of PICA is formulated as:

L = LCE + λLNE

with λ a hyper parameter.

Cluster size distribution
By minimising the negative entropy of the cluster size distribution LNE introduced in
(5.4), PICA forces Z to follow a uniform distribution at each iteration, meaning that all
clusters have approximately the same size at each iteration. However, if the whole target
data space is unbalanced, as it is the case in ultrasound imaging, then at each iteration
the cluster size distribution needs to be also unbalanced. As we do not have any prior
information to favor one cluster over any other, we set Z to follow a Symmetric Dirichlet
distribution:

f (z1, . . . , zK ;α) = 1
B(α)

K∏
i=1

zα−1
i (5.5)

with B the Beta function,
∑K
i=1 zi = 1, zi ≥ 0 for all i ∈ {1, . . . ,K}, and α = [α, ..., α] ∈

RKsuch that α ≥ 0.

Doing so, the variance of the Dirichlet is captured by the magnitude of the chosen value
(α) for the parameters:

• when α� 1: the entropy of a Dirichlet draw is high, upper bounded by log(K) if
α→∞

• when α� 1: the entropy of a Dirichlet draw approaches a delta peak on a random
entry, which would correspond to an entropy equal to one.

In other words, (1) setting a large value for α would correspond to the case where at
each iteration we force a uniform distribution (similar to using the negative entropy loss
LNE), and (2) setting a small value for α would correspond to the trivial solution where
at each iteration, all images are assigned to a single cluster. By taking α slightly higher
than 1, we obtain a trade-off between both scenarios.

Therefore, we maximize the likelihood of z being a Symmetric Dirichlet distribution with
α = 1 + ε:

LSD = − 1
log(K)

K∑
k=0

(α− 1)log(zk) (5.6)
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The final objective function becomes:

L = LCE + λLSD(α) (5.7)

Matching clusters with multi-label targets
The objective of deep clustering is to separate the set of images into mutually exclusive
clusters. Each cluster can then be matched with the dominant class and all images
assigned to this cluster will have the same label. However, in our application, an image
can contain several labels. As such, we consider each different set of labels that exist
in the multi-label dataset as a single label. By utilizing label priors, the number of
plausible and most common combinations is set to K < 2C + 1, where C corresponds
to the number of classes. Doing so, the target label becomes a one hot encoding label
(w ∈ {0, 1}K) where the dimension K corresponds to the number of label combinations,
leading to:

gτ (x) = p = {p1, ..., pK} (5.8)

To evaluate the relevance of the grouped semantic categories in the context of multi-label

classification, instead of using directly the output probabilities p, we allocate to each

cluster k a soft assignment. This is done by averaging the ground-truth multi-class labels

v ∈ {0, 1}C+1 of all images I in the development set D assigned to cluster k as shown in

Algorithm 5.3: v̂k = 1
|k|
∑
i∈k vi.

Fig. 5.3.: Matching clusters with multi-label targets.
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Fine-tuning for supervised learning
The weights learned during the deep clustering phase can be used to initialize a
multi-label supervised classification model. This implies using the same feature
extractor fθ but discarding entirely the single-label clustering head gτ (x) = p =
{p1, ..., pK} and replacing it by a multi-label classification head gΦ(x) = p =
{p0, ..., pC}. During training, we use the supervised objective function defined
in Equation (5.9), where the target v ∈ {0, 1}C+1 is a vector representing the
absence or presence of each organ. Model weights θ (feature extractor) and Φ
(classification head) are learned jointly.

LBCE =
∑
i∈S

1
C + 1

C∑
c=0

v(i)
c log p(i)

c + (1− v(i)
c )(1− log p(i)

c ) (5.9)

5.2.3 Semi-Supervised Classification

Another common way of using unlabeled data is semi-supervised learning where
unlabeled data is utilized simultaneously with labeled data during training using
an unsupervised objective function for unlabeled examples. In the following, we
present a state-of-the-art semi-supervised model for single-label classification.
We then show how this model can be adapted to the multi-label classification
setting. The feature extractor of this model can also be initialized with the deep
clustering model, allowing to combine both methods.

FixMatch
The objective function Lu on the unlabeled set combines two lines of work:

• Pseudo-labeling: The objective is to use the model’s prediction as pseudo-
labels when the corresponding class probabilities fall above a certain thresh-
old.

Lu =
∑
i∈U

1max(p̃(i))�τ ·H(ỹ(i), p̃(i)) (5.10)

Where H is the cross-entropy and ỹ(i)
c = 1

p̃
(i)
c ≥maxc(p̃(i)

c ) in the single-label
setting.

• Consistency regularization: The objective is to force the model to output
similar predictions when fed with perturbed versions of the same image.
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We denote by (̂.) and (̃.) the strong and weak augmentations applied to the
input images, the loss function in this case is:

Lu =
∑
i∈U

∥∥∥p̃(i) − p̂(i)
∥∥∥2

(5.11)

Both objective functions can be combined, as described in FixMatch [Sohn, 2020]
by enforcing the pseudo-label ỹ(i) obtained from the weak augmented version of
the image against the model’s output probabilities for the strongly augmented
version of the image p̂(i) as follows:

Lu =
∑
i∈U

1max(p̃(i))�τ ·H(ỹ(i), p̂(i)) (5.12)

Yielding the following global loss function in the semi-supervised setting:

L =
∑
j∈S

H(v(j), p(j)) +
∑
i∈U

λLu(p̃(i), p̂(i)) (5.13)

FixMatch for multi-label classification
The objective function derived in FixMatch supposes a single-label classification
problem, where each pseudo-label is a one-hot encoding vector. Fig. 5.4 describes
two ways of using FixMatch objective function in multi-label classification: i)
using a multi-label objective function for both pseudo-labels and true labels by
redefining the pseudo-label term (One-Head model) or ii) Using a single-label
objective function for pseudo-labels and a multi-label objective function for true
labels through the use of an additional classification head (Two-Head model).

1. One-Head model: One way to use the setting of FixMatch directly is to
consider a different formulation for the pseudo-label. In this case, a Sigmoid
activation function is used instead of a Softmax function to ensure that the
probability of each class is considered independently. Instead of taking the
maximum probability of a class as the target label, we can threshold each
probability class to 0.5: [Rizve, 2021]

ỹ(i)
c = 1

p̃
(i)
c ≥0.5

If the maximum probability of at least one class is greater than a threshold τ ,
then the derived pseudo-label is considered as a target label during training.
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2. Two-Head model: Another way is to use a network with two classifiers
gφ(x) = {p1, ..., pK} and gκ(x) = {p̄1, ..., p̄C}. Doing so we can compute L
on the outputs of gφ and add a supervised loss (Eq 5.9) on the output of gκ.
The semi-supervised objective function is slightly modified as follows:

L =
∑
j∈S

H(w(j), p(j)) + LBCE(v(j), p̄(j))) + λ
∑
i∈U
Lu(p̃(i), p̂(i))

p
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Fig. 5.4.: Semi-supervised learning: Two approaches to using FixMatch objective function in
multi-label classification: i) Using a multi-label objective function for both pseudo-
labels and true labels or ii) Using a single-label objective function for pseudo-labels
and a multi-label objective function for true labels.

Self and Semi-Supervised Learning The feature extractor fθ(x) of the semi-
supervised learning model can be initialized either randomly (without pre-
training) or from a pre-trained model (usually trained on a different database
with a large size of labeled examples). It can also be initialized by the weights
learned during the deep clustering phase, thus unifying these two approaches.
The key distinctions with the fine-tuning method presented in 5.2.2 are the classi-
fication head(s) and the objective function, which includes the unlabeled data
during training as well.
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5.3 Experiments
Liver Gallbladder Other Kidney Pancreas Spleen Bladder weighted avg

Best Mean Best Mean Best Mean Best Mean Best Mean Best Mean Best Mean Best Mean
LSD 72.08 70.71 50.0 47.44 65.23 60.41 71.5 68.94 65.08 54.08 69.8 59.35 74.75 68.09 66.95 64.73

F1-score
PICA 69.94 67.36 59.9 50.05 58.33 49.98 73.59 64.47 58.21 48.23 68.75 62.74 64.66 57.9 65.99 60.38
LSD 72.8 67.66 79.25 61.68 63.89 60.05 78.71 64.04 76.09 58.03 74.17 56.21 91.43 75.42 70.29 63.82

Precision
PICA 70.51 60.47 77.78 61.74 56.76 51.18 69.27 59.04 62.9 40.49 72.73 59.82 90.62 69.97 63.82 57.78
LSD 81.8 74.7 54.78 42.96 71.43 61.84 86.08 76.2 68.06 54.72 71.11 65.19 82.76 66.55 73.24 68.05

Recall
PICA 91.89 77.77 53.91 42.78 62.22 51.24 83.23 72.59 76.39 66.39 71.11 66.67 74.14 53.1 70.11 66.42

nlabels 555 115 315 316 72 135 58 1566

Tab. 5.1.: Abdominal organ classification results for the unsupervised model using deep cluster-
ing trained on 84967 unlabeled images. Performance is obtained on a test set of 101
abdominal exams (nimages = 1242, nlabels = 1566) with 5 trials:the average and best
results are reported separately.

5.3.1 Data set
Screened abdominal ultrasound examinations

 for potential inclusion
(nexam= 8011, nimages = 120 593

 from 6482 patients)

 

Exam Reports containing title
(nexam = 4 800 )  

Exam Reports without title
(nexam = 3 211)  

Out-of-scope  Exams
(nexam=1 060)

In-scope Exams
(nexam=3 740)

Labeled set
 (nexam=402, nimages =4 863  

from 397 patients)

Unlabeled set
 (nexam=6 549, nimages =84 967 

from 5 391 patients )

Test set
 (nexam=101, nimages = 1 242

from 100 patients)

Validation set
 (nexam=77, nimages = 886

from 75 patients)

Train set
 (nexam=224, nimages = 2 735

from 222 patients)

Fig. 5.5.: Flowchart describing the distribution of US examinations.

International Review Board approval was obtained for this retrospective study, in
collaboration with the Clinical Data Warehouse registered under the number (no.
IRB00011591). Multi-vendor data collected directly from the picture archiving
and communication system (PACS) consisted of RGB freeze frames captured
during ultrasound examination tagged as "abdominal" along with a textual report
written by a physician. In total, 8011 abdominal ultrasound examinations (120
593 images) from 6482 patients were extracted. Abdominal exams are performed
to look for abnormalities in the abdomen, but also to determine if blood is
circulating at a normal rate and level or study the distribution of vessels in
a structure (i.e., Color Doppler Mode), or provide guidance during a biopsy
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procedure. In some cases, ultrasound examinations of the pelvis (supra-pubic,
vaginal or endorectal scanning) are performed in addition and combined with
the abdominal examination. However, in this study, we are only interested in
gray-scale ultrasound images (i.e., Brightness Mode) obtained with traditional
ultrasound systems and focused on six anatomical structures, which would
correspond to the following examination report titles: abdominal, renal, bladder,
liver, or urinary tract ultrasound. For 60% of the reports, a title was available,
which allowed us to exclude 1060 out-of-scope examinations that did not fit the
five aforementioned titles (conforming to the medical experts’ recommendations).
Because this information was not always available, we decided to create an
additional class other when none of the organs of interest were present in the
image. The final dataset consisted of 6951 ultrasound examinations (89 830
images) from 5788 patients. 224 examinations (2735 images) from 222 patients
were randomly selected for the labeled training set and 6549 examinations (84967
images) from 5391 patients for the unlabeled training set. 77 examinations (886
images) from 75 patients were randomly selected for the validation set and 101
examinations (1242 images) from 100 patients for the test set. The sets were
constructed to ensure that there is no overlap of patients between sets. Data
partition is summarized in Fig. 5.5. An adjudication panel was used as an external
standard of reference. The panel consisted of four physicians, either radiologists
or holders of a French national diploma in US imaging, and four sonographers
holders of a French national diploma in US imaging from six different health
institutions with more than three years of experience. The annotators, who
worked on a tailor-made annotation platform, were asked to activate the tags
corresponding to the organs present in each image. Each image was annotated
once by one of the experts, while images for the test set were annotated twice.

5.3.2 Experimental Settings

Training was conducted with four GeForce GTX 1080 Ti GPUs using Pytorch
with a computation time ranging from few hours to 24 hours depending on
the experiment. During training, and for all experiments, at each iteration we
randomly sample a subset t of exams, instead of sampling a set of images, to
make sure that almost all the classes are represented in a batch since standard
abdominal exams include views of all organs of interest. For each comparison,
we use the same network architecture and training protocol, including the hyper
parameters, optimizer, learning rate, number of epochs, data augmentation and
data preprocessing. In particular, for all experiments a Resnet18 backbone is used,
with a fixed learning rate of 0.0001, Adam optimizer, and unlabeled batch size of
16 examinations. For experiments with unsupervised training, fixed number of
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epochs (n = 100) is used and model weights of the last epoch are selected for
evaluation. For experiments with supervised training, early stopping is performed
if no improvement is observed on the validation set for seven epochs to avoid
over-fitting. For experiments with semi-supervised training, a fixed amount of
iteration steps (5000) is used. Finally for both supervised and semi-supervised
training, model weights are selected at the epoch where the model performed
best on the validation set. Performance is reported in terms of precision, recall
and F1-score for each class and for the weighted average of all classes on the
test set. To report these metrics, a class-specific threshold was set to select the
probabilities output by the networks; the threshold was defined as the value that
maximizes the F1 score of each class during the validation step. Finally, to reflect
the performance stability, each experiment was iterated four times, by initializing
the random number generator (i.e seed value) differently.

5.3.3 Results

We present the results of the deep clustering method when no labeled data is
available during training, and analyze how the added loss term (LSD in (5.6))
impacts the performance. In addition, we present the results of using unlabeled
data in the presence of labeled data ranging from 275 to 2742 labeled examples.

Training with Unlabeled Data

Table. 5.1 compares the classification performance of the deep clustering models
for all classes on the test set. Multi-labels were assigned to the clusters after
training as presented in Algorithm 5.3. Without using any labeled data during
training, deep clustering yields reasonable results for all organs. In particular, the
proposed constraint on the cluster size distribution (LSD) outperforms on average
the PICA baseline for almost all classes with an F1-score Weighted Average of
64.83% and 60.7% respectively with the default hyperparameter λ = 2 used in
the original paper to weight both terms of the objective function. Moreover, LSD
seems to be more robust to the change of seeds, in fact the difference between
the mean and the best results is almost insignificant in LSD, whereas in PICA, the
seed has a greater impact on the performance. We further evaluate the sensitivity
of both models to choices of λ by testing different values: 0.5, 1, 2, 5, and 10 with
four different seeds. Fig. 5.6 displays the box plot of the F1-score values. We can
see that PICA is very sensitive to the hyper-parameter λ, while LSD’s performance

78 Chapter 5 Deep Clustering for Abdominal Organ Classification in US imaging



is more stable, with a higher median.

Fig. 5.6.: A box-plot showing F1-score weighted average values for each loss using five different
values of λ over four experiments with different seeds.

Fig. 5.7.: Mean and 95% confidence intervals of F1-score weighted average using all unlabeled
images (nu = 84967) with 10%, 20%, 50% and 100% of labeled images (ns = 2742).
On the left: One-Head vs Two Head semi-supervised learning models presented in
Fig. 5.4. On the right: Semi-Supervised vs Supervised Learning models with different
pretraining methods.

Training with both Labeled and Unlabeled Data
Performance is evaluated for several scenarios presented in Fig. 5.1, namely
using unlabeled data simultaneously with labeled data during training in a
semi-supervised manner, and/or during pre-training with deep clustering as a
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Spleen.

Liver, Kidney. Spleen, Kidney.
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Fig. 5.8.: The images highlighted by a green and a red square represent successful and unsuccess-
ful cases respectively. Labels in white represent the true classes assigned to the image,
and yellow labels refer to the predicted classes when the classification is incomplete
or (partially) incorrect. The image highlighted by an orange square represents a case
where the "true" class Gallbladder assigned to the image is likely to be inaccurate.

self-supervised objective function.

Semi-supervised Learning:
Fig. 5.7 compares performances in terms of mean and 95% confidence intervals
of F1-score weighted average for both semi-supervised methods presented in
Fig. 5.4. We find that using the Two-Heads model, rather than the One-Head
model, yields better results regardless of the amount of annotated data used. One
possible explanation is that by having only a multi-label objective function, classes
with probability below 0.5 are automatically considered negative pseudo-labels,
which propagates errors during training.

Deep Clustering as Pre-training Model:
We select the weights of the best performing deep clustering model (Section 5.2.2)
to initialize our supervised (Section 5.2.2) and semi-supervised (Section 5.2.3)
frameworks and compare the performance with ImageNet weight’s initialization.
Fig. 5.7 shows these performances in terms of mean and 95% confidence inter-
vals of F1-score weighted average. We observe that deep clustering pre-training
outperforms ImageNet pre-training in all settings. An even more interesting
result, is the performance difference using only 275 labeled example images
(10% of the labeled set) with 69.2% vs 76.9% F1-score weighted average and
76.5% vs 79.3% in the supervised setting and semi-supervised setting respectively.
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Liver Gallbladder Other Kidney Pancreas Spleen Bladder weighted avg
F1-score 0.89 0.78 0.83 0.87 0.66 0.75 0.89 0.84
Precision 0.87 0.90 0.86 0.82 0.55 0.76 0.98 0.84
Recall 0.90 0.70 0.80 0.93 0.81 0.74 0.81 0.85
nlabels 555 115 315 316 72 135 58 1566

Tab. 5.2.: Abdominal organ classification results for the best performing model:A two-head semi-
supervised learning model pre-trained with deep clustering and trained using 2742
labelled examples images. Performance is obtained on a test set of 101 abdominal
exams (nimages = 1242, nlabels = 1566).

Best performance is obtained with semi-supervised learning and 2742 labeled
example images with an F1-score weighted average of 84.1% as shown in Ta-
ble. 5.2. Fig. 5.8 showcases images classified by the best performing model with
four examples of successful cases and four other cases where at least one label
was misclassified or not detected. In particular, Picture (A) shows a liver and a
gallbladder, (B) a liver, a gallbladder and a pancreas, (E) a liver and a kidney, and
(F) a spleen. The image highlighted by an orange square (G) represents a case
where the class Gallbladder assigned to the image is likely to be inaccurate after
consulting with several experts, and where only the liver is visible. Images high-
lighted by a red square represent cases where at least one label was misclassified
or not detected. Picture (D) shows a liver and a pancreas, (C) shows a kidney
and liver, here the model correctly classified the kidney but confused the liver
with the spleen, and finally (H) the model classified the image as other instead of
bladder.

5.4 Discussion

In this work, we analyze the benefits of using unlabeled ultrasound data when the
available labeled dataset is limited, in contrast to related studies using transfer
learning where the model is retrained, after being initially trained to classify color
photographs on ImageNet. We observed that deep clustering can be used as an
unsupervised model for the classification of abdominal organs with reasonable
performance. We further improved the performance by taking into account
the possible imbalance of classes in a given batch, using a symmetric Dirichlet
prior, which incidentally makes the method less sensitive to the choice of the
hyperparameter λ. In addition, an extensive study was conducted to analyze how
large amounts of unlabeled data could be used to improve the performance of a
model trained on few labeled data and to determine the extent to which the size
of the labeled data set impacts performance.
Of the three questions stated in the introduction, we addressed the first one by
using the weights of the deep clustering model as initialization to a supervised
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multi-label classification model, and showed that the features learned in this self-
supervised manner were more useful for downstream tasks on the same domain
compared to features learned on ImageNet, regardless of the amount of labeled
data used. Regarding the second question, we showed that the performance
obtained by leveraging labeled and unlabeled data simultaneously during training
was slightly better than that obtained by using them consecutively as proposed
by the self-supervised methods. As for the third question we showed that there
is indeed a relevance in combining the two paradigms through deep clustering
when the amount of labeled data is extremely limited. In other words, the gap
between deep clustering and ImageNet pre-training in the semi-supervised setting
decreases as the amount of labeled data increases, suggesting that depending
on the amount of labeled data available, ImageNet pre-training in the semi-
supervised setting may suffice.
Our study has several limitations: first to be able to use the deep clustering
method, multi-label classification was transformed to a single-label classification.
Doing so, the method cannot benefit from the potential relationships between
labels as they are considered independent. Second, by adding a Dirichlet prior on
the cluster size distribution, an additional hyperparameter is introduced which
in our opinion should remain fixed but further investigation on the values of
this hyperparameter is needed. The effect of self-supervised and semi-supervised
learning for the task of organ classification in abdominal ultrasound images was
evaluated on a single data set using only two methods. Thus exploration of other
methods on multiple data sets is warranted. Finally, an in-depth investigation on
the effect of class imbalance for semi-supervised learning is needed, the proposed
method could benefit from taking into account the imbalance in the pseudo-labels
generated during the training.
In summary, we provided a framework for the classification of abdominal organs
in a large-scale multi-vendor ultrasound database. Specifically, and in contrast to
the aforementioned related studies, we use an unrefined database with a very
limited number of labeled examples. Both self-supervised and semi-supervised
learning methods were explored to leverage the unlabeled data. In addition, we
adapted these methods to a multi-label framework that, to our knowledge, has
not been addressed before.

5.5 Conclusion

Classification of abdominal organs in large ultrasound databases is an important
step for future work on US based diagnosis. Indeed, several steps are necessary
to build and pre-process the database before training a model for such a task
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[Dadoun, 2022b]. First the abdominal exams are selected, then amongst the
images of the exam, the ones containing the organ(s) of interest are manually
selected by a trained operator. All (or part) of the selected images are further
annotated by a panel of experts according to the predefined task (e.g., detection of
abnormalities in the kidney), and finally used to train a machine learning model.
Our study can help to automate some of these processes at minimal cost. In
general, US studies have the potential to speed up the democratization of access
to medical imaging in developing countries where healthcare providers consider
lack of training to be the main limitation to the use of US [Shah, 2015].
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6Conclusion

In this thesis we proposed a framework for the automatic analysis of abdominal
US images. Specifically, we detailed preliminary solutions to address the chal-
lenges mentioned in the introduction: Lack of a shared database, presence of
uncontrolled measurements and annotations inside the image, non-standardized
examinations, and lack of expert annotations. In the following, we summarize our
contributions and discuss remaining challenges and potential future directions.

6.1 Main Contributions

AbdoUS: A large dataset for abdominal ultrasound image analysis.
In chapter 2 we detailed the construction of a large abdominal ultrasound dataset
called Abdo-US. The dataset consisted of 8011 abdominal ultrasound exami-
nations (120 593 images) from 6482 patients (along with the corresponding
radiological reports). In total, 10516 images were annotated according to a list of
diseases associated with each organ, conforming to medical experts’ recommen-
dations. The dataset included labels annotated by expert caregivers, noisy labels
produced by language processing models, and finally standard reference evalua-
tion sets labeled by physicians. In addition, we included 6913 unlabeled exams
(n = 110, 053 images) from 5417 patients that could be used for unsupervised
learning methods.

A preprocessing tool for fan-beam extraction on ultrasound images The pre-
processing of the ultrasound images is addressed in chapter 3. Although essential
to avoid a biased training set, there was a lack of tools to automatically isolate
the fan-beam and remove annotations on 2D ultrasound images in JPEG/PNG
format, without access to the metadata potentially present in a DICOM format.
More recently a ready-to-use library named ITK Point-of-Care Ultrasound was
developed to allow pre-processing and streaming of point-of-care ultrasound1.
However this framework uses machine-dependent hard-coded rules to crop the
region of interest, and only works if the image comes from one of the machines
supported by the library. On the other hand, the method developed in chapter

1Point-of-care ultrasound refers to scenarios where portable ultrasound machines may be used.
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3 allows for the automatic pre-processing of ultrasound image, without using
any information on the machine or the transducer. The method relies on a
parametric probabilistic approach to generate a training dataset with region of
interest (ROI) segmentation masks. This data is then used to train a deep U-Net
network to perform the same task in a supervised manner, thus considerably
reducing the calculation time of the method, one hundred and sixty times faster.
These images are then processed with existing inpainting methods to remove
annotations present within the signal area.

Evaluation of label noise in the dataset
The annotation of ultrasound images is both time-consuming and expensive,
which explains why only a part of the images in the dataset has been annotated
by experts. We have shown in chapter 2 that due to the complexity and the lack
of context on the ultrasound images, the annotation was subject to error and
provided precise evaluation of inter-expert variability. Next, we studied the use
of a hard-coded annotation tool and a natural language processing model for
annotating radiological reports. We showed that automatic annotation of medical
reports can also result in noisy labels being assigned to images. First, the report
may include human errors, or mention anomalies not visible on the ultrasound.
Second, the tools developed are not perfectly accurate. Finally, the link between
the images and the report is only partial.

Detection, Localization, and Characterization of Focal Liver Lesions in Ab-
dominal US with Deep Learning
In chapter 4, we conducted a study to train and evaluate the performance of a
deep learning-based network on a specific task around ultrasound imaging, when
given access to a reasonable amount of strongly labeled noise-free data, and
compare its performance to that of caregivers with different levels of expertise.
The detection, localization, and characterization of focal liver lesions (FLLs) in
B-mode ultrasound images were chosen as the setting for this study. Indeed, the
accurate detection and assessment of FLLs is a critical public health issue due to
the increasing incidence of primary liver malignancies. Furthermore, previous
work on this topic has focused on the diagnosis of FFLs, i.e., either the entire liver
is classified as benign or malignant or the lesions are first localized by an expert
and then classified. Evaluation of methods for lesion localization in the liver and
specific characterization of each lesion remained to be explored. Experiments
on a test set and comparison with experts showed that the DETR vision transfor-
mation network can serve as a visual attention companion for the examiner by
helping him or her to focus on areas of interest. This can also provide insights to
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non-expert caregivers and facilitate screening of FLLs with a potential to increase
early detection of HCC in the future.

Automatic selection and organization of Abdominal US dataset around or-
gans of interest
In chapter 5 we explored how deep clustering can be used to select ultrasound
images of interest and cluster them around organs of interest in an unsupervised
manner. We showed that this method may be used to reduce the annotation
effort in abdominal ultrasound studies, but can also serve in a self-supervised way
to pre-train an organ classification network. In particular, we showed that the
deep clustering approach is an effective unsupervised model for the classification
of abdominal organs with reasonable performance. We further improved the
performance by taking into account the possible imbalance of classes in a given
batch, using a symmetric Dirichlet prior, which incidentally makes the method
less sensitive to the choice of the hyperparameter λ. Next, we adapted two
state-of-the-art multi-class methods to the multi-label classification setting: deep
clustering with PICA, and semi-supervised learning with FixMatch. We evaluated
the use of deep clustering in self-supervised learning, and showed that the learned
features transfer better to the classification task, with performance higher than
that of ImageNet initialization. In particular, this pre-training method improved
classification performance compared to ImageNet pre-training, regardless of the
number of annotated images available for training. Finally, we showed that com-
bining deep clustering pre-training with semi-supervised learning yields robust
results, even when the number of labelled examples is extremely limited.

6.2 Future Research

The proposed methods provide a starting point for future research on the analysis
of abdominal ultrasound images.

Improving the Quality of the Abdo-US Dataset
First of all, the Abdo-US dataset could be complemented by examinations from
other centers to allow multi-centric clinical studies. We worked with the Entrepôt
des Données de Santé to enrich this dataset with abdominal examinations from
25 APHP’s hospitals, and the added data are presented in Appendix D. Multi-
institutional data helps include relevant patient demographics and disease state,
which is of high importance in medical studies to train unbiased models. Also the
incorporation of video clips, often present in the examination file, would allow
to evaluate the performance of the models in real time and to have access to
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background images during training, in the absence of which the trained models
might not be applicable in real time.

The noise in the labels of the dataset must be addressed before models can be
trained to detect abnormalities in the ultrasound images. To support this claim,
we show below the results of a simple classification model. The model was
trained using a standard cross-entropy loss on the images of the training dataset
presented in Section 2.2.1 and tested on a subset of the test set. The subset was
chosen specifically to include images annotated by six raters, three of which form
the adjudication panel with the majority vote used to define the ground truth.
The performances of the remaining three experts were compared against the
model’s predictions. Expert 1, Expert 2 and Expert 3 annotated approximately
10%, 15% and 25% of the training dataset as well. One can see that the model’s
performance is close to that of the expert that annotated the highest number of
images, with a macro-average of 67.97% for the model and 69.97% for Expert 3.

Precision Recall F1-score support
Expert 1 Expert 2 Expert 3 Model Expert 1 Expert 2 Expert 3 Model Expert 1 Expert 2 Expert 3 Model

Liver Normal 90.09% 88.37% 80.30% 84.48% 88.50% 67.26% 93.81% 86.73% 89.29% 76.38% 86.53% 85.59% 113
Abormal 75.00% 40.00% 57.14% 56.00% 60.00% 73.33% 40.00% 46.67% 66.67% 51.76% 47.06% 50.91% 30

Gallbladder Normal 87.50% 84.21% 73.68% 64.00% 82.35% 94.12% 82.35% 94.12% 84.85% 88.89% 77.78% 76.19% 17
Abormal 100.00% 92.31% 87.50% 75.00% 85.71% 85.71% 50.00% 42.86% 92.31% 88.89% 63.64% 54.55% 14

Kidneys Normal 94.23% 92.00% 82.26% 84.48% 89.09% 83.64% 92.73% 89.09% 91.59% 87.62% 87.18% 86.73% 55
Abormal 95.65% 88.46% 89.47% 73.08% 88.00% 92.00% 68.00% 76.00% 91.67% 90.20% 77.27% 74.51% 25

Spleen Normal 100.00% 100.00% 78.26% 79.31% 70.00% 66.67% 60.00% 76.67% 82.35% 80.00% 67.92% 77.97% 30
Abormal 80.00% 35.71% 40.00% 44.44% 66.67% 83.33% 33.33% 66.67% 72.73% 50.00% 36.36% 53.33% 6

micro avg 90.91% 77.74% 78.55% 77.36% 82.76% 75.86% 78.28% 78.97% 86.64% 76.79% 78.41% 78.16% 290
macro avg 90.31% 77.63% 73.58% 70.10% 78.79% 80.76% 65.03% 72.35% 83.93% 76.72% 67.97% 69.97% 290
weighted avg 90.94% 84.12% 77.98% 77.53% 82.76% 75.86% 78.28% 78.97% 86.41% 78.32% 77.19% 77.76% 290
samples avg 90.47% 75.97% 79.30% 78.60% 84.88% 74.88% 78.99% 80.31% 86.73% 74.91% 78.59% 78.50% 290

Tab. 6.1.: Performance on a test set for the task of abnormality detection in the liver, gallbladder,
spleen and kidneys.

To overcome this problem several approaches are possible. The first one would
be to use images annotated by more than three annotators to estimate the confi-
dence we have on each annotator and to include this prior to weight the examples
used during training. The second approach is to consider the inter-expert vari-
ability measured for each class to estimate the noise distribution and to apply
class-dependent label smoothing during training. Finally, another method called
Confident learning (CL) [Northcutt, 2021] relies on label quality to train a model
in the presence of a noisy dataset. CL does not assume any prior knowledge about
how the labels were retrieved. Instead training is done by characterizing and
identifying label errors in the datasets. In particular, they rely on principles of
pruning noisy data, counting with probabilistic thresholds to estimate the noise,
and ranking of examples.
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Joint Representation Learning from Radiological Reports and US Images
Traditionally, the learning process is done in two steps, first a pre-training is done
on a large dataset of annotated natural images, with the objective of learning
visual representations that allow to better separate the classes. Then we refine
this representation on a smaller dataset, such as a dataset of annotated ultrasound
images. In the same way that we used deep clustering to learn more relevant
visual representations for the organ classification task, we could use textual
descriptions associated with images to learn relevant visual representations for
the abnormality detection task. To do so, we need to analyze text and image
jointly, assuming access to image and text pairs, which is not exactly our case since
a report describes a set of images. We have taken as an example the detection
of focal liver lesions to illustrate our point. We start by detecting the sentences
in the report that deal with the liver, then we detect among the images of the
associated examination those that contain the liver. A visual model is trained to
provide latent representations close to those of the text model when the image
and the text come from the same pair, as presented in [Zhang, 2020]. The visual
representations learned from this pre-training are projected in a 2D space and
compared to the representations of the same model pre-trained on a dataset of
labeled natural images as shown in Figure 6.1. The same process is repeated for
the kidneys, and the t-SNE visualizations of encoded kidney images are shown
in Figure E.3. One can see that the representations seems to better separate the
classes of interest for the model pre-trained with textual descriptions. A detailed
analysis can be found in Appendix E [Dadoun, 2023]. Another potential future
direction is the use of multiple instance learning [Ilse, 2018] with the global
labels given by the report model presented in section 2.4.3.

Learning an Ensemble of Organ-specific and/or Disease-specific Models
As discussed throughout this manuscript, the variability of abdominal ultrasound
images, i.e, various organs, shapes and sizes, and overall variable ultrasound
patterns makes it difficult to learn a single model for diagnostic guidance. Instead,
we believe that a first step would be to learn organ-specific models on top of a
global organ classification model. An interesting direction is the focus on sub-
type-aware models, as proposed by [Liu, 2021]. In this framework, the model
has access to class labels (e.g. normal liver or abnormal liver), and assumes
that each class consists of n sub-types to be identified and taken into account in
learning. The authors argue that unlabeled sub-types of a class can be very diverse
and form an underlying local distribution. This also implies that two sub-types
may share patterns that are not exclusive to a class, which in turn complicates
class-level discrimination. In particular, these observations suggest that, when
available, fine-grained labels may be useful to learn organ-specific models. For
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a) ImageNet pretraining

b) Exam reports paired with images pretraining

Fig. 6.1.: t-SNE visualizations of encoded image from different pre-training methods. Purple
points correspond to images of a homogeneous liver, green points to images of liver
with benign lesion, and yellow to images of liver with malignant lesion.

abdominal organs, the fine-grained labels may be defined based on the defined
list of diseases associated with each organ, presented in Table 2.2. Alternatively
unsupervised deep clustering can be used for sub-type exploration [He, 2022].

In summary, the constructed dataset and the developed methods provide sound
baselines for exploring the utility of using learning methods for diagnostic as-
sistance in abdominal ultrasound. Many challenges remain unexplored and
future work is needed to develop diagnostic guidance tools. However we found
that some tasks such as organ detection or classification of standard views were
simpler to learn than tasks such as anomaly detection that are highly variable
and challenging. Therefore, we believe that two areas would be interesting to
explore for future research on this topic. First, the use of deep learning during
the examination to focus the examiner’s attention on areas of interest, e.g., seg-
menting organs in the image to reassure the person performing the ultrasound,
and second, the use of deep learning as a training tool. In this sense, the study
on the detection and localization of focal lesions as well as the study on organ
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classification in ultrasound images for instance may serve as a training ground
for caregivers interested in receiving ultrasound training.
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AAppendix: Patient Re-Identification
Risk Analysis

In this section we present the detailed procedure to minimize patient’s re-
identifiation risk. First data is transformed in order to no longer refer to a
real person, and second it is generalized such that related attributes are no longer
specific to a specific person but a group of people. This work is based on the rec-
ommendations of the EDPS (European Data Protection Committee)-formerly the
G29 Working Party-, and on the book "Santé et Intelligence Artificielle" (Health
and Artificial Intelligence) written under the direction of Bernard Nordlinger and
Cédric Villani [Villani, 2018].

A.1 Data Transformation

An ultrasound examination consists of a text report and 10 to 20 ultrasound
images. We transform each of these elements first by removing all identifying or
almost-identifying data and metadata (last name, first name, sex, date of birth,
patient identification number, examination number, date and time of examination,
name of the hospital, name and first name of the physician who took care of the
patient) both in the report and in the ultrasound image.

• Transformation of the images:

1. Removing the banner identifying the image: The images are saved by
default in DICOM format (.dcm), we use the metadata of each file to
retrieve the coordinates of the band containing the identifying data on
the image, these coordinates are used to crop the image (in order to
remove the identifying band) which is then exported in JPEG and PNG
formats. No metadata is kept after this operation. A random number is
assigned to each exam, the images of the same examination are then
named from 1 to the total number of images in the examination.
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2. Removal of machine features and other annotations outside of the
ultrasound area through precise segmentation of the ultrasound area.
These operations are presented in Chapter 3.

3. Filling in annotations inside the ultrasound area using inpaiting meth-
ods, also presented in Chapter 3.

• Transformation of reports: Only key words, whose interest is validated by
expert physicians, are kept to summarize the text of the report. The Unified
Medical Language System® (UMLS®) is used to perform a named entity
recognition and extract relevant key words, a detailed presentation of the
tool can be found in 2.4.1. The use of keywords is intended to orient the
patient according to the general presentation of the pathology (urgent or
not) and to help the caregivers during screening.

A.2 Generalization of the Data

The aim of data generalization is to prevent inference attacks based on low level
features. Instead data is transformed by replacing relatively low level values with
higher level concepts (K-anonymization/L-diversity). In other words, instead of
grouping images by specific pathologies (described in the sub-category column
of Table 2.2), we group images by group of pathologies (described in the label
column of Table 2.2). Thus we have K-images per label and L-labels.

We believe that the risk of correlation is very low with reasonable means for two
main reasons:

1. A correlation attack would require access to the only two existing datasets
containing these images. An attack by someone who already has access to
the source dataset would not provide any additional information.

2. The source dataset is stored on a secure server within the Assistance Publique
Hôpitaux de Paris (APHP). Access to this server, managed by the APHP’s in-
formation systems department, is only possible with a unique identifier and
a secure password (SSI measures). The storage is General Data Protection
Regulation (GDPR) compliant, and the various actions and requests on the
health data of the APHP are traced.
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BAppendix: Estimating Inter-Rater
Reliability in Ill-Structured
Measurement Designs (ISMDs)

Here we report the outputs for Fitting a Random Effects Model with Ratees and
Raters Treated as Crossed Random Factors for each of the four organs of interest
: liver, kidneys, gallbladder and spleen.

Listing B.1.: Liver: R Output for Fitting a Random Effects Model with Ratees and Raters Treated
as Crossed Random Factors

# Linear mixed model fit by REML [’lmerMod ’]
# Formula : Rating ~ 1 + (1 | Ratee_ID ) + (1 | Rater_ID )
# Data: tab_Foie

# REML criterion at convergence : 2524.4

# Scaled residuals :
# Min 1Q Median 3Q Max
# -2.7548 -0.4472 -0.1101 0.4107 2.7051

# Random effects :
# Groups Name Variance Std.Dev.
# Ratee_ID ( Intercept ) 0.11988 0.34623
# Rater_ID ( Intercept ) 0.00481 0.06936
# Residual 0.09718 0.31174
# Number of obs: 2586 , groups : Ratee_ID , 737; Rater_ID , 8

# Fixed effects :
# Estimate Std. Error t value
# ( Intercept ) 0.34472 0.02863 12.04
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Listing B.2.: Kidneys: R Output for Fitting a Random Effects Model with Ratees and Raters
Treated as Crossed Random Factors

# Linear mixed model fit by REML [’lmerMod ’]
# Formula : Rating ~ 1 + (1 | Ratee_ID ) + (1 | Rater_ID )
# Data: tab_Reins

# REML criterion at convergence : 667.7

# Scaled residuals :
# Min 1Q Median 3Q Max
# -3.4735 -0.1603 -0.0753 0.0652 3.8275

# Random effects :
# Groups Name Variance Std.Dev.
# Ratee_ID ( Intercept ) 0.127285 0.3568
# Rater_ID ( Intercept ) 0.000876 0.0296
# Residual 0.048973 0.2213
# Number of obs: 1418 , groups : Ratee_ID , 405; Rater_ID , 8

# Fixed effects :
# Estimate Std. Error t value
# ( Intercept ) 0.23905 0.02177 10.98

Listing B.3.: Gallbladder: R Output for Fitting a Random Effects Model with Ratees and Raters
Treated as Crossed Random Factors

# Linear mixed model fit by REML [’lmerMod ’]
# Formula : Rating ~ 1 + (1 | Ratee_ID ) + (1 | Rater_ID )
# Data: tab_VB

# REML criterion at convergence : 271.5

# Scaled residuals :
# Min 1Q Median 3Q Max
# -3.8329 -0.1127 -0.0700 0.1800 3.9254

# Random effects :
# Groups Name Variance Std.Dev.
# Ratee_ID ( Intercept ) 0.15990 0.3999
# Rater_ID ( Intercept ) 0.00000 0.0000
# Residual 0.04453 0.2110
# Number of obs: 545 , groups : Ratee_ID , 175; Rater_ID , 8

# Fixed effects :
# Estimate Std. Error t value
# ( Intercept ) 0.28001 0.03196 8.76
# optimizer ( nloptwrap ) convergence code: 0 (OK)
# boundary ( singular ) fit: see ? isSingular
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Listing B.4.: Spleen: R Output for Fitting a Random Effects Model with Ratees and Raters
Treated as Crossed Random Factors

# Linear mixed model fit by REML [’lmerMod ’]
# Formula : Rating ~ 1 + (1 | Ratee_ID ) + (1 | Rater_ID )
# Data: tab_Rate

# REML criterion at convergence : 396.4

# Scaled residuals :
# Min 1Q Median 3Q Max
# -2.70889 -0.32013 -0.09974 0.07318 3.13976

# Random effects :
# Groups Name Variance Std.Dev.
# Ratee_ID ( Intercept ) 0.089737 0.29956
# Rater_ID ( Intercept ) 0.004484 0.06696
# Residual 0.071660 0.26769
# Number of obs: 550 , groups : Ratee_ID , 183; Rater_ID , 8

# Fixed effects :
# Estimate Std. Error t value
# ( Intercept ) 0.21646 0.03527 6.137
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CAppendix: Automatic Title-Based
Filtering of Abdominal Examinations

In this section we present the set of titles detected in the electronic radiological
reports and detail which ones were kept in the final database.
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Original Title Translated Title Keep Examination
Échographie rénale, vésicale et prostatique, Renal, bladder and prostate ultrasound, no
Echographie réno-vésico-prostatique, Renal-vesico-Prostatic ultrasound, no
Écho-Doppler veineux des membres inférieurs , Venous Doppler ultrasound of the lower limbs, no
Echographie réno-vésicale, Renal-vesical ultrasound, yes
Échographie rénale et vésicale , Renal and bladder ultrasound , yes
Echographie abdominale , Abdominal ultrasound , yes
Échographie abdominale et du greffon rénal , Abdominal and renal graft ultrasound , no
Echographie rénale, Renal ultrasound, yes
Biopsie écho-guidée , Ultrasound-guided biopsy , no
Écho-Doppler de greffon rénal, Ultrasound Doppler of renal graft, no
Echo-doppler hépatique, Hepatic Doppler ultrasound, yes
ECHOGRAPHIE ABDOMINALE ET DU GREFFON RENAL, ABDOMINAL AND RENAL GRAFT ULTRASOUND, no
Échographie abdomino-pelvienne , Abdominal and pelvic ultrasound , no
ÉCHO-DOPPLER DE L’AORTE et DE SES BRANCHES, Ultrasound Doppler of the Aorta and its branches, no
Échographie hépato-biliaire, Hepato-biliary ultrasound, yes
Échographie pelvienne , Pelvic ultrasound , no
Ponction biopsie hépatique échoguidée, Ultrasound-guided liver biopsy, no
Échographie du système urinaire , Ultrasound of the urinary system , yes
Echographie hépatobiliaire, Hepatobiliary ultrasound, yes
Microbiopsie sous échographie du greffon rénal, Microbiopsy under ultrasound of the renal graft, no
Échographie des aires ganglionnaires axillaires , Ultrasound of the axillary lymph nodes, no
ECHO-DOPPLER ABDOMINAL , ABDOMINAL ECHO-DOPPLER , yes
Repérage pour ponction pleurale, Spotting for pleural puncture, no
Repérage avant ponction d’ascite, Spotting before ascites puncture, yes
Échographie de repérage avant ponction , Ultrasound of location before puncture, yes
Écho-Doppler des artères rénales , Ultrasound Doppler of the renal arteries , yes
ECHOGRAPHIE RENALE, VESICALE ET ECHO-DOPPLER SCROTAL, RENAL AND BLADDER ULTRASOUND AND SCROTAL ECHO-DOPPLER, no
ECHOGRAPHIE TESTICULAIRE, TESTICULAR ULTRASOUND, no
Examen réalisé par voies sus pubienne et endovaginale , Examination performed by suprapubic and endovaginal routes, no
PONCTION D’UNE COLLECTION SOUS CUTANEE, PUNCTURE OF A SUBCUTANEOUS COLLECTION, no
ECHOGRAPHIE RENALE BILATERALE ET ECHOGRAPHIE DE CONTRASTE’, BILATERAL RENAL ULTRASOUND AND CONTRAST ULTRASOUND, yes
ECHO DOPPLER AORTE ABDO, DOPPLER ECHO OF THE ABDOMEN, yes
ECHO-DOPPLER DE L’AORTE ABDOMINALE, ECHO-DOPPLER OF THE ABDOMINAL AORTA, yes
ECHO DOPPLER ABDOMINAL, ABDOMINAL DOPPLER ECHO, yes
Echographie abdomino-pelvien, Abdominal and pelvic ultrasound, no
ECHOGRAPHIE HEPATIQUE ET FIBROSCANNER, HEPATIC ULTRASOUND AND FIBROSCANNER, yes
Echographie de paroi abdominale , Ultrasound of the abdominal wall, no
ECHOGRAPHIE-DOPPLER DES ARTERES RENALES , DOPPLER ULTRASOUND OF RENAL ARTERIES, yes
BIOPSIE DU GREFFON RENAL, RENAL GRAFT BIOPSY, no
ECHO DOPPLER DU GREFFON RENAL, DOPPLER ECHO OF THE RENAL GRAFT, no
Biopsie systematique d’un greffon renal, Systematic biopsy of a renal graft, no
BIOPSIE HEPATIQUE, HEPATIC BIOPSY, no
Doppler du greffon renal, Doppler of the renal graft, no
Echographie des aires ganglionnaires cervicales, Ultrasound of the cervical lymph nodes, no
ECHO-DOPPLER DES ARTERES DES MEMBRES SUPERIEURS, ECHO-DOPPLER OF THE ARTERIES OF THE UPPER LIMBS, no
ECHO DOPPLER ARTERIEL DES MEMBRES SUPERIEURS, ARTERIAL DOPPLER ULTRASOUND OF THE UPPER LIMBS, no
ECHOGRAPHIE AXILLAIRE DROITE, INGUINALE ET POPLITEE BILATERALE, ULTRASOUND OF THE RIGHT AXILLA, INGUINAL AND POPLITEAL AREAS, no
Reperage d’ascite, ascites detection, yes
voies sus-pubienne et endo-vaginale, suprapubic and endo-vaginal tracts, no
ECHOGRAPHIE HEPATIQUE, HEPATIC ULTRASOUND, yes
ECHOGRAPHIE DES PARTIES MOLLES DU COUDE DROIT, ULTRASOUND OF THE SOFT PARTS OF THE RIGHT ELBOW, no
DRAINAGE ECHOGUIDE, ECHOGUIDE DRAINAGE, no
Doppler hepatique, Hepatic Doppler, yes
Echographie des voies urinaires, Ultrasound of the urinary tract, yes
ECHO DOPPLER RENAL, RENAL DOPPLER ULTRASOUND, yes
Echographie perineale, Perineal ultrasound, no
Echographie pelvienne, Pelvic ultrasound, no
Echographie vesicale, Bladder ultrasound, yes
Echographie de contraste, Contrast ultrasound, yes
ECHOGRAPHIE ABODMINALE, ABDOMINAL ULTRASOUND, yes
ECHOGRAPHIE ABDOMINAL, ABDOMINAL ULTRASOUND, yes
ECHOGRAPHIE DOPPLER ABDOMINALE, ABDOMINAL DOPPLER ULTRASOUND, yes
Ponction biopsie splenique echoguidee , Echoguided splenic biopsy, no
ECHO-DOPPLER ARTERIEL CERVICO-ENCEPHALIQUE, CERVICO-ENCEPHALIC ARTERIAL ECHO-DOPPLER, no
DOPPLER PULSE ET ECHOGRAPHIE DES TRONCS SUPRA-AORTIQUES, PULSE DOPPLER AND SUPRA-AORTIC TRUNK ULTRASOUND, no
ECHOGRAPHIE POST BIOPSIE GREFFON RENAL, POST RENAL GRAFT BIOPSY ULTRASOUND, no
ECHOGRAPHIE DE PROSTATE (par voie endo-rectale), ECHOGRAPHY OF PROSTATE (by endo-rectal way), no
Examen realise par voies sus-pubienne et endo-vaginale, Examination performed by suprapubic and endo-vaginal routes, no
Echo-doppler veineux du membre inferieur gauche, Venous Doppler ultrasound of the left lower limb, no
ECHO-DOPPLER ARTERIEL CERVICO-ENCEPHALIQUE, CERVICO-ENCEPHALIC ARTERIAL ECHO-DOPPLER, no
ECHO-DOPPLER DES GREFFONS RENAL ET PANCREATIQUE, ECHO-DOPPLER OF RENAL AND PANCREATIC GRAFTS, no
ECHOGRAPHIE DE PROSTATE et RENO-VESICALE, ECHOGRAPHY OF PROSTATE and RENO-VESICAL, no
ECHOGRAPHIE INGUINALE , INGUINAL ULTRASOUND , no
Echographie des bourses, Ultrasound of the bursa, no
Reperage pour ponction d’un epanchement intra-abdominal, Location for puncture of intra-abdominal effusion, yes
Echographie prostatique, Prostate ultrasound, no
Echographie Endovaginale et sus pubienne, Endovaginal and suprapubic ultrasound, no
Echo-doppler de cuisse, Thigh Doppler ultrasound, no
ECHOGRAPHIE VESICO-PROSTATIQUE, VESICO-PROSTATIC ULTRASOUND, no
ECHOGRAPHIE RENAL, DU GREFFON ET DE LA VESSIE, RENAL, GRAFT AND BLADDER ULTRASOUND, no
Echodoppler cervical, Cervical Doppler ultrasound, no
Echographie des aires ganglionnaires axillaire et inguinale, Ultrasound of the axillary and inguinal lymph nodes, no

Tab. C.1.: Set of titles detected in the electronic radiological reports
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DAppendix: Multi-Centric Dataset
from the Entrepôt des Données de
Santé

In this appendix, we present the specifics related to an additional multi-center
dataset built in collaboration with the Entrepôt des Données de Santé and the
Health Data Hub.

D.1 Data Extraction

We retrieved all abdominal ultrasound examinations performed in 25 hospitals
of Paris between 9/15/2014 to 11/12/2018 provided that the description of the
examination refers to an abdominal ultrasound. In total, 23,065 examinations
(nimages = 290, 707) from 18,843 patients were extracted. The examinations
consisted of freeze frames paired with their medical report, with a median of
13 images per examination. Of the 23,065 examinations retrieved, 98.13%
corresponded to abdominal, abdominal-pelvic, or renal ultrasound, and the
remainder corresponded to ultrasound biopsy, drainage, or abdominal puncture
as shown in Table D.1.

D.2 Data Distribution

A detailed presentation of the distribution of examinations per year, hospital, pa-
tient’s age, and gender can be found in Figure D.1. One can see that the majority

Examination Type # Examinations
Abdominal, abdomino-pelvic, renal ultrasound 13521
Abdominal biopsy under ultrasound 116
Abdominal drainage under ultrasound 75
Abdominal puncture under ultrasound 66

Tab. D.1.: Distribution by type of examination
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U/S Manufacturer U/S Model Count
Unknown Unknown 6122

LOGIQ E9 2665
GE

VOLUSON 288
SUPERSONIC AIXPLORER 773

APLIO 3121
APLIO 500 8646
APLIO XG 568
APLIO XV 790

TOSHIBA

XARIO 81

Tab. D.2.: Distribution of examinations per U/S machine

of the examinations were performed in 2017 and 2018, and that examinations are
unevenly distributed among hospitals, with four out of 25 hospitals accounting
for 81% of examinations. Patients had a median age of 57 years old. Patient’s
gender is distributed almost evenly, with 46% male and 54% female.

Fig. D.1.: Distribution of examinations per year, hospital, patient’s age, and gender.

At least four different manufacturers are represented in the imaging data, includ-
ing nine different ultrasound machines, detailed in Table D.2.
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EAppendix: Joint Representation
Learning from Radiological Reports
and US images

Abstract In this study, we explore the value of using a recently proposed
multimodal learning method as an initialization for anomaly detection in
abdominal ultrasound images. The method efficiently learns visual concepts
from radiological reports using natural language supervision and constrastive
learning. The underlying requirement of the method is simply the availability
of image and textual descriptions pairs. However, in abdominal ultrasound
examinations, radiological reports are associated with several images and
describe all organs observed during the examination. To address this short-
coming, we automatically construct image and text pairs using 1) deep
clustering for abdominal organ classification on ultrasound images and 2)
natural language processing tools to extract the corresponding description on
the report. We show that pre-training the model with these constructed pairs
yields representations that better separate normal classes from abnormal
ones on ultrasound images for the kidneys, compared to ImageNet-based
representations, with a 10% improvement in macro-average accuracy. This
work will be submitted to a conference [Dadoun, 2023].

E.1 Introduction

In this study, we focus on abnormality detection in abdominal ultrasound images
by considering a binary classification task (i.e. normal vs. abnormal organ) with
access to limited labeled data. Diseases associated to a given organ may alter its
shape, size, contour, position, or textural appearance, resulting in highly variable
differences in ultrasound patterns, all grouped into a single "abnormal" category.
For this reason, transferring the model weights from ImageNet[Deng, 2009] pre-
training can result in poor performance, as the features learned on natural images
are not suited to capture the fine-grained visual features necessary to separate
the normal class from the abnormal class. Alternatively, in the absence of large
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number of annotated datasets, the model can be pre-trained on an unlabeled set
of ultrasound images using self-supervised learning methods. These image-based
self-supervised methods were proven to enhance performance in specific settings
[Jiao, 2020; Chen, 2019; Bai, 2019]. In the case of abdominal ultrasound, we
observed that for tasks with high inter-class variability, these methods can be
useful. However, on a task such as pathology detection, in which there is greater
similarity between classes, and more variability within classes, these methods
often fail to achieve better results. More recently, a study [Zhang, 2020] proposed
the use of multi-modal pre-training to learn fine-grained representations required
by medical imaging tasks. They argue that medical reports, as opposed to image
labels are often produced by medical experts in their routine workflow and
are therefore easily accessible. The approach takes advantage of the medical
reports associated to medical images, to learn better latent representations. The
underlying assumption of the method is simply the presence of pairs of images and
text describing the image. This method was evaluated on four different medical
image classification tasks covering 2 different specialties with encouraging results.
Yet, the considered hypothesis in which image pairs and a textual description
are always available is not consistent with the abdominal ultrasound setting in
which a textual radiology report describes a set of ultrasound images. In this
work, we present a method to automatically build pairs of text descriptions and
ultrasound images using deep clustering for images and named entity recognition
for text. We evaluate the pre-trained image encoder on two criteria: its ability
to extract discriminative features for the anomaly classification task, and its
performance when fine tuning the model on a labeled set. We provide results
for the normal/abnormal kidney detection task in an abdominal ultrasound
examination.

E.2 Image and Text pairs generation

E.2.1 Data

During an ultrasound examination, the sonographer performs a complete scan
of the area of interest and takes captures, also known as freeze frames, of
the standard scanning plane views and potential visible abnormalities. The
freeze-frames along with a textual documentation of the examination form
the ultrasound examination report. Our dataset consisted of 8011 abdominal
ultrasound examinations (nimages = 120, 593) from 6482 patients with an average
of 12.5 images per examination. The images are not restricted to kidneys, and
can contain other abdominal organs. We show in the following, how images
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containing the kidneys are selected among all images. Likewise we show how
the sentences in the report that describe the kidneys are detected.

E.2.2 Data Partition

Labeled set

Training set Validation set Test set

Unlabeled set

1,051 examinations
(n = 11,040 images
 n = 1,051 patients) 

6,960 examinations
(n = 109,553 images
 n = 5,431 patients)

873 examinations
(n = 9062 images)

47 examinations
(n = 503 images)

131 examinations
(n = 1475 images)

n = 109,553 images n = 6,960 electronic 
radiology reports

n = 240  
images

n = 603  
images

n = 28,334 
images

n = 81,212 
imagesn = 263 

images
n = 5,152 

images
n = 872 
images

n = 5,891 
electronic 
radiology 
reports

n = 1,069 
electronic 
radiology 
reports

n = 3,910  
images

n = 25,331 
pairs 

8,011 examinations
(n = 120,593 images,
 n = 6,482 patients)

Fig. E.1.: Data partition. Green boxes are used to indicate that the images or text refer to the
kidneys, red boxes are used for all other organs.

A subset of 1,051 ultrasound examinations was randomly selected to constitute
the labeled sets of all freeze frames linked to the examinations. For each image
the annotators had to assign a label, either normal kidneys, abnormal kidneys
or "absent" if the image did not contain any kidneys. 873 of those examina-
tions (nimages = 3, 910 images of kidneys) were assigned to the training set, 47
examinations (nimages = 240 images of kidneys) to the validation set and 131
examinations (nimages = 603 images of kidneys) to the test set. The remaining
6,960 unlabeled examinations were used to construct the pre-training set. The
image and text data of the pre-training set were processed in three steps which
are summarized in Figure E.2. First images containing the kidneys are selected,
then sentences in the medical report describing the kidneys are selected. Finally,
pairs of image and text are constructed for the kidneys.
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The kidneys [Body Part, Organ, or Organ 
Component] are symmetrical, sonographically 
normal.  Pancreas [Body Part, Organ, or Organ 
Component] and kidneys [Body Part, Organ, or 
Organ Component] without abnormality

1- Deep Clustering Organ Classification : Kidneys

2- Sentence Extractor : Kidneys
The kidneys [Body Part, Organ, or Organ 
Component] are symmetrical, sonographically 
normal.  Pancreas [Body Part, Organ, or Organ 
Component] and kidneys [Body Part, Organ, or 
Organ Component] without abnormality

The kidneys [Body Part, Organ, or Organ 
Component] are symmetrical, sonographically 
normal.  Pancreas [Body Part, Organ, or Organ 
Component] and kidneys [Body Part, Organ, or 
Organ Component] without abnormality

The kidneys [Body Part, Organ, or Organ 
Component] are symmetrical, sonographically 
normal.  Pancreas [Body Part, Organ, or Organ 
Component] and kidneys [Body Part, Organ, or 
Organ Component] without abnormality

Fig. E.2.: Generation Pipeline of Image-Text Kidney Pairs for the Pre-training Set.

E.2.3 Clustering U/S Images

Since we are only interested in kidney images in this study, we use deep clustering
to identify a set of clusters linked to this organ. Specifically, we use the method
presented in [Dadoun, 2022a] where a framework for abdominal organ clustering
using unlabeled ultrasound images is presented. Two different augmentation
schemes (̃.) and (̂.) are applied to all input images before passing through the
CNN. Then a loss term is used to encourage both augmented versions of the
image to be assigned to the same class with high probability. Finally, to avoid all
images being assigned to the same cluster, an additional loss term is introduced
to constrain the distribution of the cluster size to follow a symmetric Dirichlet
distribution. This method achieves reasonable performance with an F1-score
weighted average of 66.75% and an F1-score of 71.5% for the kidney’s class. All
images (n = 87, 696) of our pre-training set are processed by the deep clustering
method, and only images assigned to "Kidney" clusters are kept which amounts
to a total 28,334 images from 6,531 examinations.

E.2.4 Text Data

To select the sentences mentioning kidneys in the medical report, we use a tagging
tool based on the Unified Medical Language System (UMLS). UMLS is a meta-
system that unifies concepts from several dozen terminologies in the biomedical
domain. Each UMLS concept is assigned a unique concept identifier (CUI), a
set of terms (or synonyms), possibly in multiple languages, and a semantic
type. The labeling tool (QuickUMLS) [Soldaini, 2016], is a fast, unsupervised
biomedical concept extraction tool from medical texts that works for multiple
languages, including French. Given an unstructured textual medical report, we
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first divide it into sentences. For each sentence, we search for a word related to
the semantic type "Body part, organ or organ component" and check whether its
unique concept identifier refers to kidneys. If so, the sentence is added to the
list of sentences assigned to the organ. A total of 5891 examinations, out of the
original 6960 examinations, mention kidneys in the report.

E.2.5 Image-Text Pairing

For each image where the abdominal organ clustering predicted the presence of a
kidney, we look if the associated report mentions the kidney. If so, the sentences
mentioning the kidney in the report are all associated with the image. This means
that multiple images from the same examination will have the same description.
Of the 28,334 images, 3003 could not be linked to any textual description (i.e.
the associated examination did not mention the kidneys), which leaves us with a
final dataset of 25,331 pairs of text and images from 5,513 examinations.

E.3 Joint Representation Learning

Here we detail the model architecture for the renal anomaly detection task.
First, the text and image encoders are trained jointly to project the data into
the same dimensional space while ensuring coherence between text and image
representations. The image encoder is then fine-tuned on a labeled dataset of
renal ultrasound images.

E.3.1 Architecture

We base the pre-training approach on a model (ConVIRT) developed by Zhang et
al [Zhang, 2020]. The model is composed of a text encoder and an image encoder.
For the image encoder, we use the ResNet50 architecture. The input images are
randomly augmented with different data augmentations: cropping, horizontal
flipping, affine transformation, color jittering and Gaussian blur before passing
to the encoder. For the text encoder, we use the CamemBERT [Martin, 2020]
model which is a state-of-the-art language model pre-trained on a French corpus
OSCAR, based on the RoBERTa [Liu, 2019b] architecture. Since the text encoder
was pre-trained on generic text, it is essential to consider words that are specific
to the domain on which we want to refine the model (abdominal ultrasound
radiological reports). To do so, we re-train a word-piece Tokenizer to find the set
of words that minimize the number of tokens needed to reconstruct the reports in
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our training set. Each input image and text are then converted into d-dimensional
vector representation using a Linear Layer as shown in Figure ??.

E.3.2 Pre-training Objective Function

The model is trained to predict which image goes with which description and
conversely. This is achieved using two InfoNCE [Oord, 2018] losses based on the
cosine similarity between the transformed image and text vectors. Let I, T be
the d-dimensional vectors of image and text respectively, and 〈I, T 〉 be the cosine
similarity between the two, the objective function introduced in [Zhang, 2020]
is as follows:

L = 1
N

N∑
i=1

(λ · LI→Ti + (1− λ) · LT→Ii )

where LI→Ti is a text-to-image contrastive loss, whose goal is to predict Ii, Ti
as the true pair among all possible descriptions and LT→Ii is an image-to-text
contrastive loss, whose goal is to predict Ii, Ti as the true pair among all possible
images.

LI←Ti = − log exp(〈Ii,Ti〉/τ)∑n

j=1 exp(〈Ii,Tj〉)
and LT←Ii = − log exp(〈Ii,Ti〉/τ)∑n

j=1 exp(〈Ij ,Ti〉)

Precision Recall F1-Score support
Baseline ConVIRT Baseline ConVIRT Baseline ConVIRT

Normal Kidneys 0.91 0.92 0.63 0.77 0.74 0.84 427
Abnormal Kidneys 0.49 0.60 0.85 0.84 0.62 0.70 176

accuracy 0.69 0.79 603
macro-average 0.70 0.76 0.74 0.80 0.68 0.77 603
weighted average 0.79 0.83 0.69 0.79 0.71 0.80 603

Tab. E.1.: Fine-tuning performance on the 603 images of the test set. The baseline initializes the
model weights with those of the ImageNet pre-training, whereas ConVIRT initializes
them with those of the image-text pre-training.

E.3.3 Fine-tuning Objective Function

We evaluate our pretrained image encoder on the binary classification task of
abnormality detection (normal vs. abnormal kidneys). Both the CNN weights
and the linear head are fine-tuned on a labeled training set of 3,910 images. We
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a) ImageNet pre-training b) ConVIRT pre-training

Fig. E.3.: t-SNE visualizations of encoded image from different pre-training methods. Purple
points correspond to images of healthy kidneys, and yellow to images of abnormal
kidneys.

use the generalized cross entropy loss introduced in [Zhang, 2018] to train deep
neural networks with noisy labels.

E.4 Results

E.4.1 T-SNE Visualization of Extracted Features during
Pre-training

First we evaluate how joint representation pre-training impacts the resulting
image features, in comparison to the same encoder trained on ImageNet, using
t-SNE visualization [Van der Maaten, 2008]. t-SNE is a stochastic method for
visualizing high-dimensional data. We use the scikit-learn [Pedregosa, 2011]
implementation with the default parameters. We can see in Figure E.3 that joint
representation pre-training helps separate normal classes from abnormal ones in
its encoding low-dimensional space.

E.4.2 Classification Results after Fine-tuning

In order to quantitatively assess the detection performance of this approach after
fine-tuning, we evaluated the model on the test cohort presented in Section E.2.2.
We measured the algorithm’s performance using the precision and recall rates
as well as the F1-score. One can see in Table E.1 that the Image-Text joint pre-
traning using ConVIRT yields a 10% improvement in macro-average accuracy
compared to the baseline with ImageNet pre-training. Specifically, we found that
for ImageNet and ConVIRT pre-training, the negative predictive value (0.91 vs.
0.92) and sensitivity (0.85 vs. 0.84) respectively, were similar. On the other
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hand, the positive predictive value (0.49 vs. 0.60) and specificity (0.63 vs. 0.77)
respectively, were both higher for ConVIRT compared to ImageNet pre-training.

E.5 Conclusion

In this study we explored the value of using unstructured radiological reports
to pre-train a model to better separate normal and abnormal kidney ultrasound
images. Although a direct link between images and their descriptions is not
provided in abdominal ultrasound examinations, we were able to build pairs of
images and text using different unsupervised methods. Finally, we showed that
this matching strategy, combined with conVIRT pre-training, provided a 10%
increase in accuracy during fine-tuning compared to ImageNet pre-training.
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