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The Infinite Loop

“There is something so familiar about this. Do you ever have déjà vu?”

“Didn’t you just ask me that?”

— Rita and Phil, Groundhog Day

While interacting with our environment, humans are driven by an infinite loop: the perception-action loop. This loop runs endlessly all day long, the brain receives and process external stimuli, determines which actions wants/needs to perform and executes them, such actions generate additional stimuli closing the loop. The perception action loop models a complex process which is bounded by the perceptual, cognitive and motor skills of every one of us. By iterating in this loop over and over, and thanks to the plasticity of our brains, humans are able to learn and adapt during our entire life. Indeed, this process allows a human to learn how to walk but also how to use any tool, from a physical hammer to a virtual flying interface while being immersed in a virtual environment. I am bounded to this infinite loop while writing these lines but also the reader while reading these same lines.

In real life, this loop is non-mediated, we can directly perceive the real world and act on it. Yet, when immersed on a virtual or augmented reality we perceive and act indirectly. The virtual world is perceived thanks to a number of output devices (e.g. screen, headphones, haptic devices) and we are able to act thanks to a number of input devices (e.g. tracking system, buttons, joysticks). The perception-action loop in virtual and augmented reality (see Figure 1) can be decomposed in: (1) the user receives multi-sensory feedback from the virtual environment (perception), (2) decides and plans the action he/she wants to perform (cognition), (3) executes the planned actions (action) and (4) the system interprets and executes the user’s actions (commands). The execution of the commands will generate additional feedback (5), closing the loop. The user interface, commonly refereed as 3D user interface or 3DUI, becomes the tool that enables the user to interact and perceive the virtual environment, it translates the user’s actions into commands and generates feedback that can be perceived by the user. However, issues in any of these processes will hinder user interaction, having a non-negligible impact on the overall usability of the system.

Using the perception-action loop as a canvas, this manuscripts presents a selection of my research activity since I started my PhD in 2006 in order to enhance such loop. My main goal, as stated in the title if this manuscript, is the design of adaptive 3D user interfaces. Interfaces that are aware of the perception and interaction capabilities of the users.
able to efficiently support the user while performing 3D interaction tasks. Compared to real life interactions which are bounded by the laws of physics, interactions in virtual environments are only bounded by our imagination.

Research Axes

In order to achieve my main goal, design interfaces better adapted to the user, I identify three major research axes, focusing on the understanding, improvement and enrichment of the “infinite loop”.

Objective 1: Assess user perception in virtual environments. The way humans perceive the environment and ourselves is determined by our senses and previous experiences. However, when immersed in a virtual or augmented environment perception can be disrupted. In order to ensure efficient interaction, it is needed to understand how perception and the interaction process is altered. My research has been focused in the perception of distances, the perception of shapes and materials and the perception of the self.

Objective 2: Design of user-compliant 3D user interfaces. User interaction is driven by perception and users’ previous knowledge. Thus, 3DUIs that better support the user will improve the interaction process. In this context, I have mainly focused in two interaction tasks: 3D object selection and navigation. While object selection is strongly driven by distance perception, navigation is influenced by motion perception.
Objective 3: Assess and exploit user’s cognitive and mental states. Having precise knowledge of the user’s cognitive and mental state could enable the design of interfaces that can adapt based on this additional input modality. We started to explore several potential usages, such as the design of virtual training applications that target specific cognitive states, the proposal of new evaluation methodologies and the usage of brain-computer interfaces.

Overview of the manuscript

The reminder of the manuscript is structured as follows. Part I focuses on perceptual aspects of the interaction process, describing relevant works we have conducted on assessing user perception in the scope of depth perception, pseudo-haptics and avatar perception. Then, Part II focuses on relevant 3D interaction techniques which we have proposed for 3D object selection and navigation interaction tasks. Finally, Part III presents research conducted to assess and to exploit the user’s cognitive and mental state, either to design virtual training systems, monitor the user or to enable direct interactions. The manuscript concludes with a global discussion on the conducted research and future perspectives.
Part I

Understanding the loop - Perception in Virtual Environments
Introduction

“The environment of animals and men is what they perceive. The environment is not the same as the physical world, if one means by that the world described by physics.”

— James J. Gibson, *The Ecological Approach to Visual Perception*

Humans are surrounded by a complex reality, which is sensed by our highly specialized senses (sight, smell, touch, taste, and hearing). All the sensory information captured, allows us to build a representation of our reality which will be the starting point for any interaction. For example, when grabbing a glass of water, we need to know where the glass is located in 3D space to plan the grabbing motion. Then, when the grabbing motion is performed, the information sensed by the skin in contact with the glass will determine the required force to actually grab it. If the force exerted is not enough, the glass will slip from our fingers but if it is too much the glass might break. While the task in itself serves a purpose, I want to drink because I am thirsty, all the actions performed are mostly unconscious, we have not though on how to grasp and lift the glass, previous experience and muscle memory have driven the interaction. As we are continuously perceiving our reality, our senses are adapted and calibrated for it. However, what happens when our perception is altered?

Due to current technical limitations, our perception is altered when we are immersed in a virtual environment. For example, although virtual reality displays are advancing at high pace, they are not still able to reproduce how light from a real environment reaches our eyes. Thus, as the visual stimulation coming from the virtual environment does not match the visual stimulation coming from the real world, a number of potential conflicts and ambiguities have to be resolved by our brain, i.e. the brain has to “interpret” the sensory data. As discussed in Section 1, one example is depth perception. While eye convergence and accommodation are depth cues, VR displays are still not able to provide a full convergence-accommodation coupling. While VR displays are able to fully support convergence using stereoscopic rendering, most VR displays only provide one focal plane, which does not allow to fully simulate accommodation depth cues. Known as convergence-accommodation conflict, it can potentially distort depth perception and increase ocular fatigue.

Another example is haptic perception. Haptic perception encloses tactile (skin and mechanoreceptors) and kinesthetic (muscles and tendons), which allows us to feel surfaces and external forces. However, current haptic systems are far away from being able to deliver pre-
cise and realistic haptic feedback. The main technical constraints relate to the high frequency features of surfaces and the ranges of forces that can be generated using mechanical systems. Approximations can be generated, such as using vibrotactile feedback to simulate the roughness of a surface or using single point force feedback to simulate contact. Nevertheless, haptic perception is partially driven by visual perception. One example is pseudo-haptic feedback, which leverages the dominance of vision over haptic feedback in order to increase the range of haptic sensations that can be generated. An isometric device, such as spring, coupled with the appropriate visual feedback can enable the simulation of wide range of haptic sensations (e.g. different stiffness values). Section 2 provides examples on how vision can be used to elicit stiffness while interacting with a 2D texture. This example illustrates how the brain tries to "make sense" of the perceived stimuli that is strongly influenced by our previous experiences.

In order to achieve the desired goal, and driven by perception, the user will determine the actions to perform. Once these actions are planed, the brain will initiate and monitor the realization of the task. For example, a simple arm reaching task (e.g. pushing a button), the realization can be decomposed in two phases. A ballistic phase, fast motion with low accuracy, in which the majority of the motion is performed, and a correction phase, lower speed with higher accuracy, in which the objective is reached. Such decomposition has been widely studied in 2D and 3D reaching tasks, and its virtual counterparts (e.g. clicking a button with a mouse or reaching a 3D virtual object with a hand-held device). While the ballistic phase is mainly driven by proprioception, the correction phase is mainly driven by visual information (e.g. eye-hand coordination). The brain, following a perception action loop, will assess whether the performed motion (vision and proprioception) is suited to reach the final goal and correct the motion accordingly. Reaching tasks have an intrinsic complexity, as firstly modeled by Fitts, they are defined by the amplitude of the motion and the size of the target. Intuitively, Fitts’ law, states that the mean time to reach a target is higher the further away or smaller the target is. Fitts’ law has been successfully used to improve reaching tasks in virtual reality interaction contexts. However, in addition to the intrinsic complexity of the reaching task, the accuracy of our perception also plays a key role on the overall performance. For example, a poor perception of our environment will generate inaccurate ballistic motions requiring additional slower corrective movements. Section 1.2 describes the Eye-Hand visibility mismatch which hinders rapid pointing gestures due to a limited spatial perception of the virtual environment. Thus, in the context of virtual reality, in which perception is distorted, motion planning could become inaccurate requiring additional, slower, corrective vision-driven loops. Furthermore, virtual reality involves mid-air interactions, which can increase the difficulty of corrective motions due to lack of physical constraints. How would you grasp a glass if you do not feel the glass under your fingers? Although haptic feedback could be considered, current systems tend to rely mainly on visual feedback. Finally, an additional aspect that can alter the interaction process is the perception of our body in the virtual environment.
With the democratization of head mounted displays, the representation of the user in the virtual environment has become an active research field. Once immersed in a virtual environment, using a head mounted display, our physical body is no longer visible, and thus, a virtual representation is needed. However, the design and conception of the user’s virtual representation is tailored by a number of technical (e.g. motion capture capabilities), data (e.g. 3D model acquisition) and algorithmic (e.g. animation, 3D reconstruction) constraints (see Section 3.1). Although the virtual representation of the user is only bounded by imagination, we will only focus on anthropomorphic representations, and we will refer it as “the avatar”. However, which are the mechanisms that enable us to become embodied in an avatar? Is the avatar perceived as being our real body? Referred as the Sense of Embodiment, numerous studies have been interested in this phenomena, which in the context of virtual reality, is decomposed in three main dimensions: self-location, agency, and ownership. While agency can be directly linked to the ability to interact with a system, the effects of self-location and ownership in interaction are less clear, as they relate on where the users perceive their body and whether they feel that they own the virtual body, i.e. the virtual body becomes their real body. Nevertheless, as discussed in Section 3.1 when users have to perform a specific task while being embodied in an avatar they tend to value the control of the avatar over their appearance. Yet, in situations in which the virtual body is threatened, their behavior can be altered depending on their sense of ownership.

In addition to the sense of embodiment, in an interaction context, the avatar plays a strong role on the perception action loop. First, our body is our reference frame. Although we can perceive our body thanks to proprioception, being embodied in a virtual body can modulate our perception. For example, being embodied in lower or taller avatar will alter how we perceive the size of objects. We will tend to perceive things bigger if we are embodied in a small virtual body. Second, we will judge the actions performed by our virtual body based on our actual motions, am I agent of the actions of my virtual body? If I move my right arm and the avatar moves the left arm I will feel disturbed. In both cases, when the shape and the control of our virtual body do not match our real body, the perception of our own actions will not match our expectations. This is illustrated in Section 3.2 in which we show that users tend to have high expectations when using human-like avatars compared to robot-like avatars feeling less agent of their actions with the human like avatar. Nevertheless, due to the fast adapting nature of our brain, the brain can integrate the new shape and control of our virtual body in order to recalibrate its motor actions and regain their “control” of the avatar.

Overview

The following chapters describe the works we have conducted in order to better understand distance estimation in virtual environments (Chapter 1), how haptic perception can be modulated using vision (Chapter 2) and how we perceive our virtual self in virtual reality (Chapter 3).
The works presented in Chapter 1 have been conducted in collaboration with (alphabetic order) Gerd Bruder, Yuta Itoh, Anatole Lécuyer, Jean-Marie Normand, Guillaume Moreau, Anne-Hélène Olivier, Etienne Peillard (PhD Student), Julien Pettré and Thomas Thebaud (Master Student).

The works presented in Chapter 2 have been conducted in collaboration with (alphabetic order) Antoine Costes (PhD Student), Fabien Danieau, Anatole Lécuyer, David Gomez Jauregui, Philippe Guillotel and Maud Marchal.

The works presented in Chapter 3 have been conducted in collaboration with (alphabetic order) Diane Dewez (PhD Student), Anatole Lécuyer, Rebecca Fribourg (PhD student), Ludovic Hoyet, Daniel Mestre, Corentin Nicole (Master Student), Mel Slater and Michael Trico (Master Student).
Chapter 1

Perception of Virtual Environments: Biases and Misperceptions

In this Chapter, I review the works focused on understand perceptual issues in mixed reality environments. As previously said, perception drives the interaction process, thus it is paramount to understand human perception to be able to propose methods capable of overcoming these perceptual issues.

1.1 Distance Perception in Mixed Reality

Understanding how humans perceive their surroundings has been, and still is, an active topic in human perception research [1]. However, in virtual and augmented realities, as they are mediated environments, the perception of distances can be distorted due to this mediation [2]. In particular, depth cues can be distorted due to intrinsic and extrinsic limitations of the visual rendering systems potentially biasing distance estimations. This is a major issue while interacting as poor distance estimations (underestimation or overestimation) will hinder the interaction process. For example, users will not be able to accurately plan their motions to reach virtual objects [3] or they will have a distorted perception of the virtual spaces.

In that respect, we conducted a number of experiments in order to explore different aspects of distance perception, considering different display systems (large projection displays [4] and retinal projection displays [5]) and different tasks such as exocentric distance estimation [6] or locomotion [7]). The different experiments have contributed to the better understanding of distance perception in virtual and augmented reality environments.

In the context of virtual reality, we have explored the role of the relative position between the user and a large immersive projection system [4] (see Figure 2). Our results showed that the screen distance and parallax have a strong asymmetric effect on distance judgments while screen resolution had a minimal effect. In particular, we observed increased underestimation for positive parallax conditions and slight distance overestimation for negative and zero parallax...
conditions. These results showed that distance perception was more accurate for objects placed between the user and the projection screens. In a different study [8], we explored the impact of the relative position of virtual objects with respect to the user. Most distance perception experiments consider that the stimuli is always placed in front of the user, however, what happens when the observer looks on the side? Confirmed by four controlled experiments, we discovered that the orientation of virtual stimuli with respect to the user introduces a distance perception bias: objects placed on the sides are systematically perceived farther away than objects in front. In addition, we could observe that this bias increases along with the angle, and appears to be independent of both the position of the object in the field of view as well as the quality of the virtual scene. These two examples show that nowadays we still lack knowledge on the impact of the visual display on distance perception and that there are perceptual biases that could be independent on the display system that are yet to be discovered.

In the context of augmented reality, the cohabitation between real and virtual information makes the study of distance perception even more challenging. First, distance judgments in VR are driven only by the perception of virtual content, however, in AR, the perception of real and virtual objects is intertangled. Second, due to the need of mixing virtual and real content, the degree of complexity of AR displays can be argued to be more complex than VR displays. See-through displays have to minimize the distortion of the real environment, the user’s location have to be tracked precisely and accurately, and real and virtual content have to be blended seamlessly [9]. These challenges introduced more than 20 years ago are still partially solved. We conducted two perceptual studies [6, 5] to better understand potential biases that could alter distance perception in AR systems.

Distance perception studies (in MR) mainly focus on the estimation of objects placed in front of the observer. However, in the context of AR, the spatial relationships between objects plays a key role, especially when mixing virtual and real content. To explore this, we conducted a distance estimation experiment focusing on exocentric distance perception (see Figure 3).
1.1. Distance Perception in Mixed Reality

Figure 3: Exocentric distance perception in AR. Left, response protocol, the user had to match the distance between the spheres with the perceived exocentric distance. Right, experimental stimuli, real-real condition (top) and real-virtual condition (bottom).

Figure 4: Egocentric distance perception. Left, binocular RPD device used, composed of two QD Laser RETISSA Displays. Each display module had a resolution of 1024 × 600 pixels and an approximate horizontal FoV of 20°. Right, regression analysis of the egocentric distance estimates. The plot shows that in the RPD condition (red) the distance estimates were closer to the real estimates compared to the OST condition (blue).

In this particular experiment, we assessed how the exocentric distance estimates between two objects presented in a frontoparallel plane were influenced by the nature of stimuli (Real/Real, Real/Virtual, Virtual/Virtual). Concisely, the results showed that participants had an average of 20% overestimation in all conditions, and surprisingly the overestimation was higher for the real/real condition (4%).

In a different study [5], we explored the role that the mismatch between vergence and accommodation cues could have in egocentric distance estimates, which has been appointed a potential source of distance perception biases in virtual and augmented reality [10]. In this study, we compared a fixed-focus optical-see through device, Epson Moverio BT-30C AR glasses, with an infinite-focus optical-see through device, custom binocular retinal projector display (see Figure 4, left). During the study, participants had to provide distance estimates within the personal space (between 30cm and 50cm) of objects placed in front of them. The results showed that distance estimates with the retinal projection device (RPD) were significantly closer to real estimates (see Figure 4, right). Although it remains unclear the particular reason that generated this result, it shows that an infinite-focus device provided virtual dis-
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The work described in this paper possibly paves the way for numerous studies exploring the usages of binocular RPD in augmented reality applications.

1.2 Eye-Hand Visibility Mismatch

In addition to absolute and relative distance perception, having a precise knowledge on the spatial distribution of virtual/real environment could also play a key role during the interaction process. Have you ever said to someone “Look at that!” while pointing with your index finger and realized that that person is not able to guess what are you pointing at? A similar issue can be found when selecting virtual objects using raycasting-based methods. Object selection techniques are a key component in any virtual reality application [11], and in particular, raycasting-based methods, which consider a virtual ray, cast from the user’s hand, the tool to designate virtual objects, are widely used techniques. In the paper “Overcoming Eye-Hand Visibility Mismatch in 3D Pointing Selection” [12] we discussed perceptual issues raised in object selection tasks when using raycasting-based methods, which arise due to the fact that the users’ viewpoint differs from the origin of the selection ray (i.e. the hand).

Let’s consider a virtual object $S$. $S$ is visible if at least one point in its boundary surface ($\partial S$) is visible from the user’s viewpoint and is selectable if at least one point is visible from the user’s hand viewpoint. Let $\nu_E$ be the set of visible objects and $\nu_H$ the set of selectable objects. The set of objects $\nu_E \cup \nu_H$ can be decomposed into three disjoint sets: $\nu_E \cap \nu_H$, $\nu_E - \nu_H$ and $\nu_H - \nu_E$.

Let us first discuss the behavior of raycasting selection for objects in $\nu_H - \nu_E$. This correspond to objects which are hidden to the user’s eyes but are reachable from a ray emanating from the user’s hand (see Figure 5a). Object $B$ is occluded from the eye position but not from the hand position. Therefore it is currently selectable even though it is not visible. This phenomenon is particularly distracting to the user. The user might think that the currently selected object is $A$, as there is an apparent intersection of the ray with object $A$ (the screen projection of the last visible point of the ray is on the silhouette of the screen projection of $A$). In the absence of additional feedback, if the user triggers the selection confirmation at this point, the hidden object $B$ would be erroneously selected.

Let us now examine the selection behavior for objects in $\nu_E - \nu_H$. This corresponds to objects which are visible but which are not reachable from a ray emanating from the hand (see Figure 5b). Object $A$ is visible from the eye position but it is completely obscured from the hand position. Therefore, although being visible, object $A$ cannot be selected while preserving the hand position. Unlike the above case, the screen projection of endpoint of the virtual ray $Q$ appears over the projection of the currently selected object $B$, so there is no room for misinterpretation of the selected object. However, the user would be unable to select object $A$ unless he changes the origin of the pointing tool. If the user only moves the ray upwards, increasing the elevation of the ray trying to bring $Q$ to the screen projection of $A$, $Q$ seen...
1.2. Eye-Hand Visibility Mismatch

Figure 5: Eye-hand visibility mismatch issues. (a) The user can selected an object which is hidden by another object. The last visible point on the ray, is projected over the screen projection of the occluding object, leading to misinterpretation: the ray appears to intersect object A, although the intersected object is behind. (b) A visible object cannot be selected because it cannot be reached by a ray emanating from the user’s hand. The dotted line shows the path followed by the ray-scene intersection as seen on the screen, which skips object A. (c) Object A is visible from both E and H, but no point on its boundary is simultaneously visible from E and H.

would jump from object B to object C. The discontinuous path followed by Q on the screen is shown in Figure 5b. Note that Q skips the regions occupied by the screen projection of A. Some users might perceive this unexpected effect as an anomalous behavior, once they realize that the object is not accessible, they have to move their hand to an unoccluded position.

In the last group $\nu_E \cap \nu_H$, a more accurate approach to predict potential selection problems is to consider the solid angles $\Omega_E(S)$ and $\Omega_H(S)$. An object S is a potentially difficult target whenever $\Omega_E(S)$ or $\Omega_H(S)$ is below a threshold. But, as Figure 5c depicts, this approach is still inaccurate, as an object S with large $\Omega_E(S)$ and $\Omega_H(S)$ can still be difficult to select. Now, both $\Omega_E(A)$ and $\Omega_H(A)$ are large, but object A is still difficult to select because no point in the boundary of A is simultaneously visible from E and H. As a consequence, the user can intersect object A with the ray, but the intersection point is hidden by object B, keeping the user from having visual feedback. Therefore, a more accurate measure of the difficulty/accuracy required to select an object S must be defined in terms of its simultaneous visibility. Given an object S, we define $\Omega_{E \times H}(S)$ as the solid angle subtended by the points of S which are simultaneously visible from E and H.

In addition to the theoretical implications that the eye-hand visibility mismatch could generate, we also explored its potential practical effects in two different user studies [12, 13]. Both studies showed that virtual objects exhibiting higher eye-hand visibility mismatch were more difficult to select. In the second study, we also explored how the eye-hand visibility mismatch could disrupt Fitts’ law predictions [14, 15]. As expected, objects exhibiting a high eye-hand visibility mismatch do not comply with Fitts’ law estimations. Figure 6 shows in the left the results from a selection task in which all virtual objects were not exhibiting
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![RC, Unoccluded Model](image1.png) ![RC, Occluded Model](image2.png)

Figure 6: Scatterplot of mean object selection time vs index of difficulty for two selection tasks. (Left) All virtual objects did not exhibit eye-hand visibility mismatch \((r = 0.898)\). (Right) A number of objects exhibited eye-hand visibility mismatch \((r = 0.755, \text{ ignoring the objects with mismatch})\).

the eye-hand visibility mismatch, while the plot from the right shows that virtual objects exhibiting a eye-hand visibility mismatch required higher selection times compared to their theoretical index of difficulty level. The increase of the selection time can be easily explained as the ballistic motions become inefficient to reach the desired target, which require additional corrective motions in order to reach the target.

These results encouraged us to propose selection methods based on raycasting which would overcome the highlighted issues. Chapter 4 presents two selection techniques, which we proposed in order to overcome the eye-hand visibility mismatch. Furthermore, this work was also the initial idea which crystalized with a collaboration with the team of Pr. Bernd Froehlich at the Weimar University (Germany), which extended the analysis to multi-user interaction [16, 17].

1.3 Conclusion

The works presented in this Chapter highlighted perceptual issues that are found in VR/AR systems, which could alter the interaction process. First, we detailed a number of experiments focusing on the better understanding on how users perceive distances in VR and AR. The results support most of the works exploring distance perception in VR and AR studies: distance perception is distorted. However, the results of the AR experiments, also showed that distance perception in the real world is also biased. In a more practical way, the eye-hand visibility mismatch study showed how misperceptions of the layout of the virtual environment could hinder the selection process. The results showed that task difficulty increased when selecting objects suffering from the eye-hand visibility mismatch as participants had more difficulty on planning their selection motions due to a limited understanding of the environment.
Chapter 2
Perceptual Illusions in the Loop: Pseudo-Haptic Feedback

Perception is a complex process, which integrates the different sensory modalities to enable us to understand our surroundings. As evoked in the previous chapter, vision is an important sensory modality to understand the spatial layout of the environment. However, when interacting with real objects, haptic feedback enriches the interaction process by providing additional information (e.g. stiffness, roughness). Although haptic devices are rapidly evolving, they still present several limitations in terms of the haptic feedback that can render and bulkiness [18]. In order to overcome these limitations, our research has focused on the generation of visuo-haptic illusions capable of eliciting haptic properties, mainly on the physicalization of 2D interfaces (see Section 2.1) and avatars (see Section 2.2). In particular, we followed a pseudo-haptic approach [19] in which the user’s actions are visually-modulated in order to elicit haptic properties. Pseudo-haptic feedback exploits the dominance of visual perception over haptic perception in situations where the haptic feedback is of low-quality or it is nonexistent. For example, in the context of stiffness, visual dominance allows the simulation of a wider amount of stiffness levels by the combination of haptic and visual feedback [20] and even without haptic feedback, stiffness can be visually discerned [21].

2.1 Eliciting Haptic Properties on 2D Images

When interacting with images using a computer mouse of a touch screen, the image and the cursor can be augmented in order to elicit haptic properties. A first example is the concept of “Elastic Images” [22], in which we proposed a pseudo-haptic approach to elicit local stiffness information in 2D images. In a nutshell, when the user clicks on an Elastic Image, the area surrounding the mouse cursor is deformed simulating that the user is pushing the image. The effect of pressing an image towards the screen was achieved by displacing the pixels towards the mouse cursor. Once the user clicks (i.e. presses) an image, a smooth animation at pixel
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Figure 7: Elastic Image simulation. Left, animation steps for the proposed image-based deformation as the virtual pressure exerted by the user increases. Right, animation steps of the simulation of an Elastic Image with additional visual feedback.

level is generated. The deformation of the image was defined by the predefined stiffness of the image and the time the user keeps the mouse down. Furthermore, we proposed additional effects to reinforce the pseudo-haptic effect, such as procedural shadows, non-uniform deformations and the animation of the mouse cursor (see Figure 7). The psychophysical evaluation showed that users were able to recognize up to eight different stiffness values with our proposed method confirming that it provided a perceivable and exploitable sensation of elasticity. In this approach, the fact that users had the control of the interaction, and were not just passively looking at the image while it was being deformed, clearly reinforced the effect.

Inspired by this work, we explored other effects that could be generated while exploring 2D images, but this time on touch surfaces [23]. In touch surfaces, the user’s finger is co-located with the 2D content, which creates an additional challenge. Precisely, the user’s finger can occlude the content and its motions cannot be adapted as it is done with classical pseudo-haptic approaches [24]. Our solution, named “Touchy” aimed at enhancing touchscreen interactions without the need of any mechanical actuator, through a variety of pseudo-haptics effects (see Figure 8). When the user touches the screen, a cursor appears under the finger and follows it as it strokes the screen, before disappearing on release. As the finger hovers an area with haptic content, the cursor’s motion and shape are altered in order to express the relevant haptic properties. For instance, the cursor might vibrate according to roughness, deform according to stickiness or slipperiness, or change its size according to stiffness. We showcased seven different pseudo-haptic effects that address five haptic properties: stiffness, (fine) roughness, reliefs, slipperiness, and stickiness. These five haptic properties are related to the four “tactile primary colors” [25] and can be organized along the corresponding perceptual dimensions: hardness, fine roughness, macro roughness, and friction. Two different user studies allowed to calibrate the different effects and to investigate which precision sensations were evoked with the different proposed effects. Overall, the results were mitigated, and while some effects elicited the desired sensations, some cross-effects were found due to the diffuse boundary among the different explored sensations. For example, effects designed to elicit fine roughness elicited mainly macro roughness sensations. Nevertheless, the use of a proxy object, the cursor, enabled the generation of different sensations by just altering its control mapping and shape.
2.2 Towards Pseudo-Haptic Avatars

In avatar-based interactions, the most common scenario is to map users’ actions directly to the avatar actions in order to enable the control of the avatar. However, such a configuration, unless using haptic devices, results in avatar actions that are perceived as effortless. In the paper “Towards Pseudo-Haptic Avatars: Modifying the Visual Animation of Self-Avatar Can Simulate the Perception of Weight Lifting” [26], we explored how the mapping between the user’s gestures and the self-avatar animations could be altered in order to generate a change of the perceived effort. In addition to the simulation of surface properties, pseudo-haptic feedback has also been used for the simulation of forces, being the modulation of object weight using control/display adaptation the most common approach [27]. Thus, we explored how pseudo-haptic feedback could be used to change the perceived effort of the avatar actions when the avatar had to perform a weightlifting task using different weights. The user controlled the avatar by also performing a weightlifting task, but without weight (see Figure 9). In particular, we explored three different adaptations of the avatar control according to the virtual effort delivered: 1) changing the control/display mapping between the user’s and the avatar gestures, 2) selecting from a motion capture database a motion which matched the weight lifted, and 3) adapting the posture of the avatar (upper-body forward inclination).

For the first method, the principle was similar to classical pseudo-haptic feedback approach where the visual motion of a manipulated virtual object is amplified or reduced when compared to the motion of the user. Thus, in order to lift a heavier object, the user had to perform wider motions and vice-versa. In the second method, the elevation of the user’s wrist was used to play a pre-recorded animation of another subject which performed the same task. Using a full-body tracking system, we pre-recorded subjects lifting dumbbells with different weights. This approach aimed to reproduce subtle motions that arise when performing such a task. Finally, the third method consisted in modifying artificially the inclination of the avatar in order to simulate different lifting efforts. As observed in motion capture data, subjects had the tendency to lean more when the dumbbell was heavier. This visual feedback aimed to show...
the effort via the avatar posture. We associated the lifting effort to the angle of inclination of the avatar.

In order to assess the different methods, we performed a user study in which participants had to sort different dumbbells relying solely on the visual feedback provided by the avatar. Overall, the results of the study showed that participants were able to rank the different weights of dumbbells by exclusively relying on the avatar animation. Yet, the “traditional” approach was the one that enabled better discrimination, followed by the avatar inclination and the pre-recorded animations.

2.3 Conclusion

The different works presented in this chapter highlight the potential usages of pseudo-haptic feedback when simulating tactile and kinesthetic feedback, the two dimensions of haptic feedback. While Touchy mainly focused on the simulation of tactile properties, the elastic images and the pseudo-haptic avatar approaches focused on the simulation of kinesthetic feedback. Yet, there are still a number of unanswered questions. While most of the studies showed that participants were able to discriminate the visual feedback, it still remains unclear whether the actual haptic perception is elicited and which is the association between the haptic and visual feedback made. One potential solution might be to enhance low-quality haptic feedback devices [28] to easily elicit the desired haptic feedback. In such scenarios, as haptic feedback is provided, the association between haptic and visual feedback is more straightforward. Moreover, all the conducted works focused on the simulation of isolated haptic properties. The question still remains whether and how different pseudo-haptic modalities can be combined and still enable the elicitation of haptic properties. Finally, in the context of avatar-based interactions, the work on the pseudo-haptic avatar raised the awareness of the relationship between the user and their avatar. In the conducted experiment, the user could see his/her avatar in a TV screen resembling a mirror, yet, as we will see in the following chapter, there are a wide range of factors that can influence such relationship.
Chapter 3

Perception of the Self: The Avatar in the Loop

When immersed in a virtual reality environment using a head-mounted display (HMD), we are unable to see our own body. Although we have the sense of proprioception than allows us to know where our body parts are located, for some tasks it becomes relevant to provide the user with a virtual body, hereinafter referred as “avatar”. However, when embodied in a virtual avatar, one can wonder how the user perceives his/her avatar with respect to his/her own real body. Although this question might seem anecdotal, the avatar plays a key role in the

Figure 10: The avatar in the perception-action loop. The avatar, as it becomes the representation of the user in the virtual environment, provides feedback of the user’s actions and can determines the actions that the user can perform.
interaction process, as user actions are driven by its perception (see Figure 10). For example, a number of works have shown that distance [29] or size [30] estimates can be influenced by the avatar appearance. The impact of the avatar has been linked with how well the user “appropriates” his/her virtual body. However, the assessment of such appropriation is complex as it is mainly subjective (i.e. a *qualia*), normally assessed using questionnaires [31]. Our work has been strongly inspired on virtual embodiment [32], which provided the following definition: “the sense of embodiment (SoE) toward a body B as the sense that emerges when B’s properties are processed as if they were the properties of one’s own biological body”. In this Chapter, I present the different research works focused on understanding the role of the avatar in the interaction process and to better understand the factors influencing virtual embodiment.

3.1 Factors Influencing Virtual Embodiment

Many studies have tried to better understand how users perceive their avatar in VR by evaluating their Sense of Embodiment (SoE). More precisely, they focused on three subcomponents of the SoE [32]: the Sense of Self-Location, the Sense of Ownership and the Sense of Agency. From those researches emerged different “factors of influence” towards these three subcomponents, e.g. the avatar’s appearance [33] or the user’s point of view [34].

In a recent work, we explored the relative preference for these three subcomponents, exploring how users prioritize them [35]. To cope with the difficulty of handling the numerous “factors of influence”, we proposed to use a subjective matching method [36], which was been used for a presence study, to assess the relative preference of each factor. In particular, we considered three factors: the avatar appearance, the user’s control of the avatar, and the user’s point of view. Moreover, participants had to perform four different tasks (see Figure 11). In the main experimental task, participants had to match a given “high” SoE avatar configuration (realistic avatar, full-body motion capture, first-person point of view), starting by a “low” SoE configuration (minimal avatar, no control, third-person point of view), by increasing iteratively the level of each factor. As participants increased one level at a time, the order of their choices provided us insights with the relative preference of each factor for each task.

Figure 12 presents some of the results of the experiment in the walking and soccer task, represented as a Markov chain. Such representation enables the computation of the most likely path, which provides insights of the factors which were perceived by participants to contribute more to their sense of embodiment. In particular, the results showed that participants consistently increased first the control and the point of view levels before the appearance levels. This is particularly visible in their first choice (transition from the initial node {000}), in which the second and third digit is chosen with a higher probability (first digit being the appearance, the second the control and the third the point of view). Another interesting aspect observed in Figure 12, is that for some of the tasks the most probable sequence differs. For example, probabilities for reaching the nodes {001} and {010} were inversed between soccer and walk-
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Figure 11: Tasks considered in the subjective matching experiment to assess the preference of different factors of influence of the sense of embodiment. From left to right, boxing, football, fitness and walking task.

ing tasks and in the soccer task participants the probability of reaching the node {021}. We hypothesized that these results are partially explained by the need of the user to be in control of the interaction, in which control and point of view play a more important role than appearance. Although a wide range of experiments in the literature have shown the impact of the different factors on the sense of embodiment, this experiment highlighted the potential impact between the interaction process and the different factors influencing the sense of embodiment.

Figure 12: Markov chains representing the transition matrix probability for the walking (left) and soccer (right) tasks. The digits for each node represents the level of the appearance (0 to 3), control (0 to 2) and point of view (0 to 1). The color and the thickness of the edges represent the transition probability from a given node, while the color of the node encodes the probability that the node is reached.

Complementary to this experiment, which focused on factors directly linked with the relationship between the user and the avatar (avatar-related factors), other factors could also influence the sense of embodiment, such as external factors linked with the virtual environment (e.g. shared or collaborative experiences) and internal factors linked with the user’s psychological or cognitive state. In this respect, we have started to explore other factors less tackled in the literature, such as the impact of collaborative experiences in the sense of embodiment [37, 38] (see Figure 13), the impact of personality traits and body awareness [39], haptics [40] or the ability to embody a virtual avatar with a different hand morphology [41]. Furthermore, in the particular context of the interaction loop, we further explored the role of the interaction in the sense of embodiment.
3.2 The Role of Interaction in Virtual Embodiment

The avatar, when interacting in virtual environments, provides feedback regarding all the actions that the user is performing. However, when interacting in virtual environments, the coherence between the avatar actions and the outcome of the interaction can play an important role. The concept of coherence has already been defined to the notion of presence [42]: “the set of reasonable circumstances that can be demonstrated by the scenario without introducing unreasonable circumstances, where a reasonable circumstance is a state of affairs in a virtual scenario that is self-evident given prior knowledge”. If we apply this concept of coherence to virtual embodiment, the avatar actions and interaction outcomes will be judged by the user’s prior knowledge. Yet, as discussed in the previous section, most of the experiments regarding the sense of embodiment have mainly focused on the impact of the different factors of influence on the three subcomponents of the virtual environment. Yet, these experiments tend to consider passive or simple interactions. However, if we consider the user’s prior knowledge on real world interactions, the interaction component can play a key role. Moreover, this process is dual, while the interaction process can influence the sense of embodiment, the sense of embodiment can also modulate the interaction process.

In the paper “The role of interaction on virtual embodiment: effects of virtual hand representation” [43], we explored the impact of having different virtual representations while performing simple pick-and-place tasks (see Figure 14). The results of this study showed that while the visual component have a direct impact on the sense of ownership, participants experienced a higher degree of ownership with the realistic representation. The sense of agency was also linked to the visual realism but inversely, participants experienced a higher degree of agency with the most iconic representation. The analysis of the objective and subjective responses showed that participants had higher “expectations” for the realistic representation in terms of interaction control compared to the iconic representations. Combined with the fact that the interaction just followed a plausible physically-based interaction and the lack of tactile
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Figure 14: (Left) Visual hand conditions used in the pick-and-place task (right). The visual conditions considered from abstract to realistic representations while keeping the same pick-and-release mechanism.

feedback (participants could not feel the cube under their virtual hand), the coherence was “weaker” compared to an iconic representation in which prior knowledge might play a lower role.

While manipulating virtual objects is a particular technique to manipulate virtual objects, when interacting in virtual environments, other tasks can be considered [44], such as navigation tasks. A particular characteristic of navigation is that in real life requires full body motions (e.g. walking). However, in virtual reality environments, walking is discouraged due to the current limitations of tracking methods and more importantly to the available working space (typically several squared meters) [45]. Such limitations have been addressed by the design of virtual locomotion techniques such as walking-in-place or virtual steering methods in order to enable the user to navigate infinitely. However, in the context of a VR application in which a virtual avatar is provided, we wondered the impact of the coherence between the avatar animations and the virtual locomotion method [46]. In this particular work, we designed an experiment in which participants, using different virtual locomotion methods with different physical engagements, had to perform different tasks with different awareness of the virtual avatar (see Figure 15). As we considered a full-body tracking in order to control the avatar, the avatar animation of the avatar was consistent with walking when the user had to physically walk in the environment, moderately when the user was walking-in-place and unrelated when the user used just a joystick to navigate (e.g. the virtual floor slid under the virtual avatar feet). In a nutshell, the results showed that the sense of embodiment was not significantly impacted by the coherency between the avatar animation and the virtual locomotion method. The fact that participants kept direct control of the avatar all the time is our main explanation. However, we could observe that the quality of the tracking played a key role in the sense of embodiment. Finally, in terms of acceptability, participants tended to better accept the conditions in which the avatar motions were closer to the real walking animation.
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Figure 15: Interrelation between avatar and virtual locomotion. From left to right, training task, corridor task, path-following task and avoidance task. Each participant performed the tasks with different locomotion techniques and with the absence or presence of an avatar.

3.3 Conclusion

This Chapter presented our works in the scope of understanding the role of the user’s virtual representation on the sense of embodiment but also our first works exploring the interconnections between the interaction process and user’s virtual representation. The first part mainly covered works aiming to better understand the different factors that influence the sense of embodiment, not only exploring the classical avatar-related factors (e.g. appearance, control, point of view), but also exploring less researched factors such as internal (e.g. personality traits) and environment-related (e.g. shared experiences). The different works highlight the challenges on modeling the impact of the different factors on the sense of embodiment. The second part aims to go further, but including the interaction process. How the interaction process alters the sense of embodiment? How the feeling of embodiment can influence the interaction process? These questions remain mostly unanswered and further research is still needed. To start bring the gap between the sense of embodiment and the interaction process in VR, in a recent paper [47], we presented a thorough analysis of the potential interaction between the sense of embodiment and 3D manipulation techniques in VR. Highlighting that the sense of embodiment is typically disregarded in interaction studies and that it should be considered as a user experience measure, such as presence and usability.
Conclusion

Through this first Part of the manuscript, I have detailed the different research works conducted in which the perceptual process is the main source of study. The main goal of the presented studies were to deepen the understanding of the user’s perception during the interaction process in order to improve current mixed reality systems. The covered topics ranged from distance perception, how perceptual illusions can be generated, to how users perceive their virtual body while immersed in VR. Nevertheless, the impact of the different works presented differ with respect to their direct applicability on the interaction process. For example, distance perception studies in VR and AR enable to characterize the user’s perception, while the eye-hand visibility mismatch highlights how a perceptual limitation can hinder eye-hand coordination during a remote pointing task. The characterization of this process is paramount to design interaction techniques better adapted to the user, which overcome/avoid such perceptual limitations. Finally, the studies on the role of the users’ avatar and the sense of embodiment are still in its initial phases, and the conducted research has only scratched the surface. Interacting with an avatar in virtual reality is extremely challenging as a wide range of factors can be considered while using avatars (e.g. appearance and control methods), and the precise impact of the sense of embodiment on the interaction process still requires further research.

Another element worth mentioning is the impact of the technological-related factors (e.g. display technology) in the perceptual process. Over the years, VR and AR technology has greatly evolved and perceptual limitations have been improved (e.g. better resolution, better optical systems, improved rendering quality). This improvement of VR/AR technology had increased the fidelity of the perceived visual content, significantly reducing distance perception mismatches. Nevertheless, other biases are less dependent on the technology, such as the eye-hand visibility mismatch or the potential role of the users’ virtual representation in the interaction process.

The next Part of the manuscript will cover research that explored how to apply results on perceptual and behavioral studies in order to propose interaction methods that better support the user.
Part II

Improving the Loop - Interaction in Virtual Environments
Introduction

“Design is concerned with how things work, how they are controlled, and the nature of the interaction between people and technology. When done well, the results are brilliant, pleasurable products. When done badly, the products are unusable, leading to great frustration and irritation. Or they might be usable, but force us to behave the way the product wishes rather than as we wish.”

— Don Norman, The Design of Everyday Things

So far, I have discussed how perception drives our interactions and how when immersed in a virtual environment the perceptual limitations can alter and/or hinder interaction. In addition to our perception and interaction capabilities, we are bounded to the 3D user interface as it dictates the actions that can be performed in the virtual environment. A well designed 3DUI has to take into account both perceptual and motor limitations of the user. The feedback provided by the interface should take into account the perceptual limitations of users while the control of the interface should consider the motor limitations. In this part of the manuscript I will focus in two major interaction tasks: selection and navigation.

Object selection is a primary interaction task that any VR application has to provide. From selecting a 2D button in a 3D graphical user interface, selecting a 3D object, or defining a location in the environment to teleport to. The most common goal of an object selection technique is to determine a 3D position in the virtual environment. Although numerous object selection techniques exist [11], they are mainly characterized by the control scheme, i.e. how the user defines the 3D position, and the feedback, i.e. how the system displays the state of the interaction. In the case of Raycasting selection, the 3D position is defined by the intersection of the selection ray with the virtual environment in which the ray has five degrees of freedom (3DoF for the origin and 2 DoF for the orientation). The selection ray is controlled typically with a 6 DoF device and user performance can be modeled using Fitts’ law [13]. Regarding the feedback, the ray and the intersection point should be displayed in order to provide information regarding the interaction state to the user. However, the perceptual limitations of users while immersed in virtual environments can degrade corrective movements. As described in Section 4, numerous improvements in Raycasting selection can be provided to better support the user in both the control and the visual feedback. One of these limitations is the Eye-Hand visibility mismatch already discussed in Section 1.2. In this respect, Section 4.1 describes two selection
techniques which aimed at minimizing its negative effects by providing improved control and feedback mechanisms.

Moreover, navigation is another primary interaction task; users should be able to freely explore the virtual environment. While real walking has been acknowledged to be the most ecological approach to navigate in a VE as it better matches real locomotion tasks, it also requires a large physical workspace that is generally not available in most VR setups. Thus, since the beginning of VR systems, alternative navigation techniques have been explored in order to enable the user to navigate infinitely regardless of the size of the physical workspace. As such, virtual steering techniques remain the most used techniques as they require a minimal physical workspace, thus, being suitable for most applications. However, virtual steering techniques presents a major perceptual conflict: users can experience visually induced motion (i.e.vection) while their vestibular sense does not perceive any motion. Although the implications of the conflict between the visual and vestibular senses are yet to be fully understood, our research has focused on improving virtual steering techniques considering two orthogonal approaches understanding. First, on how users perceive motion during virtual steering and second, on studying the impact of the steering technique on the user behavior. First, while virtually navigating, motion is mainly perceived due to the optical flow, i.e. the motion of the projected environment on the retina. We have proposed real time models to estimate the perceived motion and adjust the virtual navigation parameters accordingly. In addition to ease the user control, if the perceived motion remains constant, accelerations are less perceived, and considering that the vestibular sense is mainly sensible to accelerations, the visio-vestibular conflict should be reduced. Nevertheless, as previously stated, the implications are still unclear and additional works will be required to better understand the phenomenon.

Finally, human locomotion is a complex task involving motor and cognitive controls. For example, studies in the field of neuroscience have shown the importance of the head to control locomotion, acting as an inertial platform and a frame of reference to help the coordination of body segments. As such, while walking along a curved path a top-down reorientation strategy is observed: the gaze anticipates the future direction of the movement, followed by the head and then the shoulders. We have explored whether such reorientation behavior also happens while virtually navigating (see Section 5.2), and the potential impact that the navigation control law can have on other behavioral measures, such as the stereotypy of the trajectories or the unintentional positional drift that can happen while virtually navigating. These series of studies illustrate how the knowledge coming from the biomechanics research field can be taken into account while evaluating and designing navigation techniques.

Overview

The following chapters describe the work we have conducted in order to better understand and improve 3D user interfaces, and in particular object selection and navigation tasks. Chapter 4
describes works on 3D object selection, regarding the impact of perceptual limitations and how they can be overcome. Then, Chapter 5 describes the works conducted in order to assess motion perception while navigating in virtual worlds and the impact of virtual steering techniques on behavioral indicators.

The works presented in Chapter 4 are works done during my PhD under the supervision of Carlos Andujar.

The works presented in Chapter 5 have been conducted in collaboration with (alphabetic order) Carlos Andujar, Gerd Bruder, Hugo Brument (PhD Student), Hannes Kaufmann, Morgan Maignant (Master Student), Maud Marchal, Anne-Hélène Olivier and Iana Podkosova.
Chapter 4

Selecting Virtual Objects

Object selection is one of the fundamental tasks in a 3D user interface and the initial task for most common user interactions in a VE [11]. For example, manipulation tasks often depend on (and are preceded by) selection tasks. As a consequence, poorly designed selection techniques often have a significant negative impact on the overall user performance. From the plethora of the object selection methods, Raycasting is arguably the most used method due to its simplicity (e.g. virtual ray emanating from the user’s dominant hand) and due to its ability to reach objects far away from the user. A number of previous research have explored variants of raycasting in order to increase selection accuracy, as the selection of small targets is a major challenge for selection tasks. In our research, we explored additional variants of raycasting selection either to minimize the eye-hand visibility mismatch (Section 4.1) and to support the selection of small targets for 2D graphical user interfaces in VEs (Section 4.2).

4.1 Overcoming the Eye-Hand Visibility Mismatch

In order to overcome the eye-hand visibility mismatch we proposed two different selection techniques, the Raycasting-from-the-Eye (RCE) [13] and the ViewFinder (VF) [48]. The two techniques share the same control scheme, although proposed two different visual feedback solutions. The goal of both methods was to provide an unambiguous selection gesture, avoiding the corrective actions that are required when there is eye-hand visibility mismatch. For this reason, to avoid any potential mismatch, the used selection ray emanates from the user’s eye position (i.e. average position of the two eyes). Then, the orientation of the selection ray was directly determined by the dominant hand orientation (see Figure 16), which provides a better user comfort, as the user can keep his/her hand in a resting position. In a nutshell, the proposed control scheme combines the benefits of image-plane techniques (absence of visibility mismatch and continuity of the ray movement in screen-space) with the benefits of ray control through hand rotation (requiring less physical hand movement from the user). In this sense, it can be viewed as a hybrid technique between raycasting and image-plane techniques.
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Figure 16: In classic raycasting (a) the selection ray is cast from the user’s hand, thus potentially suffering from eye-hand visibility mismatch. This problem persists unless users align their hand with the pointing direction (b), which results in an uncomfortable position. Our approach (c) uses a selection ray cast from the eye, whose direction is controlled with the hand orientation. Since the selection ray is insensitive to hand position, users can select objects as in (b) but with less physical effort. As the selection ray is not visible to the user, visual feedback is provided by drawing a ray cast from the hand to the first intersection of the selection ray with the scene (d).

However, a major challenge that was raised was the assessment of the visual feedback that will better support the selection process with such a method. As the ray emanates at the eye position, the selection ray will project into a single point. The naive solution was to display a 3D cursor at the intersection point between the ray and the virtual environment, yet, this resulted in visual discomfort due to diplopia effects, especially when selecting two close objects at different depth positions. One potential solution might require the use of one-eyed cursors, yet this solution was discarded as it might provide additional side effects, such as rivalry [48].

The first feedback solution implemented in the RCE method was to display a feedback ray defined by the hand position ($H$) and the current intersection point ($Q$) as depicted in Figure 16d. Although the depth position of the endpoint of the ray $Q$ could change abruptly, the replacement of a 3D cursor by a ray notably alleviated the problem. The evaluation of the RCE approach showed that it was superior in terms of selection performance (time and accuracy), even for selecting objects which did not exhibited the eye-hand visibility mismatch. These results were explained by the continuity of the ray endpoint, which facilitated eye-hand coordination.

Nevertheless, the RCE feedback solution generated some undesired situations as the feedback ray could visually intersect other objects. This motivated us to find another potential visual feedback solution for the proposed selection control method: the ViewFiner. The key idea for the VF was to locally flatten potential targets in the vicinity of the pointing direction by projecting them onto a small virtual screen attached to the pointing direction itself (see Figure 17). We named this technique ViewFinder because the resulting effect is similar to looking a small part of the scene thought an LCD digital camera display. The viewfinder itself is rendered as a textured quad perpendicular to the pointing direction and 2D cursor on its center represents the pointing direction. Since the cursor and the objects displayed on
4.2 Interaction with 2D UI Elements

When interacting with Graphical User Interfaces (GUIs), selection techniques determine the available interactions. GUIs based on the WIMP (Windows, Icons, Menus and Pointer) paradigm are still a standard fact in virtual reality applications. However, if not well designed, two-dimensional windows in 3D environments can include small widgets which can be difficult to select and manipulate. In comparison to the works presented in the previous Section, the selection of 2D elements laid out in a 3D plane are less prone to perceptual issues as all the elements are placed at similar depths and the eye-hand visibility mismatch is not relevant. In this scenario, selection performance is mainly constrained by the motor skills of the user. For example, if using raycasting, small rotations of the wrist sweep out large arcs at the end of the selection ray. Hand trembling and tracking errors are amplified with increasing distance. Accurate selection is also compromised by the hand instability caused by the absence of constraints on the hand movements (lack of physical support for manipulation). As a result, users attempting to select small widgets with raycasting have to make a considerable effort to stabilize their wrist.

Figure 17: Viewfinder metaphor: Viewing pyramids of L/R eyes and the viewfinder (left). User view of the viewfinder (not to scale).

the viewfinder are drawn at fixed parallax, we avoid selection ambiguity problems that have discouraged image-plane techniques in stereoscopic displays.

To assess the advantages and disadvantages of the proposed methods, we conducted a user study, exploring impact of the selection control and visual feedback on selection performance. The results presented in [48], showed that the raycasting-from-the-eye control resulted in the fastest and the most accurate method. Surprisingly, when combining the RCE control with a 2D cursor, the results were comparable to the results obtained with the RCE and VF feedback, yet, in conditions in which participants had to select virtual objects exhibiting great depth disparities, the cursor approaches were more prone to errors and less appreciated by the participants.
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Figure 18: Left, the interaction and visual space of the Friction surfaces technique [49]. The interaction space (blue ray) is increased with respect to the visual space (green ray). Only the feedback ray (red) is displayed. Right, the interaction and visual space of the Virtual pads technique [51]. While the visual space remains unaltered, the interaction space is decoupled by the Virtual Pad, which can be customized (size and position) by the user.

In order to alleviate such limitations, we explored different alternatives to improve the user’s precision and comfort while interacting with 2D GUIs embedded in virtual reality environments. First, we explored how precision could be increased while interacting with 2D GUIs. In that respect, we proposed the Friction Surfaces technique [49], which is a modified version of the raycasting technique which adapts the Control Display (CD) ratio according to the size and position of the virtual window. Inspired by 2D pointing facilitation techniques which modulate the Control-Display (CD) ratio in order to increase precision, we proposed to apply a CD gain higher than 1 to the hand rotations. However, while the manipulation of the CD ratio for mouse based interactions is transparent for the user, as it is a non-collocated interaction, for raycasting this will be easily noticeable for the user, as the input (user’s hand) and the feedback (virtual ray) are co-located. To alleviate this effect, the modified CD ratio was only applied for each individual 2D window, and a bended ray was displayed to reinforce the effect (see Figure 18, left). The computation of the CD ratio enforced that the entire surface of the window was mapped to a fixed 90 angle. This ensured that the placement of the window (e.g. depth position) did not alter the user’s precision while interacting with the window [50]. Overall, the results of the experiments showed that users rapidly integrated the change of the CD ratio as no performance drop was observed when interacting with large widgets. Moreover, selection time and accuracy was significantly improved with small widgets, which was the main objective.

Following a different approach, we further proposed the Virtual Pad metaphor [51]. The design rationale for the Virtual Pad was to decouple the visual (where the 2D window is displayed) and the motor space (where the user points to). This decoupling provided two interesting features, first, the placement of the Virtual Pad could be placed at a more comfortable position (see Figure 18, right). Second, the size of the Virtual Pad could be adjusted
to alter the CD ratio, the larger the virtual pad, the higher the CD ratio. The virtual pad could be manually configured by the users to support their need. The evaluation of the Virtual Pad showed that users achieved similar performance than using direct methods, but with a significant increase in comfort.

All the experiments and the conception of the selection techniques were supported by a GUI framework that we proposed [52] to easily embed and author 2D GUIs in virtual reality leveraging existing 2D frameworks such as Qt. The proposed framework enabled to display 2D GUIs as 2D textured surfaces that could be manipulated using raycasting selection methods.

4.3 Conclusion

This Chapter has summarized several of my early works conducted in the scope of my PhD entitled “Pointing Facilitation Techniques for 3D Object Selection in Virtual Environments”. The works highlighted in this Chapter focus on how intrinsic limitations of humans can be mitigated when designing interaction techniques adapted to them. For example, the RayCasting-from-the-Eye and the ViewFinder techniques show how the control scheme can be adapted to minimize a lack of awareness of the spatial relationships between the virtual environment and the user. However, it also highlighted the need of adapted visual feedback techniques, which provide unambiguous feedback and are compliant with stereoscopic devices. Moreover, other interaction criteria such as accuracy and comfort should be taken also into account.

Although conceived for the interaction of 2D elements, the Friction Surfaces and the Virtual Pad techniques highlighted how control methods conceived to increase user accuracy could also be beneficial both for the performance and comfort point of view. However, the “perfect” selection technique does not exist yet. Furthermore, the diversity of applications and layouts that can be found in virtual reality applications might require the co-existence of different selection methods. This is potentially a major drawback of the majority of studies considering selection methods, the difficulty to assess the generalization of current selection methods to the plethora of VR applications in the wild.
Chapter 5

Navigating in Virtual Environments

Navigation is another fundamental task in virtual reality applications, as it allows the user to explore the virtual environment. In contrast to selection, navigation is a task that we perform in a daily basis, either using our body (i.e. walking, running) or other transportation methods (e.g. bike, car). In comparison with real live navigation, virtual reality is not bounded by the physical limits of the real world, in VR we can fly, instantaneously teleport to far away locations and navigate through multi-scale environments (e.g. from the atom scale to the planetary level). However, the most common navigation technique in real life, locomotion, is typically unfeasible due to technical constraints. Although a wide range of methods to overcome these limitations exist, research is still being conducted to provide navigation/locomotion techniques which better support the user.

In this context, my research has been mainly focused on the study of virtual steering techniques, either to provide seamless navigation while virtually navigating through multi-scale environment (Section 5.1 or to propose novel evaluation methodologies (Section 5.2). Virtual steering techniques present a number of notable drawbacks, such as the lack of vestibular cues and potentially generate higher levels of cybersickness as methods requiring the user to physically walk. However, virtual steering techniques are the most flexible methods, as it can be used even with small tracking setups, generate less physical fatigue and are most suited for non-realistic (e.g. multi-scale) navigation.

5.1 Optical Flow-Based Multi-Scale Navigation

With the actual complexity of virtual environments, and in particular with multi-scale virtual environments, navigation interfaces have to support zoom-in and zoom-out operations in order to fit the desired area of the virtual environment with the correct amount of detail [53]. Zoom-in and zoom-out operations, when interactively navigating in the virtual environment, require a real-time adaptation of additional navigation parameters, such as the range of the navigation speed [54] or the stereo display parameters [55] in order to ensure its usability. However,
if not adapted properly, suboptimal navigation experiences can be generated. For example, fast camera motions might induce motion sickness [56], slow motions might decrease user performance and engagement, excessive parallax might generate diplopia effects or not enough parallax might decrease depth perception.

Our objective was to provide automatic navigation methods capable of adjusting the navigation speed and the scale factor of the virtual environment in order to limit the potential adverse effects previously listed. The main approach was to analyze in real-time the camera motions, in order to identify such potential undesired effects, with a particular analysis of the perceived navigation speed. In an initial work that did not focus in real-time navigation [57], we proposed an optimization method to automatically adjust the camera speed in order to generate trajectories which limited the amount of optical flow, avoided abrupt speed oscillations, and considered the relevance of the displayed content (salient features and new content).

In this work, in addition to the motion constraints, we also considered aesthetic components. Its main purpose was to optimize the speed along a 3D trajectory to provide a pleasing and informative path, and in particular avoid strong acceleration and deceleration motions.

In a follow up work [58], we proposed a real-time version of the optimization method only focusing on the perceived navigation speed, disregarding the aesthetic and novelty aspects. In this version, the user was able to freely navigate in 3D virtual environments using a desktop based system. The estimation of the perceived speed was computed from (1) the state of the system (the relative distance between the 3D environment and the user, and the current navigation speed) and (2) the change of optical flow between frames. The heuristic employed operated in image space and only took into account the visible part of the scene. All computations were done directly in the GPU and stored in 2D textures (see Figure 19) for optimized processing:

- **Time-To-Collision (TTC) map.** The TTC map was meant to gather information about the relative distance between the user and the virtual environment, proving an estimate of potential collisions with the environment. For each pixel, we computed the relative speed and estimated the time when a potential collision might occur. The computation only took into account the minimum distance between each pixel and the viewing plane (z axis).

- **Optical Flow (OF) map.** The OF map stored the optical flow for each pixel and it was meant to gather information relative to the perceived motion of the user. The optical flow was estimated considering the current navigation speed (extrapolation). Using this estimation the rotational optical flow was easily discarded. Rotational optical flow can be introduced by head movements or camera rotations, which could distort the adaptation algorithm.
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Figure 19: Information used to compute the perceived user’s speed during a virtual steering task. Two main textures were computed in real time, the optical flow map which encodes visual motion, and the time-to-collision map which encodes the risk of collision.

The data from the time-to-collision and optical flow maps (normalized, see [58] for details) was integrated to compute an estimation of the perceived navigation speed $h$ (see Equation 5.1).

$$h = \sum_{i=0}^{n} \frac{TTC_i \ast (1 - OF_i) + OF_i}{n}$$  \hspace{1cm} (5.1)

Using these computed data, the navigation speed was adapted by updating the current acceleration of ensuring that an optimal perceived speed ($h_{opt}$) was achieved without abrupt speed changes. This approach was evaluated in [58] showing that it efficiently and effectively increased user control while navigating in multi-scale environments. However, this approach was not directly exploitable in virtual reality as the scale of the virtual environment was not adjusted.

In a follow up work, we proposed GiAnt [59]. The concept of GiAnt was based on the fact that the perceived navigation speed is related both to the navigation speed and to the size of the virtual environment (level of scale). Thus, in addition to adapt the navigation speed, the adjustment of the perceived navigation speed can be achieved by modifying the scale of the virtual environment through a cyclopedan scale transformation [60]. For example, when the user is too close to a virtual object (e.g. a zoom-in operation) or reaching an empty space (e.g. getting out from a narrow tunnel) the navigation speed can reach low (e.g. $s < 1 \text{ cm/s}$) or fast speeds (e.g. $s > 1 \text{ km/s}$) which will strongly deviate from human walking speeds ($s \approx 1.4 \text{ m/s}$ [61]). In these situations, we can assume that the level of scale is not adapted, thus an adaptation of the level of scale is required. However, as the change of the level of scale can be perceived by the user, instead of continuously adapting the scale factor, GiAnt followed a hybrid approach which adapts both the navigation speed and the scale factor of the virtual environment. Both adaptations, speed and scale, were computed according to the
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Figure 20: Multi-scale navigation sequence requiring not only the adaptation of the camera speed but also the stereoscopic rendering parameters. The proposed multi-scale navigation technique (GiAnt) ensured that the navigation speed and the scale factor of the virtual environment were adjusted in order to ensure a comfortable navigation experience.

![Multi-scale navigation sequence](image)

Figure 21: Evolution of the navigation speed, the perceived navigation speed and the scale factor during the navigation depicted in Figure 20. When approaching to small cavities, the environment is scaled up to ensure the comfort speed range and avoid diplopia effects. Around $t = 3s$ the user starts to approach the bridge which generated a strong change of the level of scale. Around $t = 42s$ the user approaches to the guitar, which also triggers a scale up of the environment.

![Evolution of navigation speed, perceived speed, and scale factor](image)

user’s inputs (steering direction and user viewpoint) and to the user’s perceived navigation speed. Furthermore, a speed correction step was introduced to ensure that the speed remains at a “human-level” scale and the scale correction aimed to minimize diplopia.

Figures 20 and 21 provide an example of the behavior of GiAnt. Figure 21 shows the evolution of the navigation speed, the level of scale and the perceived navigation speed while performing the navigation depicted in Figure 21. The navigation required to approach small cavities in the environment. The first, at $t = 5s$, consisted in a close up view of the wooden bridge (first two images of Figure 20). From the plot we observe that the level of scale was increased on more than two levels of magnitude (from 1 to 300) in less than 10 seconds. After the user goes away from the bridge (between $t = 24s$ and $t = 41s$) the user remains at a similar level of scale. Then, the user approaches the second target, the guitar (last two images of Figure 20). When approaching the guitar, a new up scale of the environment is triggered allowing the user to get inside ($t = 45s$). During all the navigation, we observe that the navigation speed remains inside the comfort zone (orange rectangle, $s = [0:7:2:8] m/s$).

Regarding the evolution of the perceived navigation speed, we observe that the algorithm
ensures that the value remains close to the optimal threshold ($h_{opt} = 70$). The drops of the perceived navigation speed (at $t = 16s$ and $t = 32s$) match abrupt changes on the virtual environment: leaving the proximity of the bridge, and trespassing a window in order to get inside the house. The algorithm is conservative and avoids abrupt changes on the scale and the speed, unless the perceived navigation speed is higher than the optimal perceived navigation speed or there is a risk of diplopia.

Experimental results (see [59] for details) showed that GiAnt allowed for an significant more efficient navigation while significantly minimizing the required changes of the level of scale. These results indicated that GiAnt provided an efficient solution for multi-scale navigation in virtual environments. Furthermore, with GiAnt, users could navigate in arbitrary virtual environments which did not match real life constraints. Yet, most applications VR consider virtual environment that are the human scale, and thus, locomotion techniques which aim at matching real locomotion are typically preferred.

5.2 Studying the Users’ Behavior During Virtual Locomotion

Human locomotion is a complex task involving motor and cognitive controls. For example, studies in the field of Neuroscience have shown the importance of the head to control locomotion, acting as an inertial platform and a frame of reference to help the coordination of body segments [62]. Through a series of studies, we have explored and analyzed the potential impact of virtual locomotion on the user’s behavior, mainly on the reorientation strategy of body segments (eye, head, shoulders, torso) [63], the unintentional positional drift that can arise during virtual navigations [64] and the impact of rotational and translational motions on the detection of head rotation gains [65]. These studies aimed at better characterize the user’s behavior while virtual navigating, propose novel evaluation metrics and eventually navigation techniques better adapted to the user.

In a first study [63], we explored the impact of the virtual locomotion techniques in the top-down reorientation strategy of the body while performing curve trajectories. While performing a curved path in a Real Environment (RE), a top-down reorientation strategy is consistently observed [66, 67, 68]: the gaze anticipates the future direction of the movement, followed by the head and then the shoulders. Our main hypothesis was that navigation techniques with higher fidelity to real walking would lead to synergies between body segments closer to the ones observed during real locomotion tasks. In particular, we chose five navigation techniques considering its relevance and the provided degree of user control. In particular, we focused on real walking, three virtual steering techniques (head, hand and torso steering) and one passive navigation technique. Regarding the control law, we proposed a new control law based on the relationship between speed and curvature [69, 70] which is found in real walking conditions. During a continuous trajectory, the instantaneous speed varies according to the local radius of the curvature following a power law:
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\[ R(t) = \frac{(\dot{x}^2 + \dot{y}^2)^{\frac{3}{2}}}{\dot{x}\dot{y} - \ddot{x}\ddot{y}} \]  

(5.2)

where \( \dot{x}, \dot{y}, \ddot{x}, \ddot{y} \) are respectively the first and second derivatives of \( x \) and \( y \) coordinates of the user’s position in the environment. In the case of walking trajectories, the speed of locomotion is proportional to the cubic root of the radius of curvature [69, 70]:

\[ S(t) = K.R(t)^{\frac{1}{3}} \]  

(5.3)

where \( S(t) \) is the horizontal speed at time \( t \), \( K \) is a gain speed coefficient and \( R(t) \) is the radius of local curvature of the trajectory at time \( t \). Intuitively, the higher the curvature the lowest the speed.

In order to assess the different techniques and its impact on the top-down reorientation behavior, we designed an experimental task inspired from paradigms used in real locomotion studies for assessing gaze anticipation during curved trajectories in RE [67, 71] in which participants perform lemniscate trajectories (see Figure 22, left).

![Figure 22](image)

Figure 22: (Left) Virtual environment depicting the lemniscate trajectory that users had to perform. During the actual task all the virtual reference elements were hidden (trajectory, props). (Right) Depiction of the different body segment direction considered in our analysis.

The experimental results showed that the navigation technique had an effect on the user’s temporal anticipation when considering the gaze and the head-heading directions and the three gaze-head, head-shoulders and gaze-shoulders body segments, as depicted in Figure 23. A similar ordered top-down sequence of reorientation of the gaze, head and shoulders during curved trajectories between walking in REs and in VEs (for all the evaluated techniques) was observed. However, the anticipation mechanism was significantly higher for the walking condition compared to the others. Torso steering resembled the most the top-down reorientation when walking in RE. For the walking and torso steering conditions, we could notice the coupling between the heading and the shoulders angles (both curves are overlapped) whereas for
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Figure 23: Typical evolution of the average angle of gaze (green), head (orange), shoulders (violet) and heading (blue) while performing the trajectory per condition.

hand steering and head steering, the coupling was between the heading and the head angles. Passive condition showed no particular coupling between horizontal angle of body segments. A body segment anticipation could be noticed if the evolution of its horizontal angle is shifted to the left with respect to the heading angle evolution.

One hypothesis was that steering direction provided by the torso would be more natural and participants would anticipate more easily thanks to the decoupling between the head direction and the heading direction which allowed the head not being involved in the steering direction.
Although further work is required, considering that the top-down reorientation behavior is a locomotion invariant, we argue that techniques which generate a similar behavior as real walking should be prioritized.

In addition to the input mechanism (e.g. head, torso steering), other factors could influence the user’s behavior while virtually navigating. One of this additional factors is the control law, which models how the user translation and rotation viewpoint are updated in the VE considering the state of the system. The control law takes as input the state of the system, which encompasses the current navigation state and the user’s input, but it can also consider other parameters such as the curvature of the current trajectory [63], the scale of the environment [54], the viewpoint quality [72] or the user’s perceived motion [59]. To enable speed changes, control laws determine the navigation speed given the user’s inputs (discrete, e.g. a button press or continuous, e.g. a joystick) and a transfer function that defines the mapping between each input data and transforms it into an output value [73].

We conducted an experiment [74] to investigate the effects of control laws on users’ behavior and preferences during a navigation task with curved trajectories. We wanted to study the way users perform different types of turns (by varying the trajectory’s curvature) while using virtual steering techniques, in particular, we assessed speed, acceleration and rotation profile while performing the task (see Figure 24). To this end, we designed a slalom task (sinusoidal trajectory) as it involves a continuous navigation with several turns, therefore potentially inducing speed and orientation adaptations. Three control laws were tested, a constant law in which navigation speed was always constant, a linear control law in which the user could modulate linearly the tangential speed using a hand-held controller (the joystick of an HTC Vive controller) and the control law presented previously, which takes into account the curvature of the trajectory. For all three cases, a torso steering navigation was considered as it showed the closest anticipation behavior as real walking.

The main analysis focused of the user speed profile during turns, which was defined as the trajectory between two inflexion points of the sinusoidal-like trajectory. Figure 24 shows the user profiles for the medium curvature trajectories. Similar profiles were found with small and high curvature. The statistical analysis performed showed an effect of the control law on these time-series during the turn. Post-hoc tests demonstrated that the linear speed, acceleration and angular speed were smaller for the adaptive control law than the constant or linear ones during the turn. However, no difference was observed between constant and linear. One of the main results of this experiment was the impact that the control law had on the turn strategy for each turn. As seen in Figure 24, the maximum speed was approximately 25% lower for the adaptive law. This decrease in rotation speed could be linked with the comfort of the user while performing the task, which was partially supported by lower effort scores for the adaptive technique. Although participants were able to perform the task with all techniques, and the adaptive law had the highest task completion times, we argue that the proposed adaptive law is better suited for the evaluated task as it allowed to generate as it generated similar linear speed.
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Figure 24: The averaged temporal evolution (mean and standard deviation) for the linear speed, the acceleration and the angular speed for each control law (constant (C) in red, linear (L) in blue and adaptive (A) in green) for the medium curvature trials. We can observe that there is an effect of the control law on the variables during most of the turn duration. The maximum curvature of the path was achieved at the 50% of the trajectory.

profiles than walking, allowing users to keep a consistent behavior even across trajectories with varying curvature. Yet, further research is required to validate these assumptions.

Another interesting observation of the experiment was that participants had the tendency to drift from their initial position in the real environment while virtually navigating (see Figure 25). This phenomenon, named unintentional positional drift (UPD), is problematic for prolonged VR sessions, as participants could reach the boundaries of their workspace even using virtual navigation techniques that do not require locomotion. While previous works have assessed UPD while using Walking-In-Place (WIP) techniques [75], little is known about UPD during steering navigation in VEs. The characterization of the UPD could lead to adapted techniques capable of reducing or compensating for this UPD. Thus, we worked for proposing an initial methodology for its characterization [64]. Based on the positional data gathered from the previous experiment (slalom task), we proposed two models (linear regression and Gaussian mixture) in order to encode the UPD based on the behavior of the users. The analysis performed showed that drift was consistent during turns, and the amplitude of the rotation was a promising predictor to model the UPD. However, the proposed model clearly had limitations.
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Figure 25: Density plots for the drift in the mediolateral (x) and anteroposterior (z) axis for the left and right turns.

as they were only considering a type of turn, which means that other temporal aspects of the rotation could also induce additional UPD. The long-term goal of this work is to propose UPD simulators capable of predicting the UPD during long sessions and test mitigation strategies to reduce the UPD. One promising approach being redirection techniques.

5.3 Conclusion

This Chapter has presented our main research works conducted in the context of virtual navigation in virtual environments. As our main goal is to propose navigation methods better adapted to the user, the different works presented were strongly grounded in perceptual and biomechanics research as they can drive the design process.

In Section 5.1, the proposed control law to enable multi-scale navigation is mainly grounded in visual perception as the main objective was to achieve a comfortable navigation along different levels of scale of a virtual environment. In particular, we considered optical-flow analysis which is the main information that the user has during virtual steering navigation in VR. The ability to keep an almost-constant optical flow during navigation enabled a comfortable navigation even with environments supporting changes on scale of several magnitudes. Proposing all-purpose navigation methods in multi-scale environments is challenging due to the potential heterogeneity among different virtual environments. For example, dramatic changes of the level of scale are hard to handle as the reactivity of the proposed method remains limited. Yet, these limitations could be overcome by well designed multi-scale environments. Further research directions could explore other input mechanisms as only head steering was considered. In addition, as it remains unclear the impact in terms of spatial awareness when changes on the level of scale are applied.

In contrast, Section 5.2 focused on the potential impact that navigation techniques could have in the user’s behavior, specifically during locomotion tasks. Locomotion in real environ-
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ment has been extensively studied in the biomechanics and neuroscience research fields, and in particular a number of locomotion invariants have been identified. Our objective was to assess whether these invariants where also preserved during virtual locomotion, and propose novel methodologies for the evaluation of virtual locomotion techniques. We believe that through this work we have mainly scratched the surface and a large number of follow up studies are still required. For example, the analysis of the top-down reorientation could be used as a new metric to evaluate locomotion techniques. Yet, the implications of reorientation strategies that do not match the ones observed during real walking remain uncertain. In addition, we believe that the analysis of the UPD could be considered while assessing navigation techniques, and that strategies to mitigate and reduce the UPD are worth exploring. Redirection techniques have been widely studied in the literature, but they have been applied in locomotion techniques which require the user to physically walk. We believe that redirection techniques for virtual steering techniques leveraging rotation gains could be a promising direction in the future.
Conclusion

Through this second Part of the manuscript, I have presented the main conducted works which aimed directly at improving interaction on virtual environments, in particular selection and navigation techniques. The presented work leverages action (motor, biomechanics) and perception (perceptual, neuroscience) research in order to design and evaluate novel interaction techniques. In addition to the contribution related to the new interaction methods, the conducted research also aimed to propose novel evaluation methodologies in order to better understand and model how humans interact in virtual environments.

Traditional 3DUI research has been strongly focused on performance and subjective analysis, which tends to overlook the subtleties of the interaction process and how the perception-action loop is unrolled. Additional assessment on user behavior while interacting is still needed, and it could be the cornerstone to enable the design of more adapted techniques and individual personalization could be envisioned. For example, perceptual thresholds of redirected walking techniques have been largely explored, but inter-personal variability is not negligible. The ability to predict the perceptual thresholds for a given individual, could enable personalized redirected walking controllers. In particular, we recently started to explore the potential role of anticipation and gaze behaviors when rotation gains are introduced [65], which could be assessed in the context of the UPD, to proposed redirection controllers which reduce/minimize the UPD.

The next Part of the manuscript will cover research which aimed to leverage the user’s mental and cognitive state to the interaction process, with the long term goal of using that information for real time interaction and evaluation.
Part III

Enriching the Loop - Exploiting User’s Cognitive and Mental State
Introduction

“Check the heart, check the, check the, is it the brain?”
“No sign of cardiac analomy or unusual brain activity.”
“Okay, so I was poisoned?
“My diagnosis is that you’ve experienced a severe anxiety attack.”
“Me?”

— Tony Stark and J.A.R.V.I.S., Iron Man 3

Interaction techniques leverage knowledge on user perception and user behavior in order to improve the interaction process. But, can we feed additional information to the loop? One potential solution relies on physiology computing, using real-time information from the current user’s physiological state in order to enable and/or adapt the interaction. Changes in user physiology can reflect processes happening in the Central Nervous System (CNS) and in the Autonomic Nervous System (ANS), providing information regarding the user state. The most used measures of the ANS activity include measures of cardiovascular, electro-dermal, and respiratory activities, while measures of the CNS rely on brain imaging techniques such as ElectroEncephalography (EEG) or functional Magnetic Resonance Imaging (fMRI). However, physiology computing raises a wide range of research challenges, deciding which physiological data is relevant, identifying the state of the user from the user’s physiological state and defining how to exploit this information to drive the interaction process. Moreover, physiological data is noisy, with strong user inter and intra-variability and dependent on the measurement equipment. Furthermore, changes in users’ physiology can be due to numerous body and mental processes, which can generate similar physiological states.

In the context of the ANS, physiological data has been used to detect arousal, stress, comparing virtual and real situations, or measuring the human response when interacting with virtual characters. For example, in the “pit” experiment, the evidence strongly suggested that heart rate measured as beats per minute (bpm) increased when the stress was induced. In addition, a number of studies have focused on video games involving cardiac measurement as an index of valence, arousal, attention, cognitive effort, and stress. Yet, the heart and the circulatory system are regulated by a number of body processes, which are strongly driven by exercise. In our research, we have mainly focused in the monitoring of the mental workload. In particular, we have explored the potential influence of virtual reality (see Section 6.1) and how the monitoring of the mental workload can be exploited in training procedures (see Section 6.2).
Furthermore, the monitoring of the CNS provides additional insights with respect to the user state, as measures of the CNS can be directly localized at independent brain regions. Yet, the information that can be extracted highly depends on the brain imaging technique used. For instance, EEG data has a high temporal resolution but a low spatial resolution (a number of electrodes placed on the scalp surface). In contrast, fMRI has a low temporal resolution but a high spatial resolution (3D data). In our research, we have mainly focused on EEG as its temporal resolution is more adapted for real-time interaction and could be more easily coupled with VR equipment. In addition to the monitoring of the user’s mental state (see Section 7.1), neurophysiological data, in the context of Brain Computer Interfaces (BCI), can be used as a direct input modality. Our research has been mainly focused on the use of Reactive BCIs, which monitor voluntary but non-spontaneous modulations of the brain activity. Precisely, we mainly focused on Steady State Visual Evoked Potentials (SSVEP) in which neurophysiological data is modulated using flickering stimuli (see Section 7.2). Nevertheless, other BCI applications have been explored, such as Active BCIs, which monitor voluntary and spontaneous modulations of the brain activity (Active BCIs) and Passive BCI in which non-voluntary, non-spontaneous modulations are monitored.

Overview

The following chapters describe the work we have conducted in order to assess the user cognitive and mental states using physiological and neurophysiological data and how it can be used to modulate or enable direct interactions. Chapter 6 focuses on the user’s mental workload and how it can be used in the context of VR training scenarios. Then, Chapter 7 presents two studies with the objective to extract neurophysiological markers using EEG, and concludes with a study exploring the combination of BCIs and AR.

The works presented in Chapter 6 have been conducted in collaboration with (alphabetical order): Jean-Marc Diverrez, Anatole Lécuyer, Tiffany Luong (PhD student), Nicolas Martin and Anais Raison.

The works presented in Chapter 7 have been conducted in collaboration with (alphabetical order): Louis Albert (Master Student), Géry Casiez, Maria Duarte, Andéol Évain (PhD Student), Anatole Lécuyer, Catarina Lopes-Dias, Camille Jeunet, Gernot R. Müller-Putz, Reinhold Scherer and Hakim Si-Mohammed (PhD Student).
Chapter 6

Assessing the Users’ Cognitive State

The measure of the user’s cognitive state while interacting has a strong potential for the assessment of interactive systems and its adaptation in real time to support the users’ cognitive resources. However, traditional assessment methods relying on questionnaires, such as the NASA-TLX, are administered at discrete intervals. These assessments provide a general overview of the state of the user during the entire exposure, or between pre-defined intervals. In order to increase the temporal precision, the use of physiological and behavioral data are promising candidates. However, the use of physiological data is challenging in terms of data processing and could be cumbersome for the user, and behavioral data is typically task dependent and can be difficult to generalize.

One particular cognitive state that is relevant for interaction and training purposes is the mental workload. Mental workload was defined by Wickens [76] as “the relation between the (quantitative) demand for resources imposed by a task and the ability to supply those resources by the operator”. From an interaction standpoint, it is interesting to monitor the user’s mental workload to assess the interaction tasks (e.g. which interaction modality reduces mental workload), and from a training standpoint, the induction of mental workload could be of interest to customize and adapt the training procedures (e.g. increase or decrease the users’ mental workload to assess its performance). Our research, has mainly focused on mental workload, and addressed two main aspects. First, the work presented in Section 6.1 describes a study aiming to explore the potential impact of virtual reality on the users’ mental workload, while the work presented in Section 6.2 discusses a methodology to design training procedures in which the user’s mental workload can be measured and adapted in real-time.

6.1 Assessment of Mental Workload in Virtual Reality

A large amount of studies carried out in VR have considered tasks which required the involvement of motor processes, focusing for instance on the influence of VR training on task performance. However, there have been way less experiments targeting the user’s subjective
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Figure 26: Real (left) and virtual (right) environments used to explore the impact of virtual reality in mental workload.

mental effort in VR using a cognitive task. While task performance is greatly correlated to mental workload, it greatly depends on the user’s motor skills and may not be representative of the user’s mental effort if the task is not purely cognitive. Besides, depending on their engagement, some users can show a great performance on a task while involving great cognitive resources, yet, the opposite is also possible. In contrast, assessing the impact of a VR application on the user’s mental effort in the long term could be more insightful.

As a first step, we wanted to characterize the potential impact of being immersed in VR to the user’s mental workload. In this regard, we conducted a controlled user study [77] to explore the potential differences in the user’s mental workload when users were immersed in a virtual environment using a HMD compared to a real environment (see Figure 26). In particular, an auditory N-back letter task was chosen to induce different levels of mental workload [78]. For each sequence of letters, the participants were instructed to react if (and only if) the current letter was the same as the N-th previous one and before the next letter presentation. The value of N determined the number of letters the participants had to remember, thus, the difficulty of the task. Three values of N were chosen: 1, 2, and 3 as they are the most common difficulty levels in experiments relying on the N-back working memory paradigm. We chose the 3-back task over the 0-back task since the latter is mostly used as a control condition, and may not elicit enough difference in mental workload with the 1-back task. In addition, in order to see if a basic task had an impact on the reported mental effort in both environments, participants were asked to perform the N-back task while sitting or while walking. While the performance of the N-back task is a good indicator of the user’s mental workload, we also gathered additional objective measurements to explore the potential impact of other indicators, such as physiological (heart rate, skin conductance levels) and behavioral (reaction time, pressure exerted to the confirmation button).

Our main hypotheses concerned the effect of the environment on mental effort. First, the relative cumbersomeness of HMDs, the usual absence of user’s virtual body, and other visual artifacts or mismatches with reality could actually require additional information processing from the user, which in turn might increase his/her mental effort. Thus, we hypothesized that
6.2 Mental Workload Assessment for VR Training

Several VR studies have explored the modulation of the user’s mental workload during virtual reality experiences. These studies explored how task difficulty could be adapted based on mental workload indicators, such as task performance [79, 80] or physiological signals [81]. While such VR experiences considered single tasks, real training contexts generally imply complex environments with multiple tasks to perform in parallel. To cope with this limitation, we proposed a new methodological approach to consider mental workload in the design of multitask VR training scenarios [82].

The concept was to assess the mental workload for each potential combination of tasks, number of parallel tasks and their associated level of difficulty using a state machine. We assumed that the training environment is composed of a set of tasks, each having different levels of difficulty in which, at a given moment, a subset of these tasks are enabled. All the potential combinations between tasks and levels of difficulty define the set of possible tasks configurations, and thus the number of potential states in the state machine. Then, the transitions between states are defined based on the possible state changes among different tasks configurations. The final step is to determine experimentally the mental workload that is induced at each potential state. This step is challenging as it requires to assess the mental workload of trainees when performing the training routine for each state. Initially, we restrained the assessment of the mental workload through the use of self-reports, and in particular to the Instantaneous Self Assessment (ISA) scale. The ISA scale enables the user to rate the mental workload using five different ratings (under-utilized, relaxed, comfortable, high, excessive) and

being immersed in a VE through an HMD will influence mental effort [H1]. Second, since users are rarely static in VR the effect of basic and natural task such as walking may have an influence on the user’s mental effort difference between the virtual and the real environments. Thus, our second hypothesis was that doing a cognitive task while walking will significantly increase the reported mental effort [H2].

Briefly, the analysis of all measurements revealed no significant effect of being immersed in the VE on the users’ mental effort. In contrast, natural walking significantly increased the users’ mental effort. Among behavioral and physiological measures, the response time was the best indicator of mental effort, followed by the exerted pressure, then, by the heart rate. However, caution should be taken when using physiological sensors in interactive environments, as their viability tend to greatly decrease with the involvement of movements. Furthermore, in this experiment we only considered simple features of physiological data, such as mean hear rate or the skin conductance level, which was insufficient to detect the subtleties of heart rate and skin conductance. These results encouraged us to further explore how mental workload assessment could be considered for the design of VR applications, and in particular training applications.
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Figure 27: Left, virtual cockpit. (1) Instantaneous Self Assessment (ISA) interface. (2) Resources management task interface (deactivated); when activated, the interface lit up (with a green outline). (3) Communication task interface (activated); when deactivated, the interface lit off (no green outline). (4) Informative panel which gives information about which task is activated or not at the current time. (5) Virtual representation of the joystick used to pilot the aircraft and of the right hand. Right, state machine of the designed VR flight simulator. Each state is labelled using 3 digits. The first digit refers to the level of the piloting task (0-easy, 1-medium, 2-difficult), the second one to the level of the communication task (0-deactivated, 1-activated) and the third one to the level of the resources management task (0-deactivated, 1-activated). The mean ISA value is displayed in brackets.

has been especially used during air traffic control tasks [83]. Once the state machine is build and the mean mental workload is known for each state, the state machine can be used to define training scenarios capable of modulating the mental workload over time.

To illustrate the proposed approach, we designed a VR application based on a flight simulator. In a first experiment \( (N = 38) \), we collected mental workload data in all the potential tasks configurations (12 different configurations). The chosen application was designed based on a VR flight simulator while the considered tasks were inspired by the second version of the Multi-Attribute Task Battery (MATB-II), a computer-based application designed to induce and evaluate an operator’s performance and workload developed by NASA. In particular, three tasks from the MATB-II were selected and adapted to a VR environment: a piloting task, a communication task, and a resources management task (see Figure 27, left). Each task had different levels of difficulty and users had to rate their mental workload using the ISA scale at intervals of 30 seconds.

The mental workload results of the first experiment are summarized in (see Figure 27, right) for each task configuration. The designed tasks configurations were successful into inducing different levels of mental workload to the users. Overall, self-reported mental workload increased as the number of parallel tasks increased and as the level of difficulty of each task increased. Although the real mental workload state of the users during the task cannot be quantified precisely, the coherency between the ISA scores and the theoretical mental workload
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Figure 28: Comparison of the users’ subjective mental workload (mean ISA value) for between 3 scenarios between the first and the second experiment. The first scenario was intended to induce a mental workload around $ISA = 3$ all the time. The second one aimed at inducing a low mental workload ($ISA \leq 3$) followed by a sudden increase. Finally, the last scenario objective was to progressively increase mental workload.

that is achieved by each task (difficulty and combination) is a promising result. In summary, the results showed that the proposed methodology could be suitable for designing training protocols aiming to the induction of different levels of mental workload. These results motivated a second experiment ($N = 14$) with the purpose to use the created model to design scenarios based on training objectives, and to compare the mental workload results to the expected outcomes.

Three different training scenarios were considered,

- **Scenario 1**: Induce a medium mental workload along the entire scenario.
- **Scenario 2**: Induce a low mental workload level first with a sudden increase at the end.
- **Scenario 3**: Induce a progressively increasing mental workload.

The ISA scores and the tasks performances followed the expected results for scenarios 1, 2, and 3, which were designed based on the first experiment measures (see Figure 28). First, even with a different pool of participants, the ISA scores were consistent among studies showing the replicability and potential generalization of the approach. In addition, we also wanted to explore whether participants were able to realize the “theoretical” profile of the mental workload (constant, increasing, sudden increase). However, some users were found to answer in unexpected ways compared to their ISA scores, even just after having completed the scenario. Our hypothesis was that users mainly remembered the first and the last states of the scenarios, which were the same in scenario 2 and 3. Therefore, subjective ratings have to be performed cautiously and delays of rating, considered carefully. The subjective mental workload rating throughout the scenarios was more accurate than the post-experiment self-report questions and the performance measures. In light of these results, we explored how we could exploit the proposed method using physiological data to obtain a direct measure of mental workload.

In particular, we proposed an all-in-one system for the monitoring the user’s mental workload while immersed in VR using a head-mounted display [84]. The main features of our work, is that we proposed a custom hear-rate and electrodermal activity system embedded in an HMD (see Figure 29), and a series of machine learning methods to classify in real-time the
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Figure 29: Experimental setup. Left, close-up of the Vive Pro Eye HMD with the additional hardware: (1) PPG sensor, (2), electrodes to assess the EDA, (3) electronic card, (4) 3D printed case. Right, overview of the VR setup in which the user is also equipped with the Shimmer3 GSR+ monitoring equipment.

user’s mental workload. Due to the complexity of physiological data, machine learning (ML) methods are typically required in order to extract the users’ mental workload. A particular challenge remains the training of the ML models as they require the gathering of labeled physiological data and specific induction protocols to ensure that different levels of mental workload are generated. Induction protocols tend to focus mainly on standardized tasks (e.g., N-back task) or relied on task-difficulty metrics to label mental workload data. In contrast, we used our flight simulator training application, capable of generating a wide range of mental workload states, in a large experimental campaign ($N = 75$) to record labeled physiological data. Unlike previous research exploring the recognition of MW in VR [85, 86, 87], the data were labeled using subjective responses.

From the data gathered, the trained models (random forests) were able to classify 4 levels of mental workload with an accuracy up to 65%. Yet, it should be noted that the misclassified levels were mostly contained in the adjacent classes, as shown in Figure 30. As such, the classification accuracy reached 95.5% for the best configuration when considering the classes that were adjacent to the predicted mental workload level. This highlights the good performance of our approach. In addition, we compared the recognition accuracy considering commercial-grade sensors and our all-in-one solution. The normalization method, as well as impact of the HR and EDA features and the combination of sensors were also tested in regards to the classification accuracy. First, normalizing the dataset features greatly improved the classification performance. As for the type of measures, ocular activity features were found to be especially relevant, followed by EDA, cardiac activity, and task performance features. Finally, a proof-of-concept system capable of recognizing in real-time the mental workload of the user was proposed. We envisioned the use of the system to automatically drive the state of the training procedure to match pre-defined mental workload goals.
6.3 Conclusion

This Chapter has presented our research work focusing on the exploitation of mental workload in virtual reality environments and in particular, for virtual training purposes. However, before being able to exploit mental workload, we focused on the potential impact that VR could have in the user’s mental workload (Section 6.1) and on methods to induce and monitor in real-time the user’s mental workload (Section 6.2).

We hypothesized that the degraded cues for understanding the virtual environment could have a potential negative impact on the users’ mental workload. However, the results discussed in Section 6.1 did not showed any significant differences between the real and the virtual conditions. Although we cannot rule out that any difference exists, the difference might be marginal, and thus have a minimal impact on the user. Furthermore, it also showed that the impact was also marginal for a number of physiological features tested (heart-rate and skin conductance levels). Encouraged by this first result, we aimed at proposing a methodology for designing virtual training systems based on mental workload assessment. Two main challenges were addressed, how to design complex training systems and how to monitor in real-time the user’s mental workload. The approaches proposed in Section 6.2 enable to design arbitrary training protocols and task agnostic mental workload recognition algorithm. Yet, the several challenges remains, as the proposed methodology requires a moderate amount of labeled training data, which is potentially task dependent and difficult to generalize among different training systems, and that the proposed classification methods were only efficient in a subject-dependent scenario, requiring to train the system for each user. Nevertheless, the results obtained are promising for the use of mental workload assessment in virtual training systems.

Figure 30: Confusion matrix, expected vs predicted classes, for (left) “commercial-grade” sensors and (right) “custom-grade” sensors.
Chapter 7

Assessing the Users’ Mental State

In the previous Chapter, we discussed work aimed at determining the user’s mental state by considering either physiological measurements (ANS) or estimations gathered from questionnaires and behavioral measurements. Another alternative is to extract the information directly from the CNS, and in particular, through brain imaging techniques. Yet, the use of CNS measures are challenging from a technical and practical point of view, specifically in its VR/AR usage.

From a human-computer interaction perspective, the information gathered from the CNS could serve different purposes in the context of Brain Computer Interfaces (BCIs). From understanding and assessing the user’s state to adapt the interaction state (passive BCIs), providing direct input commands (active BCIs), or detecting specific mental states after a specific perceptual stimulation (reactive BCIs). Our research in the field of the brain computer interfaces have proposed a number of proof-of-concepts exploiting already well known neurophysiological processes in order to assess the users experience or enable direct interaction. In particular, Section 7.1 describes two experiments focusing on the assessment of VR experiences, either at detecting system errors or the user’s agency over a virtual hand. These two experiments illustrate how recording and analyzing EEG data could be of interest for the automatic assessment of VR experiences. Then, Section 7.2 presents a series of experiments aiming to assess the feasibility and design of SSVEP interfaces (reactive BCI) in the context of AR.

7.1 Assessing VR Applications using EEG measurements

One neurophysiological signature, the error-related potential (ErrP) [88], holds great promise for improving interactive systems, as it appears shortly after an erroneous event happens. In a nutshell, the generation of an ErrP happens when the user commits or witnesses an error and can be observed in the user’s EEG signals as a specific EEG pattern. The ErrP mainly consists in a negative potential deflection over the fronto-central scalp areas appearing 50 to 100ms after the error, and is followed by a centro-parietal positive deflection [89]. From
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Figure 31: Left, Feedback error (Fe) condition. The participant receives a wrong feedback after the completion of the task. Right, Background anomaly (Be). The picture frame in front of the participant flips and gets into an unrealistic position, penetrating the table.

In an HCI context, being able to detect when a user perceives an error without requiring an explicit communication can be useful in many scenarios [90], being particularly interesting for the assessment and adaptation of interactive systems. For example, it could be used to automatically assess the robustness of a system (e.g. linking the state of the system with erroneous events) or it could be used directly in the interaction process (e.g. automatically correct application or user errors). However, the study of ErrPs have been scarcely explored in virtual reality.

In [91] we studied the presence and the detection of ErrPs originating from Virtual Reality systems. In particular, our goal was to investigate the presence of error-related potentials in different erroneous situations that could happen in VR. Precisely, we identified 3 types of situations that could potentially elicit error-related potentials: (Te) The loss of tracking of a manipulated object; (Fe) An unexpected or erroneous confirmation feedback; (Be) An unrealistic background anomaly (see Figure 31). To assess whether or not these conditions elicit error-related potentials, we conducted a user study \((N = 15)\) to record EEG activity under each one of them. From the literature and previous work, our hypotheses were that (Te) would elicit Event-Related Negativity (ERN) associated with execution errors, that (Fe) would trigger a Feedback Related Negativity whereas (Be) would trigger an ERN for the users who notice the anomaly and that it was possible to classify and detect the elicited ErrPs in single trial.

Taken together, the results obtained in the experiment showed that it was possible to accurately classify “tracking error” vs “correct” conditions in single trial, but that “feedback error” and “background anomaly” conditions did not show a clear ErrP pattern. The first observation was regarding the “tracking” errors as participants could easily notice them. As when they happened, participants were no longer able to achieve the pick-and-place task. Thus, this kind of error jeopardized the task and generated ErrPs (see Figure 32). Besides, the pattern of the ErrP obtained in our study was very similar and well consistent with state-of-the-art literature regarding error signals in 2D paradigms [92]. In contrast, the results of the analysis of the “feedback error” and “background anomaly” did not show clear ErrPs patterns. This could be explained that this errors did not had a direct impact on the task and could
7.1. Assessing VR Applications using EEG measurements

Figure 32: (Left) Topoplots of the grand average for the conditions with tracking errors and without (top and bottom rows respectively). (Right) Grand average for the signal at channel FCz for the conditions with tracking errors and without (green and red lines, respectively).

sometimes been overlooked by the participants. One key aspect for the direct usage of ErrP analysis in VR, is the ability to detect the ErrP in a single trial basis, and not considering the grand average. In this respect, the results were similar as the previously detailed. Single trial detection had a high detection rate for the “tracking” error condition, with an average accuracy of 84.9% while the classification accuracy for the other errors were not significantly above the chance-level.

The second aspect that we explored when assessing the user’s experience through CNS monitoring, was whether it was feasible to quantify the sense of agency, one component of the sense of embodiment, towards a virtual hand. When embodying an avatar, experiencing a high Sense of Agency (SoA), i.e. feeling in control when performing an action, is essential to ensure the efficiency of an interaction between a user and any technology-mediated application. The sense of agency as a process can be divided into two components [93]: the feeling of agency (which precedes the action outcome) and the judgment of agency (which results from a comparison between the predicted and actual outcomes). On the one hand, as the pre-motor cortex is being solicited at very early stages of the action, we hypothesized that its activation could specifically reflect the “feeling of agency” component. On the other hand, the fact that the right posterior parietal cortex is activated when there is a mismatch between the predicted and the actual sensory outcome, it suggests that its degree of activation may reflect the “judgment of agency” component. In order to experience a judgment of agency, the priority, consistency and exclusivity principles must be respected [94]. Thus, we proposed three potential modulators of them when immersed in virtual reality and controlling a virtual hand:

- Priority principle (the conscious intention to perform an act must immediately precede the action, which itself must immediately precede the outcome): in order to modulate the SoA based on the priority principle, we proposed to add a visual latency between the
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user’s movement and the feedback (i.e., the virtual hand’s movement). For instance, we proposed this latency to be of either 1s, 1.5s or 2s.

- **Consistency principle** (the sensory outcome must fit the predicted outcome): here, we proposed to manipulate the feedback through the inversion of two finger motions in order to modulate the consistency principle.

- **Exclusivity principle** (one’s thoughts must be the only apparent cause of the outcome): finally, in order to modulate the exclusivity principle, we proposed to make one of the fingers not responsive to users’ movements. In other words, this finger would “move by itself”. This “mad finger” could be any of the fingers. Here, we proposed to select the thumb, the middle and the little fingers.

In a controlled experiment \((N = 24)\), we faced participants with the three potential modulators of the sense of agency. We hypothesized that the perceived SoA, which was measured using questionnaires, would be higher when the principles were not modulated than when they were. Concerning the measure of the SoA, we also considered EEG analysis. Regarding EEG measurements, we hypothesized that a stronger activation of the pre-motor cortex, reflecting a high feeling of agency, will be revealed at the early stages of the trials in “high-agency” conditions (i.e., when the principles were not modulated), while a stronger activation of the right posterior-parietal cortex, reflecting a low judgment of agency, will be revealed after the feedback was perceived in “low agency conditions” (i.e., when one of the principles was modulated).

Concisely, the results revealed that participants rated their SoA significantly lower in the manipulated than in the non-manipulated trials, whatever the principle modulated. It suggested that the three principles were relevant to be considered in VR. Indeed, the manipulations

![Figure 33](image_url) (Left) Experimental set-up. The participant was equipped with an EEG cap and the Oculus Rift DK2 VR head-mounted display. The HMD was supported by an articulated arm (to avoid any pressure on the EEG cap and reduce the risk of muscular fatigue). The user’s right hand was tracked by a Leap Motion. (Right) User’s first person perspective while immersed in the virtual environment.
of the priority, exclusivity and consistency principles all induced a significant decrease of the SoA. The neurophysiological measures revealed the same patterns as the ones described in the literature [95, 96, 97]. First, a stronger activation in the $\theta$ frequency-band was revealed at early stages of the trial when the participants felt in control, potentially reflecting a high feeling of agency. Second, a stronger activation in the same $\theta$ frequency-band was reported once the feedback was perceived when participants did not feel in control, potentially reflecting a low judgment of agency. The attribution of these EEG modulations to the feeling and judgment of agency specifically is only a hypothesis that should be further investigated in future works. The next step will consist in applying source reconstruction algorithms in order to determine more precisely the sources of the signal. Indeed, due to the poor spatial resolution of the EEG, we should stay cautious when inferring the precise location of the zones activated. Nevertheless, the strong differences between the high and low conditions as well as the apparent consistency between the literature and the obtained scalp maps is very encouraging.

### 7.2 Brain-Computer Interfaces for Augmented Reality

EEG data, in addition to assess the user mental state, can also be used as an input mechanism. As such, Brain-Computer Interfaces (BCIs) enable the design of novel interaction schemes based directly on brain activity and mental states of the user [98]. A BCI translates the brain activity into “mental commands” that can be exploited in a wide number of applications ranging from assisting people with disabilities or reeducation therapies, to entertainment and video games. One key feature of BCIs is that they do not require the user to perform any motor action (i.e. hands-free) to interact with the system, which is a promising input method for augmented reality applications where users might require their hands to perform other tasks, and in particular SSVEP as it provides a relatively high throughput compared to other BCI paradigms. During our research, we conducted a number of works exploring alternatives to increase the efficiency of Steady-State Evoked Visual Potentials (SSEVPs) in desktop systems [99, 100]. The SSVEP (Steady-State Visually-Evoked Potential) is a specific brain pattern that occurs when the human visual system is stimulated by a periodic flickering stimulation. The brain responds with an activity at the very same frequency in the early visual cortical area [101]. When facing multiple targets flickering at different frequencies, it becomes possible to determine which target the user is focused by analyzing the user’s EEG signals. By associating each target with a particular command, it becomes then possible to create a BCI with multiple mental commands [102].

Yet, combining Brain-Computer Interfaces with Mixed Reality applications raises a lot of scientific and technological challenges. It poses theoretical questions regarding the design of effective interaction paradigms but it also involves feasibility studies regarding the compatibility of these two complex technologies. Through a series of experiments, we explored the potential combination of SSVEP interfaces and Augmented Reality (AR) [103], from the tech-
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Figure 34: Left, experimental setup of the experiment assessing the compatibility of EEG and AR equipment, in which the SSVEP targets were displayed on an external screen. Right, motions that the SSVEP targets followed during the study exploring the impact of head motions: Lemniscates of Bernoulli with half focal distances $d_1(40^\circ) < d_2(90^\circ) < d_3(140^\circ)$. The time to perform the motion was constant.

Technical challenges to its usability in a real application. First, in two studies, we explored the feasibility of using SSVEP interfaces combined with a wearable AR system, and in particular an Optical See-Through (OST) head-mounted display. The main focus of these experiments were the assessment of the hardware compatibility (see Figure 34, left) and the impact of head motions (see Figure 34, right). EEG data is sensible to external stimuli such as electromagnetic interferences and electrical impulses generated by muscular activity, such external noise can compromise the classification accuracy.

The experimental results showed that the combination of the BCI and AR equipment did not provide any significant decrease of classification accuracy. Although this result is dependent of the equipment used, it was needed for the follow up experiments, and also showed that the SSVEP targets could be displayed using an OST system without any drop of classification accuracy. More importantly, the results of the second experiment, showed a clear impact of the head motions on the classification accuracy. This was an expected result from the literature, but provided insights on the tolerance of head motion for AR interfaces. Furthermore, the smallest/slowest head motion condition did not have a significant impact on the classification accuracy.

Encouraged by the results obtained in these two experiments, we furthered explored the potential usages of SSVEP for AR interfaces [103]. Precisely, we explored the design space for a 3 target SSVEP interface for the control of an unmanned vehicle (robot) with three commands: “Forward”, “Turn Left” and “Turn Right”. In order to propose the most coherent association of each command with the AR target, we proposed a 5-dimension design space that described all possible target layouts for the 3 commands. These 5 dimensions, namely Orientation, Frame-of-reference, Anchorage, Size and Explicitness (see Figure 35), provided several configuration that could have an impact on the interaction (e.g. relative placement of the targets) and on the SSVEP classification accuracy (e.g. distance among the targets, size of the targets):
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- **Orientation**: This dimension corresponded to the plane containing the 3 targets. It was either “Transversal” or “Frontal”. When transversal, the plane of the targets was parallel to the horizon. When frontal, the plane would always face the user.

- **Frame-of-reference**: This dimension defines whether the frame of reference of the targets was “Exo-centered” or “Ego-centered”. In case of the “Exo-centered”, the targets followed the robot orientation while for the “Ego-centered” targets remained fixed with respect to the user.

- **Anchorage**: This dimension defined whether targets were anchored to the “Robot” or remained fixed at the center of the user’s field of view (“User”).

- **Size**: This dimension defined whether the size of the targets was “Absolute” or “Adaptive”. In the absolute condition the size of the targets were constant (i.e. visually gets smaller as the robot went further away from the user), while from the “Adaptive” the visual size of the targets remained visually constant.

- **Explicitness**: This dimension focused whether the command for each target was “Explicit”, in which a red segment will visually connect the target with the corresponding wheel of the robot (front wheel, right wheel and left wheel), or “Implicit” in which the user had to mentally figure it out.

The combination of the different dimensions resulted in a total of 32 potential layout designs, discouraging the formal evaluation of all potential combinations. Thus, we first conducted a user study to determine the layouts that users would perceive as the easiest to understand considering the scenario of robot control. An online evaluation \((N = 42)\) enabled to compare the different display strategies by asking the participants to evaluate “how coherent/intuitive was the association between the targets and the commands” while watching pre-recorded videos of a robot performing a series of commands. The final ranking of the strategies was performed following a majority judgment procedure [104] in order to find the most relevant configurations. In a nutshell, the results showed that participants preferred a transversal orientation, meaning that the targets should remain in the same plane as the robot’s motion. In addition, the user strongly preferred when the frame-of-reference for the targets coordinates was set to the robot (exo-centered). We hypothesized that these two configurations (transversal orientation and exo-centered frame-of-reference) minimized the mental rotation necessary to map the command with the direction. Although with smaller differences, the “adaptive” size, “robot” anchored and “explicit” were also the most preferred.

However, the highest subjective preference of the users did not guarantee the best objective performance of the SSVEP detection, thus, we performed a final evaluation \((N = 24)\) testing four of the most representative configurations from the majority judgment results. In a final experiment, participants had to guide a virtual robot through a pre-defined path using an
Figure 35: Design space for the placement of the three SSVEP targets in order to control the three robot commands: “Forward”, “Turn Left” and “Turn Right”. The figure provides an illustration of the 5 dimensions of the design space each having two levels.

OST-HMD. In the experiment, participants had to select the SSVEP targets indicated by the system in order to avoid potential errors by choosing a wrong target. The aim for the experiment was not to assess the usability of the system, but to specifically assess the SSVEP classification accuracy for different layout configurations. The main results indicated that the preferred configuration in the subjective evaluation had a comparable performance as the “default” SSVEP configuration and mainly the size of the target had a significant impact on SSVEP accuracy.

Taken together, these experiments showed the complexity and challenge of adapting BCI interfaces for AR applications. In the case of SSVEP, it involves the placement of flickering targets in a comprehensive way. The design also relates to the final task/application and for instance to the number of possible commands. Designing an AR-BCI application often requires: (1) testing hardware compatibility, depending on the EEG cap, the AR device and the exploited cortical area, (2) testing performance in real conditions (light, movement), (3) designing the user interface related to all the BCI components (command semantics, stimulations and feedbacks) with respect to the final application and (4) validating the effect of the user interfaces on the BCI task performance.
7.3 Conclusion

In this Chapter we have presented research work aiming to exploit an additional input modality to assess and interact in mixed reality systems through direct measurement of the user’s brain activity. First, the evaluation of VR systems is highly complex due to all the factors involved in its design (e.g. interaction techniques, visual appearance, simulation, narrative). The ability of objectively assess VR systems analyzing the users’ mental state could invigorate the research of novel evaluation methodologies. Moreover, these methods are especially interesting as they can provide a continuous assessment of the user’s experience rather than punctual assessments along the experience using questionnaires. While our work have mainly focused on two particular aspects, system errors [91] and agency [105], other mental states such as attention or mental workload could be further explored.

Secondly, we thoroughly explored the technical and design challenges of using BCIs in an augmented reality context [103]. Our analysis highlighted the complexity of introducing BCIs to real case applications, even for simple interactions. In this respect, our analysis also raised a number of challenges that have yet to be solved. From the research of efficient signal filtering methods and artifact removal procedures, to the increase the input throughput. Furthermore, the presented work only focus in a particular mental state, SSVEP. Yet, other mental states such as motor imagery and attention based could constitute additional research paths. In particular, motor-imagery based BCIs are typically used for controlling smart wheelchairs and enable severely impaired patients to regain autonomy. It seems promising to couple such assistive technologies with AR systems in order to augment the environment and provide new hand-free interaction possibilities.
Conclusion

Through this last Part of the manuscript, I have presented work aimed to extract additional information from the user’s state during the interaction process. As discussed, this information can serve for a number of different purposes, from purely assessment/evaluation purposes, as a mean to adapt the VR experience, to new input modalities. Nevertheless, a number of challenges are still required in order to fully exploit their potential.

First, while the body of literature on neuroscience and physiology is broad, its direct application on VR/AR is still limited and the potential impacts of VR/AR technology remain scarcely explored. For example, the mere fact of being immersed on a virtual environment could modulate the user’s physiological and neural state, such as cybersickness. Thus, a more precise relationship between the user’s physiological/neurological state and cognitive/emotional levels is still needed. Second, the actual measurements of the user’s physiological and neurological state poses technical and methodological challenges. From the coupling of VR/AR equipment, the generalization of classification and recognition methods, to the support of inter and intra-subject differences. Although, a small number of VR/AR equipment already integrate physiological and brain imaging technology, the quality of the measurements can be far away from actual “medical-grade” systems and the results obtained in controlled experiments outside VR could be challenging to replicate. Third, apart from the offline assessment of the user’s state, it remains largely unexplored how this information can be used as an additional interaction modality. As discussed in Section 6, the monitoring of the user’s mental workload can be used to adapt VR training scenarios to accommodate the requirements of different training routines (e.g. keep high mental workload). Yet, there is still a large number of unexplored combinations of cognitive states and VR/AR applications. Finally, the user’s state can be a direct input parameter than the user can control. On one hand, this new input mechanism could enable interactions that can be achieved without any muscular activity from the user, enabling interactions that are not otherwise possible. However, this new input modality presents a number of caveats that require further research. From the increase of its throughput (traditional systems have much higher throughput), to the potential fatigue that such “unnatural” methods could generate. Humans do not modulate their physiological/neurological signals consciously, which could potentially require intensive training to fully master.
Towards the Perfect Loop?

“Why has man changed the shapes and substances of his environment? To change what it affords him. He has made more available what benefits him and less pressing what injures him.”

— James J. Gibson, The Ecological Approach to Visual Perception

This manuscript entitled “The Infinite Loop - Towards Adaptive 3D User Interfaces” has provided a broad overview of my research activity on virtual reality and 3D user interfaces during and after my PhD. Using the perception-action loop as a canvas, my research activity has focused on the improvement of user’s interaction in virtual environments by (1) studying the user’s perception and behavior in virtual environments and (2) proposing novel interaction methods to overcome perceptual limitations and better support the user. This research further highlighted the need to consider additional information to improve user interaction, which motivated the analysis and exploitation of cognitive and mental states. The ultimate goal being to create adaptive 3D user interfaces. Interfaces that are aware of the perception and interaction capabilities of the users. Interfaces that are able to efficiently support the user while performing 3D interaction tasks. However, one might ask which is the optimal level of adaptation, and whether a flawless, “perfect”, perception-action loop is achievable.

As evoked by Gibson in the citation that opened this final conclusion, humans have continuously adapted their environment to fit their limitations and their purposes. In real life, the environment cannot adapt to us, we have to adapt to it, either by training or by using tools capable of overcoming our physical and perceptual limitations. In contrast, when interacting in virtual environments, everything is potentially adaptable, and all physical and perceptual limitations could be potentially overcome by the 3D User Interface (3DUI). In a first step, this flexibility, with potentially infinite combinations, has lead to a wide range of research aiming to provide better 3DUIs, in which, some of these examples have been presented in this manuscript. Nevertheless, although we can argue that most of these interfaces have been designed to adapt to the user, they provide mostly a static adaptation and are not tailored to a specific user. The plethora of existing 3DUIs, raises two major challenges in this respect. First, existing 3DUIs are designed to perform precise and specific tasks, and remains unclear how the user will adapt to them in the long term. How will 3DUIs support the user over time? How will the user adapt to the 3DUI over time? Will perceptual biases fade after long exposures? Will motor performance steadily increase after extensive use? Second, due
to the high variety of 3DUIs their exhaustive evaluation remains unfeasible. For example, the complete evaluation of all locomotion and selection techniques is virtually impossible, either by the number of techniques or by the potential interactions that should be evaluated. These two challenges are orthogonal, and longitudinal studies will be required to bring light to these questions. With the ultimate goal of finding the 3DUI which will better support the user’s interaction in the long run.

Moreover, during the last years, there has been a strong democratization of VR systems that has reinvigorated the use of the virtual reality in the industrial and entertaining field. However, we are far from standardized 3DUIs, which could become as widespread as traditional 2D interfaces such as the WIMP (windows, icons, mouse and pointer) interfaces. This lack of standardization generates heterogeneous interaction systems, and the user is required to learn and adapt for each application, which can be tedious and discouraging for novice users. This clearly contrasts with desktop interfaces in which the interaction process and design principles are centered in the WIMP interfaces. What is more, it remains unclear the potential negative effects this might generate. Can interaction be degraded by the continuous change of interaction methods? Again, these are long term effects hard to assess, as the potential combinations are even higher than when comparing 3DUIs. Furthermore, the transition between real and virtual context might generate a negative effect on the overall interaction process. Once immersed in VR, how much time the user needs to recalibrate himself to achieve an optimal interaction? Is this dependent on the user’s experience? Does the 3DUI play an important role? Similarly, longitudinal studies will be required to answer such questions.

In addition to the standardization effort, which could reduce the number of 3DUIs are being used for each application, a user customization approach could also be envisioned. This approach will require for each user to determine their “optimal” 3DUI for his/her needs, knowledge and expertise. The customization could be done at different levels, first, enabling users to choose and configure the interaction methods that they are more comfortable with. Second, by adjusting the interface during its usage by monitoring and assessing the interaction process. While the first step will be manual and might require a number of calibration procedures, the second step should be fully automatic and transparent to the user. The major interest of this approach is that the user not only uses this “customized” 3DUI in a single application, but with all applications.

Finally, another complementary aspect to this standardization/customization relates to the user’s representation. Since 2016, my interests in the implications of the user’s avatar in the interaction process have been growing. I believe that the avatar could become the cornerstone of the the standardization/customization process. However, the use of the avatar as an interaction tool is still scarcely explored and it mainly focus on enabling realistic manual interactions. During preliminary works, we have started to explore the role of the avatar during the interaction process while performing other interaction tasks, such as manipulation [43] or navigation tasks [46]. This research has highlighted a bi-directional interaction between the
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user’s performance and the user’s experience, in particular on the sense of embodiment, i.e. the feeling of owning the virtual body. Indeed, the different characteristics of the avatar (e.g. appearance, control scheme) have a strong influence on how users perceive their avatar. The perception of the avatar can improve user experience, modify cognitive performances and even change the way users interact. At the same time, the avatar is also key to drive the interaction process, as it provides feedback regarding the user’s motions, influencing performance, the perception of their actions and even the perception of the environment. However, in order to fully exploit the avatar capabilities, additional research is required to better understand how users perceive their virtual self while interacting, including methodological approaches for their assessment, potentially considering physiological measurements, and research on avatar-compliant 3D user interfaces, which not only provide efficient interaction but allow the user to appropriate their virtual avatar. This could lead not only to a visual customization of avatars, which is mainstream in most VR chat/conferences systems, but also a customization at the interaction level, interaction schemes adapted to each user and maybe reaching the “perfect loop”.
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