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Nowadays it is commonplace to deal with large scale problems and should we take
problem structure into account, it could assist us toward improving learning per-
formance. In this work, we have proposed approaches that take into account the
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De nos jours, il est courant de traiter des problèmes à grande échelle et si nous tenons
compte de la structure du problème, cela pourrait nous aider à améliorer les perfor-
mances d’apprentissage. Dans ce travail, nous avons proposé des approches qui pren-
nent en compte la structure dans deux contextes: (i) des problèmes d’apprentissage
par renforcement basés sur un modèle où nous avons réduit le regret (ii) des problèmes
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Chapter 1

Introduction

With the growing use of large scale machine learning problems, the need for huge
amount of data and also more time for the computation increases. This is needed to
learn the machine learning model of the problem. This data can be huge and collection
can be challenging. Of course, general machine learning algorithms assume that there
exists structure so that we can learn a model using machine learning and the data.
However, sometimes there exists some additional underlying form of structure in the
machine learning problem. Therefore, one solution to the aforementioned problem is
to identify and leverage the underlying structure so as to aggregate data and reuse
for parts of the problem with similar structure. As a result, the models learn with
less samples and require less time to collect those samples.

In this thesis, we have proposed novel approaches that exploit the notion of struc-
ture in two different online learning settings. The first contribution (Chapter 3) aims
to improve the performance of model-based reinforcement learning (RL) approaches.
We introduce a notion of similarity in order to reveal a potential structure in an RL
problem. We show that the learning performance of these RL problems can gain
advantage from the structure of the problem. The second contribution (Chapter 4) is
to design collaborative algorithms to learn online personalized mean estimation in a
network. An important building block is then to identify agents acquiring data from
similar distributions. Again, we can exploit the structure revealed by the similarity to
improve estimation models of the agents in the network. This is particularly difficult
to do in an online setting, in which data becomes available sequentially over time and
this is one of the challenges we face. Moreover, it is of great importance to point out
that we do not share the data among agents and rather we exchange some statistics
about the data. This helps in keeping the privacy of the users in case the data is
sensitive and/or too large for efficient transmission.

The results in this thesis are also a first step towards a complementary line of
research that is to design collaborative strategies for learners in a network. Learning
in isolation and local processing is an option but it suffers from slow time when data
arrives slowly. In that case, collaborative strategies can be investigated in order to
increase statistical power and accelerate learning. Such collaborative approaches are
broadly referred to as federated learning (Kairouz et al., 2021). Since the setting
where (a lot of) agents evolve in different environment is widely spread (personal
digital devices, Internet of Things, ubiquitous computing), the agent can collaborate
with ones having similar environment. Our results prove that identifying structures
in online learning problems can be efficient. Therefore, they can be at the root of
the important problem to identify good peers based on the similarity of their data
distribution when it arrives in an online fashion.
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1.1 Summary of Contributions
It is considered “online learning” (Cesa-Bianchi and Lugosi, 2006) when the data be-
comes available sequentially over time and we learn from it. One important criterion
to evaluate an online learning approach is called regret. Generally speaking, regret is
the difference of evaluated agent’s performance and that for the optimal agent as it
measures how much the evaluated agent regrets.

Equivalence structure in reinforcement learning. Let us dive into online learn-
ing in reinforcement learning problems (Szepesvári, 2010). Here, the regret is defined
as the difference between the total reward obtained using optimal policy and that
received by the agent (learner). One can find the concrete definition of regret for
reinforcement learning problems in Chapter 2, Def. 13.

In the first step we tackle model-based reinforcement learning (RL) problems and
we assume to have a single agent in a huge environment. The goal of this agent is
to reduce the regret. One component of learning in model-based RL problems is the
model of the environment and should we improve learning this model, we will reduce
the regret as well. By help of equivalent state-action pairs, we can better approximate
agent model. To faster learn the model, we introduce a notion of similarity by taking
advantage of problem structure and the statistical behavior of the state-action pair
transition function. This leads to an equivalence relation and aggregating the infor-
mation of similar state-action pairs reduces the regret. Leveraging an equivalence
property knowing the model of the environment has been investigated in several stud-
ies. To the best of our knowledge, this is the first work providing regret bounds for
RL when an equivalence structure is efficiently exploited. In other words, the bounds
are studied when the model of environment is no longer known. We present C-UCRL
as a natural modification of UCRL2 for RL and for the case of known equivalence
structure, we show that C-UCRL improves over UCRL2 in terms of regret by a factor
of
√

SA/C in models with S states, A actions and C classes which corresponds to
massive improvement when C ≪ SA.

Collaborative learning in personalized mean estimation network. A ma-
chine learning approach is called decentralized when there exists a network of agents
who are learning collaboratively but there is no centralized server. Here collaboration
in machine learning is similar to what we have for other disciplines where collabora-
tive learning is when working in a group of two or more to achieve a common goal
(Roberts, 2004). In the second step, we analyze a decentralized collaborative online
learning scenario for personalized mean estimation problem. We consider a complete
graph of agents where each agent is doing mean estimation on each node. The means
can be the same or different and each agent receives one sample at each time step
from a σ-sub-Gaussian distribution and therefore, in an online fashion. The agent is
also allowed to query one other neighbour at each time step. The goal of the learner
is to estimate its mean as fast as possible. Collaboration is possible among agents
and each agent is searching for the similar peers within the network; i.e. peers with
the same mean, to enhance its learning performance by sharing of information. We
assume the existence of an underlying class structure where agents in the same class
have the same mean value and also an extension which considers agents that are η
close to each other. We use optimism in face of uncertainty principle to find out if
two agents are in the same class. Moreover, we provide class estimation and mean
estimation time complexity.
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1.2 Published Work
The contributions of this thesis has resulted into one publications and one preprint
currently under review:

1. Asadi, M., Talebi, M.S., Bourel, H. and Maillard, O.A., 2019, October. Model-
Based Reinforcement Learning Exploiting State-Action Equivalence. In Asian
Conference on Machine Learning (pp. 204-219). PMLR. [Best Student Paper
Award]

2. Asadi, M., Bellet, A., Maillard, O.A. and Tommasi, M., 2022, Collaborative
Algorithms for Online Personalized Mean Estimation. [Under review in Trans-
action on Machine Learning Research (TMLR)]

1.3 Outline
The rest of this manuscript is organized into four chapters.

Chapter 2: Preliminaries. In Chapter 2, we introduce the background materials
required to understand our contributions. We describe some concentration inequali-
ties and review some key problem settings and associated algorithms in online learning:
multi-armed bandits, pure exploration bandits and reinforcement learning problems.

Chapter 3: Model-based Reinforcement Learning Exploiting State-Action
Equivalence. In Chapter 3, we focus on model-based reinforcement learning prob-
lems and propose a measure of state-action equivalence. Using the introduced notion
of equivalence, we design algorithms that leverage this structure to improve the regret
of UCRL2, a popular model-based reinforcement learning algorithm.

Chapter 4: Collaborative Algorithms for Online Personalized Mean Esti-
mation. In Chapter 4, we consider a network of agents, each trying to estimate its
personalized mean in an online fashion. We consider problems where several agents
have the underlying same mean and introduce a collaborative learning algorithm that
uses a notion of optimistic distance to identify the corresponding classes of agents.
We provide theoretical guarantees for class estimation time complexity and mean
estimation time complexity.

Chapter 5: Conclusion. This is the last chapter where we summarize our contri-
butions and discuss possible paths for future work.
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Chapter 2

Preliminaries

In this chapter, we introduce some background necessary to understand the contri-
butions of this thesis. First, in Section 2.1, we investigate concentration inequalities.
Random variables are assigned values randomly drawn from their distributions. Al-
though these values are random and there is a fluctuation, their behaviour can be
understood for specific distributions. More specifically, a concentration inequality
is about bounding the distance of these random variables from their expectation by
a certain amount Afterwards, in Section 2.2, we introduce the main ideas of online
learning and present multi-armed bandits, pure exploration setting and reinforcement
learning.

2.1 Concentration Inequalities
In this section, we are going to probe the world of concentration inequalities. We aim
to provide the reader with high level understanding of concentration inequalities and
highlight some of the cases when they can be used. A more detailed and advanced
investigation of the topic can be found at Boucheron, Lugosi, and Massart (2013).
Specifically, we are going to provide high-probability bounds for:

• A random variable X;

• Sum of independent random variables Xi: ∑n
i=1 Xi;

• Subgaussian random variables.

2.1.1 Probability and Measure Theoretic Prerequisites

There exists a number of concepts in probability and measure theory that are re-
quired before going into concentration inequalities, many of which are borrowed from
Lattimore and Szepesvári (2020).

Definition 1 (σ-algebra). Let us denote the outcome space by Ω and define a σ-
algebra to be a set F ⊂ 2Ω which satisfies three properties: it includes Ω, it is closed
under complement and is a countable union.

The σ-algebra is used when defining the notions of measure, probability measure
and probability space.

Definition 2 (Measure). A measure f is a function from a σ-algebra to R.

The elements of a σ-algebra F are called measurable sets and they are measured
in a sense that f assigns values to them.

Definition 3 (Measurable space). The pair (Ω,F) of an outcome space and a σ-
algebra is called a measurable space.
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Definition 4 (Probability measure). A function P ∶ F →R (where F is a σ-algebra)
is a probability measure if

• P (Ω) = 1,

• P (A) ≥ 0 and P (Ac) = 1−P (A) for all A ∈ F ,

• P (∪iAi) = ∑iP (Ai) for all countable collections of disjoint sets {Ai}i with
Ai ∈ F for all i.

Definition 5 (Probability space). The triplet (Ω,F ,P) consisting of an outcome
space, a σ-algebra and a probability measure is called a probability space.

Definition 6 (Random Variable). A random variable X is a function which maps
the outcome space Ω to the set of real numbers R.

One important quantity in probability theory is the expectation of a random
variable or its mean value.

Definition 7 (Expectation). The expected value of X is defined as its integral with
respect to P (assuming that this integral exists):

E[X] = ∫
Ω

X(ω)dP (ω) . (2.1)

A very useful inequality in probability is Boole’s inequality, stated in the next
lemma.

Lemma 1 (Boole’s inequality (Union Bound)). For a finite countable set of events
A1, A2, A3, . . . , An, we have:

P (∪n
i Ai) ≤

n

∑
i

P (Ai) .

Sub-Gaussian random variables are commonly used and we are going to refer to
them in both Chapter 3 and 4. So, here is the definition:

Definition 8 (σ-sub-Gaussian). A random variable X ∈R is said to be sub-Gaussian
with variance proxy σ2 if E[X] = 0 and its moment generating function E[exp(λX)]
satisfies

E[exp(λX)] ≤ exp (σ
2λ2

2
),∀λ ∈R.

Having introduced σ-sub-Gaussian random variables, the lemma below shows that
any random variable that is bounded uniformly is actually sub-Gaussian with a vari-
ance that depends on the size of its support:

Lemma 2 (Hoeffding’s lemma(1963)). Let X be a random variable such that E(X) =
0 and X ∈ [a, b] almost surely. Then, for any λ ∈R, it holds:

E[exp(λX)] ≤ exp (λ
2(b− a)2

8
).

Note that, as a consequence, any bounded random variable X in [a, b] is (b−a)
2 -

sub-Gaussian.
We now introduce the notions of filtration, martingale and martingale difference

sequence, which will be used to control the regret of the reinforcement learning algo-
rithm C-UCRL we propose in Chapter 3.
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Definition 9 (Filtration). Given a measurable space (Ω,F) a filtration is a sequence
F = (Ft)nt=1 of sub-σ-algebras of F where Ft ⊆ Ft+1 for all t < n. For a sequence of
random variables X1, . . . , Xn on (Ω,F ,P) and a filtration F = (Ft)nt=1, we say that
the sequence (Xt)nt=1 is F-adapted if Xt is Ft-measurable for all 1 ≤ t ≤ n.

It is worth mentioning that t here can be seen as time. A martingale is then a se-
quence of random variables for which at a particular time, the conditional expectation
of the next value in the sequence is equal to the present value.

Definition 10 (Martingale). An F-adapted sequence of random variables (Xt)t∈N+
on a probability space (Ω,F ,P) is an F-adapted martingale if:

1. Xt is integrable for all t ∈N+,

2. E[Xt∣Ft−1] =Xt−1 almost surely for all t ∈ {2, 3, . . .}.

Definition 11 (Martingale Difference Sequence). An F-adapted sequence of random
variables (Xt)t∈N+ on a probability space (Ω,F ,P) is a martingale difference sequence
(MDS) if:

1. Xt is integrable for all t ∈N+,

2. E[Xt∣Ft−1] = 0 almost surely for all t ∈ {2, 3, . . .}.

Note that if Xt is a martingale, then the sequence of random variables (Yt)t∈N+
defined as Yt =Xt+1 −Xt is an MDS.

2.1.2 Guarantees on a Single Random Variable

We want to find out the probability δ that a random variable X is bounded by ε, i.e.:

P (X ≥ ε) ≤ δ. (2.2)

Depending on the assumptions we make on the distribution of X, we can find different
guarantees (Bertsekas and Tsitsiklis, 2002; Boucheron, Lugosi, and Bousquet, 2003).
One of the most generic result is known as Markov inequality.

Theorem 1 (Markov inequality). For any non-negative random variable X and any
ε > 0, we have:

P (X ≥ ε) ≤ E[X]
ε

. (2.3)

Proof. Since X ≥ 0, we have:

E[X] = ∫
∞

0
xP (x)dx = ∫

ε

0
xP (x)dx +∫

∞

ε
xP (x)dx,

≥ ∫
∞

ε
xP (x)dx ≥ εP (X ≥ ε) .

Therefore,

P (X ≥ ε) ≤ E[X]
ε

.

Markov inequality can be extended to non-negative non-decreasing functions.
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Theorem 2 (Extending Markov). Let φ be a non-negative and non-decreasing func-
tion of the non-negative reals. Then for any ε ≥ 0 such that φ(ε) > 0 we have:

P (X ≥ ε) ≤ P (φ(X) ≥ φ(ε)) ≤ E[φ(X)]
φ(ε)

.

Proof. Since φ is non-decreasing, for every a < b on the domain we have φ(a) < φ(b).
Therefore, if X ≥ ε and φ is non-decreasing, then φ(X) ≥ φ(ε). Now, if (X ≥
ε) ⊆ (φ(X) ≥ φ(ε)), then P (X ≥ ε) ≤ P (φ(X) ≥ φ(ε)). Adding the non-negativity
assumption, we can apply Markov inequality and the result is obtained.

Let us see few applications of this extension: the Chernoff method and Chebyshev
inequality.

Theorem 3 (Chernoff method). Let X be a real valued random variable, for any
λ > 0:

P (X ≥ ε) ≤ exp (−λε)E[exp (λX)]. (2.4)

The idea of Chernoff method is to write down an equivalent inequality replacing
the random variable with the moment generating function of the random variable,
which is obtained by choosing φ(Y ) = exp (λY ).

Theorem 4 (Chebyshev’s inequality). For any random variable X, we have:

P (∣X −E[X]∣ ≥ ε) ≤ Var(X)
ε2 . (2.5)

Proof. This is another extension of Markov’s inequality obtained by choosing φ(t) = t2

and defining a random variable Y = ∣X −E[X]∣. Therefore,

P (∣X −E[X]∣ ≥ ε) = P (Y ≥ ε) ≤ P (Y 2 ≥ ε2) ≤ E[∣X −E[X]∣
2]

ε2 = Var(X)
ε2 . (2.6)

2.1.3 Guarantees on a Sequence of Random Variables

Now, instead of a single random variable, we are going to consider a sequence of n
random variables. A classic result is Hoeffding inequality, which provides a guaran-
tee on the deviation of the sum of bounded independent random variables from its
expected value without any assumption on the random variables’ distribution.

Theorem 5 (Hoeffding inequality). Let X1, . . . , Xn be independent bounded random
variables with Xi ∈ [a, b] for all i, where −∞ < a < b <∞. Then for all ε ≥ 0:

P( 1
n

n

∑
i=1
(Xi −E[Xi]) ≥ ε) ≤ exp(− 2nε2

(b− a)2
) . (2.7)

Next, we introduce the Laplace method, where random variables are i.i.d but n
is no longer a constant and is itself a random variable.

Lemma 3 (Time uniform concentration inequalities (Laplace method)). Let (Xt)t∈N+
be a sequence of i.i.d. real-valued random variables bounded in [0, 1], with mean µ.
For all δ ∈ (0, 1), it holds

P
⎛
⎝
∃n ∈N, 1

n

n

∑
i=1

Xi −µ ≥

√

(1+ 1
n
) ln(
√

n+ 1/δ)
2n

⎞
⎠
≤ δ, (2.8)
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P
⎛
⎝
∃n ∈N, µ− 1

n

n

∑
i=1

Xi ≥

√

(1+ 1
n
) ln(
√

n+ 1/δ)
2n

⎞
⎠
≤ δ. (2.9)

Lemma 4. Let µt
a be the mean value of t independent real-valued random variables

with the true mean µa and is σ-sub-gaussian. For all δ ∈ (0, 1), it holds:

P
⎛
⎝
∃t ∈N, µt

a −µa ≥ σ

√
2
t
(1+ 1

t
) ln(
√

t+ 1/δ)
⎞
⎠
≤ δ , (2.10)

P
⎛
⎝
∃t ∈N, µa −µt

a ≥ σ

√
2
t
(1+ 1

t
) ln(
√

t+ 1/δ)
⎞
⎠
≤ δ . (2.11)

Proof. The two inequalities are proved in the same way as a direct consequence
of Maillard, 2019, Lemma 2.7 therein. Let Y1, . . . , Yt be a sequence of independent
real-valued random variables where for each s ≤ t, Ys has mean µs and is σs-sub-
Gaussian, then for all δ ∈ (0, 1), it holds that

P

⎛
⎜
⎝
∃t ∈N,

t

∑
s=1
(Ys −µs) ≥

¿
ÁÁÀ2

t

∑
s=1

σ2
s(1+

1
t
) ln(
√

t+ 1/δ)
⎞
⎟
⎠
≤ δ .

When all random variables Ys have the same mean µa and variance σ, we have

P
⎛
⎝
∃t ∈N,

t

∑
s=1
(Ys −µa) ≥

√
2tσ2(1+ 1

t
) ln(
√

t+ 1/δ)
⎞
⎠
≤ δ,

Taking the average rather than the sum, i.e. dividing both sides by t we obtain
that:

P
⎛
⎝
∃t ∈N,

t

∑
s=1
(Ys

t
− µa

t
) ≥
√

2
t
σ2(1+ 1

t
) ln(
√

t+ 1/δ)
⎞
⎠
≤ δ,

P
⎛
⎝
∃t ∈N,

t

∑
s=1

Ys

t
−µa ≥

√
2
t
σ2(1+ 1

t
) ln(
√

t+ 1/δ)
⎞
⎠
≤ δ .

And denoting µt
a = ∑t

s=1
Ys

t , we conclude

P
⎛
⎝
∃t ∈N, µt

a −µa ≥ σ

√
2
t
(1+ 1

t
) ln(
√

t+ 1/δ)
⎞
⎠
≤ δ .

2.1.4 Guarantees on Sub-Gaussian Random Variables

We can provide tighter bounds if we know about the properties of the distribution.
Having introduced the subgaussianity assumption, here, we provide tighter bounds.

Intuitively, if X is distributed like a Gaussian with zero mean and variance σ2,
then X is σ-sub-Gaussian. Furthermore, if E[X] = 0 and ∣X ∣ ≤ B almost surely for
some B ≥ 0, then X is B-sub-Gaussian. The notion of σ-subgaussianity gives us good
characteristics and helps us to better control the bounds over the random variables.
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Theorem 6. If X is a σ-sub-Gaussian, then for any ε ≥ 0,

P (X ≥ ε) ≤ exp (− ε2

2σ2 ). (2.12)

Proof. For any constant λ > 0, we have

P (X ≥ ε) = P (exp(λX) ≥ exp(λε)) (2.13)
≤ E[exp (λX)] exp (−λε) (2.14)

by Markov inequality. Then, using the subgaussianity assumption:

P (X ≥ ε) ≤ exp (λ
2σ2

2
−λε). (2.15)

Finally, to make the bound as tight as possible, we set λ = ε
σ2 .

To go towards bounding sequences of sub-Gaussian random variables, the follow-
ing lemma is going to be useful.

Lemma 5. Suppose that X is σ-sub-Gaussian, and X1 and X2 are independent and
σ1 and σ2-sub-Gaussian, then:

• E[X] = 0 and Var(X) ≤ σ2.

• cX is ∣c∣σ-sub-Gaussian for all c ∈R.

• X1 +X2 is
√

σ2
1 + σ2

2−sub-Gaussian.

Corollary 1. Assume that Xi −µ are independent, σ-sub-Gaussian random variables.
Then for any ε ≥ 0,

P (µ̂ ≥ µ+ ε) ≤ exp (− nε2

2σ2 ), (2.16)

and
P (µ̂ ≤ µ− ε) ≤ exp (− nε2

2σ2 ), (2.17)

where µ̂ = 1
n ∑

n
t=1 Xt.

Proof. Xi −µ is σ-sub-Gaussian, so using Theorem 6 we have:

P (Xi −µ ≥ ε) ≤ exp (− ε2

2σ2 .)

Using Lemma 5, 1
n ∑

n
i=1(Xi −µ) = µ̂−µ is 1√

n
σ-sub-Gaussian and therefore:

P (µ̂−µ ≥ ε) ≤ exp (− nε2

2σ2 ).

The second statement follows by symmetry.

An alternative way of writing the above result shows that for any δ ∈ [0, 1],

P
⎛
⎝

µ ≤ µ̂+
√

2σ2 log(1/δ)
n

⎞
⎠
≥ 1− δ, (2.18)
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and similarly

P
⎛
⎝

µ ≥ µ̂−
√

2σ2 log(1/δ)
n

⎞
⎠
≥ 1− δ. (2.19)

2.2 Online Learning
Generally speaking, online learning is about learning from data that is received se-
quentially over time. It has attracted a lot of attention in modern days: since online
learning algorithms process data one sample at a time, they provide efficient solutions
for large-scale problems.

The contributions of this thesis are related to three types of online learning prob-
lems: multi-armed bandits, pure exploration bandits, and model-based reinforcement
learning. We briefly review them below.

2.2.1 Multi-armed Bandits

A multi-armed bandit problem consists of an environment and a learner. In the
environment, there exists k different arms each with a distribution νa and its corre-
sponding mean µa. The learner has a set of k actions {1, 2, . . . , k}, each of which
corresponding to choosing one of the arms. At time t, the learner chooses an action
(arm) at and receives a reward rt ∼ νat . This goes on over a horizon of T rounds. At
time t, the history Ht of agent is the set of actions and rewards a1, r1, . . . , at−1, rt−1
received until time t− 1.

Definition 12. A policy or learning algorithm A is a mapping from history Ht to
action at.

The objective of the learner is to find a policy that maximizes the cumulative
reward ∑T

t=1 rt over all T rounds. One of the broadly-used evaluation measures is the
regret.

Definition 13 (Regret). The regret R(A, T ) of a learner with policy A is the dif-
ference between the total expected reward using the best policy and the total expected
reward collected by the learner over T rounds:

R(A, T ) = T max
a∈A

µa −E[
T

∑
t=1

rt], (2.20)

where the expectation is with respect to randomness of the environment and the policy.

There exists many different algorithms to solve a multi-armed bandit problem. We
present here the classic Upper Confidence Bound algorithm (UCB) which is based
on the UCRL2 (Auer, Cesa-Bianchi, and Fischer, 2002). It states that we should
assume that the environment behaves as nicely as possible. This means that the
algorithm should consider the best possible values of the environment parameters
that are compatible with the observations so far. For an arm a and a time t, let us
denote by N

(t−1)
a = ∑1≤t′≤t−1 1{at′=a} the number of observations for arm a before time

t, and by
µ̂(t−1)

a = 1
N
(t−1)
a

∑
1≤t′≤t−1

at′=a

ra, (2.21)
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Algorithm 1 UCB(δ) algorithm (Lattimore and Szepesvári, 2020)
1: Input k and δ
2: Choose each action once
3: while t > k do
4: Choose action at = argmaxa UCBa(t− 1, δ)
5: t = t+ 1
6: end while

the estimator of the mean µa obtained by averaging the N
(t−1)
a rewards obtained so

far. Using the concentration inequality (2.18), we can bound the deviation of µ̂
(t−1)
a

from µa by:

UCBa(t− 1, δ) = µ̂(t−1)
a +

¿
ÁÁÀ2 log(1/δ)

N
(t−1)
a

. (2.22)

As shown in Algorithm 1, the UCB policy consists in choosing the arm with the
highest value for UCBa(t − 1, δ). Note that UCBa(t − 1, δ) is always an optimistic
estimation for the estimator µ̂a for all the arms because we estimate the mean as the
upper bound of the confidence. Therefore either the optimal policy is chosen or the
arms have not been explored enough. Assuming without loss of generality that the
optimal policy is to choose arm 1 (i.e., µ1 > µa for all a ≠ 1), if we had access to the
true means of the arms, we would have clearly chosen arm 1. However, since we do
not have access to the true values, we are estimating them using the upper confidence
bound of each empirical mean of the arms. Therefore, the condition (for not optimal
arms) on which UCB has found the optimal policy is:

µ̂a(t− 1)+

¿
ÁÁÀ2 log(1/δ)

Na(t− 1)
≤ µ1 ≈ µ̂1(t− 1)+

¿
ÁÁÀ2 log(1/δ)

N1(t− 1)
, ∀a ≠ 1

So, when all optimistic estimations for suboptimal arms is less than that of the
optimal arm, we have reached the optimal policy solution.

From another perspective, we can say an arm is chosen for either 1) it has a large
µ̂
(t−1)
a or 2) it has not been explored a lot (small N

(t−1)
a ) and thus it has a large

confidence bound
√

2 log(1/δ)
N
(t−1)
a

.

The regret of UCB algorithm, setting δ = 1
T 2 , is bounded by R(UCB, T ) ≤

8
√

Tk log(T ) + 3∑k
i=1 ∆a where ∆a = µ1 − µa gives the gap between arm a and the

optimal arm (Lattimore and Szepesvári, 2020).

2.2.2 Pure Exploration Bandits

In multi-armed bandit problems, we seek to maximize the cumulative reward by
balancing exploration (of the arms that we have not explored a lot) and exploitation
(of the arms that we have already chosen a lot and seem to provide large rewards).
Let us now imagine a setting in which you do not have to pay for each exploration.
For instance, consider that there exists k different foods and T units of budget. We
do not want to save money and thus we do not care about using all the budget. So,
we can try as many different foods as we want so that we find the very best food in
the end. This represents the pure exploration setting.
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Algorithm 2 Uniform Exploration algorithm (Lattimore and Szepesvári, 2020)
1: for t = 1, 2, . . . , T do
2: Choose at = 1+ (t mod k)
3: end for
4: Choose aT+1 = argmaxa∈[k] µ̂a(T )

One way to evaluate a policy in a pure exploration setting is the simple regret:

R(A, T )SIMPLE = E[∆aT+1], (2.23)

where the expectation is with respect to the randomness of the environment and the
policy, T is the exploration budget, A is the policy, ∆a = µ1 −µa (assuming as above
that a1 is the optimal arm) and aT+1, the action chosen at time step T + 1.

There exists a plethora of algorithms to solve the pure exploration setting. Al-
gorithm 2 shows the simple uniform exploration policy (Bubeck, Munos, and Stoltz,
2009) which explores each arm for some time in a round-robin fashion. It then chooses
the best arm accordingly to the empirical mean estimates µ̂1(T ), . . . , µ̂k(T ) as defined
in (2.21). It can be shown that R(UE, T )SIMPLE ≤ C

√
k log(k)

T for C > 0. For more
detailed explanations and to elaborate examples of pure exploration algorithms and
their analysis, one can refer to Lattimore and Szepesvári (2020).

2.2.3 Reinforcement Learning (RL)

The multi-armed and pure exploration bandit problems described in the previous
sections are particular instances of a general framework known as Reinforcement
Learning (RL) (Sutton and Barto, 1998). RL considers a more complex notion of
environment through the additional notion of state. At a high level, reinforcement
learning problem is characterized by a set of states s ∈ S, a set of actions a ∈ A
and rewards given the state and action r(s, a). A policy is then a mapping from the
perceived state of environment to an action when being in a particular state. The
goal is to maximize the cumulative reward along the trajectory or minimize regret
compared to the optimal policy.

General Setting

More precisely, a reinforcement learning problem can be formalized by a Markov
Decision Process (MDP).

Definition 14 (Markov Decision Process). An Markov Decision Process (MDP) is
described by four components (S,A, p, ν):

• S is the set of possible states of the environment,

• A is the set of possible actions,

• p(st+1∣st, at) is the transition probability from a state st given an action at, to
the next state st+1,

• ν(st, at) is the reward distribution function of the problem given state st and
action at.



14 Chapter 2. Preliminaries

Figure 2.1: An example of Markov Decision Process.

MDPs allow to characterize reinforcement learning problems that satisfy the so-
called Markov Property: their state signal compactly summarizes the past without
degrading the ability to predict the future, i.e. p(.∣st, at) = p(.∣st, at, . . . , s1, a1) where
ai is an action and si is a state. An example MDP is presented in Figure 2.1, which has
three states s1, s2, s3 and two actions a0, a1. The transition probability from state s1
with action a0 to state s3 is 0.5 and to state s1 is 0.5. The reward of being in state s2
and choosing action a1 is +10. Another example of MDP is called RiverSwim MDP
(Strehl and Littman, 2008). It consists of L states {s1, s2, . . . , sL} and 2 actions
{Right, Left}. The transition probability of going to state si−1 from state si with
action Left is higher than transiting to state si+1 from state si with action Right. An
illustration of transition probabilities and rewards of RiverSwim MDP can be seen in
Figure 3.2.

Given a problem instance (MDP), a reinforcement learning algorithm considers
an agent (learner) starting at some state s1 ∈ S at time t = 1 and generally proceeds
as follows. At each time step t ∈N, the agent chooses one action a ∈ A in its current
state st based on its past decisions and observations. When executing action at in
state st, the agent receives a random reward drawn independently from distribution
ν(st, at), whose mean is µ(st, at). The state changes then to st+1 ∼ p(⋅∣st, at), and a
new decision step begins. The goal of the agent is to maximize the cumulative reward
gathered during the course of interaction with the environment.

For a known MDP, the optimal (deterministic) policy can be found by the value
iteration algorithm (Algorithm 3). The optimal policy is derived from the value
function u, where u(s) is equal to expected total reward for an agent starting from s
and represents how good it is for an agent to be in state s. Value iteration computes
(up to desired precision θ) the value function with a dynamic programming approach.
Unfortunately, the MDP is usually unknown to the agent: in particular, the transition
probabilities p and the reward distribution ν are unknown. Therefore, there is a
need for exploration: the agent have to learn p and ν by trying different actions and
recording the realized rewards and state transitions. We will see below how to balance
exploitation (via value iteration) and exploration with the UCRL2 algorithm.
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Algorithm 3 Value Iteration (up to desired precision θ > 0)
1: Initialize u arbitrarily (e.g., u(s) = 0 for all s ∈ S+)
2: ∆ = 0
3: while ∆ > θ do
4: ∆ = 0
5: for each s ∈ S do
6: ν ← u(s)
7: u(s)←maxa∑s′ p(s′∣s, a)[ν(s, a)+ γu(s′)]
8: ∆ ←max(∆, ∣ν − u(s)∣)
9: end for

10: end while
11: Output a deterministic policy π, such that
12: π(s) = argmaxa∑s′,r p(s′, r∣s, a)[r + γu(s′)]

The performance of the learner can be assessed through the notion of regret with
respect to an optimal oracle, being aware of p and ν and the actions at selected
at different time steps, is chosen by the algorithm A. More formally, as in Jaksch,
Ortner, and Auer (2010) under a learning algorithm A, we define the T -step regret
of the network as the sum of all agents rewards (Kok and Vlassis, 2006):

R(A, T ) ∶= Tg⋆ −
T

∑
t=1

rt(st, at) ,

where g⋆ denotes the average reward (or gain1) attained by an optimal policy, and
where at is chosen by A as a function of ((st′ , at′)t′<t, st). Alternatively, the objective
of the learner is to minimize the regret, which calls for balancing between exploration
and exploitation.

What we described so far corresponds to the so-called undiscounted MDP set-
ting, where we used average-reward criterion and regret to evaluate the algorithms.
However, for the case of infinite horizon MDP, one typically considers the discounted
MDP setting where the value function for a policy π is defined as (He, Zhou, and Gu,
2021; Liu and Su, 2020):

uπ
t (s) = E[

∞
∑
i=0

γir(st+i, at+i)∣st = s],

and 0 < γ < 1 is the discount factor. In the discounted setting, we value the immediate
reward more than the more distant rewards. Having defined the value function, the
regret is defined as:

R(A, T ) ∶=
T

∑
t=1
(u⋆t (st)− uA

t (st)),

where u⋆t is the value function for the optimal policy and uA
t is the value function

corresponding to the agent’s policy.

Model-based Reinforcement Learning

In this thesis, we will focus on model-based reinforcement learning, which refers to a
family of RL algorithms in which we also estimate a model of the underlying MDP

1See, e.g., Puterman (2014) for background material on MDPs.
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Algorithm 4 EVI(µ, p, N , ε, δ) (Jaksch, Ortner, and Auer, 2010)

1: Initialize: u(0) = 0, u(−1) = −∞, n = 0
2: while maxs(u(n)(s)− u(n−1)(s))−mins(u(n)(s)− u(n−1)(s)) > ε do
3: For all (s, a), set µ′(s, a) = µ(s, a)+ β′N(s,a)(δ)
4: For all (s, a), set p′(⋅∣s, a) ∈ argmaxq∈P(s,a)∑x∈S q(x)u(n)(x) where

P(s, a) ∶= {q ∈ ∆S ∶ ∥q − p(⋅∣s, a)∥1 ≤ βN(s,a)(δ)}

5: For all s, update u(n+1)(s) =maxa∈A (µ′(s, a)+∑x∈S p′(x∣s, a)u(n)(x))

6: For all s, update πn+1(s) ∈ argmaxa∈A (µ′(s, a)+∑x∈S p′(x∣s, a)u(n)(x))
7: Set n = n+ 1
8: end while
9: Output: πn+1

(i.e., the state-action transition probabilities and reward values of the problem).
We present here a popular model-based RL algorithm, UCRL2 (Jaksch, Ort-

ner, and Auer, 2010). Like the UCB algorithm for multi-armed bandits introduced
in Section 2.2.1, UCRL2 relies on the “optimism in face of uncertainty” principle.
At a high level, UCRL2 maintains the set Mt,δ of MDPs at time t 2 that is con-
structed by using the confidence bounds over transition probabilities p and reward
µ models. It then implements the optimistic principle by trying to compute policy
π+t = argmaxπ∶S→AmaxM∈Mt,δ gM

π , where gM
π denotes the average reward or gain of

policy π in MDP M .
The UCRL2 algorithm, at the start of each episode sets the time for the starting

time of episode k: tk = t. Then it counts the number of observations and sum of
rewards for each state action pair up to time tk. Afterwards it counts the number
of observations for each state action and next state and using these, it calculates
µ̂tk
(s, a) and p̂tk

(.∣s, a). Let Mt,δ be set of all MDPs with transition probabilities
p̂t(.∣s, a) close to p′t(.∣s, a) and reward function µ̂t(s, a) close to µ′t(s, a); that is,

∥p̂t(⋅∣s, a)− p′(⋅∣s, a)∥1 ≤ βNt(s,a)( δ
SA
), ∀s, a

∣µ̂t(s, a)−µ′(s, a)∣ ≤ β′Nt(s,a)(
δ

SA
), ∀s, a

where β′n(δ) represents a confidence bound, S is the number of states and A is the
number of actions. The confidence bound can be obtained from concentration in-
equalities introduced in Section 2.1.

UCRL2 relies on an extension of value iteration to find a near-optimal policy for
the set of plausible MDPs Mt,δ, namely Extended Value Iteration (EVI) shown in
Algorithm 4. EVI considers a set of plausible MDPs instead of one and chooses
the one that is optimistically best (lines 3-4 of Algorithm 4), thereby implementing
exploration in a way similar to UCB for multi-armed bandits (Section 2.2.1). EVI
builds a near-optimal policy π+t for the “optimistic” MDP M̃t (with mean rewards µ̃t

and transition probabilities p̃t as constructed in lines 3-4) such that:
2This set is described by the Weismann confidence bounds combined with the Laplace method,

see also Section 3.4. The original UCRL2 algorithm in (Jaksch, Ortner, and Auer, 2010) uses looser
confidence bounds relying on union bounds instead of the Laplace method.
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gM̃t

π+t
≥ max

π,M∈Mt,δ
gM

π − ε.

At this step, we are going to explain an important property of the EVI algorithm
which is used to bound the regret of the introduced algorithm later on in chapter 3:

Lemma 6. At last iteration i of EVI (algorithm 4) with ε as input,

∣(gM̃t

π+t
− µ̃t(s, π+t (s)))− (∑

x

p̃t(x∣s, π+t (s))u
(i)
t (x)− u

(i)
t (s))∣ ≤ ε , ∀s ∈ S .

Proof. Using the same argument as in the proof of Jaksch, Ortner, and Auer, 2010,
Theorem 2, the value function u

(i)
t computed by EVI at the last iteration i satisfies:

maxs u
(i)
t (s)−mins u

(i)
t (s)≤D. Moreover, the convergence criterion of EVI implies

∣u(i+1)
t (s)− u

(i)
t (s)− gt∣ ≤ ε , ∀s ∈ S . (2.24)

as stated in Jaksch, Ortner, and Auer (2010). By the design of EVI , we have
u
(i+1)
t (s) = µ̃t(s, π+t (s))+∑x p̃t(x∣s, π+t (s))u

(i)
t (x) . Substituting this into (2.24) gives

the result.

The statement can be expressed in a matrix form defining gt = gM̃t

π+t
1, where size

of 1 is ∣S ∣, µ̃t = (µ̃t(s, π+t (s)))s∈S and P̃t = (p̃t(x∣s, π+t (s)))s,x∈S , we can rewrite the
above inequality as:

∣gt − µ̃t − (P̃t − I)u(i)t ∣ ≤ ε1 ,

where size of I is ∣S ∣× ∣S ∣ and therefore

gt − µ̃t − (P̃t − I)u(i)t ≤ ε1 .

Finally, UCRL2 does not recompute π+t at each time step. Instead, it proceeds
in internal episodes (indexed by k ∈ N), and computes π+t only at the starting time
tk of each episode and with precision ε = 1√

tk
, where t1 = 1 and for all k > 1, tk =

min{t> tk−1 ∶ ∃s, a, Vtk−1∶t(s, a)≥Ntk−1(s, a)}, where Vt1∶t2(s, a) denotes the number of
observations of pair (s, a) between time t1+1 and t2. The pseudo-code for UCRL2 is
shown in Algorithm 5.

The regret of UCRL2 depends on the notion of diameter of an MDP which is used
in chapter 3.

Definition 15 (Diameter). Let us consider the stochastic process built using a station-
ary policy π ∶ S → A performing on an MDP M with initial state s. Let T (s′∣M , π, s)
be the random variable showing the first time state s′ is reached in this stochastic
process. The diameter of M is defined as:

D(M) ∶= max
s≠s′∈S

min
π∶S→A

E[T (s′∣M , π, s)].

Theorem 7. With probability of at least 1− δ it holds that for any initial state s ∈ S
and any T > 1, the regret of UCRL2 is bounded by

R(M , UCRL2, s, T ) ≤ 34D(M)S
√

AT log (T

δ
).
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Algorithm 5 UCRL2(δ) with input parameter δ ∈ (0, 1] (Jaksch, Ortner, and Auer,
2010)

Initialize: For all (s, a), set N0(s, a) = 0 and V0(s, a) = 0. Set t0 = 0, t = 1, k = 1,
and observe the initial state s1
for episodes k ≥ 1 do

Set tk = t
Set Ntk

(s, a) = Ntk−1(s, a)+Vk(s, a) for all (s, a)
Compute empirical estimates µ̂tk

(s, a) and p̂tk
(⋅∣s, a) for all (s, a)

Compute π+tk
= EVI(µ̂tk

, p̂tk
, Ntk

, 1√
tk

, δ
SA) — see Algorithm 4

while Vk(st, π+tk
(st)) <max{1, Ntk

(st, π+tk
(st))} do

Play action at = π+tk
(st), observe the next state st+1 and reward rt(st, at)

Set Vk(st, at) = Vk(st, at)+ 1
Set t = t+ 1

end while
end for

where S is the number of states and A represents the number of actions.

In the next chapter, we will introduce a notion of problem structure in MDPs
and we will rely on this to improve the theoretical guarantees of model-based RL
algorithms such as UCRL2.
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Chapter 3

Model-based Reinforcement
Learning Exploiting
State-Action Equivalence

This chapter presents the first contribution of this thesis, where we propose an ap-
proach to identify some structure in state-action pairs of reinforcement learning prob-
lems and show how to leverage this structure to reduce the regret (Asadi et al., 2019).

3.1 Introduction
As explained in Section 2.2.3, in Reinforcement Learning (RL) problems, agents in-
teract with an unknown environment in a single stream of observations, with the aim
of maximizing the cumulative reward gathered over the course of experience. The
environment is typically modeled as a Markov Decision Process (MDP, see Defini-
tion 14), with finite state and action spaces. In order to act optimally (or nearly so),
the agents needs to learn the parameters of the MDP using the observations from
the environment. The agents thus faces a fundamental trade-off between exploitation
vs. exploration: namely, whether to gather more experimental data about the con-
sequences of the actions (exploration) or acting consistently with past observations
to maximize the rewards (exploitation); see Sutton and Barto, 1998. Over the past
two decades, a plethora of studies have addressed the above RL problem, either in
the undiscounted setting where the goal is to minimize the regret (e.g., Bartlett and
Tewari, 2009; Jaksch, Ortner, and Auer, 2010; Gheshlaghi Azar, Osband, and Munos,
2017), or in the discounted setting (as in e.g., Strehl and Littman, 2008) with the
goal of bounding the sample complexity of exploration as defined by Kakade (2003).
In most practical situations however, the state-space of the underlying MDP is too
large: directly applying the state-of-the-art RL algorithms, for instance from the
above works, would lead to a prohibitive regret or sample complexity.

The work of this chapter is motivated by the observation that the underlying
MDP in RL problems is often endowed with some structure that could be exploited
to learn more effectively. Specifically, we consider RL problems where the state-action
space of the MDP exhibits some equivalence structure. This is quite typical of many
MDPs in various application domains. Consider for instance grid-world MDPs. The
action-space is {u, d, l, r}. Playing action a = u moves the current state up with
probability 0.8, does not change the current state with probability 0.1, and moves left
or right with the same probability 0.05. Walls act as reflectors: when the next state
is a wall, the transition probability of it is added to that of the current state. Other
actions are defined in a similar way. Finally, the goal-state is put in the bottom-right
corner of the MDP, where the learner is given a reward of 1. In such grid-world
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MDP, taking action up from state s or right from state s′ when both are away from
any wall may result in similar transitions (typically, move towards the target state
with some probability, and stay still or transit to other neighboring states with the
remaining probability); see Figure 3.1 in Section 3.3. We are interested in identifying
and exploiting such structure in order to speed up the learning process. We do so by
aggregating the information of state-action pairs in the same equivalence class when
estimating the transition probabilities or reward function of the MDP.

We note that leveraging an equivalence structure is popular in the MDP liter-
ature; see Ravindran and Barto (2004), Li, Walsh, and Littman (2006), and Abel,
Hershkowitz, and Littman (2016). However, most notions are unfortunately not well
adapted to the RL setup, that is when the underlying MDP is unknown. In particu-
lar, amongst those considering such structures, to our knowledge, none has provided
performance guarantees in terms of regret or sample complexity (see below for a brief
review). In contrast, our goal is to find a near-optimal policy, with controlled regret
or sample complexity. To this end, we follow a model-based approach, which is popu-
lar in the RL literature (see Section 2.2.3), and aim at providing a generic approach
capable of exploiting this structure to reduce regret or sample complexity.

3.2 Related work
There is a rich literature on state-abstraction (or state-aggregation) in MDPs; we
refer to Li, Walsh, and Littman (2006) on earlier methods, and to Abel, Hershkowitz,
and Littman (2016) for a good survey of recent approaches. Ravindran and Barto
(2004) introduces aggregation based on homomorphisms of the model, but with no
algorithm nor regret analysis. Dean, Givan, and Leach (1997) and Givan, Dean,
and Greig (2003) consider a partition of state-space of MDPs based on the notion
of stochastic bi-simulation, which is a generalization of the notion of bi-simulation
from the theory of concurrent processes to stochastic processes. This path is fur-
ther followed in Ferns, Panangaden, and Precup (2004) and Ferns, Panangaden, and
Precup (2011), where bi-simulation metrics for capturing similarities are presented.
Bi-simulation metrics can be thought of as quantitative analogues of the equivalence
relations, and suggest to resort to optimal transport, which is intimately linked with
our notions of similarity and equivalence (see Definition 16). However, these power-
ful metrics have only been studied in the context of a known MDP, and not the RL
setup. The approach in Anand et al. (2015) is similar to our work in that it consid-
ers state-action equivalence. Unlike the present paper, however, it does not consider
orderings, transition estimation errors, or regret analysis. Another relevant work to
our approach is Ortner (2013) on aggregation of states (but not of pairs, and with no
ordering) based on concentration inequalities, a path that we follow. We also men-
tion the work of Brunskill and Li (2013) and Mandel et al. (2016), where clustering
of the state-space is studied. As other relevant works, we refer to Leffler, Littman,
and Edmunds (2007), where relocatable action model is introduced, and to Diuk, Li,
and Leffler (2009) that studies RL in the simpler setting of factored MDPs. We also
mention interesting works revolving around complementary RL questions including
the one on selection amongst different state representations in Ortner, Maillard, and
Ryabko (2014) and on state-aliasing in Hallak, Di-Castro, and Mannor (2013).
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Figure 3.1: A grid-world MDP showing similar transitions from pairs
(6, Up) and (8, Right).

3.3 Similarity and Equivalence classes
We now present a precise definition of the equivalence structure considered in this
work. Let us consider an MDP M = (S,A, p, ν) where S = {1, . . . , S} (see Definition
14) and let µ(s, a) be the mean of the rewards when action a ∈ A is performed from
state s ∈ S. We first introduce a notion of similarity between state-action pairs. It is
based on the probability distribution p of reaching a next state given a current state
and an action. However, building an equivalence relation by comparing p directly
can be too fine-grained and will miss some symmetries or identities that could be
exploited when learning the MDP. For instance, consider the grid-like environment
depicted in Figure 3.1, an MDP called 2-rooms MDP with 13 states and 4 actions
{Up, Down, Left, Right}. Going up in state 6 and going right in state 8 has the same
probability of success (arriving respectively in state 2 and state 9). We propose to
capture this kind of structure by considering permutations on the set of states. Let
σs,a ∶ S → S be a permutation of states such that

p(σs,a(1)∣s, a) ≥ p(σs,a(2)∣s, a) ≥ ⋅ ⋅ ⋅ ≥ p(σs,a(S)∣s, a).

We refer to σs,a as a profile mapping (or for short, profile) for (s, a), and denote
by σ = (σs,a)s,a the set of profile mappings of all pairs. Then the similarity in the
MDP M is defined in the following way.

Definition 16 (Similar state-action pairs). The pair (s′, a′) is said to be ε-similar to
the pair (s, a), for ε = (εp, εµ)∈R2

+, if

∥p(σs,a(⋅)∣s, a)− p(σs′,a′(⋅)∣s′, a′)∥1 ≤ εp and ∣µ(s, a)−µ(s′, a′)∣ ≤ εµ .

Clearly, (0, 0)-similarity defines an equivalence relation on the state-action space
S ×A.

Definition 17 (Equivalence classes). The (0, 0)-similarity defines the equivalence
structure of S ×A. We denote it by C, and let C to be the number of equivalence
classes of C.

Definitions 16 and 17 are illustrated in Figure 3.1. The state-action pairs (6, Up)
and (8, Right) are equivalent up to a permutation: let the permutation σ(6,Up) be
such that σ(6,Up)(2) = 9, σ(6,Up)(6) = 8, and σ(i)(6,Up) = i for all i ∉ {2, 6}. Now
p(σ(x)∣6, Up) = p(x∣8, Right) for all x ∈ S, and thus, the pairs (8, Right) and (6, Up)
belong to the same equivalence class.
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Figure 3.2: The L-state Ergodic RiverSwim MDP.

Remark 1. Crucially, the equivalence relation is not only stated about states, but
about state-action pairs. For instance, pairs (6, Up) and (8, Right) in this example
are in the same class although they correspond to playing different actions in different
states.

Remark 2. The profile mapping σs,a in Definition 16 may not be unique in general,
especially if distributions have sparse supports. For ease of presentation, in the sequel
we assume that the restriction of σs,a to the support of p(⋅∣s, a) is uniquely defined. We
also remark that Definition 16 can be easily generalized by replacing the ∥ ⋅ ∥1 norm
with another notion of distance or divergence, such as the KL divergence, squared
Euclidean distance, etc.

In many environments considered in RL with large state and action spaces, the
number C of equivalent classes of state-action pairs using Definitions 16–17 stays
small even when S ×A is large, thanks to the profile mappings. This is the case in
typical grid-world MDPs such as that in Figure 3.1 as well as in classic RiverSwim
problems (Strehl and Littman, 2008). For example, in Ergodic RiverSwim with L
states (Figure 3.2),1 we have C = 6. This remarkable feature suggests that leverag-
ing this structure may yield significant speed-up in terms of learning guarantees, if
exploited well.

We stress that other notions of similarity from the RL literature do not scale well.
For instance, in Ortner (2013), a partition S1, . . .Sn of the state-space S is considered
to define an aggregated MDP, which satisfies, for all i ∈ {1, . . . , n},

∀s, s′ ∈ Si,∀a ∈ A, µ(s, a) = µ(s′, a) ,
∀j ∈ {1, . . . , n}, ∑s′′∈Sj

p(s′′∣s, a) = ∑s′′∈Sj
p(s′′∣s′, a) .

This readily prevents any two states s, s′ such that p(⋅∣s, a) and p(⋅∣s′, a) have disjoint
supports from being in the same set Si. Thus, since in a grid-world MDP, where
transitions are local, the number of pairs with disjoint support is (almost linearly)
increasing with S, this implies a potentially large number of classes for grid-worlds
with many states. A similar criticism can be formulated for the approach of Anand
et al. (2015), even though it considers sets of state-action pairs instead of states only,
thus slightly reducing the total number of classes.

3.4 Equivalence-Aware Confidence Sets
We are now ready to present an approach that defines confidence sets for p and µ
taking into account the equivalence structure in the MDP. Recall that the MDP is
unknown and we estimate the true one by iterative updates to the model. The use of
confidence bounds in a model-based approach is related to strategies implementing
the optimism in the face of uncertainty principle. As explained in Section 2.2.3,

1An MDP is ergodic if any state is reachable from any other state by following any policy.
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these approaches rely on maintaining a set of plausible MDPs (models) that are
consistent with the observations gathered so far and contains the true MDP M with
high probability. The plausibility is represented by confidence intervals on the model
probability distribution p(.∣s, a) and the mean of ν. Any algorithm of this kind
takes one action at each time step and updates the confidence bounds (and thus the
set of plausible MDPs) at some point in time based on the available observations.
Exploiting the equivalence structure of the MDP could then allow to obtain a more
precise estimation of mean reward µ and transition probabilities p of the MDP by
aggregating observations from various state-action pairs in the same class. This, in
turn, would yield smaller (hence, better) sets of models, and thus a smaller time
needed to reach an ε-optimal solution.

Notations. We introduce some necessary notations (some of which were already
used in Chapter 2). Under a given RL algorithm, for a state-action pair (s, a) ∈ S ×A,
we denote by Nt(s, a) the total number of observations of (s, a) up to time t. Let us
define µ̂t(s, a) as the empirical mean reward built using Nt(s, a) i.i.d. samples from
ν(s, a), and p̂t(⋅∣s, a) as the empirical distribution built using Nt(s, a) i.i.d. observa-
tions from p(⋅∣s, a). For a set c ⊆ S ×A, we denote by Nt(c) the total number of
observations of state-action pairs in c up to time t, that is Nt(c) = ∑(s,a)∈c Nt(s, a).
We further denote by µ̂t(c) and p̂t(⋅∣c) the empirical mean reward and transition prob-
ability built using these Nt(c) samples, respectively; we provide precise definitions of
µ̂t(c) and p̂t(⋅∣c) later on in this section where they are needed.

For a given confidence parameter δ and time t, we write CBt,δ (resp. CB′t,δ) to
denote the confidence set for the true transition probability function p (resp. the true
reward function µ) centered at p̂t (resp. µ̂t). The definition of the confidence sets are
such that p (resp. µ) belongs to CBt,δ (resp. CB′t,δ) for all t with high probability 1− δ.
In other words:

P(⋂
t

p ∈ CBt,δ ∧µ ∈ CB′t,δ) ≥ 1− 2δ . (3.1)

Note that both CBt,δ and CB′t,δ depend on Nt(s, a), (s, a) ∈ S ×A. We consider
the following confidence sets2 used in several model-based RL algorithms, e.g., Jaksch,
Ortner, and Auer (2010) and Dann, Lattimore, and Brunskill (2017):

CBt,δ = {p′ ∶ ∥p̂t(⋅∣s, a)− p′(⋅∣s, a)∥1 ≤ βNt(s,a)( δ
SA
), ∀s, a} , (3.2)

CB′t,δ = {µ′ ∶ ∣µ̂t(s, a)−µ′(s, a)∣ ≤ β′Nt(s,a)(
δ

SA
), ∀s, a} ,

where

βn(δ)=

¿
ÁÁÀ2(1+ 1

n) log (
√

n+ 12S−2
δ
)

n
and β′n(δ) =

¿
ÁÁÀ(1+ 1

n) log(
√

n+ 1/δ)
2n

, ∀n.

(3.3)

The above confidence sets are derived by combining Hoeffding’s (Hoeffding, 1963)
and Weissman’s (Weissman et al., 2003) concentration inequalities with the Laplace
method (Peña, Lai, and Shao, 2008; Abbasi-Yadkori, Pál, and Szepesvári, 2011)
discussed in Section 2.1.3, Lemma 3. It enables to handle the random stopping times,

2Our approach can be extended to other concentration inequalities as well.
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and to control the confidence sets with a tight bound We refer to Maillard (2019) for
further discussion on the Laplace method and random stopping times.

We can now writeMt,δ to denote the set of plausible MDPs at time t, which may
be generically expressed as

Mt,δ = {(S,A, p′, ν′) ∶ p′ ∈ CBt,δ and µ′ ∈ CB′t,δ} , (3.4)

and satisfies that the true MDP M belongs to Mt,δ for all t with probability larger
than 1− 2δ.

Remark 3. As the bounds for µ and p are similar, techniques to control µ will
be similar to the one used for p and the class equivalence only introduces a simple
conjunction. To simplify the presentation, in the next sections, we assume the mean
reward function µ is known.3

We now provide modifications to CBt,δ in order to exploit the equivalence structure
C, when the learner knows C in advance. The case of an unknown C is addressed in
Section 3.5.

3.4.1 Case 1: Known Classes and Profiles

Assume that an oracle provides the learner with a perfect knowledge of the equivalence
classes C as well as profiles σ = (σs,a)s,a. In this ideal situation, the knowledge of C
and σ allows to straightforwardly aggregate observations from all agents in the same
class to build more accurate estimates of p and µ. Recall that the permutations σs,a
sort transition probabilities such that

p(σs,a(1)∣s, a) ≥ p(σs,a(2)∣s, a) ≥ ⋅ ⋅ ⋅ ≥ p(σs,a(S)∣s, a).

Formally, for a class c ∈ C, we define the transition probabilities given the class c as:

p̂σ
t (x∣c) =

1
Nt(c)

∑
(s,a)∈c

Nt(s, a)p̂t(σs,a(x)∣s, a) , ∀x ∈ S, (3.5)

where we recall that Nt(c) = ∑(s,a)∈c Nt(s, a). The superscript σ in (3.5) indicates
that the aggregate empirical distribution p̂σ

t depends on σ. Note that p̂σ
t is such that

p̂σ
t (1∣c) is the weighted combination for all (s, a) ∈ c of all largest probabilities given
(s, a). We change the confidence set (3.2) by modifying the ℓ1 bound there as follows:

∥p̂σ
t (⋅∣c)− p′(σs,a(⋅)∣s, a)∥1 ≤ βNt(c)(

δ
C
) , ∀c ∈ C,∀(s, a) ∈ c. (3.6)

We further define CBt,δ(C, σ) = {p′ ∶ (3.6) holds}, where the dependence on C and σ
stresses the fact that they are provided as input. By construction, we now have that
with probability 1− δ, for all time t the true transition p belongs to CBt,δ(C, σ):

P(⋂
t

p ∈ CBt,δ(C, σ)) ≥ 1− δ . (3.7)

Remark 4. It is crucial to remark that the above confidence set does not use elements
of C as “meta states” (i.e., replacing the states with classes), as considered for instance
in the literature on state-aggregation. Instead, the classes are only used to group
observations from different sources and build more refined estimates for each pair. In

3This is a common assumption in the RL literature; see, e.g., Bartlett and Tewari (2009).
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particular, the plausible MDPs are built using the original state-space S and action-
space A, unlike in, e.g., Ortner (2013).

3.4.2 Case 2: Known Classes, Unknown Profiles

Now we consider a more realistic setting when the oracle provides C to the learner,
but σ is unknown. In this more challenging situation, we need to estimate profiles
as well. Given time t, we find an empirical profile mapping (or for short, empirical
profile) σs,a,t satisfying

p̂t(σs,a,t(1)∣s, a) ≥ p̂t(σs,a,t(2)∣s, a) ≥ ⋅ ⋅ ⋅ ≥ p̂t(σs,a,t(S)∣s, a) ,

and define σt = (σs,a,t)s,a. We then build the modified empirical estimate in a similar
fashion to (3.5): for any c ∈ C,

p̂σt
t (x∣c) =

1
Nt(c)

∑
(s,a)∈c

Nt(s, a)p̂t(σs,a,t(x)∣s, a) , ∀x ∈ S. (3.8)

Then, we can modify the ℓ1 bound in (3.2) as follows:

∥p̂σt
t (⋅∣c)− p′(σs,a(⋅)∣s, a)∥1 ≤

1
Nt(c)

∑
(s′,a′)∈c

Nt(s′, a′)βNt(s′,a′)(
δ
C
) , ∀c ∈ C,∀(s, a) ∈ c,

(3.9)
This yields the modified confidence set CBt,δ(C) = {p′ ∶ (3.9) holds} that uses only
C as input. To show the validity of this confidence set, we will need the following
lemma.

Lemma 7 (Non-expansive ordering). Let p and q be two discrete distributions, defined
on the same alphabet S, with respective profile mappings σp and σq. Then,

∥p(σp(⋅))− q(σq(⋅))∥1 ≤ ∥p− q∥1 .

Proof. Obviously we have ∥p−q∥1 = ∥p(σp(⋅))−q(σp(⋅))∥1. Therefore the lemma holds
if ∥p(σp(⋅))− q(σq(⋅))∥1 ≤ ∥p(σp(⋅))− q(σp(⋅))∥1.

The proof is based on the fact that one can obtain σp from σq by a finite sequence
of elementary permutations σq = σ0, σ1, . . . , σk = σp such that for all i ∈ {0, . . . , k − 1},
∥p(σi+1(⋅))− q(σi(⋅))∥1 ≤ ∥p(σi+1(⋅))− q(σi+1(⋅))∥1.

Indeed, elementary permutations only exchange 2 indices as in many sort algo-
rithms. The sequence is defined such that for all i ∈ {0, . . . , k − 1}, there exists 2
distinct states s1 and s2 such that σi(s1) < σi(s2), σi(s1) = σi+1(s2), σi(s2) = σi+1(s1)
and σi(s) = σi+1(s) for every s ∈ S ∖ {s1, s2}. Note that p(σi(s1)) > p(σi(s2)) (and
therefore p(σi+1(s1)) ≤ p(σi+1(s2)) and q(σi(s1)) ≤ q(σi(s2)).

Therefore it suffices to show that for all i ∈ {0, . . . , k − 1},

∑
x=1,2

∣p(σi+1(sx))− q(σi(sx))∣ ≤ ∑
x=1,2

∣p(σi+1(sx))− q(σi+1(sx))∣. (3.10)

Let us denote a = p(σi+1(s1)) and b = p(σi+1(s2)) and c = q(σi+1(s1)), d = q(σi+1(s2)).
Then (3.10) rewrites

∣a− d∣+ ∣b− c∣ ≤ ∣a− c∣+ ∣b− d∣, (3.11)

where a < b and d < c. The proof then examines the 6 cases of all possible total
orderings of the 4 values.

• if a < b < d < c then ∣a− c∣+ ∣b− d∣ = ∣a− d∣+ ∣d− c∣+ ∣b− d∣ = ∣a− d∣+ ∣b− c∣,
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• if a < d < b < c then ∣a− c∣+ ∣b− d∣ = ∣a− d∣+ ∣b− c∣+ 2∣b− d∣ ≥ ∣a− d∣+ ∣b− c∣,

• if d < a < b < c then ∣a− c∣+ ∣b− d∣ = ∣a− d∣+ ∣b− c∣+ 2∣a− b∣ ≥ ∣a− d∣+ ∣b− c∣,

• if a < d < c < b then ∣a− c∣+ ∣b− d∣ = ∣a− d∣+ ∣b− c∣+ 2∣d− c∣ ≥ ∣a− d∣+ ∣b− c∣,

• if d < a < c < b then ∣a− c∣+ ∣b− d∣ = ∣a− d∣+ ∣b− c∣+ 2∣a− c∣ ≥ ∣a− d∣+ ∣b− c∣,

• if d < c < a < b then ∣a− c∣+ ∣b− d∣ = ∣a− c∣+ ∣b− a∣+ ∣a− d∣ = ∣a− d∣+ ∣b− c∣,

and therefore all cases satisfy (3.11) which concludes the proof.

Corollary 2. The modified confidence set CBt,δ(C) contains the true transition func-
tion p with probability at least 1− δ, uniformly over all time t, i.e.:

P(⋂
t

p ∈ CBt,δ(C)) > 1− δ .

Proof. We need to show that Equation 3.9 holds for p′ = p, the true transition proba-
bility function. Replacing p̂σt

t (⋅∣c) by its definition in Equation 3.8 we have:

∥p̂σt
t (⋅∣c)− p(σs,a(⋅)∣s, a)∥1

= ∥ 1
Nt(c)

∑
(s′,a′)∈c

Nt(s′, a′)p̂t(σs′,a′,t(⋅)∣s′, a′)− p(σs,a(⋅)∣s, a)∥
1

,

= ∥ 1
Nt(c)

∑
(s′,a′)∈c

Nt(s′, a′)p̂t(σs′,a′,t(⋅)∣s′, a′)

− 1
Nt(c)

∑
(s′,a′)∈c

Nt(s′, a′)p(σs,a(⋅)∣s, a)∥
1

,

(because Nt(c) = ∑(s′,a′)∈c Nt(s′, a′))

≤ 1
Nt(c)

∑
(s′,a′)∈c

Nt(s′, a′)∥p̂t(σs′,a′,t(⋅)∣s′, a′)− p(σs,a(⋅)∣s, a)∥1 ,

≤ 1
Nt(c)

∑
(s′,a′)∈c

Nt(s′, a′)∥p̂t(σs′,a′,t(⋅)∣s′, a′)− p(σs′,a′(⋅)∣s′, a′)∥1 ,

(since (s, a) ∈ c)

≤ 1
Nt(c)

∑
(s′,a′)∈c

Nt(s′, a′)∥p̂t(⋅∣s′, a′)− p(⋅∣s′, a′)∥1 , (from Lemma 7)

Now, since p ∈ CBt,δ(C, σ), then ∣∣p̂t(⋅∣s′, a′) − p(⋅∣s′, a′)∣∣1 ≤ βNt(s′,a′)(
δ
C
). Therefore,

∣∣p̂σt
t (⋅∣c) − p(σs,a(⋅)∣s, a)∣∣1 ≤ 1

Nt(c) ∑(s′,a′)∈c Nt(s′, a′)βNt(s′,a′)(
δ
C
). Consequently, by

definition of the confidence bound in (3.9), p ∈ CBt,δ(C).

3.5 Unknown Classes: The ApproxEquivalence Algorithm
In this section, we turn to the most challenging situation when both C and σ are
unknown to the learner. To this end, we first introduce an algorithm, which we
call ApproxEquivalence, that finds an approximate equivalence structure in the MDP
by grouping transition probabilities based on statistical tests. ApproxEquivalence is
inspired by Khaleghi et al. (2016), which provides a method for clustering time series.
Interestingly enough, ApproxEquivalence does not require the knowledge of the number
of classes in advance.
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We first introduce some definitions. Given u ⊆ S ×A and v ⊆ S ×A, we define the
distance between u and v as

d(u, v) = ∥pσu(⋅∣u)− pσv(⋅∣v)∥1 , (3.12)

where σu is the true mapping for u and u’s probability value is the average of the
samples of all the state-action pairs in u. In this context, we will refer to u as a center
since it is the mean of the state-action pairs in u.

ApproxEquivalence relies on finding subsets of S ×A that are statistically close in
terms of the distance function d(⋅, ⋅). As d(⋅, ⋅) is unknown, ApproxEquivalence relies
on a lower confidence bound on it. For t ∈N, we define

εu,t =
1

Nt(u)
∑

s,a∈u
Nt(s, a)βNt(s,a)( δ

SA
) (3.13)

and let p
σu,t
t (⋅∣u) be the empirical estimation of transition probability for center u

ordered using the empirical mapping σu,t. Note that σu,t is the empirical mapping
while σu is the true mapping for center u.

For u ⊆ S ×A and v ⊆ S ×A, we define the lower-confidence distance function
between u and v as

d̂t,δ(u, v) = ∥p̂σu,t
t (⋅∣u)− p̂

σv,t
t (⋅∣v)∥1 − εu,t − εv,t , (3.14)

where p̂
σu,t
t (⋅∣u) is the empirical estimation of transition probability for center u or-

dered using the empirical mapping σu,t. When t and δ are clear from the context we
use a lighter notation d̂(u, v) instead of d̂t,δ(u, v). We stress that, unlike d(⋅, ⋅), d̂(⋅, ⋅)
is not a distance function.

Definition 18 (PAC Neighbor). For a given equivalence structure C, and given u ∈ C,
we say that v ∈ C is a PAC Neighbor of u if it satisfies d̂(u, v) ≤ 0. We further define
N (u) = {v ∈ C ∖ {u} ∶ d̂(u, v) ≤ 0} as the set of all PAC Neighbors of u.

Definition 19 (PAC Nearest Neighbor). For a given equivalence structure C and
u ∈ C, we define the PAC Nearest Neighbor of u (when it exists) as:

Near(u,C) ∈ argmin
z∈N (u)

d̂(u, z) .

We can now describe our algorithm ApproxEquivalence, which proceeds as follows.
At time t, it receives as input a parameter α > 1 that controls the level of aggregation,
as well as Nt(s, a) for all state-action pairs (s, a) ∈ S ×A. Recall that Nt is a function
from state action pairs in S ×A to N, and we have extended Nt to classes of state
action pairs u ⊆ S ×A such that Nt(u) = ∑(s,a)∈u Nt(s, a). Also, ∣u∣ denotes the
number of elements of u. Starting from the trivial partition of {1, . . . , SA} into
C0 = {{1}, . . . ,{SA}}, the algorithm builds a coarser partition by iteratively merging
elements of C0 that are statistically close. More precisely, the algorithm first sorts
the elements in a non-increasing order of sample size Nt(u), so as to promote agents
with the tightest confidence intervals. Then, starting from u with the largest Nt(u),
it finds the PAC Nearest Neighbor v of u, that is v = Near(u,C0). If 1

α ≤
Nt(u)/∣u∣
Nt(v)/∣v∣ ≤ α,

the algorithm merges u and v, thus leading to a novel partition C1, which contains
the new cluster u∪ v, and removes u and v. The algorithm continues this procedure
with the next element of C0, until exhaustion, thus finishing the creation of the novel
partition C1 of {1, . . . , SA}. ApproxEquivalence continues this process, by ordering
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Algorithm 6 ApproxEquivalence
Input: N , α

1: Initialization: C0 ← {{1},{2}, . . . ,{SA}};
2: repeat
3: k ← k + 1
4: Ck ← Ck−1

5: Merged← ∅
6: for all u ∈ Ck−1 in a non decreasing order of their N(u) do
7: if N(u) ≠ 0 and u /∈Merged and Near(u,Ck−1) ≠ ∅ then
8: v ← Near(u,Ck−1)
9: if N(v) ≠ 0 and v /∈Merged and 1

α ≤
N(u)/∣u∣
N(v)/∣v∣ ≤ α then

10: Ck ← Ck ∖ ({u},{v})∪ {u∪ v}
11: Merged←Merged∪ {v}
12: end if
13: end if
14: end for
15: until Ck = Ck−1

Output: Ck

the elements of C1 in a non-increasing order, and carrying out similar steps as before,
yielding the new partition C2 and so on, until some iteration k where Ck+1 = Ck

(convergence). The pseudo-code of ApproxEquivalence is shown in Algorithm 6.

Remark 5. Since at each iteration, either two or more subsets are merged, the algo-
rithm ApproxEquivalence stops after, at most, SA− 1 steps.

The purpose of the condition 1
α ≤

Nt(u)/∣u∣
Nt(v)/∣v∣ ≤ α is to ensure the optimism of the RL

algorithm that uses ApproxEquivalence as a subroutine (see our C-UCRL algorithm
in Section 3.6). This condition prevents merging centers (classes) whose numbers
of samples differ a lot, i.e., one for which we are almost certain with one for which
we are uncertain and want to act optimistically. Consider the following example
(borrowed from Ortner, 2013) where there exists two centers in Ck: one (s1, a1) has
few samples (and thus optimistically good) and the other (s2, a2) has many, and they
are in the same approximated class. If the two centers in fact belong to two different
classes, the RL algorithm needs to sample (s1, a1) more so that it can ultimately
separate the two centers. However, since they are currently in the same approximated
class, the algorithm may not sample (s1, a1) anymore and this will prevent making
the distinction between the two centers. Using α < ∞, we only merge the centers
that have a sufficiently similar number of observations (and thus sufficiently similar
confidence). We observe in the experiments that α was needed to force sampling very
optimistic state/action pairs for which we only have a few samples. We note that a
very similar condition (with α = 2) was used in Ortner (2013) for state-aggregation.

We now provide a theoretical guarantee for the correctness of ApproxEquivalence.
Since we do not bound the regret for this case, we consider the case α → ∞. The
result relies on the following separability assumption.

Assumption 1 (Separability). There exists some ∆ > 0 such that

∀c ≠ c′ ∈ C,∀ℓ ∈ c,∀ℓ′ ∈ c′, d({ℓ},{ℓ′}) ≥ ∆ .
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Note that ∆ = min {d({ℓ},{ℓ′}) ∶ ℓ, ℓ′ ∈ S ×A and ℓ, ℓ′ are not in the same class}.
Define

E = ⋂
t∈N
⋂
s,a
{∥p(⋅∣s, a)− p̂t(⋅∣s, a)∥1 ≤ βNt(s,a)( δ

SA
)} .

Recall from Equation (3.1) that P(E) ≥ 1− δ.
We can now prove our main result, which shows the correctness of ApproxEquiva-

lence when enough samples have been collected.

Theorem 8. Under Assumption 1, provided that mins,a Nt(s, a)>f−1(∆), where f ∶
n↦4βn( δ

SA), ApproxEquivalence with the choice α →∞ outputs the correct equivalence
structure C of state-action pairs with probability at least 1− δ.

Proof. Fix t ≥ 1, and consider α → ∞. Assume that mins,a Nt(s, a) > f−1(∆), and
that E holds (which occurs with probability at least 1− δ).

To prove the theorem, we first establish by induction on k that ∀u ∈ Ck and
∀(s1, a1), (s2, a2) ∈ u, ∃v ∈ C such that (s1, a1), (s2, a2) ∈ v: we say that Ck is a valid
partition. Then, to conclude on the proof, we will show that when the algorithm
stops, there are no two states in the same class of C that have not been merged.

For k = 0, since C0 contains all singletons, C0 is a valid partition.
For k ≥ 1, assuming that Ck−1 is valid, we need to show that Ck is also valid. To

prove this, it is sufficient to show if two centers u and v from Ck−1 are merged, then
they are in the same class of C (i.e. d(u, v) = 0). To this end, consider u, v ∈ Ck−1 that
are merged by the algorithm in round k, so that u ∪ v ∈ Ck. We need to show that
d(u, v) = 0. Starting from the definition of d in (3.12), we have

d(u, v) = ∥pσu(⋅∣u)− pσv(⋅∣v)∥1
≤ ∥pσu(⋅∣u)− p̂

σu,t
t (⋅∣u)∥1 + ∥pσv(⋅∣v)− p̂

σv,t
t (⋅∣v)∥1 + ∥p̂

σu,t
t (⋅)∣u)− p̂

σv,t
t (⋅∣v)∥1 .

(3.15)

The term ∥p̂σu
t (⋅∣u)− pσu,t(⋅∣u)∥1 is upper bounded as follows:

∥p̂σu
t (⋅∣u)− pσu,t(⋅∣u)∥1 = ∑

x∈S
∣p̂σu,t

t (x∣u)− pσu(x∣u)∣

= ∑
x∈S
∣ 1
Nt(u)

∑
(s,a)∈u

Nt(s, a)(p̂t(σs,a,t(x)∣s, a)− p(σs,a(x)∣s, a))∣

≤ 1
Nt(u)

∑
(s,a)∈u

Nt(s, a)∑
x∈S
∣p̂t(σs,a,t(x)∣s, a)− p(σs,a(x)∣s, a)∣

≤ 1
Nt(u)

∑
(s,a)∈u

Nt(s, a)∥p̂t(σs,a,t(⋅)∣s, a)− p(σs,a(⋅)∣s, a)∥1

≤ 1
Nt(u)

∑
(s,a)∈u

Nt(s, a)∥p̂t(⋅∣s, a)− p(⋅∣s, a)∥1 , (Lemma 7)

≤ 1
Nt(u)

∑
(s,a)∈u

Nt(s, a)βNt(s,a)( δ
SA
) , (From (3.2), under E)

= εu,t (From (3.13))

A similar argument yields ∥p̂σu,t
t (⋅)∣u) − p̂

σv,t
t (⋅∣v)∥1 ≤ εv,t. By construction, v =

Near(u,Ck), and since α → ∞, the condition in Line 9 of the algorithm is satisfied.
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Thus, ∥p̂σu,t
t (⋅∣u)− p̂

σv,t
t (⋅∣v)∥1 − εu,t − εv,t ≤ 0. Using (3.15), we arrive at

d(u, v) ≤ εu,t + εv,t + ∥p̂
σu,t
t (⋅∣u)− p̂

σv,t
t (⋅∣v)∥1

≤ 2εu,t + 2εv,t.

By the assumption that mins,a Nt(s, a) > f−1(∆), we have

1
Nt(u)

∑
(s,a)∈u

Nt(s, a)βNt(s,a)( δ
SA
) ≤ 1

Nt(u)
∑
(s,a)∈u

Nt(s, a)βf−1(∆)( δ
SA
)

= βf−1(∆)( δ
SA
).

We deduce that we have εu,t and εv,t lower than βf−1(∆)( δ
SA
) and therefore

d(u, v) < 4βf−1(∆)( δ
SA
) . By definition of f , ∆ = f(f−1(∆)) = 4βf−1(∆)( δ

SA
). By

Assumption 1 (separability), we deduce that d(u, v) = 0, which concludes the first
part of the proof.

As noted in Remark 5, we know that the algorithm stops after at most SA rounds,
say at round K. To finalize the proof, it remains to show that when the algorithm
stops, there are no two states in the same class of C that have not been merged. In
other words, for any two distinct u, v ∈ CK , we need to show that d(u, v) > 0. If no
merge happens, from line 7 of the algorithm, we have

d̂(u, v) = ∥p̂(σu,t(⋅)∣u)− p̂(σv,t(⋅)∣v)∥1 − εu,t − εv,t > 0 . (3.16)

Now, we need to show that d(u, v) > 0. We have

∥p̂t(σu,t(⋅)∣u)− p̂t(σv,t(⋅)∣v)∥1 ≤ ∥p(σu(⋅)∣u)− p(σv(⋅)∣v)∥1+
∥p̂t(σu,t(⋅)∣u)− p(σu(⋅)∣u)∥1 + ∥p(σv(⋅)∣v)− p̂t(σv,t(⋅)∣v)∥1 . (3.17)

Hence,

d(u, v) = ∥p(σu(⋅)∣u)− p(σv(⋅)∣v)∥1 (Def. (3.12))
≥ ∥p̂t(σu,t(⋅)∣u)− p̂t(σv,t(⋅)∣v)∥1 − ∥p(σu(⋅)∣u)− p̂t(σu,t(⋅)∣u)∥1
− ∥p(σv(⋅)∣v)− p̂t(σv,t(⋅)∣v)∥1 (from (3.17))
≥ ∥p̂t(σu,t(⋅)∣u)− p̂t(σv,t(⋅)∣v)∥1 − ∥p(σu(⋅)∣u)− p̂t(σu(⋅)∣u)∥1
− ∥p(σv(⋅)∣v)− p̂t(σv(⋅)∣v)∥1 (Lemma 7)
= ∥p̂t(σu,t(⋅)∣u)− p̂t(σv,t(⋅)∣v)∥1 − ∥p(⋅∣u)− p̂t(⋅∣u)∥1
− ∥p(⋅∣v)− p̂t(⋅∣v)∥1
≥ ∥p̂t(σu,t(⋅)∣u)− p̂t(σv,t(⋅)∣v)∥1 − εu,t − εv,t = d̂(u, v) > 0 . (from (3.16))

Therefore, since all the partitions constructed by the algorithm are valid, and there
is no possibility of merging further at round K, CK = C and the proof is done.

Proposition 1. Under the conditions of Theorem 8, we always have max(1,f−1(∆))
t ≤

Nt(u)/∣u∣
Nt(v)/∣v∣ ≤

t
max(1,f−1(∆)) . Therefore, it is sufficient to choose α ≥ t

max(1,f−1(∆)) in
ApproxEquivalence for Theorem 8 to hold.
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Proof. First, we know from Lines 7 and 9 of ApproxEquivalence that N(u) and N(v)
are not zero. We have:

max(1, f−1(∆)) ≤ Nt(s, a) ≤ t ⇔

∑
s′,a′∈u

max(1, f−1(∆)) ≤ ∑
s′,a′∈u

Nt(s, a) ≤ ∑
s′,a′∈u

t ⇔

∣u∣max(1, f−1(∆)) ≤ Nt(u) ≤ ∣u∣t ⇔

max(1, f−1(∆)) ≤ Nt(u)
∣u∣

≤ t ⇔

1
t
≤ ∣u∣

Nt(u)
≤ 1

max(1, f−1(∆))
.

Combining the two last lines, we have that for any two u, v ⊆ S ×A, max(1,f−1(∆))
t ≤

Nt(u)/∣u∣
Nt(v)/∣v∣ ≤

t
max(1,f−1(∆)) . Therefore it is sufficient to choose α ≥ t

max(1,f−1(∆)) for the
condition in Line 9 of ApproxEquivalence to always be satisfied.

Remark 6. There exists a trade off between choosing a small α to guarantee optimism
and doing regret minimization, or a large α to do consistent clustering. Therefore,
appropriately choosing α does not have a trivial solution and is an open problem.

3.6 Application: The C-UCRL Algorithm
This section is devoted to presenting some applications of equivalence-aware confi-
dence sets introduced in Section 3.4. We present C-UCRL, a natural modification of
UCRL2 (Section 2.2.3). The main difference between C-UCRL and UCRL2 is that C-
UCRL is capable of exploiting the equivalence structure of the MDPs while estimating
it. It takes advantage from this equivalence structure to aggregate the information of
similar state-action pairs and better estimate the environment model. This improves
the regret of the algorithm by a factor of

√
SA
C . We consider variants of C-UCRL

depending on which information is available to the learner in advance.

3.6.1 C-UCRL: Known Equivalence Structure

Here we assume that the learner knows C and σ in advance, and provide a variant of
UCRL2 (Section 2.2.3, Algorithm 5), referred to as C-UCRL (Algorithm 7), capable of
exploiting the knowledge on C and σ. Given δ, at time t, C-UCRL uses the following
set of models

Mt,δ(C, σ) = {(S,A, p′, ν′) ∶ p′ ∈Pw(C) and p′C ∈CBt,δ(C, σ) and µ′ ∈ CB′t,δ(C, σ)} ,

where Pw(C) denotes the state-transition functions that are piece-wise constant on
C, and where p′C denotes the function induced by p′ ∈ Pw(C) over C (that is p′C(⋅∣c) =
p′(⋅∣s, a) for all (s, a)∈c). Recall that in previous sections, as indicated in Remark 3,
we considered for conciseness that the reward ν was known. In this section, the
proof is given also for the case where the reward function is unknown to the learner.
C-UCRL defines

tk+1 =min{t > tk ∶ ∃c ∈ C ∶∑(s,a)∈c Vtk ∶t(s, a) ≥ Ntk
(c) > 0} ,
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Algorithm 7 C-UCRL(C, σ, δ) with input parameter δ ∈ (0, 1]
1: Initialize: For all c0 ∈ C, set N0(c) = 0 and V0(c) = 0. Set t0 = 0, t = 1, k = 1, and

observe the initial state s1
2: st = s1
3: for episodes k ≥ 1 do
4: Set tk = t
5: Set Ntk

(c) = Ntk−1(c)+Vk−1(c) for all c
6: Compute empirical estimates µ̂σ

tk
(c) and p̂σ

tk
(⋅∣c) for all c

7: Compute π+tk
= EVI(µ̂σ

tk
, p̂σ

tk
, Ntk

, 1√
tk

, δ
C ) — see Algorithm 4

8: at = π+tk
(st)

9: ct ∈ C is the class containing (st, at)
10: while Vk(ct) <max{1, Ntk

(ct)} do
11: Play action at = π+tk

(st), observe the next state st+1 and reward rt(st, at)
12: Set ct ∈ C to be the class containing (st, at)
13: Set Vk(ct) = Vk(ct)+ 1
14: Set t = t+ 1
15: end while
16: end for

where Vtk ∶t(s, a) denotes the number of observations from time tk to t and Ntk
(s, a)

is the number of observations until time tk of the state action pair (s, a).
We note that forcing the condition p′ ∈ Pw(C) may be computationally difficult.

To ensure an efficient implementation, we use the same EVI algorithm of UCRL2,
where for (s, a) ∈ c, we replace p̂t(⋅∣s, a) and βNt(s,a)( δ

SA) respectively with p̂σ
t (⋅∣c) and

βNt(c)(
δ
C ). Let us now explain the C-UCRL algorithm. It starts with zero initialization

of N and V for all classes and the choice of s1 as the starting state. For each episode
k, we set the start time of episode k as tk, we represent the number of observations
for episode k by Ntk

(c), the sum of the number of observations until episode tk−1 and
the number of observations in episode k − 1 (line 5). After computing the empirical
estimates for distribution means and transition probabilities, we call the extended
value iteration (EVI) to compute the policy π+tk

(line 7). We find the class ct in which
the state action pair (st, at) falls (line 9). As long as the number of observations at
episode k for class ct remains smaller than the number of observations until episode
tk for class ct (line 10), we play action at and observe the next state st+1 and reward
rt(st, at) (line 11), find the state-action’s corresponding class ct, increase the number
of observations for episode k (line 13), and transit to time t+ 1 (line 14).

To bound the number of episodes produced by the algorithm we use the following
lemma.

Lemma 8 (Number of episodes). The number m(T ) of episodes of C-UCRL up to
time T ≥ C is upper bounded by

m(T ) ≤ C log2(8T
C ) .

Proof. The proof uses similar steps as in the proof of Proposition 18 in Jaksch, Ortner,
and Auer (2010). Recall that given c, NT (c) and Vk(c) = Vtk

(c) denote as the total
number of state-action class observations, up to step T and for episode k, respectively.
For any c, let K(c) denote the number of episodes where a state-action pair from c

is sampled: K(c) = ∑m(T )
k=1 1{Vk(c)>0}. It is worth mentioning that if Nk(c) > 0 and

Vk(c) = Ntk
(c), by the design of the algorithm, Ntk+1(c) = 2Ntk

(c) (due to line 5
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and 10 of Algorithm 7). Hence, for all class c

Ntm(T )(c) =
m(T )
∑
k=1

Vk(c)

≥ 1+ ∑
k∶Vk(c)=Ntk

(c)
Ntk
(c)

≥ 1+
K(c)
∑
i=1

2i−1

= 2K(c) .

where the first 1 in the second step is due to the first step of line 10 in Algorithm 7.
If Ntm(T )(c) = 0, then K(c) = 0, so that Ntm(T )(c) ≥ 2K(c) − 1 for all c. Thus,

T =∑
c∈C

Ntm(T )(c) ≥∑
c∈C
(2K(c) − 1) . (3.18)

On the other hand, an episode has happened when either Ntk
(c) = 0 or Ntk

(c) = Vk(c).
Therefore, m(T ) ≤ 1 +C +∑c∈CK(c) and consequently, ∑c∈CK(c) ≥ m(T ) − 1 −C.
Because 2x is convex, by Jensen’s inequality, we have 1

C ∑c∈C 2K(c) > 2∑c∈C
K(c)

C . Hence
we obtain

∑
c∈C

2K(c) ≥ C2∑c∈C
K(c)

C ≥ C2
m(T )−1

C
−1 . (3.19)

Putting together Equations 3.18 and 3.19, we obtain T ≥ C(2
m(T )−1

C
−1 − 1). Therefore,

m(T ) ≤ 1+C +C log2(T+C
C )

≤ 1+C +C log2(2T
C )

≤ 1+ 2C +C log2(T
C )

≤ 3C +C log2(T
C )

≤ C log2(8T
C ) ,

for T > C, thus concluding the proof.

We first provide the following time-uniform concentration inequality to control a
bounded martingale difference sequence which is an extension of the Azuma-Hoeffding
lemma (Jaksch, Ortner, and Auer, 2010).

Lemma 9 (Time-uniform Azuma-Hoeffding ). Let (Xt)t≥1 be a martingale difference
sequence (Definition 11) bounded by b for some b > 0 (that is, ∣Xt∣ ≤ b for all t). Then,
for all δ ∈ (0, 1),

P(∃T ∈N ∶
T

∑
t=1

Xt ≥ b

√
1
2
(T + 1) log (

√
T + 1/δ)) ≤ δ .

A modification of the analysis of Jaksch, Ortner, and Auer (2010) yields the
following theorem.

Theorem 9 (Regret of C-UCRL). Given C, σ and for any δ ∈ (0, 1) such that with
probability higher than 1− δ, uniformly over all time horizon T ,

R(C-UCRL(C, σ, δ′), T ) ≤ 20D
√

CT (S + log(C
√

T + 1/δ′))+DC log2(8T
C ) .
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where δ′ = δ/4, C is the number of classes and D is the diameter of the MDP.

Proof. To simplify notations, we define the short-hand Jk = Jtk
for various random

variables that are fixed within a given episode k (for exampleMk,δ′ =Mtk,δ′). Denote
by m(T ) the number of episodes initiated by the algorithm up to time T . Using the
definition of regret where g⋆ is the optimal gain, we have

R(T ) =
T

∑
t=1

g⋆ −
T

∑
t=1

rt(st, at)

=
T

∑
t=1
(g⋆ −µ(st, at))+

T

∑
t=1
(µ(st, at)− rt(st, at)) .

The first part of the above equation is bounded by ∑s,a Nm(T )(s, a)(g⋆ −µ(s, a)) and
for the second part, note that we can define Lemma 9’s Xt as (µ(st, at)−rt(st, at)) and
according to definition, it is a MDS. Therefore, Lemma 9 holds and for all δ′ ∈ (0, 1)

R(T ) ≤∑
s,a

Nm(T )(s, a)(g⋆ −µ(s, a))+
√

1
2(T + 1) log(

√
T + 1/δ′) , (3.20)

with probability at least 1− δ′. We have

∑
s,a

Ntm(T )(s, a)(g⋆ −µ(s, a)) =
m(T )
∑
k=1
∑
s,a

tk+1

∑
t=tk+1

1{st=s,at=a}(g⋆ −µ(s, a))

=
m(T )
∑
k=1
∑
s,a

Vk(s, a)(g⋆ −µ(s, a)) .

Defining Vk(c) = ∑s,a Vk(s, a) for c ∈ C, we further obtain

∑
s,a

Ntm(T )(s, a)(g⋆ −µ(s, a)) =
m(T )
∑
k=1
∑
c∈C

Vk(c)(g⋆ −µ(c)) ,

where we have used that µ(s, a) has constant value µ(c) for all (s, a) ∈ c. For 1 ≤ k ≤
m(T ), we define the regret of episode k as ∆k = ∑c∈C Vk(c)(g⋆ − µ(c)). Hence, with
probability at least 1− δ′,

R(T ) ≤
m(T )
∑
k=1

∆k +
√

1
2(T + 1) log(

√
T + 1/δ′) .

Of course the objective of our algorithm is to minimize the regret. However, to help
doing so, it also tries for searching for the true model M among a set of plausible
MDPs Mk,δ′ . We say an episode is good if M ∈ Mk,δ′ (that is, the set Mk,δ′ of
plausible MDPs contains the true model), and bad otherwise.

Control of the regret due to bad episodes (M ∉Mk,δ′). Due to using time-
uniform instead of time-instantaneous confidence bounds, we can show that with
high probability, all episodes are good for T ∈N. Indeed, using the definition of the
confidence sets in (3.2), for any δ′ ∈ (0, 1), we have

P(⋂
t

p ∈ CBt,δ′(C, σ)∧µ ∈ CB′t,δ′(C, σ)) ≥ 1− 2δ′.
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We have M ∈Mk,δ′ for all k in [1, m(T )] with probability at least 1− 2δ′ and

m(T )
∑
k=1

∆k1{M∉Mk,δ′} = 0 ,

that is, bad episodes do not contribute to the regret.

Control of the regret due to good episodes (M ∈Mk,δ′). We closely follow
Jaksch, Ortner, and Auer (2010) and decompose the regret to control the transition
and reward functions. At a high level, we make two major modifications: (i) we use the
time-uniform bound stated in Lemma 9 to control the martingale difference sequence
that appears; and (ii) as the stopping criterion of C-UCRL slightly differs from that of
UCRL2, we use Lemma 8 to control the number m(T ) of episodes. Consider a good
episode k (hence, M ∈Mk,δ′). From Jaksch, Ortner, and Auer (2010), we know that

the EVI algorithm outputs a policy π+k and M̃k,δ′ satisfying g
M̃k,δ′

π+
k
≥ g⋆ − 1√

tk
. Let us

define gk = g
M̃k,δ′

π+
k

. It then follows that

∆k =∑
c∈C

Vk(c)(g⋆ −µ(c)) ≤∑
c∈C

Vk(c)(gk −µ(c))+∑
c∈C

Vk(c)√
tk

. (3.21)

Defining Vk = (Vk(s, π+k (s))s∈S and combining Lemma 6 with (3.21) in the last
step yields

∆k ≤∑
s,a

Vk(s, a)(gk −µ(s, a))+∑
s,a

Vk(s, a)√
tk

=∑
s,a

Vk(s, a)(gk − µ̃k(s, a))+∑
s,a

Vk(s, a)(µ̃k(s, a)−µ(s, a))+∑
s,a

Vk(s, a)√
tk

≤ V ⊺k (P̃k − I)u(i)k +∑
s,a

Vk(s, a)(µ̃k(s, a)−µ(s, a))+ 2∑
s,a

Vk(s, a)√
tk

,

where i is the last step of the loop in the EVI algorithm (page 16) and P̃k = (p̃t(x∣s, π+k (s)))s,x∈S .

Similarly to Jaksch, Ortner, and Auer (2010), we define wk(s) = u
(i)
k (s)−

1
2(mins′ u

(i)
k (s

′)+
maxs′ u

(i)
k (s

′)) for all s ∈ S. Note that (P̃k − I)(mins′ u
(i)
k (s

′) +maxs′ u
(i)
k (s

′)) is
0 due to the fact that P̃k is row-stochastic. Therefore we have V ⊺k (P̃k − I)u(i)k =
V ⊺k (P̃k − I)w(i)k and thus

∆k ≤ V ⊺k (P̃k − I)wk +∑
s,a

Vk(s, a)(µ̃k(s, a)−µ(s, a))+ 2∑
s,a

Vk(s, a)√
tk

. (3.22)

The second term in the right-hand side can be upper bounded as follows. Fix pair
(s, a) and let cs,a denote the cluster to which (s, a) belongs. The fact M ∈ Mk,δ′
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implies that µ ∈ CB′t,δ′(C, σ), so

µ̃k(s, a)−µ(s, a) ≤ ∣µ̃k(s, a)− µ̂k(s, a)∣+ ∣µ̂k(s, a)−µ(s, a)∣ ≤ 2β′Ntk
(cs,a)(

δ′

C )

= 2
√

1
2Ntk

(cs,a)
(1+ 1

Ntk
(cs,a)

) log (C
√

Ntk
(cs,a)+1/δ′)

≤ 2
√

1
Ntk
(cs,a)

log (C
√

T + 1/δ′) ,

where we have used 1 ≤ Ntk
(cs,a) ≤ T in the last inequality. Using this bound and

noting that tk ≥ Ntk
(c), we obtain

∆k ≤ V ⊺k (P̃k − I)wk + 2(
√

log (C
√

T + 1/δ′)+ 1)∑
c∈C

Vk(c)√
Ntk
(c)

. (3.23)

In what follows, we derive an upper bound on V ⊺k (P̃k − I)wk. Similarly to Jaksch,
Ortner, and Auer (2010), we consider the following decomposition:

V ⊺k (P̃k − I)wk = V ⊺k (P̃k −Pk)wk
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

L1(k)

+V ⊺k (Pk − I)wk
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

L2(k)

.

We upper bound L1(k) as follows:

L1(k) ≤∑
s′
∑
s,a

Vk(s, a)(p̃k(s′∣s, a)− p(s′∣s, a))wk(s′)

≤∑
s,a

Vk(s, a)∥p̃k(⋅∣s, a)− p(⋅∣s, a)∥1∥wk∥∞

Note that ∥wk∥∞ ≤ D
2 according to Jaksch, Ortner, and Auer (2010) where D is the

diameter. The confidence interval (3.2) implies that ∥p̃k(⋅∣s, a) − p(⋅∣s, a)∥1 ≤ βNtk
(c)

and thus

L1(k) ≤
D

2 ∑s,a
Vk(s, a)βNtk

(cs,a)(
δ′

C )

= D

2 ∑c∈C
Vk(c)βNtk

(c)( δ′

C )

≤ D

2 ∑c∈C
Vk(c)

¿
ÁÁÀ2(1+ 1

Ntk

)
log (C2S

√
T + 1/δ′)

Ntk
(c)

≤ 2D
√

log (C2S
√

T + 1/δ′)∑
c∈C

Vk(c)√
Ntk
(c)

. (3.24)

To upper bound L2(k), similarly to the proof of Jaksch, Ortner, and Auer (2010, The-
orem 2), we define the sequence (Xt)t≥1, with Xt = (p(⋅∣st, at)− est+1)wkt1{M∈Mkt,δ′},
for all t, where kt denotes the episode containing step t and ej is a vector where it is
one at index j and zero otherwise. Note that E[Xt∣s1, a1, . . . , st, at] = 0. Indeed when
M ∉Mkt,δ′ , Xt = 0 and E[Xt∣s1, a1, . . . , st, at] = 0, and when M ∈Mkt,δ′ ,

Xt = (p(⋅∣st, at)− est+1)wkt

= (p(⋅∣st, at)− est+1)(u
(i)
kt
(s)− 1

2(min
s′

u
(i)
kt
(s′)+max

s′
u
(i)
kt
(s′))) .
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Since wkt is measurable given s1, a1, . . . , st, at, it comes out of expectation and it re-
mains to calculate E[p(⋅∣st, at)−est+1 ∣s1, a1, . . . , st, at] = ∑s′∈S p(s′∣st, at)−p(s′∣st, at) =
0. So (Xt)t≥1 is martingale difference sequence. Furthermore, ∣Xt∣ ≤ D. Indeed, for
all t, by the Hölder inequality,

∣Xt∣ ≤ ∥p(⋅∣st, at)− est+1∥1∥wk(t)∥∞ ≤ (∥p(⋅∣st, at)∥1 + ∥est+1∥1)
D

2
=D .

Using similar steps as in Jaksch, Ortner, and Auer (2010), for any k with M ∈Mk,δ′ ,
we have that:

L2(k) ≤
tk+1−1
∑
t=tk

Xt +D ,

so that ∑m(T )
k=1 L2(k) ≤ ∑T

t=1 Xt +m(T )D. Therefore, by Lemma 9, we deduce that
with probability at least 1− δ′

m(T )
∑
k=1

L2(k) ≤D

√
1
2
(T + 1) log(

√
T + 1/δ′)+m(T )D

≤D

√
1
2
(T + 1) log(

√
T + 1/δ′)+DC log2(8T

C ) , (3.25)

where the last step follows from Lemma 8.

Final control. Combing (3.23)–(3.25) and summing over all episodes gives

m(T )
∑
k=1

∆k1{M∈Mk,δ′}

≤
m(T )
∑
k=1

L1(k)+
m(T )
∑
k=1

L2(k)+ 2(
√

log (C
√

T + 1/δ′)+ 1)
m(T )
∑
k=1
∑
c∈C

Vk(c)√
Ntk
(c)

≤ 2(D
√

log (C2S
√

T + 1/δ′)+
√

log (C
√

T + 1/δ′)+ 1)
m(T )
∑
k=1
∑
c∈C

νk(c)√
Ntk
(c)

+D
√

2(T + 1) log (
√

T + 1/δ′)+DC log2(8T
C ) , (3.26)

with probability at least 1 − δ′. To upper bound the right-hand side, we recall the
following lemma.

Lemma 10 (Jaksch, Ortner, and Auer, 2010, Lemma 19). For any sequence of
numbers z1, z2, . . . , zn with 0 ≤ zk ≤ Zk−1 =max{1,∑k−1

i=1 zi},

n

∑
k=1

zk√
Zk−1

≤ (
√

2+ 1)
√

Zn .

Note that Ntk
(c) = ∑k′<k Vk′(c). Hence, applying Lemma 10 gives

∑
c∈C

m(T )
∑
k=1

Vk(c)√
Nk(c)

≤∑
c∈C
(
√

2+ 1)
√

Ntm(T )(c) ≤ (
√

2+ 1)
√

CT ,
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where the last step follows from Jensen’s inequality and ∑c Ntm(T )(c) = T . Therefore,

m(T )
∑
k=1

∆k1{M∈Mk} ≤D
√

2(T + 1) log (
√

T + 1/δ′)+DC log2(8T
C )

+ 2(
√

2+ 1)(D
√

log (C2S
√

T + 1/δ′)+
√

log (C
√

T + 1/δ′)+ 1)
√

CT ,

with probability of at least 1− δ′.
Finally and at a high level, we have three sources of error leading to 4δ′ probability

terms. The first bad event E1 is from the regret decomposition that makes appear
one high probability term in Equation 3.20: with probability 1− δ′, we have

T

∑
t=1
(µ(st, at)− rt(st, at)) >

√
1
2
(T + 1) log(

√
T + 1/δ′) .

Then, the second good event E2 is the probability that M ∈Mk,δ′ which is true with
probability 1− 2δ′. And the third bad event E3, the remainder martingale difference
term controlled by the diameter D in Equation 3.25, that also adds one δ′ term: with
probability 1− δ′

m(T )
∑
k=1
(p(⋅∣st, at)− est+1)wkt1{M∈Mkt

} =
T

∑
t=1

Xt >D

√
1
2
(T + 1) log(

√
T + 1/δ′) .

Finally, the regret of C-UCRL is controlled on an event of probability higher than
1 − δ′ − 2δ′ − δ′ = 1 − 4δ′, uniformly over all T . Therefore, for any δ ∈ (0, 1), taking
δ′ = δ/4, the regret of C-UCRL with δ′ as parameter is controlled on an event of
probability higher than 1− δ, uniformly over all T , by

R(T ) ≤ 2(
√

2+ 1)(D
√

log (C2S
√

T + 1/δ′)+
√

log (C
√

T + 1/δ′)+ 1)
√

CT

+D
√

1
2(T + 1) log (

√
T + 1/δ′)+DC log2(8T

C )+
√

1
2(T + 1) log (

√
T + 1/δ′)

≤ 6(D
√

CT (S + log (C
√

T + 1/δ′))+
√

CT log (C
√

T + 1/δ′)+
√

CT)

+ (D + 1)
√

1
2(T + 1) log (

√
T + 1/δ′)+DC log2(8T

C )

≤ 20D
√

CT (S + log(C
√

T + 1/δ′))+DC log2(8T
C ) ,

thus completing the proof.

Remark 7. In the above theorem to bound the regret, if we assume that reward ν is
known, we obtain a probability of 1− 3δ′ instead of 1− 4δ′.

Theorem 9 bounds the regret of C-UCRL which shows that efficiently exploiting
the knowledge of C and σ yields an improvement over the regret bound of UCRL2
(stated in Theorem 7) by a factor of

√
SA/C, which could be a huge improvement

when C ≪ SA. This is the case in, for instance, many grid-world environments, as
illustrated below.

Examples of MDP. In this part, we illustrate the notion of similarity and equiva-
lence class presented in Definitions 16-17 on some grid-world environments. For this
purpose, we consider grid-world MDPs as described in the beginning of the chapter.
Below, we show four examples of grid-world environments defined according to the
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Environment States 5× 5 7× 7 9× 9 100× 100

2-Room (Fig 3.3) SA 100 196 324 4× 104

C 4 4 4 4

4-Room (Fig 3.4) SA 100 196 324 4× 104

C 3 3 3 3

Table 3.1: Number of state-action pairs compared to the number of
classes in two types of grid-like environments.

Figure 3.3: Left: Two-room grid-world (left) with walls in black, and
goal state in yellow. Right: equivalence classes for state-action pairs

(one color per class).

above scheme, with different numbers of state-action pairs. The number SA of state-
action pairs in the simple 2-room and 4-room MDPs shown in (Figures 3.3 and 3.4)
changes as the grid size grows while the number C of classes stays almost fixed (see
Table 3.1), showing the advantage of our proposed approach. More complex examples
are shown in Figures 3.5 and 3.6 and as can be seen, the number of classes are still
very small compared to the very large grid world.

3.6.2 Ĉ-UCRL: Unknown Equivalence Structure

Now we consider the case where C is unknown to the learner. In order to accommodate
this situation, we use ApproxEquivalence in order to estimate the equivalence structure.

We introduce Ĉ-UCRL (Algorithm 8), which proceeds similarly to C-UCRL but does
not know the class and the true profile mapping. At each time t, ApproxEquivalence
outputs Ct as an estimate of the true equivalence structure C. Then, C-UCRL uses
the following set of models taking Ct as input:

Mt,δ(Ct) = {(S,A, p′, ν) ∶ p′ ∈Pw(Ct) and p′Ct
∈CBt,δ(Ct)} .
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Figure 3.4: Left: Four-room grid-world (left) with walls in black,
and goal state in yellow. Right: equivalence classes for state-action

pairs (one color per class).

Figure 3.5: Left: A more complex grid-world (left) with walls in
black, and goal state in yellow. Right: equivalence classes for state-

action pairs (one color per class).

Then, it sets the starting step of episode k + 1 as:

tk+1 =min{t > tk ∶ ∃c∈Ctk
,∑(s,a)∈c Vtk ∶t(s, a)≥Ntk

(c) > 0 or

∃s, a, Vtk ∶t(s, a)≥Ntk
(s, a) > 0} .

Using the disjunction and the two given cases above provides more statistical confi-
dence for the case where the true profile mappings and class are not given. Since we
do not know the classes, we need to check the state-action pairs. Intuitively speaking,
this helps to separate the optimistically joined classes, especially in the beginning of



3.6. Application: The C-UCRL Algorithm 41

Figure 3.6: Left: A more complex grid-world (left) with walls in
black, and goal state in yellow. Right: equivalence classes for state-

action pairs (one color per class).

procedure. Consider the case when two centers are merged and one is sampled more
while the other remains the same. The sampled center’s data is doubled and it is a
good time to check our modeling again while considering the merged center, we still
need more sample to check the model. This is not important for the case that we
know the classes in advance, because we cannot incorrectly merge pairs that are in
the same class.

Remark 8. Note that Mt,δ(C) ≠ Mt,δ(Ct) as we may have Ct ≠ C. Nonetheless,
the design of ApproxEquivalence, which relies on confidence bounds, ensures that Ct is
informative enough, in the sense that Mt,δ(Ct) could be much smaller (hence, better)
than a set of models that one would obtain by ignoring equivalence structure; this
is also validated by the numerical experiments in ergodic environments in the next
subsection.

3.6.3 Numerical Experiments

We conduct numerical experiments to examine the performance of the proposed vari-
ants of C-UCRL, and compare it to that of UCRL2-L4. In our experiments with un-
known mappings and classes, for the subroutine ApproxEquivalence called by Ĉ-UCRL,
we set εu,t = βNt(u)(

δ
3SA
) for u ∈ S ×A where δ is the risk parameter and we have used

δ
3 since the reward is assumed to be known. Recall that εu,t is used in the definition
of both d̂(⋅, ⋅) and CBt,δ(Ct) (see Equations 3.14 and 3.9).

Remark 9. To avoid over-grouping, we empirically use a more constrained definition
of PAC Neighbor that the one needed in our theory (Definition 18). Specifically, for
v to be a PAC Neighbor of u, in addition to requiring d̂(u, v) ≤ 0, we also require that
d̂({j},{j′}) ≤ 0 for all j ∈ u and j′ ∈ v, and d̂({j}, u∪ v) ≤ 0 for all j ∈ u∪ v.

4UCRL2-L is a variant of UCRL2, which uses confidence bounds derived by combining Hoeffding’s
and Weissman’s inequalities with the Laplace method, as in (3.2). We stress that UCRL2-L attains a
smaller regret than the original UCRL2 of Jaksch, Ortner, and Auer (2010).
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Algorithm 8 Ĉ-UCRL with input parameter δ ∈ (0, 1], α

1: Initialize: For all (s, a), set N0(s, a) = 0 and V0(s, a) = 0. For all c0 ∈ C, set
N0(c) = 0 and V0(c) = 0. Set t0 = 0, t = 1, k = 1, and observe the initial state s1

2: st = s1
3: for episodes k ≥ 1 do
4: Set tk = t
5: Set Ntk

(s, a) = Ntk−1(s, a)+Vk(s, a) for all (s, a)
6: Set Ntk

(c) = Ntk−1(c)+Vk(c) for all c ∈ Ctk−1

7: Compute empirical estimates σtk

8: Find Ctk
using ApproxEquivalence(Nt, α)

9: Set Ntk
(c) = Ntk−1(c)+Vk−1(c) for all c ∈ Ctk

10: Compute empirical estimates µ̂
σtk
tk
(c) and p̂

σtk
tk
(⋅∣c) for all c ∈ Ctk

11: Compute π+tk
= EVI(µ̂σtk

tk
, p̂

σtk
tk

, Ntk
, 1√

tk
, δ

C ) — see Algorithm 4
12: at = π+tk

(st)
13: ct ∈ C is the class containing (st, at)
14: while Vk(ct) < max{1, Ntk

(ct)} and Vk(st, π+tk
(st)) < max{1, Ntk

(st, π+tk
(st))}

do
15: Play action at = π+tk

(st), observe the next state st+1 and reward rt(st, at)
16: Set ct ∈ Ctk

to be the class containing (st, at)
17: Set Vk(st, at) = Vk(st, at)+ 1
18: Set Vk(ct) = Vk(ct)+ 1
19: Set t = t+ 1
20: end while
21: end for

In the first set of experiments, we examine the regret of various algorithms in
ergodic environments. Specifically, we consider the ergodic RiverSwim MDP, shown
in Figure 3.2, with 25 and 50 states. In both cases, we have C = 6 classes. In Figures
3.7(a) and 3.7(b), we plot the regret against time steps under C-UCRL, Ĉ-UCRL, and
UCRL2-L executed in the aforementioned environments. The results are averaged over
100 independent runs, and the 95% confidence intervals are shown. All algorithms
use δ = 0.05, and for Ĉ-UCRL, we use α = 4. As the curves show, the proposed C-UCRL
algorithms significantly outperform UCRL2-L. As expected, since it is given the true
classes and profile mappings, C-UCRL attains the smallest regret. In particular, in
the 25-state environment and at the final time step, C-UCRL attains a regret smaller
than that of UCRL2-L by a factor of approximately

√
SA/C =

√
50/6 ≈ 2.9, thus

verifying Theorem 9. Similarly, we may expect an improvement in regret by a factor
of around

√
SA/C =

√
100/6 ≈ 4.1 in the other environment. We however get a better

improvement (by a factor of around 8), which can be attributed to the increase in the
regret of UCRL2-L due to a long burn-in phase (i.e., the phase before the algorithm
starts learning). Ĉ-UCRL, which does not know the true classes and profile mappings
in advance, has larger regret than C-UCRL but still largely outperforms UCRL2-L.

We now turn our attention to the quality of approximate equivalence structure
produced by ApproxEquivalence (Algorithm 6), which is used as a sub-routine of Ĉ-
UCRL. To this aim, we introduce two performance measures to assess the clustering
quality. The first one is defined as the total number of state-action pairs that are
mis-clustered, normalized by the total number SA of pairs. We refer to this measure
as the mis-clustering ratio. More precisely, let Ct denote the empirical equivalence
structure output by ApproxEquivalence at time t. For a given c ∈ Ct, we consider the
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Figure 3.7: Regret of various algorithms in Ergodic RiverSwim en-
vironments.

restriction of C to c which is the intersection of c and C, denoted by C∣c. We find
ℓ(c) ∈ C∣c that has the largest cardinality: ℓ(c) ∈ argmaxx∈C∣c ∣x∣. Now, we define

mis-clustering ratio at time t = 1
SA
∑
c∈Ct

∣c∖ ℓ(c)∣ .

Note that the mis-clustering ratio falls in [0, 1] as ∑c∈Ct
∣c∣ = SA for all t. Our second

performance measure accounts for the error in the aggregated empirical transition
probability due to mis-clustered pairs. We refer to this measure as mis-clustering
bias. Precisely speaking, for a given pair e ∈ S ×A, we denote by ce ∈ Ct the set
containing e in Ct. Then, we define the mis-clustering bias at time t as

mis-clustering bias at time t = ∑
c∈Ct

∑
e∉ℓ(c)

∥p̂t(⋅∣ce)− p̂t(⋅∣ce ∖ {e})∥1 .

Remark 10. As explained on page 28, Ĉ-UCRL could lead to a biased estimation of
p when the number of samples is lower than the bound provided in Theorem 8. Nev-
ertheless, such a bias can be controlled thanks to α (we set α = 4 in our experiments),
see Figure 3.8 as well as in the sub-linear regret plots of the algorithm (Figures 3.7
and 3.9).

In Figures 3.8(a) and 3.8(b), we plot the “mis-clustering bias” and “mis-clustering
ratio” for the empirical equivalence structures produced in the previous experiments.
We observe on the figures that the errors in terms of the aforementioned performance
measures reduce. These errors do not vanish quickly, thus indicating that the gener-
ated empirical equivalence structures do not agree with the true one. Yet, they help
reduce uncertainty in the transition probabilities, and, in turn, reduce the regret; we
refer to Remark 8 for a related discussion.

In the second set of experiments, we consider two communicating environments5:
4-room grid-world (with 49 states) and RiverSwim (with 25 states). In Figures 3.9(a)
and 3.9(b), we plot the regret against time steps under C-UCRL, Ĉ-UCRL, and UCRL2-
L, and similarly to the previous case, we set δ = 0.05 and α = 4. The results are

5An MDP is called communicating if for any two states s1, s0, there exists a policy such that the
expected number of steps to reach s0 from s1 is finite



44 Chapter 3. Model-based Reinforcement Learning Exploiting State-Action
Equivalence

0 200 400 600 800 1000
Time (x1000)

0.010

0.015

0.020

0.025

0.030

0.035

0.040

M
is

-c
lu

st
er

in
g 

bi
as

50 states
25 states

(a) Mis-clustering bias

0 200 400 600 800 1000
Time (x1000)

0.10

0.15

0.20

0.25

0.30

0.35

0.40

M
is

-c
lu

st
er

in
g 

ra
tio

50 states
25 states

(b) Mis-clustering ratio

Figure 3.8: Assessment of quality of approximate equivalence struc-
tures for Ergodic RiverSwim with 25 and 50 states.

averaged over 100 independent runs, and the 95% confidence intervals are shown. In
both environments, C-UCRL significantly outperforms UCRL2-L. However, Ĉ-UCRL
attains a regret which is slightly worse than that of UCRL2-L. This can be attributed
to the fact that ApproxEquivalence is unable to find an accurate enough equivalence
structure in these non-ergodic environments.
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Figure 3.9: Regret of various algorithms in communicating environ-
ments.
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Chapter 4

Collaborative Algorithms for
Online Personalized Mean
Estimation

In this chapter, we tackle the online personalized mean estimation problem in a
network of collaborative agents. Each agent has access to a (personal) process that
generates samples from a real-valued distribution and seeks to estimate its mean.
We study the case where some of the distributions have the same mean, and the
agents are allowed to actively query information from other agents. The goal is to
design an algorithm that enables each agent to improve its mean estimate thanks to
communication with other agents. The means as well as the number of distributions
with same mean are unknown, which makes the task nontrivial. We introduce a novel
collaborative strategy to solve this online personalized mean estimation problem. We
analyze its time complexity and introduce variants that enjoy good performance in
numerical experiments. We also extend our approach to the setting where clusters of
agents with similar means seek to estimate the mean of their cluster.

4.1 Introduction
With the wide spreading of personal digital devices, ubiquitous computing and IoT
(Internet of Things), the need for decentralized and collaborative computing has be-
come more pregnant. Indeed, devices are first of all designed to collect data and
this data may be sensitive and/or too large to be transmitted. Therefore, it is often
preferable to keep the data on-device, where it has been collected. Local processing
on a single device is a always possible option but learning in isolation has slow con-
vergence time. In that case, collaborative strategies can be investigated to improve
statistically and faster learning. In recent years, such collaborative approaches have
been broadly referred to as federated learning (Kairouz et al., 2021).

The data collected at each device reflects the specific usage, production patterns
and objective of the associated agent. Therefore, we must solve a set of personalized
tasks over heterogeneous data distributions. Even though the tasks are personalized,
collaboration can play a significant role in reducing the time complexity and accel-
erating learning in presence of agents who share similar objectives. An important
building block to design collaborative algorithms is then to identify agents acquiring
data from the same (or similar) distribution. This is particularly difficult to do in an
online setting, in which data becomes available sequentially over time.

In this work, we explore this challenging objective in the context of a new problem:
online personalized mean estimation. Formally, each agent continuously receives data
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from a personal σ-sub-Gaussian distribution and aims to construct an accurate esti-
mation of its mean as fast as possible. At each step, each agent receives a new sample
from its distribution but is also allowed to query the current local average of another
agent. To enable collaboration, we assume the existence of an underlying class struc-
ture where agents in the same class have the same mean value. We also consider a
relaxed assumption where the means of agents in a class are close (but not necessar-
ily equal). Such assumptions are natural in many real-world applications (Adi et al.,
2020). A simple example is that of in different environments, monitoring parame-
ters such as temperature in order to accurately estimate their mean (see for instance
Mateo et al., 2013). Another example is collaborative filtering, where the goal is to
estimate user preferences by leveraging the existence of clusters of users with similar
preferences (Su and Khoshgoftaar, 2009). Crucially, the number of classes and their
cardinality are unknown to the agents and must be discovered in an online fashion.

We propose collaborative algorithms to solve this problem, where agents identify
the class they belong to in an online fashion so as to better and faster estimate their
own mean by assigning weights to other agents’ estimates. Our approach is grounded
in Probably Approximately Correct (PAC) theory, allowing agents to iteratively dis-
card agents in different classes with high confidence. We provide a theoretical analysis
of our approach by bounding the time required by an agent to correctly estimate its
class with high probability, as well as the time required by an agent to estimate its
mean to the desired accuracy. Our results highlight the dependence on the gaps be-
tween the true means of agents in different classes, and show that in some settings
our approach achieves nearly the same time complexity as an oracle who would know
the classes beforehand. Our numerical experiments on synthetic data are in line with
our theoretical findings and show that some empirical variants of our approach can
further improve the performance in practice.

The chapter is organized as follows. Section 4.2 discusses the related work on
federated learning and collaborative online learning. In Section 4.3, we formally
describe the problem setting and introduce relevant notations. In Section 4.4, we
introduce our algorithm and its variants. Section 4.5 presents our theoretical analysis
of the proposed algorithm in terms of class and mean estimation time complexity.
Section 4.6 is devoted to illustrative numerical experiments. Section 4.7 extends our
approach to the case where classes consist of agents with similar(but not necessarily
equal) means and agents seek to estimate the mean of their class.

4.2 Related Work
Over the last few years, collaborative estimation and learning problems involving sev-
eral agents with local datasets have been extensively investigated under the broad
term of Federated Learning (FL) (Kairouz et al., 2021). While traditional FL al-
gorithms learn a global estimate for all agents, more personalized approaches have
recently attracted a lot of interest (see for instance Vanhaesebrouck, Bellet, and Tom-
masi, 2017; Smith et al., 2017; Fallah, Mokhtari, and Ozdaglar, 2020; Sattler, Müller,
and Samek, 2020; Hanzely et al., 2020; Marfoq et al., 2021, and references therein).
However, these approaches are not suitable for online learning and often lack clear
statistical assumptions on the relation between local data distributions.

In the online setting, the work on collaborative learning has largely focused on
multi-armed bandits (MAB). Most approaches however consider a single MAB in-
stance which is solved collaboratively by multiple agents. Collaboration between
agents can be implemented through broadcast messages to all agents (Hillel et al.,
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2013; Tao, Zhang, and Zhou, 2019), via a server (Wang et al., 2020b), or relying
only on local message exchanges over a network graph (Sankararaman, Ganesh, and
Shakkottai, 2019; Martínez-Rubio, Kanade, and Rebeschini, 2019; Wang et al., 2020a;
Landgren, Srivastava, and Leonard, 2021). Other approaches do not allow explicit
communication but instead consider a collision model where agents receive no reward
if several agents pull the same arm (Boursier and Perchet, 2019; Wang et al., 2020a).
In any case, all agents aim at solving the same task.

Some recent work considered collaborative MAB settings where the arm means
vary across agents. Extending their previous work (Boursier and Perchet, 2019),
Boursier et al. (2019) consider the case where arm means can vary among players.
Under their collision model, the problem reduces to finding a one-to-one assignment
of agents to arms. In Shi and Shen (2021), the local arm means of each agent are
IID random realizations of fixed global means and the goal is to solve the global
MAB using only observations from the local arms with an algorithm inspired from
traditional FL. Similarly, Karpov and Zhang (2022) extend the work of Tao, Zhang,
and Zhou (2019) by considering different local arm means for each agent with the
goal to identify the arm with largest aggregated mean. Shi, Shen, and Yang (2021)
introduce a limited amount of personalization by extending the model of Shi and Shen
(2021) to optimize a mixture between the global and local MAB objectives. Réda,
Vakili, and Kaufmann (2022) further consider a known weighted combination of the
local MAB objectives. A crucial difference with our work is that there is no need to
discover relations between local distributions to solve the above problems.

Another related problem is to identify a graph structure on top of the arms in
MAB. Kocák and Garivier (2020) and Kocák and Garivier (2021) construct a simi-
larity graph while solving the best arm identification problem, but consider only a
single agent. In contrast, our work considers a multi-agent setting with personalized
estimation tasks, and our approach discovers similarities across agents’ tasks in an
online manner.

4.3 Problem Setting
We consider a mean estimation problem involving A agents. The goal of each agent
a ∈ [A] = {1, 2, . . . , A} is to estimate the mean µa of a personal distribution νa over
R. In this work, we assume that there exists σ ≥ 0 such that each νa is σ-sub-
Gaussian (Def. 8). This classical assumption captures a property of strong tail decay,
and includes in particular Gaussian distributions (in that case, the smallest possible
σ2 corresponds to the variance) as well as any distribution supported on a bounded
interval (e.g., Bernoulli distributions).

We consider an online and collaborative setting where data points are received
sequentially and agents can query each other to learn about their respective distribu-
tions. Agents should be thought of as different user devices which operate in parallel.
Therefore, they all receive a new sample and query another agent at each time step.

Formally, we assume that time is synchronized between agents and at each time
step t, each agent a receives a new sample xt

a from its personal distribution νa with
mean µa, which is used to update its local mean estimate x̄t

a,a = 1
t ∑

t
t′=1 xt′

a . It also
chooses another agent l to query. As a response from querying agent l, agent a
receives the local average x̄t

l,l of agent l (i.e., the average of t independent sam-
ples from the personal distribution νl) and stores it in its memory x̄t

a,l along with
the corresponding number of samples nt

a,l = t. Each agent a thus keeps a memory
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[(x̄t
a,1, nt

a,1), . . . , (x̄t
a,A, nt

a,A)] of the last local averages (and associated number of sam-
ples) that it received from other agents. The information contained in this memory
is used to compute an estimate µt

a of µa at each time t. Our goal is to design a query
and estimation procedure for each agent.

As described above, note that when an agent queries another agent at time t,
it does not receive one sample from this agent (as e.g. in multi-armed bandits),
but receives the full statistics of observations of this agent up to time t. This has
considerably much more information than in typical MAB settings, and naturally
requires specific strategies.

To measure the performance of an algorithm, we rely on the following notion of
(ε, δ)-convergence in probability (Bertsekas and Tsitsiklis, 2002; Wasserman, 2013),
which we recall below.

Definition 20 (PAC-convergence). An estimation procedure for agent a is called
(ε, δ)-convergent if there exists τa ∈N such that the probability that the mean estima-
tor µt

a of agent a is ε-distant from the true mean for any time t > τa is at least 1− δ:

P (∀t > τa ∶ ∣µt
a −µa∣ ≤ ε) > 1− δ. (4.1)

While it is easy to design (ε, δ)-convergent estimation procedure for a single agent
taken in isolation, the goal of this work is to propose collaborative algorithms where
agents benefit from information from other agents by taking advantage of the relation
between the agents’ distributions. This will allow them to build up more accurate
estimations in less time, i.e., with smaller time complexity τa.

Specifically, to foster collaboration between agents, we consider that the set of
agents [A] is partitioned into equivalence classes that correspond to agents with
the same mean.1 In real scenarios, these classes may represent sensors in the same
environment, objects with the same technical characteristics, users with the same
behavior, etc. This assumption makes it possible for an agent to design strategies to
identify other agents in the same class and to use their estimates in order to speed
up the estimation of his/her own mean. Formally, we define the class of a as the set
of agents who have the same mean as a.

Definition 21 (Similarity class). The similarity class of agent a is given by:

Ca = {l ∈ [A] ∶ ∆a,l = 0},

where ∆a,l = ∣µa −µl∣ is the gap between the means of agent a and agent l.

The gaps {∆a,l}a,l∈[A] define the problem structure. We consider that the agents
do not know the means, the gaps, or even the number of underlying classes. Hence the
classes {Ca}a∈[A] are completely unknown. This makes the problem quite challenging.

4.4 Proposed Approach
In this section, we first introduce some of the key technical components used in our
approach, and then present our proposed algorithm.

1In Section 4.7, we will consider a relaxed version of this assumption where classes consist of
agents with similar (not necessarily equal) means.
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4.4.1 Main Concepts

In our approach, each agent a computes confidence intervals Ia,l = [x̄t
a,l−βδ(nt

a,l), x̄t
a,l+

βδ(nt
a,l)] for the mean estimators [x̄t

a,1, . . . , x̄t
a,A] that it holds in memory at time t.

The generic confidence bound βδ(nt
a,l) takes as input the number of samples nt

a,l seen
for agent l at time t, and δ corresponds to the risk parameter so that with probability
at least 1− δ the true mean µl falls within the confidence interval Ia,l.

Agent a will use these confidence intervals to assess whether another agent l
belongs to the class Ca through the evaluation of an optimistic distance defined below.

Definition 22 (Optimistic distance). The optimistic distance with agent l from the
perspective of agent a is defined as:

dt
a,δ(l) = ∣x̄

t
a,a − x̄t

a,l∣− βδ(nt
a,a)− βδ(nt

a,l). (4.2)

The “optimistic” terminology is justified by the fact that dt
a,δ(l) is, with high

probability, a lower bound on the distance between the true means µa and µl of
distributions νa and νl. Recall that two agents belong to the same class if the distance
of their true mean is zero. Since these values are unknown, the idea of the above
heuristic is to provide a proxy based on observed data and high probability confidence
bounds. In particular, we will adopt the Optimism in Face of Uncertainty Principle
(OFU) (see Auer, Cesa-Bianchi, and Fischer, 2002) and consider that two agents may
be in the same class if the optimistic distance is zero or less. Hence, we define an
optimistic notion of class accordingly.

Definition 23. The optimistic similarity class from the perspective of agent a at time
t is defined as:

Ct
a = {l ∈ [A] ∶ dt

a,δ(l) ≤ 0}.

Having introduced the above concepts, we can now present our algorithm.

4.4.2 Algorithm

The collaborative mean estimation algorithm we propose, called ColME, is given
in Algorithm 9 (taking the perspective of agent a). For conciseness, we consider that
βδ(0) = +∞. At each step t, agent a performs three main steps.

In the Perceive step, the agent receives a sample from its distribution and updates
its local average together with the number of samples.

In the Query step, agent a selects another agent following a query strategy given
as a parameter to the ColME algorithm. Agent a runs the choose_agent function to
select another agent l and asks for its current local estimate to update its memory.
We propose two variants for the choose_agent function:

• Round-Robin: cycle over the set [A] of agents one by one in a fixed order.

• Restricted-Round-Robin: like round-robin but ignores agents that are not in the
set of optimistically similar agents Ct

a.

The focus on round-robin-style strategies is justified by the information structure
of our problem setting, which is very different from classic bandits. Indeed, querying
an agent at time t produces an estimate computed on the t observations collected by
this agent so far. The choice of variant (Round-Robin or Restricted-Round-Robin) will
affect the class identification time complexity, as we shall discuss later.
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Algorithm 9 ColME
Parameters: agent a, time horizon H, risk δ, weighting scheme α, and query strat-

egy choose_agent
1: ∀l ∈ [A]: x̄0

a,l ← 0, n0
a,l ← 0

2: C0
a ← {l ∈ [A] ∶ d0

a,δ(l) ≤ 0} = [A]
3: for t = 1, . . . , H do
4: ∀l ∈ [A]: x̄t

a,l ← x̄t−1
a,l , nt

a,l ← nt−1
a,l

5: Perceive:
6: Receive sample xt

a ∼ νa

7: x̄t
a,a ← x̄t−1

a,a × t−1
t + xt

a × 1
t , nt

a,a ← t
8: Query:
9: Ct

a ← {l ∈ [A] ∶ dt
a,δ(l) ≤ 0}

10: Query agent l = choose_agent(Ct
a) to get x̄t

l,l
11: x̄t

a,l ← x̄t
l,l, nt

a,l ← t
12: Estimate:
13: Ct

a ← {l ∈ [A] ∶ dt
a,δ(l) ≤ 0}

14: µt
a ← ∑l∈Ct

a
αt

a,l × x̄t
a,l

15: end for
Output: µH

a

Finally, in the Estimate step, agent a computes the optimistic similarity class
Ct

a based on available information, and constructs its mean estimate as a weighted
aggregation of the local averages of agents that belong to Ct

a. We propose different
weighting mechanisms:

Simple weighting. This is a natural weighting mechanism for aggregating samples:

αt
a,l =

nt
a,l

∑l∈Ct
a

nt
a,l

.

Soft weighting. This is a heuristic weighting mechanism which leverages the in-
tuition that the more the confidence intervals of two agents overlap, the more likely
that they are in the same class. Moreover, the smaller the union of the agent means,
the more confident we are that the agents are in the same class. In other words, we
are not equally confident about all the agents that are selected for estimation, and
this weighting mechanism incorporates this information:

αt
a,l = nt

a,l
∣Ia,a ∩ Ia,l∣
∣Ia,a ∪ Ia,l∣

× 1
Zsoft

,

where Zsoft = ∑i∈Ct
a

nt
a,i∣Ia,a∪Ia,i∣
∣Ia,a∩Ia,i∣ is a normalization factor.

Aggressive weighting. This is an extension of the previous soft weighting mech-
anism that is more selective. Not only does it consider the overlap and intersec-
tion of the agents’ confidence intervals, but it also requires the size of the inter-
section to be larger than half the size of both confidence intervals from the two
agents. Let us denote the binary value associated with this condition by Ea,l =
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1{∣Ia,a∩Ia,l∣>min{βδ(nt
a,l),βδ(nt

a,a)}}. Then

αt
a,l = nt

a,l
∣Ia,a ∩ Ia,l∣
∣Ia,a ∪ Ia,l∣

×
Ea,l

Zagg
,

where Zagg = ∑i∈Ct
a

nt
a,i∣Ia,a∪Ia,i∣×Ea,i
∣Ia,a∩Ia,i∣ is a normalization factor.

4.4.3 Baselines

We introduce two baselines that will be used to put the performance of our approach
into perspective, both theoretically and empirically.

Local estimation. Estimates are computed without any collaboration, using only
samples received from the agent’s own distribution, i.e. µt

a = x̄t
a,a.

Oracle weighting. The agent knows the true class Ca via an oracle and uses the
simple weighting αt

a,l =
nt

a,l
∑l∈Ca nt

a,l
.

4.5 Theoretical Analysis
In this section, we provide a theoretical analysis of our algorithm ColME for the
query strategy Restricted-Round-Robin and the simple weighting scheme. Specifically,
we bound the time complexity in probability for both class and mean estimation.

A key aspect of our analysis is to characterize when the optimistic similarity class
(Definition 23) coincides with the true classes. We show that this is the case when two
conditions hold. First, for a given agent a, we need the confidence interval computed
by a about agent l to contain the true mean µl for all l ∈ A.

Definition 24. We define the following events:

Et
a = ⋂

l∈[A]
∣x̄t

a,l −µl∣ ≤ βδ(nt
a,l), (4.3)

Ea = ⋂
t∈N

Et
a. (4.4)

We can guarantee that Ea holds with high probability via an appropriate param-
eterization of confidence intervals. We use the so-called Laplace method (Maillard,
2019).

Lemma 11. Let δ ∈ (0, 1), a ∈ [A]. Setting βδ(n) = σ
√

2 1
n × (1+

1
n) ln(

√
n+ 1/γ(δ))

with γ(δ) = δ
8×A , we have:

P (Ea) ≥ 1− δ

8
. (4.5)

Proof. Let us recall that Ea = ⋂
t∈N
⋂

l∈[A]
∣x̄t

a,l −µl∣ ≤ βδ(nt
a,l). Then

P (Ea) = 1−P (Ēa) ,
= 1−P (∃t ∈N, ∃l ∈ [A] ∶ ∣x̄t

a,l −µl∣ > βδ(nt
a,l)) ,

≥ 1− ∑
l∈[A]

P (∃t ∈N ∶ ∣x̄t
a,l −µl∣ > βδ(nt

a,l)) .
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defining γ(δ) = δ
8×A and using Lemma 4,

P (Ea) ≥ 1− ∑
l∈[A]

P(∃t ∈N ∶ ∣x̄t
a,l −µl∣ > σ

¿
ÁÁÀ 2

nt
a,l
× (1+ 1

nt
a,l
) ln(
√

nt
a,l + 1/γ(δ))),

≥ 1− ∑
l∈[A]

γ(δ) = 1− ∑
l∈[A]

δ

8A
= 1− δ

8
.

The second condition is that agent’s a memory about the local estimates of other
agents should contain enough samples. Let us denote by ⌈β−1

δ (x)⌉ the smallest integer
n such that x > βδ(n).

Definition 25. From the perspective of agent a and at time t, event Gt
a is defined

as:

Gt
a = ⋂

l∈[A]
nt

a,l > n⋆a,l, (4.6)

where n⋆a,l =
⎧⎪⎪⎨⎪⎪⎩

⌈β−1
δ (

∆a,l
4 )⌉ if l ∉ Ca,

⌈β−1
δ (

∆a

4 )⌉ otherwise,

with ∆a =minl∈[A]/Ca
∆a,l.

Note that the required number of samples is inversely proportional to the gaps
between the means of agents in different classes. Having enough samples and knowing
that the true means fall within the confidence bounds, we can show that the class-
estimation rule dt

a,δ(l) ≤ 0 indicates the membership of l in Ca.

Lemma 12 (Class membership rule). Under Et
a ∧Gt

a and ∀l ∈ [A] and at time t:
dt

a,δ(l) > 0 ⇐⇒ l ∈ [A]/Ca.

Proof. From Lemma 14, we directly have one implication. For the other one, if l /∈ Ca

because Gt
a holds, we have ∀l ∈ [A], nt

a,l ≥ n⋆a,l, therefore we can apply Lemma 13 and
we directly have dt

a,δ(l) > 0.

Using the above lemma, we obtain the following result for the time complexity of
class estimation.

Theorem 10 (ColME class estimation time complexity). For any δ ∈ (0, 1), employing
Restricted-Round-Robin query strategy, we have:

P (∃t > ζa ∶ Ct
a ≠ Ca) ≤

δ

8
, with ζa = n⋆a,a +A− 1− ∑

l∈[A]∖Ca

1{n⋆a,a>n⋆a,l+A−1}. (4.7)

Proof. From Lemma 15 and Lemma 12, we deduce that if Ea holds and knowing
that Ct

a = {l ∈ [A] ∶ dt
a,δ(l) ≤ 0} then ∀t > ζa, Ca = Ct

a. Hence, P (∀t > ζa, Ca = Ct
a) ≥

P (Ea) ≥ 1− δ/8 using Lemma 11.

Let us first remark that

dt
a,δ(l) = ∣x̄

t
a,a − x̄t

a,l∣− βδ(nt
a,a)− βδ(nt

a,l),
= ∣(x̄t

a,a −µa)− (x̄t
a,l −µl)+ (µa −µl)∣− βδ(nt

a,a)− βδ(nt
a,l).

As a consequence we have
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dt
a,δ(l) ≤ ∆a,l + ∣x̄t

a,a −µa∣+ ∣x̄t
a,l −µl∣− βδ(nt

a,a)− βδ(nt
a,l). (4.8)

dt
a,δ(l) ≥ ∆a,l − ∣x̄t

a,a −µa∣− ∣x̄t
a,l −µl∣− βδ(nt

a,a)− βδ(nt
a,l). (4.9)

Lemma 13. Under Ea, ∀l ∈ [A], if l /∈ Ca then ∀nt
a,l ≥ n⋆a,l = ⌈β

−1
δ (

∆a,l
4 )⌉ we have

dt
a,δ(l) > 0.

Proof. Under Ea, we have ∣x̄t
a,l −µl∣ ≤ βδ(nt

a,l) and ∣x̄t
a,a −µa∣ ≤ βδ(nt

a,a). Since nt
a,a ≥

nt
a,l, we also have βδ(nt

a,a) ≤ βδ(nt
a,l). Hence, using (4.9), dt

a,δ(l) ≥ ∆a,l − 2βδ(nt
a,a) −

2βδ(nt
a,l) ≥ ∆a,l − 4βδ(nt

a,l). If l ∈ Ca then ∆a,l = 0 and since βδ(nt
a,l) > 0 we cannot

ensure that ∆a,l − 4βδ(nt
a,l) > 0. If l /∈ Ca then to ensure that dt

a,δ(l) ≥ ∆a,l − 4βδ(nt
a,l) >

0, we need that ∆a,l
4 > βδ(nt

a,l) and hence n⋆a,l = ⌈β
−1
δ (

∆a,l
4 )⌉.

2

Lemma 14. Under Ea, ∀l ∈ [A], ∀t ∈N, if l ∈ Ca then dt
a,δ(l) ≤ 0.

Proof. Again, recall that under Et
a, we have ∣x̄t

a,l − µl∣ ≤ βδ(nt
a,l) and ∣x̄t

a,a − µa∣ ≤
βδ(nt

a,a). Hence, using (4.8), dt
a,δ(l) ≤ ∆a,l + βδ(nt

a,a)+ βδ(nt
a,l)− βδ(nt

a,a)− βδ(nt
a,l) =

∆a,l. If l ∈ Ca then ∆a,l = 0 and thus dt
a,δ(l) ≤ 0.

Lemma 15. Under Ea, and using Restricted-Round-Robin algorithm, Gt
a holds when

t > ζa where
ζa = n⋆a,a − 1+A− ∑

l∈[A]∖Ca

1{n⋆a,a>n⋆a,l−1+A}.

Proof. According to Algorithm 9, C0
a = [A] and an agent is eliminated from set Ct

a

at time t if dt
a,δ(l) = ∣x̄

t
a,l − x̄t

a,a∣ − βδ(nt
a,a) − βδ(nt

a,l) > 0. According to Lemma 13,
the time required to eliminate agent l from the class Ca is at least n⋆a,l. If agent l is
queried at time n⋆a,l − 1, then using Restricted-Round-Robin (or round robin), we are
sure that it will be removed from Ct

a for all t larger than n⋆a,l − 1+A.
Let us consider h being an agent such that n⋆a,h = maxl∈[A]/Ca

n⋆a,l. By definition,
∆a,h =minl∈[A]/Ca

∆a,l and n⋆a,h can be denoted by n⋆a,a.
In the case of round robin, we are sure that Gt

a will be true when t ≥ n⋆a,a − 1+A.
But using Restricted-Round-Robin, since the loop ignores agents not in Ct

a, we have
that Gt

a holds when t > ζa where

ζa = n⋆a,a − 1+A− ∑
l∈[A]∖Ca

1{n⋆a,a>n⋆a,l−1+A}.

In the worst case, the class estimation time complexity ζa for agent a is equal to
the number of samples required to distinguish agent a from the one who has smallest
nonzero gap ∆a to a, plus A − 1 since all others agents that are not in Ca could
require the same number of samples. The last term in (4.7) accounts for agents that
require less samples and had thus been eliminated before, which reflects the gain
of using Restricted-Round-Robin query strategy over Round-Robin. When we have
enough samples (at least ζa), Theorem 10 guarantees that we correctly learn the class
(Ca = Ct

a) with high probability. We build upon this result to quantify the mean
estimation time complexity of our approach.

2In extremely rare cases, the expression β−1
δ (

∆a,l
4 ) could be an integer and we should add 1 to get

a strict inequality. But for conciseness of the expression, we omit the +1 in the definition of n⋆a,l.
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Theorem 11 (ColME mean estimation time complexity). Given the risk parameter
δ, using the Restricted-Round-Robin query strategy and simple weighting, the mean
estimator µt

a of agent a is (ε, δ
4)-convergent, that is:

P(∀t > τa ∶ ∣µt
a −µa∣ ≤ ε) > 1− δ

4
, with τa =max(ζa,

⌈β−1
δ (ε)⌉
∣Ca∣

+ ∣Ca∣− 1
2
). (4.10)

Proof. Let us assume that at time t we have Ct
a = Ca . Therefore

µt
a = ∑

l∈Ca

x̄t
a,lα

t
a,l =

∑l∈Ca
x̄t

a,ln
t
a,l

∑l∈Ca
nt

a,l
.

Remark that ∑l∈Ca
x̄t

a,ln
t
a,l is the sum of all nt

a,l samples received by all agents l in
Ca. In other words, µt

a is the estimation of µa with ∑l∈Ca
nt

a,l examples. Hence in
order to have ∣µt

a − µa∣ ≤ ε when Ea holds, we should have β(∑l∈Ca
nt

a,l) ≤ ε. Let us
see at what time denoted by nε,a we have ⌈β−1(ε)⌉ = ∑l∈Ca

nt
a,l. With Algorithm 13

using Restricted-Round-Robin, we know that when Ct
a = Ca, then only members of Ca

are queried. Therefore,

⌈β−1(ε)⌉ = nε,a + (nε,a − 1)+ ⋅ ⋅ ⋅ + (nε,a − ∣Ca∣+ 1) = ∣Ca∣nε,a −
∣Ca∣− 1

2
∣Ca∣,

nε,a =
⌈β−1(ε)⌉
∣Ca∣

+ ∣Ca∣− 1
2

.

As a summary, if Ea holds, then we have ∀t ≥ nε,a, Ct
a = Ca implies that ∣µt

a −
µa∣ ≤ ε. Now, following Theorem 10, we have P (∃t > ζa ∶ Ct

a ≠ Ca) ≤ δ
8 . Since τa =

max(ζa, nε,a) ≥ ζa, then P (∃t > τa ∶ ∣µt
a −µa∣ > ε) ≤ δ

8 +P (Ēa) = δ
4 .

Several comments are in order. First, recall that collaboration induces a bias
in mean estimation before class estimation time. Because the problem structure
is unknown, any collaborative algorithm that aggregate observations from different
agents will suffer from this bias, but the bias vanishes as soon as the class is estimated
and we outperform local estimation.

Then, to interpret the guarantees provided by Theorem 11, it is useful to com-
pare them with the local estimation baseline, which has time complexity ⌈β−1

δ (ε)⌉.
Inspecting (4.10), we see that our approach is faster than local estimation by a factor
of order ∣Ca∣ as long as the time ζa needed to correctly identity the class Ca is smaller
than ⌈β−1

δ (ε)⌉, that is:

ε < βδ(n⋆a,a +A− 1− ∑
l∈[A]/{Ca}

1{n⋆a,a>n⋆a,l+A−1}). (4.11)

This condition relates the desired precision of the solution ε to the problem structure
captured by the gaps {∆a,l}l∈[A] between the true means through {n⋆a,l}l∈[A] (see
Definition 25). We will see in our experiments that our theory predicts quite well
whether an agent empirically benefits from collaboration.

Remarkably, when (4.11) is satisfied (i.e., for large enough gaps or small enough ε),
the speed-up achieved by our approach is nearly optimal. Indeed, the time complexity
of the oracle weighting baseline introduced in Section 4.4.3 is precisely ⌈β

−1
δ (ε)⌉
∣Ca∣ +

∣Ca∣−1
2 .

In a full information setting where agent a would know Ca and would also have access
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to up-to-date samples from all agents at each step, the time complexity would be
⌈β−1

δ (ε)⌉
∣Ca∣ .

4.6 Numerical Results
In this section, we provide numerical experiments on synthetic data to illustrate our
theoretical results and assess the practical performance of our proposed algorithms.

4.6.1 Experimental Setting

We consider A = 200 agents, a time horizon of 2500 steps and a risk parameter
δ = 0.001. The personal distributions of agents are all Gaussian with variance σ2 = 0.25
and belong to one of 3 classes with means 0.2, 0.4 and 0.8. The class membership
of each agent (and thus the value of its true mean) is chosen uniformly at random
among the three classes. We thus obtain roughly balanced class sizes.

We consider several variants of our algorithm ColME: we compare query strategies
Round-Robin and Restricted-Round-Robin with simple weighting, and also evaluate
the use of soft and aggressive weighting schemes in the Restricted-Round-Robin case.
This gives 4 variants of our algorithm: Round-Robin, Restricted-Round-Robin, Soft-
Restricted-Round-Robin and Aggressive-Restricted-Round-Robin.

Regarding competing approaches, we recall that our setting is novel and we are not
aware of existing algorithms addressing the same problem. We can however compare
against two baseline strategies. The Local baseline corresponds to the case of no
collaboration. On the other hand, the Oracle baseline represents an upper bound
on the achievable performance by any collaborative algorithm as it is given as input
the true class membership of each agent and thus does not need to perform class
estimation.

All algorithms are compared across 20 random runs corresponding to 20 different
samples. In a given run, at each time step, each agent receives the same sample for
all algorithms.

4.6.2 Class Estimation

We first focus on the performance in class estimation. In this experiment, only Round-
Robin and Restricted-Round-Robin are shown since the different weighting schemes
have no effect on class estimation.

To measure how well an agent a estimates its true class Ca with its heuristic class
Ct

a at a given time t, we consider the precision computed as follows:

precisionCt
a
= ∣C

t
a ∩ Ca∣
∣Ct

a∣
. (4.12)

We compute the average and standard deviation of (4.12) across runs, and then
average these over all agents. Figure 4.1(a) shows how the precision of class estimation
varies across time as agents progressively remove others from their heuristic class and
eventually identify their true class. We can see that the classes 0.2 and 0.8 are
separated very early, quickly followed by 0.4 and 0.8 and finally, after sufficiently
many samples have been collected, the pair with the smallest gap (0.4 and 0.2). We
also observe that Round-Robin and Restricted-Round-Robin only differ slightly in the
last time steps before classes are identified, as captured by Eq. (4.7).
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Figure 4.1: Results on a 3-class problem (Gaussian distributions with
true means 0.2, 0.4, 0.8). Thanks to our collaborative algorithms (Soft-
Restricted-Round-Robin, Aggressive-Restricted-Round-Robin, Restricted-
Round-Robin, Round-Robin), agents are able to estimate their true class
(Fig. 4.1(a)) and thereby obtain accurate mean estimates much more

quickly than using purely local estimation (Fig. 4.1(b)).

4.6.3 Mean Estimation

We now turn to our main objective: mean estimation. The error of an agent a at
time t is evaluated as the absolute difference of its mean estimate with its true mean:

errort
a = ∣µt

a −µa∣. (4.13)

Similar to above, we compute the average and standard deviation of this quantity
across runs, and then for each time step we report in Figure 4.1(b) the average of these
quantities across all agents for the different algorithms (Soft-Restricted-Round-Robin,
Aggressive-Restricted-Round-Robin, Restricted-Round-Robin, Round-Robin, Oracle, and
Local).

As expected, all variants of ColME suffer from mean estimation bias in the early
steps (due to optimistic class estimation). However, as the estimated class of each
agent gets more precise (see Figure 4.1(a)), agents progressively eliminate this bias
and eventually learn estimates with similar error and variance as the Oracle base-
line. On the other hand, Local does not have estimation bias (hence achieves smaller
error on average in early rounds) but exhibits much higher variance, and its aver-
age error converges very slowly towards zero. These results show the ability of our
collaborative algorithms to construct highly accurate mean estimates much faster
than without collaboration. We can also see that Soft-Restricted-Round-Robin and
Aggressive-Restricted-Round-Robin converge much quicker to low error estimates than
Restricted-Round-Robin. This shows that our proposed heuristic weighting schemes
successfully reduce the relative weight given to agents that actually belong to dif-
ferent classes well before they are identified as such with sufficient confidence. The
aggressive weighting scheme is observed to perform best in practice.

Finally, we quantitatively compare the convergence time of different algorithms
with an empirical measure inspired by our theoretical PAC criterion (Definition 20).
We define the empirical convergence time of an agent as the earliest time step where
the estimation error of the agent always stays lower than some ε:

conva(ε) =min{τ ∈N ∶ ∀t ≥ τ , errort
a ≤ ε}. (4.14)

We denote by conv(ε) the average of the above quantity across all runs and all agents.
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Algorithm conv(0.1) conv(0.01)

Round-Robin 696.81± 514.85 1623.69± 705.93
Restricted-Round-Robin 685.45± 516.19 1601.49± 720.53
Soft-Restricted-Round-Robin 124.92± 72.83 1097.95± 487.76
Aggressive-Restricted-Round-Robin 82.67± 48.97 491.43± 180.30

Local 41.11± 38.77 1924.14± 600.26

Oracle 5 .19 ± 3 .44 87 .80 ± 53 .10

Table 4.1: Empirical convergence time (see Eq. 4.14) of different
algorithms for a target estimation error of ε = 0.1 (unfavorable regime)
and ε = 0.01 (favorable regime). We see that our approach largely
outperforms the local estimation baseline in the favorable regime and

remains competitive in the unfavorable regime.

Table 4.1 reports the empirical convergence time for two values of ε with stan-
dard deviations across runs. These values were chosen to reflect the two different
regimes suggested by our theoretical analysis. Indeed, recall that our theory gives
a criterion to predict whether our collaborative algorithms will outperform the Lo-
cal baseline: this is the case when the desired accuracy of the solution ε is small
enough for the given problem instance (see Eq. 4.11). For the problem considered
here, Eq. (4.11) gives that Restricted-Round-Robin will outperform Local for all agents
as soon as ε is smaller than 0.049. We thus choose ε = 0.01 as the favorable regime
(where we should beat Local) and ε = 0.1 as the unfavorable regime. The results in
Table 4.1 are consistent with our theory. All variants of our algorithms outperform
Local for ε = 0.01, while Local is better for ε = 0.1 as agents can reach this preci-
sion using only their own samples faster than they can reliably estimate their class.
Overall, Restricted-Round-Robin performs marginally better than Round-Robin, while
Soft-Restricted-Round-Robin and Aggressive-Restricted-Round-Robin significantly out-
perform Round-Robin and Restricted-Round-Robin in both cases. Note that Aggressive-
Restricted-Round-Robin performs almost as good as Local in the unfavorable regime.
These results again show the relevance of our collaborative algorithms and heuristic
weighting schemes.

4.7 Extension to Imperfect Classes
So far we have assumed that two agents are in the same class if their personal distri-
butions have exactly the same mean, which can be restrictive for some use-cases. In
this section, we show that we can extend the problem setup and our approach to the
case where two agents are considered to be in the same class if their means are close
enough and agents seek to estimate the mean of their class.

Formally, we define a new notion of similarity class parameterized by a radius η,
which generalizes our previous notion introduced in Definition 21.

Definition 26. Given η > 0, the η-similarity class of agent a is given by:

Cη,a = {l ∈ [A] ∶ ∆a,l ≤ η},

where ∆a,l = ∣µa −µl∣ is the gap between the means of agent a and agent l.

This notion of “imperfect” similarity class allows to capture situations where clus-
ters of agents have similar (but not necessarily equal) means. Such discrepancies
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between the means of agents in the same class may for instance stem from the pres-
ence of local measurement bias (e.g., due to local variations in the environment, see
Taghavi et al., 2016). They can also be used to model groups of agents with simi-
lar preferences, behavior, or goals, in applications like collaborative filtering (Su and
Khoshgoftaar, 2009),

In this context, it is natural to slightly redefine the estimation objective. Instead
of estimating its personal mean µa as considered so far, each agent a aims to estimate
the mean of its class:

µη,a =
1
∣Cη,a∣

∑
l∈Cη,a

µl. (4.15)

For instance, in the presence of (centered) local measurement bias, estimating the
class mean (instead of the local mean) allows to debias the estimate.

Remark 11 (Non-separated clusters). We do not formally require that the η-similarity
classes form separated clusters, in the sense that for three distinct agents a, l, i ∈ [A]
we may have simultaneously i ∈ Cη,a, i ∈ Cη,l and Cη,a ≠ Cη,l. This happens when
∆a,i ≤ η, ∆l,i ≤ η and η < ∆a,l ≤ 2η. In this case, the “class” of an agent simply cor-
responds to a ball of radius η around its mean, which potentially overlaps with others
and thus violates the transitivity property of equivalence classes. For consistency with
the rest of the paper and with an slight abuse of terminology, we continue to use the
term “class”. Although the case of separated clusters appears more natural, we note
that our proposed approach will still work in the non-separated setting, in the sense
that agents will correctly estimate the mean of their class as defined in Eq. 4.15.

Based on the above, we can adapt the notion of optimistic similarity class (Def-
inition 4.2) and the condition on the number of samples required for this optimistic
class to coincide with the true class (Definition 25) by incorporating η.

Definition 27. The η-optimistic similarity class from the perspective of agent a at
time t is defined as:

Ct
η,a = {l ∈ [A] ∶ dt

a,δ(l) ≤ η}.

Definition 28. From the perspective of agent a and at time t, event Gt
η,a is defined

as:

Gt
η,a = ⋂

l∈[A]
nt

a,l > nη
a,l, (4.16)

where nη
a,l =
⎧⎪⎪⎨⎪⎪⎩

⌈β−1
δ (

∆a,l−η

4 )⌉ if l ∉ Ca,
⌈β−1

δ (
∆η,a−η

4 )⌉ otherwise,

with ∆η,a =minl∈[A]/Cη,a ∆a,l.

Lemma 16 (Class membership rule). Under Et
a ∧Gt

η,a and ∀l ∈ [A] and at time t:
dt

a,δ(l) > η ⇐⇒ l ∈ [A]/Cη,a.

We can see from the above that ruling out an agent l from the optimistic class
Cη,a requires more samples for larger η, which is expected as the size of the confidence
interval needs to be smaller to make this decision reliably.

With these tools in place, we can use our collaborative mean estimation algo-
rithm ColME (Algorithm 9) presented before, with only minor modifications: we
simply need to replace the notion of optimistic similarity class by the η-version of
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Definition 27, and compute the estimate µt
η,a at time t using a simple class-uniform

weighting scheme αt
a,l =

1
∣Ct

η,a∣
to match the objective in Eq. 4.15. We refer to this

algorithm as η-ColME. Note that η becomes a parameter of the algorithm, allowing
to choose the desired radius for the class structure.

We can now extend the class and mean estimation complexity of η-ColME.

Theorem 12 (η-ColME class estimation time complexity). For any δ ∈ (0, 1), em-
ploying Restricted-Round-Robin query strategy, we have:

P (∃t > ζη
a ∶ Ct

η,a ≠ Cη,a) ≤
δ

8
, with ζη

a = nη
a,a +A− 1− ∑

l∈[A]∖Cη,a

1{nη
a,a>nη

a,l+A−1}. (4.17)

The proof of Theorem 12 follows the same step as that of Theorem 10, up to
replacing the 0 threshold by η. We only state the intermediate lemmas (which are
adaptations of Lemmas 13-14-15) and omit the detailed proof.

Lemma 17. Under Ea, ∀l ∈ [A], if l /∈ Cη,a then ∀nt
a,l ≥ nη

a,l = ⌈β
−1
δ (

∆a,l−η

4 )⌉ we have
dt

a,δ(l) > η.

Lemma 18. Under Ea, ∀l ∈ [A], ∀t ∈N, if l ∈ Cη,a then dt
a,δ(l) ≤ η.

Lemma 19. Under Ea, and using Restricted-Round-Robin algorithm, Gt
η,a holds when

t > ζη
a where

ζη
a = nη

a,a − 1+A− ∑
l∈[A]∖Cη,a

1{nη
a,a>nη

a,l−1+A}.

Here, we detail the proof of Theorem 13 :

Theorem 13 (η-ColME mean estimation time complexity). Given the risk parameter
δ, using the Restricted-Round-Robin query strategy and class-uniform weighting (while
employing Cη,a), the mean estimator µt

a of agent a is (ε, δ
4)-convergent, that is:

P(∀t > τη
a ∶ ∣µt

η,a −µη,a∣ ≤ ε) > 1− δ

4
, with τη

a =max(ζη
a , β−1

δ (ε)+ ∣Cη,a∣− 1). (4.18)

Proof. Since t > τη
a > ζη

a , at time t we have Ct
η,a = Cη,a . Therefore

µt
a = ∑

l∈Cη,a

x̄t
a,lα

t
a,l =

∑l∈Cη,a x̄t
a,l

∣Cη,a∣
.

Remark that µt
a is not equivalent to the average of all the samples of agents in Cη,a:

it is the average of the mean values for each agent in Cη,a. Therefore, although some
agents may have more samples than the others, all are assigned uniform weights. We
would like to have ∣µt

η,a −µη,a∣ ≤ ε. When Ea holds, we can rewrite this as

∣µt
η,a −µη,a∣ = ∣

1
∣Cη,a∣

∑
l∈Cη,a

x̄t
a,l −µl∣ ≤

1
∣Cη,a∣

∑
l∈Cη,a

∣x̄t
a,l −µl∣ ≤ ε

Therefore, we need:
∑

l∈Cη,a

∣x̄t
a,l −µl∣ ≤ ∣Cη,a∣× ε,

A sufficient condition for the above inequality to hold is to ensure that each term is
bounded by ε:

∀l ∈ Cη,a ∶ ∣x̄t
a,l −µl∣ ≤ ε (4.19)
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This is achieved when βδ(nt
a,l) < ε for all l ∈ Cη,a. Since we are using Restricted-Round-

Robin and also that Ct
η,a = Cη,a, the number of samples required for each agent in

Cη,a are nt
a,1, nt

a,1 − 1, nt
a,1 − 2, . . . , nt

a,1 − ∣Cη,a∣ + 1 where we consider the one with
the maximum number of observations to have index 1 for notation simplicity (which
corresponds to index a). For Eq. 4.19 to hold, it is thus sufficient to have:

β−1
δ (ε) < nt

a,a − ∣Cη,a∣+ 1

β−1
δ (ε)+ ∣Cη,a∣− 1 < nt

a,a

Therefore τη
a =max(ζη

a , β−1
δ (ε)+ ∣Cη,a∣− 1).

As a summary, if Ea holds, then we have ∀t ≥ τη
a , Ct

η,a = Cη,a implies that ∣µt
η,a −

µη,a∣ ≤ ε. Now, following Theorem 12, we have P (∃t > ζη
a ∶ Ct

η,a ≠ Cη,a) ≤ δ
8 . Since

τη
a =max(ζη

a , nη
ε,a) ≥ ζη

a , then P (∃t > τη
a ∶ ∣µt

a −µη,a∣ > ε) ≤ δ
8 +P (Ēa) = δ

4 .

The results are similar as for the “perfect” class case (Theorems 10-11) except
that they involve η-dependent quantities. Note that for large enough gaps or small
enough precision ε (similar to Eq. 4.11), we again achieve an optimal speed since
the time complexity of an oracle weighting baseline that would know the true classes
beforehand is β−1

δ (ε)+ ∣Cη,a∣− 1.
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Chapter 5

Conclusion & Future Work

In this chapter we summarize our contributions and also discuss the future work and
possible extensions of the work presented.

5.1 Conclusion
In this work, we presented ways to leverage structure for online and collaborative
learning problems.

In the first setting which revolves around model-based reinforcement learning
problems, we introduced a similarity measure of state-action pairs, which induces a
notion of equivalence of profile distributions in the state-action space of a Markov De-
cision Process. In the case of a known equivalence structure, we presented confidence
sets incorporating such knowledge that are provably tighter than their corresponding
counterparts ignoring equivalence structure. In the case of an unknown equivalence
structure, we presented an algorithm, based on confidence bounds, that seeks to es-
timate an empirical equivalence structure for the MDP. In order to illustrate the
usefulness of our developments, we further introduced C-UCRL, which is a natural
modification of UCRL2 using the presented confidence sets. We showed that when
the equivalence structure is known to the learner, C-UCRL attains a regret smaller
than that of UCRL2 by a factor of

√
SA/C in communicating MDPs, where C denotes

the number of classes. In the case of an unknown equivalence structure, we showed
through numerical experiments that in ergodic environments, C-UCRL outperforms
UCRL2 significantly. The regret analysis in this case is much more complicated, and
we leave it for future work.

In the second setting, we addressed the challenging problem of online personalized
mean estimation in a network of learners with heterogeneous data distributions. We
presented collaborative online algorithms where each agent learns the set (class) of
agents who shares the same objective and uses this knowledge to speed up the estima-
tion of its personalized mean. The collaborative learning approaches presented work
better than learning individually on this problem. We provided PAC-style guarantees
for the class and mean estimation time complexity of our algorithms, which improve
upon the case where there is no collaboration. In addition, we introduced a number
of sample weighting mechanisms to decrease the bias in the early rounds of learning,
whose benefit is shown empirically.

5.2 Future Work
There exists a number of possible extensions for the first setting we explored in
order to go towards more decentralized cases. A simple extension of Chapter 3 is
to consider a multi-agent setting for our problem where agents collaborate to solve a
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reinforcement learning problem by sharing their observations of the state-action pairs.
As first step, let us assume that each agent has access to the observations of the other
agents. In order to learn the policy for the problem, it is important to coordinate the
policies so that not every agent samples the same state-action pair and learn as fast as
possible. This should be done while minimizing the communication between agents.
As the next direction, the assumption that all agents have access to each other’s
observations need to be relaxed and the observations can be synchronized every now
and then. Moreover, the agents can have personalized problems while sharing some
similarity with others. In this case, it would be important what to communicate
with other agents as well. As a more concrete improvement of the main setting in
Chapter 3, we believe that our confidence sets can be combined with model-based
algorithms for the discounted setup, which we expect to yield improved performance
in terms of sample complexity both in theory and practice.

In the second setting, our work initiates the study of online, collaborative and
personalized estimation and learning problems, which we believe to be a promising
area for future work. First, we would like to provide a theoretical analysis of the soft
and aggressive weighting schemes, which is challenging as the effect of these heuristics
occurs before the class has been correctly identified. Second, we can extend the
work to a more realistic scenario where the underlying communication graph is not
complete. In this case we can take into account the similarities between the neighbors
of neighbors as well. Finally, the problem could be extended to cases where each
agent aims to solve a personalized machine learning task (Vanhaesebrouck, Bellet,
and Tommasi, 2017) based on the data it receives online. In that case, a structure
in the distribution conditioned by the outputs of the learned models can be inferred,
introducing an interesting exploration-exploitation dilemma in the learning task. For
instance, the task could be regression and if the used loss function is mean squared
error, then this setting can be used for solving policy gradient reinforcement learning
tasks as well (Asadi, 2016).
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