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Abstract

With the development of 3D vision techniques, in particular neural network
based methods, the 3D neural avatar representation has gained growing inter-
est both in the academia and in the industry. Such digital representations have
been applied to movie, video game, fashion and virtual reality environments
to enrich user experiences. In terms of 3D representation and reconstruction,
classic methods rely on heavy setups and costly computation processes while
neural networks open up the possibility to handle this problem from partial ob-
servations thanks to tolerance to insufficient information. In particular, neural
networks achieve promising results for reconstruction tasks with a high speed
inference process. However, at the time of the thesis few neural network de-
signs used spatial constraint on the 3D human shape and temporal coherence
of motion for dense reconstruction and completion. This thesis proposes to
build 3D and 4D models for dense human shape estimation/reconstruction from
sparse or incomplete point clouds and investigates how the proposed network
and training strategy contribute. To evaluate the effectiveness of the proposed
methods, we collect data from synthetic and real datasets, with dressed humans
and undressed humans. We first examine a static intermediate task, in which
we deform the key points of a reference template to fit to input sparse point
clouds and densify the deformed points with our proposed Gaussian Process
layer. Our Gaussian Process layer enforces the smoothness of 3D geometry and
adversarial training can further improve robustness across the datasets, which
allow us to reconstruct 3D human shapes from sparse unstructured point clouds
and avoid local optima during inference. Instead of static frame-by-frame poses,
humans perform dynamic motion in daily life. We thus examine temporal con-
tinuity in dense shape inference. We develop a continuous representation of
human motion sequences from partial observations with neural implicit mod-
eling, which enables to complete spatial information and to enhance temporal
frames. Our proposed method outperforms the static methods which lack tem-
poral coherence, by correcting artefacts due to holes or noises. However we are
still missing some high-frequency details in our results when using a naive train-
ing strategy. Therefore, we investigate how to represent fine details of humans
with a coarse-to-fine strategy and temporal feature aggregation from an input
sequence of depth images. This allows us to pyramidally learn a signed distance
field in both spatial and temporal directions in order to recover fine details on
cloth wrinkles and facial expressions.
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Résumé

Avec le développement de techniques de vision 3D, en particulier des méth-
odes basées sur les réseaux neuronaux, la représentation de l’avatar neuronal 3D
a suscité un intérêt croissant à la fois dans l’académie et dans l’industrie. Une
telle représentation numérique a été appliquée aux environnements du cinéma,
du jeu vidéo, de la mode et de la réalité virtuelle pour enrichir l’expérience util-
isateur. En termes de représentation et de reconstruction 3D, les méthodes clas-
siques reposent sur une mise en place lourde et des processus de calcul coûteux
tandis que les réseaux neuronaux ouvrent la possibilité de traiter ce problème
à partir d’observations partielles grâce à une meilleure tolérance aux informa-
tions insuffisantes. En particulier, les réseaux neuronaux obtiennent des résultats
prometteurs pour les tâches de reconstruction avec un processus d’inférence à
grande vitesse. Cependant, au moment de la thèse la contrainte spatiale sur
la forme humaine et la cohérence temporelle du mouvement est peu ou pas
prise en compte dans la conception des réseaux neuronaux pour la reconstruc-
tion dense et la complétion. Cette thèse propose de construire des mèthodes
3D et 4D pour l’estimation/reconstruction de formes humaines à partir de nu-
ages de points épars ou incomplets et étudie comment le réseau proposé et la
stratégie d’apprentissage contribuent. Pour évaluer l’efficacité des méthodes
proposées, nous collectons des données à partir d’un jeu de données synthé-
tiques et réelles, avec des humains habillés et des humains sans vêtements.
Nous examinons d’abord une tâche intermédiaire statique, dans laquelle nous
déformons les points clés de la référence(template) pour épouser la forme des
nuages de points épars d’entrée et densifions les points déformés avec notre
couche de processus gaussien proposée. Notre couche de processus gaussien
renforce le lissage de la géométrie 3D et l’apprentissage adversarial peut en-
core améliorer la robustesse sur les ensembles de données, qui nous permettent
de reconstruire des formes humaines 3D à partir de nuages de points épars non
structurés et éviter les optimums locaux pendant l’inférence. Au lieu de poses
statiques image par image, les humains effectuent des mouvements dynamiques
dans la vie quotidienne. Donc nous examinons la continuité temporelle dans
l’inférence de forme dense. Nous développons une représentation continue
des séquences de mouvements humains à partir d’observations partielles avec
modélisation neuronale implicite, qui permet de compléter l’information spa-
tiale et d’augmenter la frèquence des sèquences d’entrèe. Notre méthode pro-
posée surpasse les méthodes statiques qui manquent de cohérence temporelle
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en corrigeant les artefacts provoqués par des données manquantes ou bruitées.
Mais il nous manque encore des détails à haute fréquence dans nos résultats
avec une stratégie d’entraînement naïve. Par conséquent, nous étudions com-
ment représenter les détails fins de l’humain avec une stratégie hiérarchique et
l’agrégation des caractéristiques temporelles à partir d’une séquence d’entrée
des images de profondeur. Cela nous permet d’apprendre de manière pyrami-
dale le champ de distances signées dans les directions spatiale et temporelle afin
de récupérer des détails fins sur les plis des vêtements et les expressions faciales.

Mots Clés. modélisation d’humain 3D • représentation implicite •modélisation
temporelle • stratégie hiérarchique
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Chapter 1

Introduction

Digital Humans have become a trending topic in the last few years with booming
applications such as movie, video game, telepresence, virtual/augmented reality
and computer-assisted coaching. A digital human is an avatar which has similar
image to human and can be manipulated and animated in the digital world. Our
general goal is to understand and represent humans in the digital world with
novel methods in computer vision and graphics.

Capture and measurement of real humans from sensors are essential, in par-
ticular with customer commodity devices, in quantifying the variation of the
population and in preparing a data-driven model. Some 2D contents for human
body have been well studied from the RGB image for the past decade in the
research community, e.g. keypoints Cao et al. [2019], Raaj et al. [2019], silhou-
ette Chen et al. [2018a], Liu et al. [2020a] and style editing Sarkar et al. [2021].
However, 3D human raw shape capture relies still on costly devices Bartol et al.
[2021], e.g. passive stereo, structured light and time-of-flight camera. The static
3D scanning Lanman and Taubin [2009], Yamaguchi et al. [2014] achieves high
quality reconstruction of millimetric precision, with detailed wrinkles on the
cloth, at a high speed computation which gets the success in fashion and movie
industry, however it is restricted to small scale capture. Moreover, missing parts
in the acquisition occur frequently due to partial observations and occlusion, so
heavy manual postprocessing is required by artists. Recently, with the develop-
ment of processing and storage techniques, dynamic modeling has gained more
attention which maintains temporal continuity with respect to static frame-by-
frame scanning. We can also take the benefit of temporal information to over-
come the issue of partial observation, especially with the data-driven methods Li
et al. [2021]. In this thesis, we take interest in building dynamic model for re-
constructing dense human shape from monocular depth-like input, which helps
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us to avoid the fundamental depth ambiguity and is encountered in many cap-
ture setups. We come up with learning-based methods which allow us to handle
missing observations. The captured dynamic raw data generally exhibits noise
which is not clean enough to serve as ground truth for training. So we also
study the problem of reconstructing template-aligned mesh from raw captured
data, unstructured point cloud.

The raw data is processed or “labeled” in order to have a clear insight of
the variation of the human identities. The alignment and the correspondence are
considered as the “label” in this task. To this end, classic approaches rely on pa-
rameter model fitting. For example, SCAPE Anguelov et al. [2005] parametrizes
the identity dependent deformation with principal component analysis PCA. An-
other famous family of parameter model, SMPL Loper et al. [2015], models
shape identity and pose and represents the pose dependent deformation on top
of dual quaternion blend skinning Kavan et al. [2007, 2008]. The difficulty of
fitting parameter model to raw data is how to initialize the parameter during the
optimization process as the classic optimization approach is susceptible to local
optima. In recent research, data-driven methods Li et al. [2019], Groueix et al.
[2018a] in general infer the start parameters after the training phase, furthermore
the optimization of latent parameters could still be conducted to reach the global
optima.

Although the parameter model handles the problem of modeling shape iden-
tity and pose simultaneously, clothing is not included into the parameter model.
These models do not model soft-tissue deformation and clothing and thus can
not represent detailed surface phenomena. Moreover, the deformation of cloth
is non-rigid and should be heavily correlated with the human shape and motion.
Pons-Moll et al. [2017], Alldieck et al. [2019a] propose to parametrize cloth
as the displacement layer from undressed character. However the pre-defined
topology in parameter model restricts the representable capability of cloth styles,
in particular the cloth fitting to different identities. Recently, implicit represen-
tation along with neural networks Saito et al. [2019, 2020] gained attention in
research community because such representation can model shape and cloth at
the same time.

As mentioned previously, scalability of current scanning system is small
due to the limitation of optical intensity. Moreover, sensor array in such system
is generally expensive and a hand-crafted process is typically required to figure
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out noisy raw data by experienced artists. In contrast, commodity depth sen-
sors, such as Microsoft Kinect and Intel RealSense, are widely used Newcombe
et al. [2011, 2015], Yu et al. [2017], Dai et al. [2017a], Yu et al. [2018] to avoid
the high cost of equipment. Thus, shape reconstruction/completion from a sin-
gle depth camera is an attractive solution for the reason of easy set-up and of
low cost. However such setup suffers inherent incompleteness Newcombe et al.
[2011] On angle is to process streams of a single moving sensor and fuse them
into a canonical model Newcombe et al. [2015], but this applies only to specific
scenarios and requires sensor calibration and localization.

Data-driven methods deal with this ill-posed problem and give promising
results thanks to the tolerance to missing information. The goal is to learn the
mapping from partial data to completed shape which could recover details from
visible region and complete surface in invisible parts. To this end, data col-
lection is important, in which the input data might contain the imperfect such
as noisy surface and holes and completed ground truth should be provided for
the learning purpose. Synthetic data with proper ground truth contributes a lot
in this research direction Saito et al. [2019, 2020], however the perfect surface
normally does not contain any noise to challenge robustness of the proposed
approach. Some open source data is also available to train with, however some
processing such as parameter model fitting is required on top of raw data in
order to prepare ground truth. Given the interest received from research com-
munity, body shape data such as SCAPE Anguelov et al. [2005], FAUST Bogo
et al. [2014], DFAUST Bogo et al. [2017] and AMASS Mahmood et al. [2019]
and clothed person von Marcard et al. [2018], Ma et al. [2020] are presented in
the last decade. Some aforementioned datasets provide not only raw scan data
but also template fitted ground truth. Since ground truth data share the same
topology as template, the correspondence can be built. The correspondence
plays an important role in dynamic modeling. On one hand, we can overcome
occlusion issue with correspondence between visible and invisible parts in dif-
ferent frames. On the other hand, fine detail recovery is priority and difficult to
achieve, which relies on the corresponding feature aggregation. Aforementioned
correspondence is established through template-aligned mesh. We call template
deformation technique as registration. Classic registration methods rely on man-
ually designed markers which initialize the optimization process. Deep neural
network is another direction. For example, Groueix et al. [2018a], Deprelle et al.



4 Chapter 1. Introduction

[2019] give a good initialization with data-driven inference and provide a fur-
ther optimization process from such initialization. They can still benefit from
inclusion of a human topological prior, which we explore. We thus examine in
this thesis how to improve template deformation technique by considering spa-
tial constraint with our Gaussian kernel. We take point clouds from scan data
as input, especially sparse point clouds, to deform the pre-defined template in
order to fit the input points. Once watertight mesh is built from raw scan data
and the correspondence in sequence is done, we also take interest in modeling
human shape continuity in both space and time dimensions from a sequence
of single-view depth-like input in data-driven techniques. First, single-view re-
construction is challenging with respect to multi-view stereo setup. Second,
dynamic component, temporal continuity, is little or not concerned in existing
works Saito et al. [2019, 2020], Chibane et al. [2020a]. Third, we would like to
take into account all spatial components such as human shape, cloth style and
human pose. So we explore using spatio-temporal implicit function to represent
input sequence. Furthermore, we examine how to combine spatial and temporal
aspects with a novel pyramidal learning strategy in order to preserve fine details
and temporal consistency.

1.1 Outline & Contributions

Our first contribution is a detailed review of building a human body model in
Chapter 2, including the raw data acquisition, the data registration, static mod-
eling and temporal modeling.

In Chapter 3, we present the Gaussian Process network which integrates
shape prior with Gaussian kernel into network architecture for the purpose of
template matching. We leverage Gaussian Process layer to encode surface smooth-
ness and local coherence. In addition, an adversarial training strategy is applied
in order to improve the generalization capability. The proposed model is vali-
dated in both synthetic dataset SURREAL Varol et al. [2017] and real dataset
FAUST Bogo et al. [2014]. Our first approach achieves reconstructing template-
aligned mesh from sparse point clouds, but only in the context of undressed
human.

In Chapter 4, we tackle the problem of inferring the complete human shape
in a sequence from single view. We leverage implicit neural modeling to give a
continuous representation in both spatial and temporal directions. The proposed
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approach could not only complete the shape from partial observations but also
enhance the temporal frames. We evaluate it in both undressed person dataset
DFAUST Bogo et al. [2017] and dressed human dataset CAPE Ma et al. [2020].
Our approach provides plausible results but fine details such as cloth wrinkles
are still missing and correspondence across sequence frames is not concerned.

In Chapter 5, we study the problem of aggregating the features in a coarse-
to-fine manner in order to recover the high-frequency details from input depth
frame itself and neighboring frames. We leverage temporal redundancy with
spatio-temporal features and carefully design the corresponding training strat-
egy to allow us to learn a rich latent space and to achieve promising results.

Finally, we conclude and discuss future directions in Chapter 6.

In summary, we propose the following contributions:

• We introduce the shape prior and adversarial loss into neural network to
better constrain the network during training.

• We build an implicit neural network model to continuously represent the
3D human body in both spatial and temporal directions.

• We efficiently recover the high-frequency details from a sequence of partial
input in the coarse-to-fine manner.

1.2 Publications

The contributions are summarized and the material is conducted by the publica-
tions:

Chapter 3:

• Reconstructing Human Body Mesh from Point Clouds by Adversarial GP
Network
ACCV2020 - Asian Conference on Computer Vision.
Boyao Zhou, Jean-Sébastien Franco, Federica Bogo, Bugra Tekin, and Ed-
mond Boyer

Chapter 4:

• Spatio-Temporal Human Shape Completion with Implicit Function Net-
works
3DV2021 - International Conference on 3D Vision.
Boyao Zhou, Jean-Sébastien Franco, Federica Bogo, and Edmond Boyer



6 Chapter 1. Introduction

Chapter 5:

• Pyramidal Signed Distance Learning for Spatio-Temporal Human Shape
Completion
ACCV2022 - Asian Conference on Computer Vision.
Boyao Zhou, Jean-Sébastien Franco, Martin delaGorce, and Edmond Boyer
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Chapter 2

Background

Through this thesis, we study the problem of modeling human body in both
spatial and temporal manners. In this chapter, we would like to give a brief
presentation which could serve as the background to better understand the fol-
lowing material. We will review the related works in six categories, human data
acquisition, registration, parametric body model, single-view shape completion,
temporal modeling and coarse-to-fine detail recovery.

2.1 Human Data Acquisition

With the development of 3D shape acquisition hardware and reconstruction al-
gorithms, the high-quality human dataset contributes a lot in the various re-
search topics for the incoming demand of data-driven methods. In addition,
datasets Bogo et al. [2014, 2017], Ma et al. [2020] along with the ground truth
allow the state-of-the art approaches, including our methods, to train and to
evaluate. Synthetic data, e.g. RenderPeople ren [2018], provides the high-
resolution and watertight models which can be easily manipulated. However,
such synthetic data might not contain the realistic deformation of human or self
contacts. So real data involving the variety of shape and pose information, dif-
ferent clothing styles, high-frequency details and sometimes the non-rigid de-
formation mapping is typically used by data-driven model. We provide in this
section an analysis of acquisition techniques. On one hand, we identify that ac-
quired data is fed into our networks to model the static or dynamic human space.
On the other hand, we would like to simplify the acquisition system with less
constraints. Current acquisition system is looking forward the high-resolution,
accurate and robust results with the requirement of low-latency and rapid pro-
cessing. To this end, two possibilities in general exist. One is to reconstruct 3D
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data in multi-view stereo setup of multi-view RGB images. Another choice is
to scan whole body directly with 3D measurement sensor, e.g. structured light
or time-of-flight senor. The former one is called passive stereo, and latter one
active scanning Bartol et al. [2021]. The RGB camera system is less expen-
sive than the high-fidelity depth sensor in general case, and we can capture fast
motion in large-scale space covering several meters as an advantage. However,
they both rely on heavy system which contains dozens of cameras or depth sen-
sors. Calibration and synchronization of camera system is complicated. Our
proposed static and dynamic models in this thesis are intended to replace such
systems with a simple setup of sparse inputs and single monocular sensor.

Multi-view stereo reconstructs the 3D scene with the concept of binocu-
lar matching, i.e. matching the same point on two images from two viewing
directions and finding the intersection point in 3D world, which is also called
triangulation Hartley and Zisserman [2003]. The corresponding point pair can
be solved by estimating pair-wise disparity as Pollefeys et al. [1998, 2004] or by
feature matching as Furukawa and Ponce [2009], Geiger et al. [2011], Bleyer
et al. [2011], Galliani et al. [2016]. The depth is then estimated by chang-
ing camera view Pollefeys et al. [2004], by windows-marching with normal-
ized cross-correlation Goesele et al. [2006], or by contour tracking Salman and
Yvinec [2009]. Such depth is then processed with normally high latency volu-
metric fusion, e.g. Curless and Levoy [1996], in order to output the final con-
sistent surface. To capture large-scale performance, multi-view stereo system is
typically used with the benefit of high-speed computation and low cost. More-
over, deep neural network techniques, e.g. 3D CNN, RNN, can also contribute in
this classic 3D vision topic along with the coarse-to-fine strategy, e.g. to match
the image features with photo consistency Leroy et al. [2018], to inference the
depth information Yao et al. [2018, 2019], Yang et al. [2020]. Following the
idea of differentiable volumetric rendering Yariv et al. [2020], Niemeyer et al.
[2020] and radiance field rendering Yariv et al. [2021], Wang et al. [2021], this
topic regains attentions combining the idea of neural network.

3D scanning techniques capture human body based on structured light or
time-of-flight sensors. In terms of structured light approach, we have laser-
based scanner D’Apuzzo [2007] which sweeps human body from top to bottom
and projector-based Wang et al. [2007] one which can project directly complex
patterns and scan human body from one view direction at a time. Structured
light approach Wang et al. [2012] searches for the correspondence between light
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pattern and camera to measure human body which achieves a high quality ac-
quisition but with a slow speed. Alternatively, time-to-flight camera emits and
receives light signal and estimate the measurement from object to camera with
traveling time. So fast frame capture can be achieved and used in dynamic re-
construction Newcombe et al. [2015] with customer-level sensor, e.g. Kinect.
However, 3D scanning techniques are limited with illumination source intensity
for structured light approach or with light emitter intensity for time-of-flight
approach, so scanning range is typically less than 5 meters and with a low reso-
lution.

All kinds of human body data, from multi-view stereo Leroy et al. [2018],
3D scanning Bogo et al. [2014] and synthetic data Varol et al. [2017], boosts
research in this topic. In particular, real data contains the realistic self-contact
but missing data due to the invisibility during capture, see Figure 2.2. More-
over, the registration of static model and the correspondence/tracking of the dy-
namic model are also necessary for some research purpose. In this thesis, we
study the problem of human reconstruction and registration with the synthetic
dataset SURREAL Varol et al. [2017] and real scanning dataset FAUST Bogo
et al. [2014], and of spatio-temporal shape completion with the undressed hu-
man dataset DFAUST Bogo et al. [2017] and dressed human dataset CAPE Ma
et al. [2020].

2.2 Registration & Correspondence

Registration is a long-standing topic in computer vision. In the case of digital
human, the goal is to find dense, point-to-point, correspondence between target
and reference shape. After acquisition, we can not feed raw data to networks
to learn with as ground truth without registration. The raw acquired data is
“noisy” in terms of semantic, shape topology and missing data, see Figure 2.1
and 2.2(a). In other words, such data is inconsistent with each other and cor-
respondence from one to another is missing. The registration data accompany-
ing the correspondence has contributed to data-driven methods Groueix et al.
[2018a], Deprelle et al. [2019] in the supervised manner. Some of the dynamic
models we will propose rely on correspondences to represent temporal continu-
ity and to aggregate the corresponding feature to recover fine details. For this
reason, we review in this section registration methods for human body model.
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Given a pair of shapes, one is target shape S and another is the reference
shape/template T, the goal is to learn a deformation operation R which could
be used to minimize the distance between two point set,

d(S, T) = ∑
ti∈T

dist(R(ti), S) (2.1)

The distance between a point ti and the point set S is normally defined with
the closest distance,

dist(p, S) = minsj∈S d(ti, sj) (2.2)

The distance between two points ti and sj can be measured with Euclidean
distance. In the case of rigid deformation, the Iterative Closest Point, ICP Besl
and McKay [1992], algorithm is widely used and the deformation operation R
is represented with global rotation and translation.

To extend this method to non-rigid deformation requires a larger space of
R which should consider point-to-point transformation. Such deformation op-
eration sometimes requires initial correspondence between the reference T and
the target shape, e.g. manually-designed marker or skeleton. Marker-based
methods Allen et al. [2002, 2003] rely on the estimation of global kinematic
and local pose with initial marker positions and the reference can be fitted
to raw scans with displacement map. Marker-less methods Anguelov et al.
[2004], Huang et al. [2008] solve point-to-point correspondence by considering
geodesic consistency. Skeleton-based methods Shi et al. [2007], Pekelny and
Gotsman [2008] build rigging model by optimizing skeleton position and vertex
weight. Template-based method is common in registration and such template
is often selected before deformation as a good initialization with principal com-
ponent analysis in Kwok et al. [2014]. The deformation can be applied part by
part via the piece-wise as-rigid-as possible manner Chang and Zwicker [2008]
or parametric model fitting Zuffi and Black [2015]. All aforementioned methods
rely on optimization process with data term similar to Eq. 2.1 and some regu-
larization terms to achieve a global optima. Moreover, initialization is typically
challenging the robustness of optimization process Bronstein et al. [2006]. In
contrast, neural network Groueix et al. [2018a], Deprelle et al. [2019] deforms
the template with latent codes through End-to-End learning process, and latent
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codes can be optimized as the previous methods but without the risk of falling
to a bad initialization.

Figure 2.1: Template deformation registration. The correspondence can be built via the refer-
ence topology and shown in color. The 3D model is from FAUST Bogo et al. [2014] dataset.

After registration, the correspondence in different shapes can be established
via the reference topology, see Figure 2.1. Correspondence is a common con-
cept in computer vision for the purpose of building consistency between inputs.
Besides, we could build correspondence between source and target shape by
matching local pattern. Classic feature matching Khairy and Howard [2008],
Tombari et al. [2010], Dey et al. [2010] methods provide sometimes the sparse
correspondence. Geometry feature, such as FPFH Rusu et al. [2009] and
SHOT Tombari et al. [2010], describes local surface based on measurement
of the query point and its neighboring support. Some continuous signatures,
such as HKS Sun et al. [2009] and WKS Aubry et al. [2011], follow phys-
ical principles to represent surface and open the possibility to do the shape
analysis. Deformable shape can be represented with continuous function, e.g.
Laplace-Beltrami operator Aubry et al. [2011], Andreux et al. [2014], func-
tional map Ovsjanikov et al. [2012], in particular with deep networks Litany
et al. [2017], Rodolà et al. [2017], Donati et al. [2020], Attaiki et al. [2021]
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based feature extraction and supervision of pre-computed ground truth, has been
well studied for dense correspondence however it is in general limited to the
symmetry ambiguity, disconnected component and noisy data. Some ICP-like
methods Newcombe et al. [2015], Dou et al. [2016], Yu et al. [2017] can also
figure out dense correspondence by solving point-to-point or point-to-plane data
term like Equation 2.1. Recent network methods solve the problem of shape
matching by using the learning-based shape representation. 3D convolution
is a common strategy to extract learned geometric features Zeng et al. [2017],
Choy et al. [2019] along with contrastive loss for dense correspondence. Deng
et al. [2018], Aoki et al. [2019] explore the representation capability of Point-
Net Qi et al. [2017] for point cloud registration. Attention mechanism Huang
et al. [2021], Li and Harada [2022] is another line of research to match over-
lap regions. Bozic et al. [2021a] encodes the neural deformation graph Sumner
et al. [2007] which represents the deformation based on key nodes, rotations
and importance weights, so the query point is deformed with the weighted sum
of all nodes, however this network relies on the costly 3D convolution and pre-
computed signed distance in the grid.

As articulated human can be pre-defined by a reference shape or common
parametrization, we focus on the template deformation in which the dense corre-
spondence is established by deforming the reference/template to raw scan data.
Even if the template deformation is suited to build the dense correspondence be-
tween reference and target shape, local constraint on body part is not carefully
considered in network design. In Chapter 3, we propose to use Gaussian Process
with radial basis function as the local constraint for template deformation. As
benefit of registration, the imperfect raw data would be updated by the registra-
tion information, e.g. missing hole can be filled by the corresponding reference
region, see Figure 2.1 and 2.2, and outlier signal can be filtered.

2.3 Parametric Body Model

Parametric body models facilitate downstream applications Bogo et al. [2016],
Kanazawa et al. [2018], Ugrinovic et al. [2021], Sun et al. [2021a]. In particular,
they solve also 3D human recovery from sparse or incomplete inputs Litany
et al. [2018], Palafox et al. [2021], thanks to the compressive representation. As
a result, parametric body models are used to tackle the same problem as ours
from a different perspective. For this reason, we give in this section a brief
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review of parametric body models. Readers can refer to Tian et al. [2022] for a
more detailed survey.

Parametric body model represents human data with shape and pose param-
eters based on PCA technique, principal component analysis. The use of PCA
can compress the shape space for a variety of human identities. Such model
is built on top of large datasets such as CAESAR Robinette et al. [2002] and
Hasler et al. [2009]. The famous parametric body models include SCAPE and
SMPL.

SCAPE Anguelov et al. [2005] is the first parametric model to represent in-
dividual shape and pose-dependent shape. Such model is trained with the combi-
nation of pose data, a variety of pose performed by a particular person, and body
shape data, different body identities in the similar pose. Some variants, such as
S-SCAPE Jain et al. [2010], BlendSCAPE Hirshberg et al. [2012], Dyna Pons-
Moll et al. [2015], explore and develop SCAPE by considering identity-specific
pose deformation, vertex displacement and soft-tissue dynamics.

(a) Scan (b) SMPL (c) SMPL-D

Figure 2.2: Illustration of parametric model fitting. (a) Raw scan, fitting with (b) SMPL Loper
et al. [2015] and (c) SMPL-D Pons-Moll et al. [2017]. The 3D model is from CAPE Ma et al.
[2020].

SMPL Loper et al. [2015] is another representative parametric human model
which is the most widely used in research community accompanying its vari-
ants. The shape parameters β ∈ Rm represent coefficients of the first m prin-
cipal components, and the pose parameters, θ contain the relative rotation of
child joints with respect to the parent node in kinematic tree. SMPL-X Pavlakos
et al. [2019] jointly learns the body shape, hand pose and facial expression on
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leveraging the hand model of MANO Romero et al. [2017] and the face model
of FLAME Li et al. [2017]. SMPL-D Pons-Moll et al. [2017] models clothed
person by considering cloth as displacement of each vertex. STAR Osman et al.
[2020] ameliorates local blend issues from SMPL by constraining local joint
impact on nearby vertices.

Other than shape modeling with statistical principal component and pose
transformation with kinematic tree node, deep learning methods Jiang et al.
[2020], Palafox et al. [2021] tackle the problem of decoupling the shape and
pose with large-scale data. Furthermore, Lombardi et al. [2021] leverages neu-
ral implicit representation and physical kinematic model to learn a controllable
body model.

Parametric or neural body model is obtained from pre-registered data. As
chicken-egg problem, parametric model can also be used for the purpose of reg-
istration, e.g. Figure 2.2. As a non-rigid deformation task, optima of shape and
pose parameters are not trivial to achieve without any warmup setup. For ex-
ample, the optimization process is aided with the guide of initial markers Allen
et al. [2003], Anguelov et al. [2005]. MoSh Loper et al. [2014] achieves fit-
ting the sparse markers with BlendSCAPE Hirshberg et al. [2012]. Further-
more, MoSh++ Mahmood et al. [2019] considers the soft-tissue dynamics and
improves the capture of hand by using SMPL-H model Romero et al. [2017].
Bogo et al. [2014, 2017] register scan data in static frame and in sequence by
painting the texture on body. ClothCap Pons-Moll et al. [2017] handles the
marker-less registration for clothed person relying on the segment of cloth with
Markov random field and modeling cloth layer as the offset from naked surface
of SMPL.

For registration, neural networks can be trained as a regressor for body shape
and pose parameters to fit raw input. LBS-AE Li et al. [2019] fits the 3D model
to the point cloud in the self-supervised manner. Moreover, IP-Net Bhatna-
gar et al. [2020a] leverages the neural implicit representation to predict 2-layer-
surface from partial point cloud, and registers the inner part and outer part with
SMPL Loper et al. [2015] and SMPL-D Alldieck et al. [2019b], Lazova et al.
[2019], Pons-Moll et al. [2017]. LoopReg Bhatnagar et al. [2020b] learns the
backward mapping from input scan data to the canonical model, and projects the
point on canonical model back to the input scan with a diffused SMPL model in
order to make the learning process differentiable and self-supervised.
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Apart from registration, parametric body models contribute also to recover
3D human information, especially combining with neural network, e.g. the
single-person Bogo et al. [2016], Kanazawa et al. [2018], Pavlakos et al. [2018],
Omran et al. [2018] and the multiple-person Jiang et al. [2020a], Ugrinovic et al.
[2021], Sun et al. [2021a] recovery from single color image and the video-based
temporal 3D recovery Kocabas et al. [2020], Luo et al. [2020], Rajasegaran et al.
[2021]. Although parametric models represent the body following the physi-
cal plausibility with the compact factors, the topology of human models has to
be pre-defined which limits parametric models to go further in the reconstruc-
tion task, for example high-frequency detail recovery and cloth modeling. In
Chapter 4 and 5, we examine how neural implicit representation handle shape
completion and demonstrate comparison to parametric model fitting.

2.4 Shape Completion & Reconstruction from Partial Obser-
vation

3D human reconstruction from partial observation is fundamental and challeng-
ing to study for two reasons. First, we should consider all aspects to describe
a human, such as shape, pose, cloth style and facial expression. Second, due
to partial observation, ambiguity arise with occlusion issue. Moreover, custom-
level depth camera such as Microsoft Kinect was introduced into public, 3D
scanning technique has gained attention in the contexts Newcombe et al. [2011,
2015], Dai et al. [2017a,b], Litany et al. [2018], Chibane et al. [2020a]. How-
ever, classic methods fill a limited request in the setup that only small holes
exist, with Laplace hole filling Nealen et al. [2006] or Poisson surface recon-
struction Kazhdan et al. [2006], Kazhdan and Hoppe [2013]. Classic meth-
ods Newcombe et al. [2015], Dai et al. [2017a] can only update the canonical
model from live visible domain but is still not able to provide a complete shape.
Networks Chibane et al. [2020a] solve this ill-posed problem with statistical
prior. Our goal in this thesis is to build dynamic human models from monoc-
ular camera with neural networks in order to simplify classic multi-view stereo
reconstruction system. We thus review in this section classic methods 2.4.1,
neural explicit methods 2.4.2 and neural implicit methods 2.4.3.
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2.4.1 Classic Fusion

Fusion based methods date back to Izadi et al. [2011], Newcombe et al. [2011]
for single-view depth reconstruction with one monocular depth sensor. The
follow-up work, dynamic fusion Newcombe et al. [2015], develops the algo-
rithm for a moving camera.

Given initial estimation of canonical-live correspondence from current canon-
ical model to live frame, the warped surface V̂ can be rendered into the live
frame. This yields some new visible region in canonical model which updates
the visible domain u ∈ Ω. As a result, non-rigid warping and Truncated Signed
Distance Field (TSDF) fusion are performed iteratively, such that the canoni-
cal model is more and more complete when the visible domain is updated with
camera moving. The completion process relies on the minimization of the point-
to-plane Chen and Medioni [1992], Low [2004] energy,

∑
u

L((T(π(V̂u))− V̂u)
>N̂u) (2.3)

where π is the projection operation, N̂ is the estimation of the normal map and
the transformation T : Ω 7→ R3. The Tukey loss is chosen as L in Newcombe
et al. [2015].

DynamicFusion Newcombe et al. [2015] achieves integrating multi-frame
depths into the canonical model to reconstruct surface and to track motion. In
terms of human body surface reconstruction, BodyFusion Yu et al. [2017] in-
tegrates skeleton prior in order to achieve the consistency between non-rigid
deformation and skeleton tracking. In the setting of fixed monocular depth cam-
era, DoubleFusion Yu et al. [2018] leverages parametric model SMPL Loper
et al. [2015] with the canonical model to improve outer surface fusion and
tracking. HybridFusion Zheng et al. [2018] utilizes sparse inertial measurement
units(IMU) in order to handle fast and occluded motion. RobustFusion Su et al.
[2020] takes the advantage of data-driven prior, such as occupancy, pose&shape
parameters and segmentation, to improve performance capture. Fusion4D Dou
et al. [2016] and Motion2Fusion Dou et al. [2017] present high-speed perfor-
mance capture systems leveraging learning-based 3D correspondence predic-
tion to deal with fast motion reconstruction and topology change. KillingFu-
sion Slavcheva et al. [2017] relies on regularization term which imposes the lo-
cal rigidity by smoothening displacement vector field. SobolevFusion Slavcheva
et al. [2018] defines the gradient flow in Sobolev space to alleviate over-smoothing
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impact of regularization. Instead of fusing all previous frames, Function4D Yu
et al. [2021] considers dynamic sliding window to fuse a initial surface and re-
constructs completed surface with deep implicit network. In terms of large-scale
scene reconstruction, BundleFusion Dai et al. [2017a] achieves on-the-fly sur-
face reintegration with local-to-global hierarchical optimization. Fusion-based
approaches rely on the multi-view information from sequential frames of mov-
ing camera or multiple fixed cameras. However, in the single monocular camera
setup, fusion-based technique can not complete human shape due to limited vis-
ibility. Data-driven methods take the advantage of learned prior information to
overcome this ill-posed problem. In Chapter 4 and 5, our proposed approaches
tackle this problem with neural implicit representation.

2.4.2 Neural Explicit Modeling

In this section, we introduce neural network based human modeling. Firstly, we
follow Yuan et al. [2018] to give the definition of shape completion. Let X be
the input from partial observation of 3D sensor. Let Y be the dense representa-
tion of 3D shape, such as voxels, point clouds and meshes. Shape completion
can be defined as learning the mapping X 7→ Y, where the explicit correspon-
dence between X and Y does not necessarily exist. Since Y is in the pre-defined
topology, i.e. the number of point cloud, the resolution of voxel or the face con-
nectivity of mesh is fixed before completion, this mapping is explicitly modeled
by neural network.

Extending from 2D convolution to 3D convolution, the early works Han
et al. [2017], Dai et al. [2017b], Yang et al. [2017], Stutz and Geiger [2018] focus
on predicting occupancy or distance field in explicit voxel-grid with encoder-
decoder network. Due to limited voxel resolution, Octree is adopted by Wang
et al. [2017] to gradually voxelize object and increase final resolution.

Volumetric representation has huge memory cost and computational latency.
Other than voxel, point cloud plays an important role in 3D shape completion
because it is flexible to represent any topology with low cost. The pioneer work
PCN Yuan et al. [2018] outputs dense and completed point clouds with encoder-
decoder architecture and folding-based mechanism Yang et al. [2018] given par-
tial input. TopNet Tchapmi et al. [2019] proposes the rooted tree structure to
decode dense point clouds by using nodes of arbitrary structure hierarchically.
Coarse-to-fine strategy is adopted in Wang et al. [2020], Liu et al. [2020b] in
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order to preserve more details. Zhang et al. [2020] designs the separated feature
aggregation and refinement component to uniformly assign completed points
and reduce outlier.

Finally, the explicit approaches cost heavy latency to represent details in
high resolution, otherwise cloth wrinkle or facial expression would be missing
in the reconstruction. Such trade-off between memory cost and representation
capability is not trivial to balance, especially for long-time network training
phase. Due to the quantization effect of voxel and point cloud, mesh combining
vertices and faces is more popular as a visualization format in computer vision
and graphics. Thereby, the neural implicit representation gains more and more
attention.

2.4.3 Neural Implicit Modeling

Instead of marching in explicit volumetric space, level set approaches Zhao et al.
[2001], Osher and Sapiro [2002], Fedkiw et al. [2003] implicitly encode surface
with the advantages of automatic resolution of surfaces and of handling var-
ious topologies. In addition, such method can be easily adapted with neural
network architecture to handle complex surfaces. In general, given the query
point x ∈ R3 and a learnable feature z extracted from images Mescheder et al.
[2019], Saito et al. [2019], Niemeyer et al. [2020], from point clouds Mescheder
et al. [2019], Chibane et al. [2020a], Peng et al. [2020], Boulch et al. [2021],
Atzmon and Lipman [2020] and from low-resolution voxels Mescheder et al.
[2019], Chibane et al. [2020a], Peng et al. [2020], the occupancy Mescheder
et al. [2019], Niemeyer et al. [2019], Genova et al. [2020], Deng et al. [2020a],
level set Park et al. [2019], Chibane et al. [2020b], Gropp et al. [2020], Atzmon
and Lipman [2020, 2021], Ma et al. [2022] and texture color Niemeyer et al.
[2020], Yariv et al. [2020] can be modeled by neural networks in the form of
M = f (x, z). The surface S is represented as zero level sets predicted by
neural network,

S := {x ∈ R3| f (x, z) = 0} (2.4)

During train phase, query points x are sampled in 3D bounded space as-
sociating occupancy, signed distance or unsigned distance computed on the fly
in the setup of supervised learning. The sampling strategy is of great impor-
tance to the reconstruction quality. Since implicit representationM varies fast
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in the area around the iso-surface, it is more efficient to train points near the iso-
surface with supervision rather than far away from the iso-surface. On the other
hand, uniform sampling is beneficial to avoid ghost artifact when focusing only
on the nearby surface sampling. Thereby, the combination of adaptive sampling
around the surface and uniform sampling is widely used in the literatures Saito
et al. [2019], Genova et al. [2019], Saito et al. [2020], Palafox et al. [2021].

The latent code z plays also an important role for the surface reconstruction.
At early stage, the latent code is encoded globally with neural network Park et al.
[2019], Mescheder et al. [2019], Niemeyer et al. [2019] where the concatenation
of such global feature and position of x is fed into decoder part to predict implicit
representationM. So only the position of x can differ inputs to decoder in the
same scene for different points. Due to the lack of local feature, the reconstruc-
tion surface is always missing high frequency details. Later, the latent code is
extracted locally by using bi-linear or tri-linear interpolation on grid-like feature
maps encoded by network Saito et al. [2019], Chibane et al. [2020a], Peng et al.
[2020]. Genova et al. [2019, 2020] learn the local latent code automatically from
the structured template. Ummenhofer and Koltun [2021] takes the advantage of
multi-scale adaptive grid and Octree structure to efficiently learn the local fea-
ture with adaptive convolution kernel. Furthermore, the latent code, no matter
global one Atzmon and Lipman [2020], Gropp et al. [2020] or local one Jiang
et al. [2020b], can be optimized with some unsupervised point to surface loss as
refinement process after long-time network training.

(a) Occupancy (b) Unsigned distance (c) Signed distance

Figure 2.3: Illustration of different supervision level. (a) Occupancy, (b) Unsigned distance
field and (c) Signed distance field. In (b) and (c), the distance of the inner part is scaled with
factor 5 to best illustrate it. The 3D model is from NPMs Palafox et al. [2021].

In terms of supervision level, we can provide the sign(occupancy) Fig-
ure 2.3(a) of query point, inside part or outside part, the unsigned distance Fig-
ure 2.3(b) from query point to surface, and signed distance Figure 2.3(c) during
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training phase. For the reconstruction task Saito et al. [2019], Mescheder et al.
[2019], Saito et al. [2020] from RGB input, occupancy is typically used as the
implicit representation, while the signed distance is useful to train networks Atz-
mon and Lipman [2020], Gropp et al. [2020], Palafox et al. [2021] when partial
3D information is available, e.g. point cloud or depth. Unsigned distance Cai
et al. [2020], Chibane et al. [2020b] has the benefit to model open surface.

The pioneer work of neural implicit network Mescheder et al. [2019] opens
the possibility of reconstruction from image, from low-resolution voxel and
from point cloud. Furthermore, Saito et al. [2019] recovers physically plau-
sible human body from image and Saito et al. [2020] adopts coarse-to-fine
strategy to extract high frequency details from patch of image. For the task
of shape completion, partial data is processed into occupancy Chibane et al.
[2020a] in voxel-grid and fed into 3D convolutional network hierarchically.
Similar to voxel-based modeling, 3D convolutions lead a huge computational
cost. NPMs Palafox et al. [2021] leverages implicit representation to learn a
neural parametric model of human as well as to do joint optimization process to
complete partial information from a single view, however the completion relies
on the deformation from canonical model which limits prediction into the pre-
defined topology. In Chapter 4, we propose to encode the feature map directly
from 2D depth image which provides the intensive information such as shape,
pose and garment detail. Moreover, we extend the spatial completion model into
the temporal context which could aggregate more temporal information from the
sequence to preserve details.

2.5 Temporal Modeling

The human performs motion with the temporal coherence, e.g. kinematic in-
ertia, temporally consistent shape and cloth wrinkle folding. Frame by frame
static modeling of motion would loose the kinematic properties. In addition, the
information between the previous and next frames could contribute to the cur-
rent frame. Therefore, 4D human modeling is typically of great importance in
the community.

Pioneer works Akhter et al. [2012], Simon et al. [2014] consider the body or
facial motion as a large matrix in which the column represents vertices in each
frame. So motion completion or reconstruction is based on the matrix factoriza-
tion with spatial and temporal basis. The human shape and motion variety are
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limited with the dimensionality of matrix, so such modeling is only suitable to
simple skeleton motions due to computational cost. Apart from rigged skeleton
motion, the parametric human model, e.g. SMPL Loper et al. [2015], is widely
used as a compressive representation of 3D shape for 4D modeling. Alldieck
et al. [2018a] leverages parametric model to reconstruct the motion sequence
from monocular video, Alldieck et al. [2018b, 2017] takes the advantage of sil-
houette or optical flow to explore the temporal coherence. Tung et al. [2017] pro-
pose to regress the shape and pose parameters under the guidance of key points
and silhouette in the self supervised fashion. Kanazawa et al. [2019] learns a
representation of 4D dynamics from video with the supervision of 2D pose de-
tector Cao et al. [2019] in the semi-supervised manner, and outputs 3D poses
of the current frame and nearby frames which are validated with an adversar-
ial prior Goodfellow et al. [2014]. Parametric model-based methods discretize
4D space at fixed frame frequency and is not flexible to time-varying topolo-
gies. Template-based models Bermano et al. [2015], Zheng et al. [2017] require
sometimes the semantic segmentation information in order to fit the model, and
arise the problem for large deformation and temporal coherence, even in the
setup of multi-view stereo Mustafa et al. [2015], Leroy et al. [2017], so such
methods are restricted to the small movement or require the careful engineered
work. With wide development of neural radiance field (NeRF) Mildenhall et al.
[2020], Xian et al. [2021] includes the temporal term to model spatio-temporal
video radiance field and D-NeRF Pumarola et al. [2021] learns the displace-
ment from canonical space in the setup of radiance field. However, NeRF-like
methods lack long-term constraint for 4D modeling in the radiance field and
rely on a long-term optimization on the normalized space. OFlow Niemeyer
et al. [2019] directly models the velocity field with neural network and learns
the consistency between forward and backward flow under Ordinary Differen-
tiable Equation Chen et al. [2018b] formulation. Flow-like work focuses on
modeling the correspondence between canonical model and queried frame, but
not on shape recovery and lacks fine details. Li et al. [2021] completes the shape
of current and next frame together with the motion field based on explicit voxel
representation, which is also restricted to fine details.

The 4D human modeling, especially in the continuous representation, is
always missing due to the high dimensionality. In Chapter 4 and 5, we try to
fill this gap by considering the input sequence all of at once and provide the
representation of temporal dynamics, which is different from frame by frame
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template modeling. And our methods allow us to make the movement of human
physically plausible and to avoid the artefact due to the input noise of certain
frame.

2.6 Coarse-to-Fine Detail Recovery

Coarse-to-fine is a common strategy in computer vision for 2D object recog-
nition Lin et al. [2017], 3D scene reconstruction Sun et al. [2021b] and point
cloud completion Wang et al. [2020]. This strategy can be naturally extended
to recover fine human details, such as garment wrinkle, hair and facial expres-
sion. A low-level parametrization is built as a coarse result, on which the high
frequency details are refined.

The coarse level result can be sometimes obtained with the parametric model
such as SMPL Loper et al. [2015]. The fine details can be modeled as vertex
displacement Pons-Moll et al. [2017], Alldieck et al. [2019a] from model based
topology, some dense deformation Zhu et al. [2021] retained with subdivision of
template mesh, or with implicit representation Zheng et al. [2021a] beyond 3D
coarse geometry. However the pre-defined model topology restricts fine level
result and sometimes additional information such as UV map is required as in
Alldieck et al. [2019a] which declines flexibility to recover details. Surface nor-
mal plays also an important role to improve reconstruction quality, i.e. Zheng
et al. [2019], Saito et al. [2020] include the normal map into the network en-
coding in order to extract high-frequency details or the normals estimated by
Abrevaya et al. [2020] are added to the coarse result to enhance the geometry
with normal mapping Cohen et al. [1998]. Similar to normal map, depth im-
age Zeng et al. [2019], Newcombe et al. [2011] contains the fine level detail of
3D geometry and coarse-to-fine strategy has the benefit to extract such details.

As common strategy, coarse-to-fine pipeline covers almost all areas of com-
puter vision, e.g. object detection Lin et al. [2017], optical flow Hu et al. [2016],
Sun et al. [2018], depth estimation Yang et al. [2020], point cloud comple-
tion Wang et al. [2020], Liu et al. [2020b], 3D reconstruction Sun et al. [2021b]
and so on. A pyramid of feature maps are extracted by neural network and the
supervision is added in each level of pyramid. In most cases, such strategy works
in the explicit manner, i.e. the resolution is multiplied by 2 for level up and the
prediction of the previous level can play a role of initialization of the next level
as in Hu et al. [2016], Lin et al. [2017], Sun et al. [2018]. For implicit neural
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modeling, IF-Net Chibane et al. [2020a] collects the feature of query point in all
levels of 3D feature voxel and feeds them all together to the decoder without the
intermediate supervision. Saito et al. [2020] learns the global geometry from the
coarse image and handle local details with high resolution image separately. So
the coarse level result is not used as the initialization for the fine level, and the
fine level supervision does not really refine or correct the coarse level result in
the implicit context.

When extending to temporal domain, other than static resolution coarse-
to-fine, temporal information can also be aggregated from different levels. In
2D context, video is represented in the different level with dilated convolution
layer Farha and Gall [2019], Li et al. [2020] or grid-pooling technique Kahat-
apitiya and Ryoo [2021] to refine previous result. Sener et al. [2020] aggregates
multi granularity temporal information with max pooling and attention as flex-
ible representation for action prediction. In 3D context, existing works still
prepare frame-wise representation and feed them to temporal model to achieve
3D reconstruction tasks. NeuralRecon Sun et al. [2021b] extracts the stack of
feature maps and uses RNN to fuse the feature from different view coarse-to-
fine. Transformer Vaswani et al. [2017] is also used to fuse the averaging feature
from coarse level to fine result as in Bozic et al. [2021b], Stier et al. [2021], and
opens the possibility to aggregate images from all available views. However,
voxel representation for fusion operation suffers the trade-off between resolu-
tion and memory cost and the lack of intermediate supervision could not explore
the benefit of coarse-to-fine.

In Chapter 5, we present a novel approach taking coarse-to-fine strategy and
residual learning for detail recovery. We believe that coarse-to-fine strategy can
balance the global information from coarse level and local cues from fine level
to better represent 3D shape. Furthermore, we extend this strategy to tempo-
ral direction and examine how temporal continuity could contribute to shape
completion along with this strategy.
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Chapter 3

Reconstructing Human Body Mesh
from Point Clouds with Adversarial
GP Network

3.1 Introduction

Template-based human shape matching is a problem of broad interest in com-
puter vision, for a variety of applications relevant to Augmented and Virtual
Reality, surveillance and 3D media content production. It is relevant to various
tasks such as dense shape alignment or tracking, shape estimation and comple-
tion from sparse or corrupt shape data. In this chapter, we present our adversarial
GP network which takes unordered point cloud as input and outputs template-
aligned mesh. During the training, we provide the registered data as supervision.
The correspondence between two sets of point clouds can be established by find-
ing the nearest neighbour between the query point from point cloud and output
reconstruction, as shown in Figure 3.1.

This problem has been addressed with several classic approaches that either
directly find dense correspondence using intrinsic surface embeddings Bronstein
et al. [2006], Ovsjanikov et al. [2010], Kim et al. [2011] or use human body tem-
plates as geometric proxy to guide the matching Anguelov et al. [2005], Loper
et al. [2015], Bogo et al. [2014, 2017], Zuffi and Black [2015]. Both approaches
usually involve some form of non-convex optimization that is susceptible to
ambiguities and local minima, and hand-crafted features to estimate the corre-
spondence.
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Figure 3.1: Our proposed approach takes point cloud as input and outputs the reference-aligned
mesh. The correspondence can be built via the reference topology and shown in color.

Aiming for noise and initialization resilience and improvement in feature
description has motivated an avenue of research in learning-based correspon-
dence approaches to the human shape matching problem. These methods have
the property to automate feature extraction and matching by mining large datasets,
and can estimate correspondences by building automatic feature classifiers with
e.g. random forests Rodolà et al. [2014], or simultaneously learn feature extrac-
tion and correspondence using DNNs Monti et al. [2017], Wei et al. [2016],
Halimi et al. [2019], Litany et al. [2017], Tombari et al. [2010].

Many of these learning approaches rely on some form of human a priori
knowledge. Most methods propose matching to an explicit shape deformation
model, for which a reduced parameterization is predicted Tan et al. [2018], Li
et al. [2019], Jiang et al. [2020] or whose mapping to the data is learned Marin
et al. [2020], Prokudin et al. [2019] from observations.

Among the most successful approaches of inspiration to this work are those
matching human shapes using an implicit deformation model which is entirely
learned with no manually set components, as applied to humans Groueix et al.
[2018a] or generic objects Groueix et al. [2018b]. By encoding matching to an
underlying template as the expression of a learned global feature in a latent space
automatically discovered by an auto-encoder, the model can be entirely auto-
mated and trained end-to-end for generic matching of two shapes, as opposed
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to the previously described methods. As they use point-based DNN architec-
tures Qi et al. [2017], these approaches can be applied to point cloud inputs
without any surface consistency. All these properties afford greater robustness
and generalization abilities, and allow this family of methods to outperform the
latter on standard benchmarks. However in this process a weaker human shape
and consistent surface prior is encoded than previous approaches, which leads
to noisy, and sometimes non-realistic predicted human shapes, as confirmed by
an analysis of the failure cases of these approaches. Some of the failures are
mitigated using a post-processing step which consists in optimizing the shape
matching features inferred by the DNN in the latent space, which improves the
final result.

In this chapter, we explore within this family of approaches how local and
global shape priors, commonly not encoded with point-wise architecture, can be
reintroduced while maintaining the benefits of such an architecture (e.g. Point-
Net Qi et al. [2017]). We base our approach on a point-based auto-encoder
similar to Groueix et al. [2018a], but with several key differences. To alleviate
inference noise, we introduce a Gaussian Process decoder layer which inher-
ently encodes surface smoothness and surface point coherence on the shape with
lower point dimensionality on the surface, only to the price of a small pretrain-
ing phase. Second, more global consistency is built in the model by adding fully
connected layers at the end of the decoder, which is made possible by the surface
dimensionality reduction previously discussed. Third, to avoid inferring drasti-
cally non human shapes, we introduce an adversarial training phase inspired
by Hu et al. [2018] which enforces consistency of human shape encodings in
our latent space and helps to avoid overfitting. With these improved network
characteristics and training procedures, we show that our approach provides re-
sults that are on par or better than state-of-the-art on the FAUST intra and inter
challenges and illustrate the quality gain of our approach through an exhaustive
ablation study illustrating the benefits of these three contributions.

3.2 Related Work

There exists a rich literature on registration and reconstruction of 3D data, many
of which were reviewed in Section 2.2. Here, we focus our analysis on methods
for registering human body shapes, following the classic distinction between
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template-free and template-based methods. We then briefly discuss how Gaus-
sian Processes have been combined with DNNs in previous work, and the use of
adversarial training in the context of 3D vision.

Template-free methods Correspondences between non-rigid objects can be
established by defining an intrinsic surface representation, which is invariant to
bending. In the embedding space defined by this representation, the registra-
tion problem boils down to a non-convex optimization one. Examples of intrin-
sic representations are Generalized Multi-Dimensional Scaling (GMDS) Bron-
stein et al. [2006], heat kernel maps Ovsjanikov et al. [2010], Möbius transfor-
mations Kim et al. [2011]. Recent work tries to learn such representations,
and therefore object-to-object correspondences, from data. While early ap-
proaches rely on random forests Rodolà et al. [2014], subsequent ones employ
DNNs Monti et al. [2017], Wei et al. [2016]. For example, Deep Functional
Maps Halimi et al. [2019], Litany et al. [2017] combine a deep architecture with
point-wise descriptors Tombari et al. [2010] to obtain dense correspondences
between pairs of shapes. These methods aim at matching arbitrary shapes. How-
ever, when focusing on particular instances like the human body, one can intro-
duce more powerful class-specific shape priors.

Template-based methods When registering noisy and incomplete 3D human
body data, one commonly relies on a predefined 3D body template acting as a
strong shape prior. At registration time, the template surface is deformed in or-
der to match the data. Many approaches rely on a statistical body model Anguelov
et al. [2005], Loper et al. [2015] and define an objective function which is min-
imized via non-linear least squares Bogo et al. [2014, 2017], Zuffi and Black
[2015]. However, these objective functions use hand-crafted error terms and are
not as powerful as data-driven approaches. Recently, the wider availability of
huge datasets of 3D body shapes Bogo et al. [2017], Varol et al. [2017] fostered
the development of DNN-based methods. Mesh Variational Autoencoders Tan
et al. [2018] learn a latent space for 3D human body representation, but their
input is limited to fixed-topology shapes. LBS-AE Li et al. [2019] proposes a
self-supervised approach for fitting 3D models to point cloud. The method re-
lies on DNNs to learn a set of Linear Blending Skinning Magnenat-Thalmann
et al. [1988] parameters. FARM Marin et al. [2020] establishes correspondences
between shapes by automatically extracting a set of landmarks and then using
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functional maps. Deep Hierarchical Networks Jiang et al. [2020] learn a 3D hu-
man body embedding which can then be fitted to data, leveraging a set of man-
ually selected landmarks. Basis Point Sets Prokudin et al. [2019] propose an
efficient point cloud encoding, which can then be combined with DNNs Huang
et al. [2017] for shape registration and completion tasks.

GP and DNNs Gaussian Processes (GP) are popular in statistical learning for
their generalization capabilities. In 3D vision, Lüthi et al. [2017] propose GP-
MMs, a morphable model based on GP, with applications to face modeling and
medical image analysis. Recently, some studies Wilson et al. [2011],Wilson
et al. [2016] try to interpret how DNNs can simulate the learning process of GP.
For example, Deep GP Damianou and Lawrence [2013] focuses on probabilis-
tic modeling of GP with DNNs, training the network via marginal likelihood.
In this work, we leverage the interpolation and smoothness capabilities of GP in
the context of 3D surface reconstruction.

Adversarial training After the introduction of Generative Adversarial Net-
works (GANs) Goodfellow et al. [2014], adversarial training has been widely
used in computer vision. In 3D vision, HMR Kanazawa et al. [2018] applies ad-
versarial learning to estimate 3D human body shape and pose from 2D images.
CAPE Ma et al. [2020] uses it to learn a model of people in clothing. Fernán-
dez Abrevaya et al. [2019] and Shamai et al. [2019] use adversarial training to
model faces in 3D. Hu et al. [2018] compare adversarial and L2-norm regular-
ization for the task of image registration. To the best of our knowledge, our work
is the first to propose adversarial training as a regularization term in the context
of 3D registration.

In general, our work builds on 3D-CODED Groueix et al. [2018a], which
uses a PointNet-like Qi et al. [2017] architecture to extract permutation-invariant
point features. However it applies the point-wise decoders which are indepen-
dent of each other. Thus we propose to strengthen the relationship of nearby
points by using our GP layer and MLP layers. AtlasNet2 Deprelle et al. [2019]
aims at improving upon 3D-CODED reconstructions by using a learnable tem-
plate. However AtlasNet2 results exhibit artifacts similar to the ones of 3D-
CODED in some challenging cases. In order to make the network predictions
more robust, we propose to use adversarial training.
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Figure 3.2: Overview of our Adversarial GP Network.

3.3 Method

Our approach takes as input an unordered set of n 3D points P ∈ Rn×3 and maps
this set into a deformed instance S ∈ Rres×3 of a reference mesh with a fixed
resolution res. The number n of input points can vary. This to allow for partial or
incomplete shape description as typical with laser scan or depth data. In order to
learn such a mapping we use a point-wise encoder-decoder architecture trained
on standard human body datasets. This architecture presents two innovations
to better enforce shape consistency: first a regularization layer that builds on
Gaussian Process (GP) and second a global adversarial loss. The sections below
detail the different components of our framework.

3.3.1 Network Architecture

As shown in Figure 3.2, our architecture encodes points P into a latent shape
representation Zp ∈ R1024 which is then decoded into a deformation vector
field Y defined over a mesh template to produce the shape S. Our objective is to
balance global and local information with shape-wise and point-wise considera-
tions. To this end, a PointNet Qi et al. [2017] like encoder is used as a backbone
to extract the 1024-dimension latent shape feature Zp. On the decoder side, we
first expect this global shape feature Zp to predict the deformation of a subset of
representative points on the reference mesh in a point-wise manner. More global
considerations are then applied on this subset of points with both Gaussian Pro-
cess interpolation and fully connected layers. Furthermore, to better constrain
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the latent representation during training, the output vertices of the predicted de-
formed reference mesh S are fed into the encoder to verify whether they yield a
latent featureZs close to the latent featureZp of the ground truth shape vertices.

Encoder

We extract the global feature Zp with a simplified version of PointNet Qi et al.
[2017]. The input points P are first processed by 3 hidden layers of size 64,
128 and 1024, respectively, followed by a max-pooling operator applied to the
resulting point-wise features. Then, two linear layers of size 1024 lead to the
latent space ZP . All layers use batch normalization and ReLU (rectified linear
unit) activation.

Decoder

The decoder takes as input the shape feature Zp extracted by the encoder to-
gether with l 3D locations xi of vertices distributed on the reference mesh. Point-
wise decoders with shared weights are first used on the combinations (xi,Zp).
These decoders are composed of 3 hidden layers going from size 1027 to 513
and 256. The resulting features are projected into l individual vertex deforma-
tions yi using 2 times hyperbolic tangent activation functions. Following point-
wise decoders, two computation flows are applied in parallel on the resulting
predicted vertex deformations yi. One goes to GP layers that enforce local spa-
tial consistency between vertices and the other goes to a fully-connected MLP
layer that enforces a global constraint over vertices. We take the output of the
GP flow as the final deformed instance.

3.3.2 Local and Global Spatial Consistency

Gaussian Process Interpolation

As mentioned before the decoder part includes a vertex interpolation technique
based on Gaussian Process Williams and Rasmussen [2006]. To this aim, we
assume here that deformations yi of the reference mesh at vertex locations xi

are, up to a bias ε ∼ N (0, σ), non linear functions yi = f (xi) + ε, which dis-
tributions are jointly Gaussian, with mean and covariance defined by the kernel
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k:

k(xi, xj) = γ exp(−
‖xi − xj‖2

r
). (3.1)

Under these assumptions, the joint distribution of l partial vertex observations Y
and an unobserved vertex y∗ over the deformed reference mesh can be expressed
as: [

Y
y∗

]
∼ N

(
0,

[
K(X, X) + σ2I, KT

∗ (x∗, X)

K∗(x∗, X), k(x∗, x∗),

])
(3.2)

where K(, ) denotes the covariances over the associated vertices xi on the refer-
ence mesh:

K(X, X) =


k(x1, x1) . . . k(x1, xl)

... . . . ...
k(xl, x1) . . . k(xl, xl)

 , K∗(x∗, X) =
[

k(x∗, x1) . . . k(x∗, xl)
]

.

(3.3)
The posterior probability P(y∗|Y) can be inferred as a Gaussian distribution
N (m(y∗), var(y∗)) with:

m(y∗) = K∗(K + σ2 I)−1Y (3.4)

var(y∗) = k∗ − K∗(K + σ2 I)−1KT
∗ (3.5)

where, to simplify our notation, K∗ = K(x∗, X), K = K(X, X) and k∗ =

k(x∗, x∗). Taking the mean of this distribution as the predicted value we finally
get:

y∗ = K∗(K + σ2 I)−1Y. (3.6)

In practice, to accelerate the GP computation and improve the reconstruc-
tion precision, we apply the above statistical reasoning individually over body
parts instead of the full body. We follow for that purpose Basset et al. [2019] and
segment the body topology into 19 small patches, including two patches on the
elbow (see Figure 3.2). In addition, we do not consider absolute vertex locations
as yi but relative displacements with respect to the reference mesh instead. Note
that we have finally 3 parameters: γ, r and σ for each body part. Thus we can
use cross validation, more particularly in our case, kernel selection, to tune the
GP parameters before the time-consuming gradient descent optimization during
the neural network training.

In addition, the selected subset of l observation vertices impacts the final
reconstruction of the full mesh. In order to select the most informative vertices
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for that purpose, we pre-tune 19 kernels and select the observation vertices using
10 random meshes from the FAUST training dataset. We start at 10% resolution
of the template, i.e. 689 vertices, and progressively add vertices to minimize the
reconstruction error, finding an optimal value of 861 vertices.

Our network predicts therefore the deformations of this subset of l = 861
vertices, which are then completed by our GP layer. The GP layer consists of
19 body part components that exploit Equation (3.6) with pre-computed kernel
matrices, see tuned Gaussian kernel parameter in Tab. 3.1. As explained before,
the vertex of template is deformed by a point-wise decoder. While this is similar
in spirit to Groueix et al. [2018a] and Deprelle et al. [2019], our approach differs
in 2 aspects: (i) Instead of considering random points over the mesh surface dur-
ing training, our approach focuses on a fixed subset of points – this allows us to
better exploit the local spatial consistency of the reference mesh deformations;
(ii) Instead of directly predicting the deformed template vertices, our point-wise
decoder predicts the deformations (residuals) with respect to the template. The
rationale here is that the residual space is generally easier to learn than the orig-
inal coordinate space. In Figure 1, we show the segmented reference mesh and
the 861 selected vertices deformed by the prediction of the point-wise decoder.
Since the prediction is in the same order as the reference mesh, we can directly
map the body part segmentation on the prediction of point-wise decoder.

Fully Connected Layer

The previous GP layer enforces local spatial constraints between mesh vertices
by assuming joint Gaussian distributions that can be pre-learned from a few
meshes. In order to complete this with more global considerations over the
vertices of a shape, we also employ a fully-connected multi-layer perceptron
as another interpolation flow. This MLP takes as input the l = 861 deformed
vertices as predicted by the point-wise decoder. It is composed of a hidden layer
of dimension 2048, followed by 2 times hyperbolic tangent activation functions,
and one linear layer to interpolate to the resolution of the reference mesh, in
practice 6890 vertices with the SURREAL synthetic data.
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Patch γ r (×10−2) σ (×10−1)
left forearm 7.81 1.47 1.99
left hand 4.31 1.65 2.20
left arm 0.20 4.00 2.15
left elbow 6.31 1.39 1.99
left foot 1.98 3.88 1.99
left leg 3.15 2.64 1.99
left thigh 1.98 2.20 2.20
right forearm 5.04 1.89 1.99
right hand 7.81 1.47 1.99
right arm 0.54 3.04 2.20
right elbow 6.98 1.39 1.74
right foot 5.04 1.14 1.95
right leg 1.98 6.48 1.99
right thigh 2.15 3.86 1.99
belly 12.81 1.33 1.74
crotch 1.15 2.44 2.20
head 3.04 1.68 2.20
torso 5.31 1.80 1.95
upper torso 23.15 1.35 5.49

Table 3.1: Tuned Gaussian Kernels.

3.3.3 Training Loss

In order to train our network we define a loss function Lr that accounts for the 3
outputs yielded by the decoder. The point-wise decoder computes the deforma-
tion field yi over the subset of l mesh vertices on the reference mesh, while the
GP and MLP layers output the deformed instances in the same resolution as the
reference mesh. Hence:

Lr(Ŷpw, Yl, Ŝgp, Ŝmlp, S) = L(Ŷpw, Yl) + L(Ŝgp, S) + L(Ŝmlp, S) (3.7)

where L(·, ·) denotes the standard mean-square error, Ŷpw, Ŝgp, Ŝmlp are
the point-wise decoder, GP and MLP layer predictions respectively, Yl is the
ground truth deformation field over the reference mesh reduced to the l vertices
predicted by the point-wise decoder and S is the ground truth deformed instance.
In practice, we remark that the mesh obtained with the MLP layer is often blurry.
However, the associated global constraint in the reconstruction loss appears to
be beneficial in our experiments.
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Adversarial Loss

In addition to the loss presented in the previous section, we investigate in this
work the contribution of introducing an adversarial strategy Goodfellow et al.
[2014] in the proposed framework. While the previous loss function enforces
local and more global spatial consistency, it does not encode knowledge on what
a regular shape should be. Hence artifacts can occur when considering data out-
side the training set, as in Figure 3.5 with test data. In order to better detect
abnormal outputs, we therefore propose an additional adversarial loss.

Recall that, given an arbitrary input point cloud P, the encoder generates a
latent feature Zp. From this latent feature, the decoder generates a deformed
version, Ŝ, of the reference mesh. In principle, feeding the encoder with this
set Ŝ should yield a latent feature Zŝ(p) statistically similar to Zp. We therefore
express the adversarial loss as:

La(P, Ŝ) = Ep[log(D(Zp)] + Eŝ(p)[log(1− D(Zŝ)] (3.8)

where D(·) is the discriminator trained to detect abnormal latent features. It
projects the 1024-dimension point feature into 512 and then 256 dimensions
with two hidden layers, and outputs a probability. The two hidden layers are
activated by an ELU (Exponential Linear Unit) function followed by batch nor-
malization; the output is activated by a sigmoid non linearity. The final loss for
our network training is a combination of Lr and La:

Lt = λ1Lr + λ2La. (3.9)

The training algorithm proceeds by iteratively updating the encoder-decoder and
the discriminator as depicted below. The protocol followed in practice is detailed
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in Section 3.4.

Algorithm 1: Training Algorithm
Input: Ground truth deformed instances S of the reference mesh

1 Initialization;
2 for Training iterations do
3 1. Sample a mini-batch of point cloud P ∈ S;
4 2. Compute the reconstruction Ŝ(P);
5 3. Update D(·) by taking a learning step on loss

La(P ∼ real, Ŝ ∼ f ake) (3.8);
6 4. Update then encoder and decoder by taking a learning step on loss

Lt(Ŝ ∼ real) (3.9);

7 end

3.4 Experimental Results

In this section, we first describe the datasets and the corresponding evaluation
protocols. We then compare our approach against the state-of-the-art methods
and provide a detailed analysis of our framework.

3.4.1 Datasets

We evaluate our framework for reconstructing human body meshes from point
cloud data on the standard SURREAL Varol et al. [2017] and FAUST Bogo et al.
[2014] datasets.

The SURREAL dataset is a large-scale synthetic dataset that consists of
textured human body shapes in different 3D poses. We follow the protocol in-
troduced in Groueix et al. [2018a] to generate our training data that consists of
230, 000 meshes.

The FAUST dataset provides 100 training and 200 testing human body scans
of approximately 170000 vertices. They may include noise and holes, typically
missing parts on the feet. The FAUST benchmark defines two challenges: the
one on intra-, the other on inter-subject correspondences. We use the FAUST
dataset only for testing purposes and do not use the provided scans for training.



3.4. Experimental Results 37

Method SURREAL-Chamfer FAUST-inter
3D-CODED Groueix et al. [2018a] 1.33 2.88
AtlasNet2-Deformation Deprelle et al. [2019] 3D 1.17 2.76
AtlasNet2-Points 3D 1.11 3.05
AtlasNet2-Deformation 10D 1.01 2.77
AtlasNet2-Points 10D 1.01 2.85
Ours(MLP) 0.54 2.94
Ours(GP) 0.35 2.73
Ours(Adversarial GP) 0.50 2.76

Table 3.2: Results on the SURREAL validation set for human body reconstruction and on the
FAUST-inter correspondence challenge. As in Deprelle et al. [2019], Groueix et al. [2018a],
we report the symmetric Chamfer distance (×10−3) for SURREAL validation. For FAUST, we
report the Euclidean correspondence error in (cm). In FAUST, we apply the same refinement
technique as in 3D-CODED to our MLP, GP and Adversarial GP.

3.4.2 Evaluation Protocol

We use the symmetric Chamfer distance between the predicted and ground-truth
human shape to evaluate our framework on the SURREAL validation dataset.
For our experiments on the FAUST dataset, we use the official test server to mea-
sure our accuracy. Throughout our experiments, we use the same training/test
splits as 3D-CODED Groueix et al. [2018a]. We perform a line-search to find
the initial orientation and the initial translation that gives the smallest Chamfer
distance during testing FAUST.

3.4.3 Implementation Details

We implement our Adversarial GP network in PyTorch and train for 25 epochs
from scratch. In practice, we set λ1 = 10 and λ2 = 0.05. We use the Adam
optimizer with a learning rate of 0.001 for the Discriminator and 0.0005 for En-
coder and Decoder. We set the batch size to 32. We follow 3D-CODED Groueix
et al. [2018a] to add random translation between −3 cm and 3 cm to increase
the robustness during training.

3.4.4 Comparison with Baselines

We report reconstruction and registration accuracy on the SURREAL Varol et al.
[2017] and FAUST Bogo et al. [2014] datasets and compare our results to the
state-of-the-art results of Groueix et al. [2018a] and Deprelle et al. [2019] in
Table 3.2.



38
Chapter 3. Reconstructing Human Body Mesh from Point Clouds with

Adversarial GP Network

We further use the following baselines and versions of our approach in the
evaluation:

• MLP: A multi-layer perceptron with 2 layers as described in Section 3.3.2
operating on the output deformations of the point-wise decoder.

• GP: Gaussian Process layer as described in Section 3.3.2 operating on the
output deformations of the point-wise decoder.

• Adversarial GP: Adversarial network coupled with the Gaussian process
and MLP layers that operates on the output deformations of the point-wise
decoder (see Section 3.3.3).

We further compare our results to Deprelle et al. [2019], Groueix et al.
[2018a] qualitatively to demonstrate the effectiveness of our method in Fig-
ure 3.4 and Figure 3.5.

Reconstruction.

We report our surface reconstruction results in comparison to Groueix et al.
[2018a], Deprelle et al. [2019] on the SURREAL and FAUST datasets in Ta-
ble 3.2. While providing accurate reconstructions, Groueix et al. [2018a] relies
on point-to-point distance minimization, therefore lacking global context. To
remedy this and encode global context, we apply an MLP on point-wise predic-
tions. This would help encode global context, but in return, would ignore local
dependencies. Our GP layer, on the other hand, aims at finding a balance be-
tween local and global context. As can be seen in Table 3.2, the GP layer yields
the most accurate reconstruction results on the SURREAL validation set and in
the FAUST Inter-Subject challenge.

Registration.

Our output mesh is reconstructed from an input point cloud and is aligned with a
template shape. Therefore, our method could further compute registration to the
human body by finding the closest point on the reconstruction. We evaluate our
method on the FAUST Bogo et al. [2014] challenge, that includes 100-pairs of
shapes to be matched. In FAUST, the input is real scan data in different orienta-
tions and translations and scans typically include noise and holes. In Table 3.3,
we report the results of all published studies to date on the FAUST challenge.
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Method Intra (cm) Inter (cm)
3D-CODED Groueix et al. [2018a] 1.985 2.878
Stitched puppets Zuffi and Black [2015] 1.568 3.126
LBS-AE Li et al. [2019] 2.161 4.08
FARM Marin et al. [2020] 2.810 4.123
BPS Prokudin et al. [2019] 2.327 4.529
FMNet Litany et al. [2017] 2.436 4.826
Convex-Opt Chen and Koltun [2015] 4.860 8.304
Our GP 2.349 2.734
Our Adversarial GP 1.904 2.759

Table 3.3: Results for the FAUST intra- and inter-subject challenges for human body registra-
tion.

Method SURREAL-Chamfer FAUST-intra FAUST-inter
Adv+GP (w.o. MLP) 0.52 2.585 2.913
MLP+GP (w.o. Adv) 0.37 2.042 2.858
MLP+GP+L2 weight decay 5.40 6.068 7.58
MLP+GP+Dropout 0.38 2.236 2.984
Adv+MLP+GP (Adv GP) 0.50 1.904 2.759

Table 3.4: Numeric comparisons. We report the symmetric Chamfer distance (×10−3) on the
SURREAL validation dataset and Euclidean correspondence error (cm) in FAUST -intra/-inter
challenges for the variants of our model. We further compare adversarial training to L2 weight
decay (regularization term λ = 5× 10−4) and dropout.

We do not include the results of DHNN as it requires manual selection of addi-
tional landmark points which is used to guide the optimization.

Importance of Adversarial Training.

Although our GP network provides accurate reconstruction and registration re-
sults, we have observed in practice that it sometimes results in artifacts, as can
be seen in a few cases in Figure 3.5. Our adversarial GP, on the other hand, is
able to correct these artifacts and results in physically plausible human shape
reconstructions, as demonstrated in Figure 3.5. This is in part due to the fact
that adversarial training prevents overfitting to the SURREAL training data and
achieves good generalization across datasets. In Figure 3.6, we show that us-
ing the MLP network along with the GP layer further regularizes the training of
our Adversarial GP framework. Therefore, in practice, we also employ an MLP
during training of our Adversarial GP.

In Table 3.4, we further analyze the influence of adversarial loss on the re-
construction accuracy. Using an adversarial loss yields more accurate results
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Method 3D-CODED AtlasNet2 GP Adv GP
without refinement 6.29 4.72 4.71 4.964
with refinement 3.048 - 2.734 2.873
with refinement+ high-res template 2.878 2.76 2.815 2.759

Table 3.5: Comparison to 3D-CODED Groueix et al. [2018a] and AtlasNet2 Deprelle et al.
[2019] with and without refinement. We report Euclidean correspondence errors on the FAUST-
inter challenge in (cm). The refinement is based on optimizing the global feature to minimize
the symmetric Chamfer distance. We follow Groueix et al. [2018a] to register the scan to a
high-resolution template.

on the FAUST dataset. While resulting in lower accuracy on the SURREAL
dataset, adversarial training helps to prevent overfitting by ensuring that the
distributions of the input data and reconstruction are similar. In Figure 3.5,
we demonstrate that adversarial training in practice results in physically more
plausible and realistic shapes. To demonstrate the effectiveness of adversarial
training as a regularization mechanism, we further compare it to standard regu-
larization techniques of L2-weight decay and dropout in Table 3.4. To confirm
the choice of our Adversarial training strategy, we compare to the qualitative
results of different training strategies in Figure 3.6.

(a) input scan (b) MLP (c) MLP+Laplace (d) GP (e) Adv GP

Figure 3.3: Smoothness of GP. From left to right, (a) input scan, reconstruction in standard res-
olution of (b) MLP, (c) MLP smoothened by the Laplacian operator, (d) GP, and (e) Adversarial
GP.

Influence of Gaussian Kernel Regularization.

In Figure 3.3, we present qualitative reconstruction results obtained with differ-
ent decoders to further support our quantitative analysis in Table 3.2. While the
MLP decoder results in a blurry shape, Laplacian denoising results in a shrink-
age in the volume, especially in the limbs. GP and Adversarial GP, on the other
hand, provide high-fidelity reconstructions.
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Refinement.

During evaluation, we follow the same refinement strategy of 3D-CODED Groueix
et al. [2018a], that minimizes the Chamfer distance between reconstructions and
inputs. Consequently, a nearest neighbor search is performed to find correspon-
dences and match shapes. To highlight the benefit of refinement, we show in
Table 3.5 our results in comparison to Groueix et al. [2018a] and Deprelle et al.
[2019] with and without refinement. Refinement results in better accuracy for
our method, as expected, and our approach provides better results in comparison
to Groueix et al. [2018a] and Deprelle et al. [2019] in all cases. When we use
a high resolution template for the nearest neighbor step, we gain an additional
accuracy improvement for Adversarial GP, but not for GP. The result could not
be always improved by using a high resolution template due to the fact that the
FAUST-inter challenge computes the Euclidean distance between the prediction
and sparse landmarks. Since the Euclidean distance is more tolerant of the ar-
tifacts in Figure 3.5 than geodesic distance, Adversarial GP can not make great
improvement in FAUST challenge.

Qualitative Results.

In Figure 3.4, we show qualitative results on SURREAL validation of the vari-
ants of our approach, such as MLP, GP and Adversarial GP, in comparison to
3D-CODED Groueix et al. [2018a] and AtlasNet2 Deprelle et al. [2019]. Our
method yields better reconstruction accuracy than Groueix et al. [2018a] and De-
prelle et al. [2019] and provides realistic surface reconstructions by jointly ac-
counting for local and global context. In Figure 3.5 and 3.6, we show the quali-
tative comparisons on FAUST test data. Since the output meshes share the same
topology as the reference, the correspondence can be built via the reference
topology as shown in Figure 3.1.

3.5 Conclusion

In this chapter, we have presented an encoder-decoder neural network archi-
tecture to reconstruct human body meshes from point cloud data, by learning
dense human body correspondences. Deep Neural Networks (DNNs) achieve
state-of-the-art results with generic point-wise architectures; but in doing so,
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(a) 3D-CODED (b) AtlasNet2 (c) MLP (d) GP (e) Adv GP

Figure 3.4: Qualitative evaluation for human shape reconstruction. From left to right, recon-
struction in standard resolution of (a) 3D-CODED Groueix et al. [2018a], (b) AtlasNet2 Deprelle
et al. [2019], (c) Our MLP, (d) our GP and (e) our Adversarial GP. And we report the heatmaps
and mean/max Euclidean reconstruction error in (cm) with respect to the ground truth.

they exploit much weaker human body shape and surface priors with respect to
methods that explicitly model the body surface with 3D templates. We investi-
gated the impact of adding back such stronger shape priors by proposing a novel
dedicated human template matching process. Our architecture enforces shape
coherence and surface smoothness with a specialized Gaussian process layer.
Moreover our adversarial training framework allows for generalization across
datasets and reconstructs high-fidelity human meshes. The choice of these ele-
ments was grounded on an extensive analysis of DNNs failure modes in widely
used datasets like SURREAL and FAUST. We validated and evaluated the im-
pact of our novel components on these datasets, showing a quantitative improve-
ment over state-of-the-art DNN-based methods, and qualitatively better results.
This work opens the possibility to add the spatial constraint during training a
neural network and densify the points from a sparse representation simultane-
ously.

However, we observe that the proposed method relies heavily on the global
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(a) scan (b) 3D-CODED (c) AtlasNet2 (d) MLP (e) GP (f) Adv GP

Figure 3.5: Challenging cases in FAUST. From left to right, (a) input scan, reconstruction in
high resolution of (b) 3D-CODED Groueix et al. [2018a], (c) AtlasNet2 Deprelle et al. [2019],
(d) Our MLP, (e) our GP and (f) our Adversarial GP. We highlight the failure cases with red box.
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(a) scan (b) w/o MLP (c) w/o Adv (d) L2 (e) Dropout (f) Adv GP

Figure 3.6: Quantitative results in FAUST challenge. From left to right, (a) input scan, recon-
struction in high resolution of (b) Adv+GP (without MLP), (c) MLP+GP (without Adv), (d)
MLP+GP+L2, (e) MLP+GP+Dropout and (f) Adversarial GP.
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feature learned by the encoder which lacks the representation capability of un-
seen pose. Failure reconstruction arises when the pose of human is never seen
during training. Another limitation lies on the pre-defined topology which is
not suitable for various shapes, especially dressed person. Therefore, we move
to neural implicit modeling in Chapter 4 and 5 to flexibly represent different
human shapes and poses.

Future work will apply the proposed framework to problems like motion
sequence alignment and tracking as natural extension. The Gaussian Process
can not only encode spatial consistency but also explore temporal coherence
for dynamic model. We believe that considering the spatial and temporal priors
together would have further benefit for motion sequence.

Another interesting direction with GP layer would be style transfer or iden-
tity transfer. In the transfer problem, it is difficult to handle a very dense rep-
resentation of human shape. Here GP layer can serve as a compression and
densification technique to reduce the dimensionality of human vertices. Unlike
PCA-like method compresses human shape with parameters based on statistical
variation, our GP layer gives the mapping between the sparse and dense repre-
sentation with the function of geometry localization.
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Chapter 4

Spatio-Temporal Human Shape
Completion With Implicit Function
Networks

4.1 Introduction

In this chapter, we examine the problem of 3D human shape estimation from
incomplete 3D observations, e.g.depth images, under motion obtained from a
single camera. This under-constrained problem requires additional information
which can be provided by a learned model but also by leveraging observations
over time when considering temporal sequences. We investigate how to ben-
efit from both through data driven spatio-temporal modeling. The input is a
sequence of depth-like partial observations, our network will predict the occu-
pancy of any query point in space at any time stamp, which allows us to complete
the representation in both space and time domains, e.g. Figure 4.1.

Building human shape models from incomplete 3D observations over time
is a challenging task with many applications in augmented and virtual reality or
telepresence applications, among others. Part of the difficulty lies in the choice
of the shape representation, which can be global and encode high level features
of human shape such as pose, or more local features to identify details on the
surface of observed subjects. In fact many shape models used to complete par-
tial shape data combine both aspects to leverage both of their advantages, e.g.by
constraining local shape refinement with a global pose and body model of hu-
mans underlying to the shape, e.g. Loper et al. [2015], Pons-Moll et al. [2017],
Zhang et al. [2017], Alldieck et al. [2018b]. But how to balance those aspects is
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often manually hardwired in the existing methods, especially with classic pre-
learning inference and reconstruction models.

Figure 4.1: Given incomplete temporal 3D observations as input, here 4 samples, our STIF-Nets
reconstruct their complete 3D shape and provide unseen interpolated frames.

The advent of Deep neural Networks (DNN) has brought a whole new set
of possibilities to enhance inference and tackle single-view 3D reconstruction
problems with data-driven priors, but has simultaneously made the represen-
tation problem even more open, because allowing DNNs to account and op-
timally operate on 3D information has proven to be non-trivial. This is even
more prominent when one tackles 4D space-time applications due to the added
dimensionality, and the even more massive amount of training data needed to
train models in this context. In fact this has been such a barrier that the literature
in data driven 4D shape modeling is quite scarce at the time of this writing.

With this in mind, a particular category of implicit methods for 3D shape
representation is rapidly gaining attention Mescheder et al. [2019], Chibane
et al. [2020a]. By encoding the shape implicitly using an indicator function pa-
rameterized by MLPs to express the occupation at a given point in space, these
methods have succeeded in reducing the dimensionality of the network needed
for 3D shape inference problems and allowed a continuous representation of 3D
shapes to be embedded in the inference problem. Expectedly, these desirable
characteristics have translated to 3D shape inference results of very promising
quality. To our knowledge, they have yet to be extended to spatio-temporal
evolution of shapes, for which the reduction of dimension could provide a key
benefit.
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Our intent is to bridge this gap, by providing a new implicit spatio-temporal
model by which better shape inference and completion can be achieved, given
temporal depth sequences. In so doing, we target improved shape and mo-
tion quality by going beyond static shape priors to learn spatio-temporal shape-
motion priors. To this goal, our model uses a U-Net encoder to produce an
image-dimensioned feature map, similarly to Mescheder et al. [2019], Niemeyer
et al. [2019], Chibane et al. [2020a], Saito et al. [2019], but instead of only
encoding a per-pixel implicit depth indicator function, our features parameter-
ize a per-pixel implicit space-time depth evolution indicator function. To bal-
ance global and local temporal aspects in our model, we use the bidirectional
GRU Chung et al. [2014] to connect latent global features encoded by the U-Net
from previous and subsequent frames, an architecture we coin U-GRU Encoder.

Using two databases of human motion in and without clothing, we assess
the qualitative gain of this architecture on analysing monocular video sequences
for 3D dynamic human shape estimation, comparing with per-frame estimation
methods over the set of input frames, and also examining temporal densifica-
tion, which can be performed by sampling shape estimates at intermediate time
stamps of the implicit spatio-temporal function. Our experiments not only show
high quality results for the interpolation task, comparable to results obtained
from per-frame methods had they been provided with intermediate inputs; but
also show improvement of quality of the 3D models retrieved with actually ob-
served frames, with respect to per-frame methods.

4.2 Related Work

A dense analysis of shape completion can be found in Section 2.4. Here we
focus on previous works that are most related to ours in the spatial and temporal
completions.

4.2.1 Spatial Shape Completion

In order to complete a shape given a partial observation at a given time, meth-
ods have been proposed that differ with respect to the shape representations
they consider. These representations can be either discrete with e.g.point based
representations or continuous as with neural implicit functions that encode oc-
cupancy.
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Figure 4.2: STIF-Nets Overview. Our architecture is articulated among three phases: (1) simul-
taneous encoding-decoding of input sequence frames to a set of features using U-Nets whose
latent spaces are interconnected thanks to GRU networks (§4.3.1); (2) Temporal interpolation of
the feature space with U-Net encoder (§4.3.2); (3) Occupancy decoding along the viewing line
(§4.3.3).

With explicit point based representations, strategies were explored that use
prior assumptions, such as parametric or template shape models, to guide shape
completion. For instance, Prokudin et al. [2019], Bogo et al. [2016], Kanazawa
et al. [2018] reconstruct the human body by inferring the parameters of the
SMPL model Loper et al. [2015], a popular parametric model for undressed
humans. In another work, LBS-AE Li et al. [2019], Linear Blending Skinning
parameters are learned from point cloud in a self-supervised way. Relaxing
somewhat the constraints on the shape model, other approaches use a template,
for example a mesh, to model human shapes. In this line of work approaches
such as 3D-CODED Groueix et al. [2018a], Deprelle et al. [2019], Halimi et al.
[2020], Zhou et al. [2020] deform a template using global features extracted
from partial observations with PointNet Qi et al. [2017]. BPS Prokudin et al.
[2019] learns the 3D point cloud descriptor and is able to reconstruct the SMPL-
topology mesh from it. While strong prior models clearly help the completion
task they also limit its applicability to reduced shape spaces, e.g.undressed hu-
man bodies.

Implicit representations have also been largely exploited to model occu-
pancy in 3D. In the discrete case of voxels, the grid regularity allows the exten-
sion of CNN-based methods to 3D and the ability to infer human shapes with
data-driven strategies as in Varol et al. [2018], Zheng et al. [2019]. Voxel based
representations suffer anyway from complexity issues and recent strategies have
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taken a continuous approach with implicit representations, e.g. Mescheder et al.
[2019], Xu et al. [2019], Saito et al. [2019], Chibane et al. [2020a], Saito et al.
[2020], Deng et al. [2020a]. In this case, occupancy is modeled at any 3D loca-
tion and learned with ground-truth examples. OccNet Mescheder et al. [2019], a
seminal work in this category, can be used to complete shapes but is missing lo-
cal input features, which are crucial to preserve human shape details. SAL Atz-
mon and Lipman [2020], IGR Gropp et al. [2020] and SALD Atzmon and Lip-
man [2021] learn the implicit representation of human, but rely on optimizing
the latent code to fit the uniformly sampled dense point cloud. NASA Deng
et al. [2020b] encodes the articulated human conditioning only on pose with
implicit function, which is identity-dependent. LEAP Mihajlovic et al. [2021]
and SCANimate Saito et al. [2021] learn the human implicit representation by
using the Linear Blending Skinning. However, LEAP Mihajlovic et al. [2021]
requires key joint information which is identity- and pose-dependent. In gen-
eral, optimization-based post-processing stage in Atzmon and Lipman [2020],
Gropp et al. [2020], Atzmon and Lipman [2021], Deng et al. [2020b], Saito
et al. [2021] could not be easily applied with partial view input. Recently, IF-
Net Chibane et al. [2020a], which stacks 3D convolutions to extract features
at different scales for query points, can preserve human body details. It is in
practice compute-hungry to train, as a consequence of the voxel representation
required to perform 3D convolutions. While we use a similar strategy, we lift
the problem to the spatio-temporal domain and reduce the complexity by basing
our network in the 2D pixel domain as for Saito et al. [2019] but with depth-time
implicit queries. We also note in this category of work Bhatnagar et al. [2020a]
which combines IF-Net and SMPL to register shapes, with still the aforemen-
tioned limitations.

4.2.2 Spatio-Temporal Shape Completion

Besides model based approaches that perform temporal shape predictions us-
ing parametric representations based on rigged skeletons e.g.Martinez et al.
[2017], Zhou et al. [2018], Chiu et al. [2019], Cao et al. [2020] or more elab-
orate models such as SMPL e.g.Tung et al. [2017], Alldieck et al. [2018a,b],
few works consider spatio-temporal completion per-se. Akhter et al. [2012] can
complete shape sequences both spatially and temporally by using decomposi-
tions over spatio-temporal basis and by assuming temporally consistent shape
models, i.e.with fixed topology, for that purpose. The approach targets more
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sparse missing data in temporal trajectories than large completions of shapes
with inconsistent topologies as we do. Considering point trajectories, flow
based methods have been proposed that model spatio-temporal shape evolution
and can therefore perform predictions, e.g.Niemeyer et al. [2019], Yuan et al.
[2020], Jiang et al. [2020c], Yang et al. [2019]. DynamicFusion Newcombe
et al. [2015] reconstructs 3D information by using the fusion of multiview depth
image, which is not in our case of single view completion. In this category,
OccFlow Niemeyer et al. [2019] is close to our objective with an approach that
predicts spatial-temporal occupancies. However, considering point trajectories
implies temporal correspondences which are often difficult to obtain and also
sparse missing data instead of significant completions.

4.3 Method

Our goal in this chapter, given a monocular sequence of input depth frames
representing incomplete shapes, is to infer a set of complete and temporally
densified or predicted shapes. By incomplete inputs, we mean that frames are
typically presumed to be obtained from time of flight cameras or front scans
with depth sensing technologies, with back and occluded data missing.

LetD = {Di}i∈{1,··· ,n} be the discrete time sequence of input depth frames
of resolution res × res. As we seek benefit from the lean and continuous pa-
rameterization an implicit representation offers, following several similar pa-
pers Mescheder et al. [2019], Chibane et al. [2020a] we model the problem
with a DNN representing the occupancy regression function of a query point
p = (x, y, d) with continuous pixel coordinates (x, y) ∈ [1, res]2, and continu-
ous depth d ∈ R, and given a time stamp in the continuous interval t ∈ [−1, 1]
representing the initial frame interval [1, n]. This function produces predictions
of the occupancy Ô(p, t|D) ∈ [−1, 1] of the query point given the input depth
images D .

Note that, contrary to other similar inspirational works which focus on 3D
volumetric inference Chibane et al. [2020a], we choose a similar 2D discrete
support grid similar to Saito et al. [2019] instead, for targeted memory and com-
putational efficiency improvements necessary to deal with the additional tem-
poral dimension. We also explicitly focus our method on the output surface
at the zero crossing of the occupancy function Ô(p, t|D), similar to TSDF-
based methods Innmann et al. [2016], which can be efficiently extracted using
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a marching cubes Lorensen and Cline [1987], Lewiner et al. [2003] algorithm,
and evaluate points in the vicinity of the surface, as opposed to volume-centric
approaches Chibane et al. [2020a] which tend to infer volumetric occupancy
functions in [0, 1] for regular volumetric grids.

In order to make the problem tractable and decompose the function accord-
ing to its main factors, we build our network architecture along three phases,
illustrated in Figure 4.2. In the first (§4.3.1), we decode a set of 2D feature
maps F = {Fi}i∈{1,··· ,n} from each 2D input depth image Di of identical res-
olution res× res but introduce a global correlation to allow the network to learn
global motion features linking them. We input the queried continuous time vari-
able t in the second phase (§4.3.2), and jointly use it with the full set of feature
maps to decode a t-specific interpolated 2D feature map Ft also matching the
input resolution res × res. This feature map is then used jointly with the query
point p to decode the final occupancy result Ô(p, t|D) ∈ [−1, 1], as described
in §4.3.3.

4.3.1 Globalized Latent Space Encoding

In this phase, we want to allow the network to extract relevant feature maps Fi
for each input Di that preserve some detail, while simultaneously allowing the
method to be aware of global aspects such as the underlying subject motion. To
this goal we opt for a 2D U-Net encoder-decoder structure Ronneberger et al.
[2015] per-input frame, which projects its inputs on a low dimensional latent
space and lifts it back to an output matching the input size, using four symmetric
downsampling convolution and upsampling deconvolution layers. U-Net also
has the property to balance global aspects of the frame with local ones, using
skip connections between matched convolution and deconvolution layers, that
allow to preserve local and high frequency details for creation of the feature map,
while still allowing for efficient training. Accounting for the expected symmetry
between the features extracted for the various input frames, we propose to train
the n U-Net instances with shared weights.

We however still need to account for shared temporal aspects and inter-
frame motion. To this end, we link each U-Net’s latent space vector with those
of both temporally adjoining frames using a bidirectional Gated Recurrent Unit,
or GRU, to learn interframe residuals of the latent space. The intent is to force
interframe phenomena to be treated as a global, transpixel phenomena. The
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choice of GRU is motivated by its use in Natural Language Processing, where
it was shown to perform similarly to LSTMs with fewer parameters and easier
training Chung et al. [2014], Cho et al. [2014]. We show the combination of U-
Net and GRU, which we coin U-GRU, to significantly improve training results
(Tab. 4.3). Thus phase 1 of our network can be seen as a global feature decoder
solution from the input frame set to the set of intermediate feature maps, which
are all individually made aware of interframe cues:

F = U-GRU(D). (4.1)

4.3.2 Temporal Feature Interpolation

With the feature map set still global to the entire input sequence, we propose in
a second phase to extract an interpolated feature map Ft which is specialized
for the queried time t. We concatenate all feature maps together and add t
weighed by a constant normalization factor ct× t as an additional constant input
channel T to every pixel of the map, and feed this aggregate to a simpler U-
Net Ronneberger et al. [2015] with a pixel-wise 1× 1 convolution operator, two
levels of downsampling convolutions and upsampling operations, to decode Ft

from F :

Ft = U-NET(F , T ). (4.2)

With this architecture choice, the network can learn its temporal interpolation
function while automatically adjusting between both global and local per-pixel
components of the interpolation. So the U-Net here is able to reduce the aliasing
effect of the interpolated feature. We believe that the Temporal Feature Interpo-
lation could remedy the missing information, e.g.hole, noise or occlusion, from
one single frame by considering temporal information from previous and next
frames(Figure 4.8(e)(g)). Note again that the network can be trained with any
continuous t ∈ [−1, 1] where -1 stands for the first given frame and 1 represents
the last frame.

4.3.3 Occupancy Decoder

This third and last phase focuses on spatial decoding of the occupancy Ô(p, t|D)
of a given query point p = (x, y, d). We bilinearly interpolate a featureFt(x, y)
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specific to the real-valued (x, y) from feature map Ft for query point p. Then
we associate the depth query value d weighed by normalizing constant cd × d
with Ft(x, y) as the input for an MLP regressor with the following characteris-
tics. The aggregate feature {Ft(x, y), d} of query point p at time t is sent to
two linear layers. The first one is activated using the widely used RELU and sec-
ond one using TANH which conveniently produces occupancy values Ô(p, t|D)
in the target interval [−1, 1]:

Ôt(p|D) , MLP(U-NET(U-GRU(D), T ), p). (4.3)

4.3.4 Training

The proposed network can be trained for various tasks, i.e.shape completion of
input frames, temporal interpolation or densification of frames. We propose a
uniform supervised training procedure for all of these cases. For this we con-
sider that, for a given batch of ground truth training sequences B, we are given
occupancy samplesOp,j with a randomized point set p ∈ Pj and their matching
inputs D = {Dj}j∈1,··· ,m , from a set of ground truth frames with time stamps
{tj}j∈1,··· ,m . Typically this set will include time stamps that match the input
frames and some additional training examples regularly interspaced between in-
put frames. The training can then be realized by minimizing a mean square loss
over the set of network parameters θ:

θ∗ = arg minθ ∑
B

∑
t∈T

∑
p∈Pj

‖Ô(p, t|D)−Op,j‖2. (4.4)

To account for the continuous nature of the occupancy function Ô(p, t|D), we
create more temporal samples than given in training, by drawing t from a ran-
domized, denser set T within the training interval, and use j of the time stamp
closest to t in the above training procedure.

Point sampling strategy. The choice of the training point set Pj is an impor-
tant one. Naive strategies would be to use uniformly randomized or regularly
spaced samples over the whole sequence’s bounding box to present the train-
ing with positive and negative examples. This is however quite inefficient as it
wastes most of the advantage of modeling the occupancy as an implicit func-
tion, the main point being to decorrelate the training complexity from dense
3D space sampling that would occur with regular grid CNNs. Mescheder et al.



56
Chapter 4. Spatio-Temporal Human Shape Completion With Implicit Function

Networks

(a) o = +0.5 (b) o = 0 (c) o = -0.5

Figure 4.3: Point sampling strategy. From left to right, (a) shrunk surface, (b) origin surface,
and (c) expanded surface. o stands for occupancy value.

[2019], Chibane et al. [2020a] use a Gaussian sampling strategy at the vicin-
ity of the surface and train with a classification loss. We propose a simpler yet
experimentally efficient sampling which leverages our surface level set param-
eterization, by providing samples from 3 distinct surfaces, see Figure 4.3, in
the vicinity of the true surface: one corresponding to the true surface location
with training label 0, the expanded and the shrunk surfaces with positive and
negative displacement along the surface normal, with respective label sets in
o ∈ {−0.5,+0.5}. The shrinking and expansion factor along the normal we
choose is the label o multiplied by a constant scale factor l. ns samples are used
for every surfaces, and we also sample ns points from inner part of shrunk sur-
face with o = +1 and 3× ns points from outer part of expanded surface with
o = −1 as we empirically observe the need for more negative samples with the
expansion.

4.3.5 Implementation Details and Inference

We implement our STIF-Nets in PyTorch and train it from scratch. The global
network architecture is shown in Figure 4.2. Here, the details of the three blocks
are shown in Figure 4.4. In practice, n = 4 depth images with the dimension of
(1, reso, reso) are processed with U-GRU Encoder. Then, 4 feature maps and 1
temporal channel are concatenated along the channel dimension. The constant
temporal channel is expanded with ct × t. So the input to the Feature Interpola-
tion phase is with the dimension of (4× 128 + 1, reso, reso). Once the feature
map is interpolated at time stamp t, the feature of point p can be queried on
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Figure 4.4: STIF-Nets architecture: (a) U-GRU Encoder, (b) Temporal Feature Interpolation
U-Net and (c) Occupancy Decoder. Conv, FC, reso and concat stand for 2D convolution, fully-
connected layer, resolution and concatenation operation. The three yellow blocks are not acti-
vated with any activation function while the other Conv layers in (a) and (b) and the the first
FC in (c) are activated with RELU. The output is activate with TANH to bound the occupancy
prediction in the interval [-1, 1]. Here, we ignore the dimension of batch size.

the feature map with the horizontal and vertical coordinates. This feature and
the depth information, cd × d, are concatenated, which are sent to the Occu-
pancy Decoder. During the training, we set the sampling number ns = 300, the
expanded/shrunken length l = 0.02 in the normalized space, two coefficients
ct = res, cd = max(res, 256). Due to the limitation of GPU memory for se-
quential data, we set the batch size to 1 and we drop the Batch Normalization in
the original U-Net implementation. We use Adam optimizer with the learning
rate of 0.0001. During inference, we set the resolution of 3D occupancy grid
to 2563 for all occupancy-based methods, except the one reported as depth/grid
resolution 512/512 in Tab. 4.4, which is different from res for the depth image.
Marching cubes Lorensen and Cline [1987], Lewiner et al. [2003] is applied to
extract the zero-level set of the computed occupancy grid as a surface mesh.
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4.4 Experimental Evaluation

In order to evaluate STIF-Nets we conducted quantitative and qualitative com-
parisons on the shape completion task given depth image sequences, this for
both input frames and new interpolated, focusing on body shapes in motion. In
the following we provide numerical results as well as ablation studies that shed
light on how the main components of STIF-Nets impact the performance. We
first detail the data and metrics used in our evaluation.

Figure 4.5: Sequence reconstruction. From left to right, (a) ground truth, reconstruction of (b)
OccFlow Niemeyer et al. [2019], (c) BPS Prokudin et al. [2019] and (d) our STIF-Nets.

4.4.1 Data and metric

We collected human motion data from a clothed human dataset CAPE Ma et al.
[2020] which is based on 4D capture ClothCap Pons-Moll et al. [2017],with
two clothing styles dressed on each character, and an undressed human dataset
DFAUST Bogo et al. [2017]. Both datasets contain real scans that were captured
at 60fps and fit with the SMPL model Loper et al. [2015], which provides our
ground truth surface models. From the scans we created front view depth images
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Data CAPE DFAUST
Method IoU ↑ Chamfer ↓ IoU ↑ Chamfer ↓

3D-CODED Groueix et al. [2018a] 0.455 0.591 0.578 0.347
OccNet Mescheder et al. [2019] 0.488 0.476 0.604 0.340
IF-Net Chibane et al. [2020a] 0.787 0.155 0.822 0.134
Chibane et al. [2020a](×2) 0.804 0.143 0.840 0.127

OccFlow Niemeyer et al. [2019] - - 0.740 0.231
BPS Prokudin et al. [2019] - - 0.761 0.197

Our STIF 0.822 0.123 0.858 0.111

Table 4.1: Spacial completion with IoU and Chamfer-L1 distances (×10−1) for 4 interframe
intervals.

where the depth of a pixel is determined by the front-facing scanned 3D point
that is closest to the pixel viewing-line. Note that we preserve the hole and noise
of real scans in our processed depth image in order to test the robustness of our
method, see Figure 4.1, 4.2 and 4.7.

Training and Test Sets: The training set includes 8 characters, 2 male
and 2 female from each dataset. For each character, we selected 3 or 4 mo-
tion sequences for a total of 28 sequences. Within each motion sequence, we
extracted 6 sub-sequences composed of 4 frames. These sub-sequences are of
2 types: 4-interval sequences with interframe intervals of 4 and approximately
200ms durations; and 10-interval sequences with interframe intervals of 10 and
approximately 500ms durations. In addition, 3 frames, taken randomly within
each sequence were added to the 4 frames with the objective to more robustly
train interpolation. Both 4 and 10-interval sequences were used in the train-
ing for a total of 336 input sequences. Note that we train our STIF-Nets only
once across dressed and undressed characters and short-term and long-term se-
quences. The test set includes 9 characters, 4 from CAPE and 5 from DFAUST,
who perform 54 input sequences. 2 characters in the test set were completely
unseen during training. The seen shape characters perform the different motion
styles from the training set.

Metric: We evaluated the completions using 2 metrics: The volumetric in-
tersection over union (IoU) and a surface based Chamfer-L1 distance. Note that
numerical values were computed with the meshes obtained by the Marching
cubes algorithm applied on the occupancies predicted by STIF-Nets. In prac-
tice, we noticed that the IoU metric, which is volumetric, hardly differentiates
the approaches whereas the Chamfer distance, a surface metric, provides more
insights though being more sensitive to noise.
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4.4.2 Frame Completion

Using the data and the metrics mentioned in the previous section we conducted
comparisons of STIF-Nets with representative state of the art methods: one point
based method, 3D-CODED Groueix et al. [2018a] and two recent implicit func-
tion based methods, OccNet Mescheder et al. [2019] and IF-Net Chibane et al.
[2020a]. We retrain the 3D-CODED, OccNet and IF-Net on our dataset and the
numeric results with 4 frames intervals are shown in Table 4.1. Note that our
models provide clearly better results with both IoU and Chamfer distance. IF-
Net processes the partial scan data into voxel occupancy. To fairly compare with
IF-Net, we set the same total resolution of voxels as our processed depth image,
and also compare with IF-net inputting the voxels of 2 times resolution. Note
that our method outperforms both. In addition, we evaluate OccFlow Niemeyer
et al. [2019] and BPS Prokudin et al. [2019] on DFAUST. OccFlow is pretrained
on DFAUST dataset and BPS is pretrained on CAESAR Robinette et al. [2002]
which is a very large undressed human dataset, as supplied by authors.

Static completion comparisons are presented in Figure 4.8. They show that
both 3D-CODED Groueix et al. [2018a] and OccNet Mescheder et al. [2019]
have difficulties preserving shape details, as a result of the missing local features
in these methods. We also prepare our static model which replaces the U-GRU
encoder by the U-Net and remove the second Feature Interpolation phase. The
qualitative results in Figure 4.8 show that all static approaches including ours
and IF-Net Chibane et al. [2020a] present artefacts, often resulting from holes
and noise in the raw input scans. On the other hand, dynamic approaches appear
more robust, with our STIF-Nets outperforming the naive temporal baseline.
The Feature Interpolation phase is able to reduce the aliasing effect of bilinear
sampling of feature map in the Occupancy Decoder, which preserves the high
frequency feature on the face, belly and even cloth. We also prepare a naive
dynamic baseline which drops the GRU and the dimensionality in the simpler
Temporal Feature Interpolation is (32, 32, 32, 64, 64, 64, 32, 32, 32, 128). The
naive dynamic baseline is not able to handle the temporal information without
U-GRU Encoder. Some additional qualitative comparisons are shown in Fig-
ure 4.9, which include three new identities in the datasets. Remark that the
missing part of head in the last example of Figure 4.9 degrades the reconstruc-
tion of the two static baselines, but the STIF-Nets could fix it by considering
temporal information.
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Data CAPE DFAUST
Method IoU ↑ Chamfer ↓ IoU ↑ Chamfer ↓

Our Static(depth) 0.651 0.512 0.712 0.380
(neighbour) 0.753 0.158 0.777 0.154

(latent) 0.788 0.157 0.812 0.154
3D-CODED Groueix et al. [2018a] 0.456 0.592 0.578 0.349

OccNet Mescheder et al. [2019] 0.488 0.475 0.604 0.337
IF-Net Chibane et al. [2020a] 0.791 0.158 0.826 0.143
Chibane et al. [2020a](×2) 0.806 0.150 0.841 0.143

Our STIF 0.806 0.139 0.842 0.133

Table 4.2: Temporal interpolation with IoU and Chamfer-L1 distances (×10−1) for 4 interframe
intervals.

The best comparison with OccFlow and BPS would require full scan data
instead partial scans, which is significantly less challenging than our scenario,
where the performance of these two methods degrades. In Figure 4.5, OccFlow
is not able to preserve the high frequency feature on the human body and the
BPS descriptor is sensitive to the noise on the real scan data.

We also experiment the influence of interval frames on the completion re-
sult. Note that we do not train again our STIF-Nets for 2, 6 or 8 interframe
intervals. In Figure 4.6, as can be expected the dynamic model efficiency re-
duces with increasing inter frame intervals, but this gap is not large between
short-term sequence and long-term sequence.

Figure 4.6: Evaluation of our STIF-Nets with different interframe intervals. The solid line —–
stands for completion task and the dashed one - - - stands for interpolation task.

Our method outperforms the best method in the compared baseline, IF-Net,
both in speed and performance. In our tests, the IF-Net average per-frame com-
putation time is 4.791 s/frame, whereas our static baseline and STIF-Nets run in
0.343 and 0.349 s/frame on a GeForce RTX 2080Ti, using the same total input
and occupancy grid resolution. Our STIF-Nets pays only 6ms per frame penalty
for using the temporal information.
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Input Frame Completion Interpolation
Data CAPE(dressed) DFAUST(undressed) CAPE DFAUST

Method IoU ↑ Chamfer ↓ IoU ↑ Chamfer ↓ IoU ↑ Chamfer ↓ IoU ↑ Chamfer ↓
Our Static + basic sampling 0.788 0.143 0.829 0.129 0.784 0.178 0.825 0.176

Our Static 0.804 0.128 0.845 0.113 0.788 0.157 0.812 0.154
Our Native Dynamic 0.713 0.183 0.737 0.180 0.733 0.176 0.760 0.175

Our STIF 0.822 0.123 0.858 0.111 0.806 0.139 0.842 0.133

Table 4.3: Quantitative comparisons with IoU and Chamfer-L1 distances (×10−1) for 4 inter-
frame intervals on both completion and interpolation tasks.

depth(2)/grid(3) resolution IoU ↑ Chamfer ↓
128/256 0.810 0.143
256/256 0.843 0.116
512/256 0.846 0.113
512/512 0.858 0.104

Table 4.4: Impact of the depth image and occupancy grid resolution for shape completion with
IoU and Chamfer-L1 distances (×10−1).

4.4.3 Frame Interpolation

We also experimented the ability to interpolate between the input frames from
partial data. For the interpolation task, the evaluation is performed at the 3
middle frames within the 4 intervals of each sequence. From the static case, a
naive interpolation baseline can be achieved using different strategies: nearest
neighbor frame, depth image interpolation or latent representation interpolation.
Numerical comparisons in Table 4.2 show that the latter performs the best and
we therefore only report results with latent space interpolation in Table 4.2 and
4.3 for other static methods. Table 4.2 also demonstrates that STIF-Nets out-
performs static interpolation with both metrics. Figure 4.10 illustrates frame
interpolation. The spatio-temporal modeling is able to preserve the volume and
the high frequency features even on the Interpolation task which is difficult for
static models. In Figure 4.6, the interframe interval notably influences the inter-
polation performance, which degrades gracefully given that we did not increase
the supervision of interpolation task during the training of long interval.

4.4.4 Ablation Studies

Table 4.3 reports on two crucial elements in our method: sampling and dynamic
modeling. It shows that our proposed sampling strategy benefits with respect to
the Gaussian sampling from surface used in the IF-Net Chibane et al. [2020a].
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Figure 4.7: Qualitative results with (a) 1282-resolution depth image and (b) 2562-resolution
depth image for STIF-Nets.

Again STIF-Nets quite significantly outperforms the static approach quantita-
tively. To illustrate the efficiency of our dynamic modeling, we prepare a naive
dynamic baseline which drops the GRU in Encoder, considers the 4 frames as
4 channels to extract the feature map and uses a Temporal Feature Interpolation
with lower dimensionality. For both spatial completion and temporal interpo-
lation tasks, our STIF-Nets better preserve the reconstruction volume, higher
frequency facial & surface details and input similarity(Figure 4.8 and 4.9). The
Feature Interpolation phase is able to predict the feature map at any queried time
stamp in order to fill the gap between spatial completion and temporal interpo-
lation.

We also experiment the STIF-Nets with different resolution of input depth
image. Table 4.4 reports that increasing the input depth image resolution could
benefit the reconstruction accuracy and the 3D occupancy grid resolution, used
for the Marching cubes Lorensen and Cline [1987], Lewiner et al. [2003] during
inference, plays as well an important role. Figure 4.7 shows that more details on
the face and belly are extracted by STIF-Nets with high resolution depth image
than the low resolution one.

4.5 Conclusion

In this chapter, we have presented STIF-Nets, a deep network architecture to
model shapes from incomplete observations. STIF-Nets builds on neural im-
plicit function representations, which has proved efficient for shape modeling.
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The key contribution with respect to existing works is to lift these represen-
tations to the spatio-temporal domain, hence leveraging information over time
and enabling shape completions over both the spatial and temporal domains.
In this chapter we propose to generalize implicit encoding to spatio-temporal
shape inference with STIF-Nets, where temporal redundancy and continuity is
expected to improve the shape and motion quality. Experiments demonstrate
that STIF-Nets contributes with improved robustness, shape quality and gener-
alization abilities with respect to purely spatial strategies. There still exist some
directions to investigate as the future work.

How could we exploit more from temporal modeling? We have examined
the performance of STIF-Nets with different interframe intervals in Section 4.4,
which reflects that the completion is degraded for long-term interval. Due to the
limitation of GPU memory, we can not currently extend STIF-Nets to a large
number of frames. So we believe that long distance frame could not necessar-
ily contribute to current frame. Instead of exploring long-term sequence, we
will discuss the possibility of aggregating the corresponding local feature and
extracting the high-frequency details in 4-frame sequence in Chapter 5.

Another interesting direction would be motion prediction with neural im-
plicit modeling. We have already investigated one potential application of our
STIF-Nets for motion temporal interpolation in Section 4.4. The enhancement
result is physically plausible. Other than that, the temporal information can be
used to predict the following frames of 3D model by querying the time stamp
larger than 1. To our knowledge, existing works of motion prediction Butepage
et al. [2017], Ghosh et al. [2017], Mao et al. [2019] rely only on the skeleton
without considering dense representation of human. So we believe that STIF-
Nets can trigger new research direction in 4D shape modeling.
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Figure 4.8: Qualitative results with front-view completions. From left to right, (a) partial scan,
reconstruction of (b) 3D-CODED Groueix et al. [2018a], (c) OccNet Mescheder et al. [2019],
(d) IF-Net Chibane et al. [2020a], (e) our static, (f) our naive dynamic and (g) our STIF-Nets.
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Figure 4.9: Qualitative result for completion task. From left to right, (a) front-view partial scan,
the reconstruction (b) our static method with Gaussian sampling, (c) our static method with our
sampling, (d) the naive dynamic baseline and (e) our STIF-Nets.
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Figure 4.10: Qualitative results for a 4 frame input sequence with frame completion (Fr1, Fr2,
Fr3, Fr4) and interpolation (In1, In2, In3). From left to right, (a) Partial scan, reconstruc-
tion/heatmap of (b) IF-Net Chibane et al. [2020a], and of (c) our STIF-Nets. For the heatmap,
we compute the Chamfer-L1 distance from reconstruction to the ground truth and we set 0.03
as the maximum error.
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Chapter 5

Pyramidal Signed Distance
Learning for Spatio-Temporal
Human Shape Completion

5.1 Introduction

In the previous chapter, we have investigated how does the spatial-temporal im-
plicit modeling perform for the task of spatial shape completion and temporal
frame enhancement. Completing shape models is a problem that arises in many
applications where perception devices provide only partial shape observations.
This is the case with single depth cameras which only perceive the front facing
geometric information. Completing the 3D geometry in such a situation while
retaining the observed geometric details is the problem we consider in this chap-
ter. We particularly focus on human shapes and take benefit of the camera ability
to provide series of depth images over time. Here we take the same input as in
the Chapter 4, the network coarse-to-finely outputs the signed distance fields
over time.

The task is challenging since different and potentially conflicting issues
must be addressed. Strong priors on human shapes and their clothing are re-
quired as large shape parts are usually occluded in depth images. However, such
priors can in practice conflict with the capacity to preserve geometric details
present in the observations. Another issue lies in the ability to leverage infor-
mation over time with local geometric patterns that can be either temporally
consistent or time varying, as with folds on human clothing.



70
Chapter 5. Pyramidal Signed Distance Learning for Spatio-Temporal Human

Shape Completion

Existing methods fall into two main categories with respect to their global
or local approach to the human shape completion problem. On the one hand,
model-based methods build on parametric human models which can be fitted
to incomplete observations, for instance SMPL Loper et al. [2015] Dyna Pons-
Moll et al. [2015] or NPMs Palafox et al. [2021]. Approaches in this category
can leverage strong priors on human shapes and hence often yield robust so-
lutions to the shape completion problem. However, parametric models usually
impose that the estimated shapes lie in a low dimensional space, which lim-
its the ability to generalize over human shapes, in particular when considering
clothing. Another consequence of the low dimensional shape space is that local
geometric details tend to be filtered out when encoding shapes into that space.

On the other hand, neural network based approaches, e.g.NDF Chibane et al.
[2020b], IF-Net Chibane et al. [2020a] or STIF Zhou et al. [2021], use implicit
representations to model the observed surfaces. Such representations give access
to a larger set of shapes, although this set is still bounded by the coverage in the
training data. They also present better abilities to preserve geometric details as
they are, by construction in these approaches, local representations. Besides, in
contrast to model based methods, the local aspect of the representation impacts
the robustness with estimated shapes that can often be spatially inconsistent.

In order to retain the benefit of local representations while providing bet-
ter robustness and spatial coherence we propose a novel hierarchical coarse-to-
fine strategy that builds on implicit neural representations Park et al. [2019],
Mescheder et al. [2019]. This strategy applies to the spatial domain as well as to
the temporal domain. We investigate the temporal dimension since redundancy
over time can contribute to shape completion, as demonstrated in Zhou et al.
[2021]. This dimension naturally integrates into the pyramidal spatio-temporal
model we present. Our approach considers as input consecutive depth images of
humans in a temporal sequence and estimates in turn a sequence of 3D distance
functions that maps any point in the space time cube covered by the input frames
to its distance to the observed human shape. This distance mapping function is
learned over temporally coherent 3D mesh sequences and through a MLP de-
coder that is fed with multi-scale spatio-temporal features, as encoded from the
input depth images. Our experiments demonstrate the spatial and temporal ben-
efit of the hierarchical strategy we introduce with both local and global shape
properties that are substantially better preserved with respect to the state of the
art.
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The main contributions are to show the benefit of a pyramidal architecture
that uses a residual pyramid of features in the context of implicit surface re-
gression and to propose a tailored training strategy that exploits this residual
architecture by using losses that are distributed at each scale of the feature map
both spatially and temporally.

5.2 Related Work

The set of methods proposed in the literature to estimate full human body sur-
faces from a sequence of partial observations has been reviewed in Section 2.4.
Other than dividing the related work in spatial and spatial-temporal approaches
as in Section 4.2, here we focus on the most related methods in four categories:
model-based method, regression-based methods, hybrid methods and temporal
modeling. We detail these different approaches and discuss their strength and
limitations.

Model-based methods build on learned parametric human models that are
fitted to incomplete observations. The parametric model generally represents a
3D undressed human with global shape and pose parameters. The surface can be
represented explicitly using a triangulated surface similarly to SMPL Anguelov
et al. [2005], Loper et al. [2015], Pavlakos et al. [2019], Xu et al. [2020] or
Dyna Pons-Moll et al. [2015], or implicitly using either a parameterized occu-
pancy or a signed distance function Palafox et al. [2021], Atzmon and Lipman
[2020], Gropp et al. [2020], Atzmon and Lipman [2021]. Model based methods
that decouple the body shape parameters from the pose like Loper et al. [2015],
Palafox et al. [2021] can be used to efficiently exploit temporal coherence in a
sequence by estimating a single shape parameter vector for the whole sequence
and different pose for each frame. The low dimensionality of the parameterized
space inherently limits the ability of these models to represent details such as
clothing or hair present in the data. To model the details beyond the parame-
terized space Pons-Moll et al. [2017], von Marcard et al. [2018], Alldieck et al.
[2018a,b], Bhatnagar et al. [2020b] add an estimate a cloth displacement map to
represent 3D dressed humans, which significantly improves the accuracy of the
reconstructed surface but often still impose some constraint on the topology of
the surface and thus do not allow to fully explain complex observed data.

Regression-based methods directly predict the shapes from the incom-
plete data. This allows to predict less constrained surfaces and keep more of
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the details from the input data than model-based methods. The representa-
tion of the predicted surface can be explicit Prokudin et al. [2019] or implicit
which allows for changes in the topology Chen and Zhang [2019], Park et al.
[2019]. This approach has been used for non-articulated objects Liu et al.
[2019], Mescheder et al. [2019], Xu et al. [2019], Niemeyer et al. [2020], Peng
et al. [2020], Chibane et al. [2020b] and articulated human body Saito et al.
[2019, 2020], Chibane et al. [2020a], Huang et al. [2020], Deng et al. [2020b],
Zhou et al. [2021], Prokudin et al. [2019]. The implicit surface can be repre-
sented using a (truncated) signed distance function, unsigned distance functions
Chibane et al. [2020b] or an occupancy function as in IF-Net Chibane et al.
[2020a]. Learning truncated signed distance functions tends to lead to more
precise surface than learning occupancy as the signed distance provides a richer
supervision signal for points that are sampled near but not on the surface. One
main challenge with these approaches is to efficiently exploit the temporal co-
herence to extract surface detail from previous frames.

Hybrid methods that mix various of these approaches have been proposed
to combine their advantages. IP-Net Bhatnagar et al. [2020a] generates the im-
plicit surface with Chibane et al. [2020a] and registers the completed surface
with SMPL+D Alldieck et al. [2019b], Lazova et al. [2019] and thus inherits
the limited ability of model based method to represent geometric details. Func-
tion4D Yu et al. [2021] combines a classical dynamic fusion method with a
post processing step to repair holes in the surface using a learned implicit sur-
face regression. While these methods improve results w.r.t each of the combined
methods, they anyway tend to retain part of their drawbacks.

Exploiting temporal coherence is a main challenge for regression based
methods, as mentioned above. Using a pure feed-forward approach where a set
of frames is fed into the regressor becomes quickly unmanageable as the size
of the temporal window increases. Oflow Niemeyer et al. [2019] exploits the
temporal coherence by estimating a single surface for the sequence initial frame
which is deformed over all frames using a dense correspondence field condi-
tioned on the whole sequence inputs. This strategy enforces by construction
temporally consistency, but it also prevents temporal information to benefit to
the shape model. STIF Zhou et al. [2021] address the problem of temporal in-
tegration using a recurrent GRU layer to aggregate information. Such layer can
however only be used at the low-resolution features and hence surface details do
not propagate from one frame to the next.
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In this chapter, we suggest a pyramidal approach that can exploit both spatial
and temporal dimensions. Taking inspiration from pyramidal strategies applied
successfully to other prominent vision problems such as multi-view stereo Yang
et al. [2020] and optical flow Sun et al. [2018] we devise a method that ag-
gregates spatio-temporal information in a coarse-to-fine manner, propagating
features from low to high resolution through up-sampling, concatenation with
higher resolution features and the addition of residuals.

5.3 Network Architecture

Figure 5.1: Architecture. Our network consists of 3 phases: the depth images are processed
with Spatio-Temporal Feature encoding backbone in §5.3.1 into three-level-feature maps. These
feature maps are latter aggregated with 3D convolution considering the temporal dimension in
the coarse-to-fine manner in §5.3.2. The aggregated feature map is used to predict the signed
distance field with MLP in §5.3.3.

We wish to compute the completion of a sequence of shapes observed from
noisy depth maps. These maps, noted D = {Dt}t∈{1,...,n}, provide a truncated
front point cloud of the human shape in motion. Our output, by contrast, is
a corresponding sequence of complete shapes encoded as a set of per-frame
Truncated Signed Distance functions, using neural implicit functions SDFt(p)
with t ∈ {1, . . . , n}, which can be each queried for arbitrary 3D points p =

(x, y, d). The surface can then be extracted using standard algorithms Lorensen
and Cline [1987], Lewiner et al. [2003].

In the following, we explain how the SDFt(p) functions can be coded with
a network inspired from point cloud SDF networks Chibane et al. [2020b], Park
et al. [2019], but which also jointly leverages the analysis of small temporal
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frame subgroups of size n. We also propose a more general pyramidal coarse-to-
fine architecture to balance global information and local detail in the inference,
which was previously only demonstrated with explicit TSDF encodings for a
different incremental reconstruction problem Sun et al. [2021b]. Our network is
articulated around three main phases represented in Fig. 5.1, a feature pyramid
extraction phase (§5.3.1), a pyramidal feature decoding phase (§5.3.2), and an
implicit surface decoding phase (§5.3.3), detailed as follows.

5.3.1 Spatio-Temporal Feature Encoding

To build a hierarchical inference structure, a time-tested pattern (e.g.Yang et al.
[2020], Sun et al. [2018]) is to build a feature hierarchy or feature pyramid Lin
et al. [2017] to extract various feature scale levels. The previous chapter shows
that a measurable improvement to this strategy, in the context of temporal in-
put images sequences, is to link the coarsest layer in each input image’s pyra-
mid with a bidirectional recurrent GRU component Cho et al. [2014], Chung
et al. [2014], instead of building independent per-frame pyramids. This allows
the model to learn common global characteristics and their mutual updates at
a modest computational cost. We modify the backbone encoder U-GRU Zhou
et al. [2021], which for each input depth map Dt with t ∈ {1, . . . , n}, yields a
set of per-frame feature maps Z0

t , Z1
t , Z2

t at three levels of respectively high,
mid and low resolutions. In the rest of the discussion we will only use temporal
aggregates of each feature level Z0 = {Z0

t },Z1 = {Z1
t }, and Z2 = {Z2

t }
with t ∈ {1, . . . , n}, such that we can denote their extraction:

{Z0 ,Z1 ,Z2} = U-GRU(D1, . . . ,Dn), (5.1)

as illustrated in Fig. 5.1. The feature map here contains 3 dimensions: x, y and
t in the three different levels of the pyramid. However, the coarsening is only
done in the spatial domain at this stage so that all scale feature maps contain the
same number of frames n. More details on these feature map’s dimensions are
provided in section 5.5.
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5.3.2 Pyramidal Feature Decoding

In the next stage, our goal is to allow the network to progressively decode and
refine spatio-temporal features of the sequence that will be used for TSDF de-
coding. To this goal, we first process the coarsest feature aggregate Z2 with a
full 3D (2D + t) convolution to extract a sequence feature F 2 :

F 2 = Conv3D(Z2 ). (5.2)

We then subsequently process the finer feature levels l ∈ {1, 0}, first by up-
sampling the previous-level sequence feature map in the spatial domain using
bilinear interpolation, noted U l, then concatenating it with the aggregate feature
Zl as input to 3D convolutions, as shown in Fig. 5.1. The output of the 3D
convolutions is the residual correction of the previous-level aggregated feature,
echoing successful coarse-to-fine architectures Yang et al. [2020], Sun et al.
[2018]:

U l = Up-Sample(F l+1), (5.3)

F l = U l + Conv3D({U l,Z l}). (5.4)

5.3.3 Implicit Surface Decoding

The final high-resolution feature F 0 obtained as output of the previous process
serves as a latent vector map, from which we sample a latent vector at a given
query point’s image coordinates. Similar to §4.3.3, the selected latent vector
is then decoded using an MLP, and provides the TSDF value for that point.
More formally, given a query point (x, y, d) and a time frame t ∈ {1, . . . , n}
this signed distance function is computed by first sampling bi-linearly at the
corresponding 2D location (x, y) the slice F 0

t of the high resolution 3D feature
map that corresponds to frame t of the temporal window. We can note this
sampler f 0

t :
f 0
t (x, y) = B(F 0

t ; x, y), (5.5)

After obtaining the queried feature vector in the high resolution scale, we
concatenate it with depth feature z. The signed distance function can then be
computed by

SDF0
t (x, y, d) = MLP( f 0

t (x, y), d), (5.6)
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where an MLP is used to decode the TSDF value for a given pixel x, y, and frame
t of the high-resolution feature map, and an implicitly accounted d. Operational
details and constants are discussed in the next section.

5.4 Training Strategies

In the previous section, we discussed the network used and inference path for
a given set of n input frames. The same path can be used for supervised train-
ing, but pyramidal architectures are usually trained with intermediate loss ob-
jectives that guide the coarser levels. This is easy to do with a supervised loss
when the coarser objectives are just a down-sampled version of the expected
result, e.g.for object detection, depth map or optical flow inference Yang et al.
[2020], Sun et al. [2018]. A main contribution here is to show the benefit of
such schemes with an implicit representation of the surface reconstructed from
a residual pyramid of features. One of the key difficulties lies in characterizing
the intermediate, lower resolution contribution to the final result of coarser lay-
ers of the implicit decoder. To this goal we present four training strategies, with
several temporal and pyramidal combinations, and discuss their ablation in the
experiments. A visual summary of these strategies is provided in Fig. 5.2.

Figure 5.2: Training strategy variants, from left to right: (a) temporal naive, (b) static pyramidal,
(c) temporal pyramidal and (d) spatio-temporal pyramidal. More detailed explanations can be
found in §5.4.3.
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5.4.1 Common Training Principles

We render depth maps of 3D raw scans from a training set to associate depth
maps observations to ground truth computed SDF values for a given set of query
points in the 3D observation space. Following general supervision principles of
implicit networks Saito et al. [2019], Zhou et al. [2021], we provide training ex-
amples for three groups: on-surface points, points in the vicinity of the surface,
and other examples uniformly sampled over the whole observed 3D volume.
On-surface training examples are obtained simply by sampling ns vertices from
ground truth 3D model and associating them with SDF value 0. For surface
vicinity points at any given time t, as shown in Fig. 5.2, for each of the ns ver-
tices, we randomly draw 4 training points with their ground truth SDF values
among points on a 26-point 3D grid centered on a ground truth surface point, in
which the closest projected grid edge length matches the observed feature map
pixel size, as illustrated in the right most column in Figure5.2. For the third,
uniform point group, we randomly draw nu sample training points covering the
whole acquisition space, for which we provide the SDF to the ground truth sur-
face. In our experiments, we keep ns = 400 and nu = 800 constant regardless
of training scenario.

5.4.2 Pyramidal Training Framework

For explicit pyramidal training, we need to supply ground truth SDFs for all
levels of the pyramid, including the coarser ones. To this goal, for a set of
sampled ground truth surface points at time t, we extend the set of surface-
vicinity training samples by randomly drawing them from three different 26-
point-grid cubes centered on the ground truth surface point, instead of only one.
Each of these grid cubes corresponds to a network pyramid level featureF l

t with
l ∈ {0, 1, 2} and its closest projected grid edge length matches the finest feature
map pixel size F 0

t . We still draw 4 samples at each feature level l, among the
26 possibilities.

For each of the m query points pi = (xi, yi, di) in the training set so con-
structed among the three training groups, noting its frame ti and pyramid level
l, we generalize equations 5.5 and 5.6 to provide an MLP decoding and train-
ing path of SDFs at each possible resolution level and frame in the temporal
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window:

f l
ti
(xi, yi) = B(F l

ti
; xi, yi) (5.7)

SDFl
ti
(xi, yi, di) = MLP( f l

ti
(xi, yi), di) (5.8)

Given the ground truth SDF value sl
i computed from ground truth 3D models for

every training point pi for level l, the loss can then be defined as:

L = ∑
l

λl 1
ml

ml

∑
i=1
‖SDFl

ti
(xi, yi, di)− sl

i‖2. (5.9)

where λ is the weight to balance the final loss, in practice we set λ0 = 4 for the
finest level, λ1 = 1 and λ2 = 0.1 for the coarsest level.

5.4.3 Simpler Variants of the Pyramidal Approach

Based on the previous framework, various training variants can then be de-
vised by ablating the 2D+t convolutional pyramid training or the supervision
of all pyramid levels versus only limiting the loss to the finer level, as shown in
Fig. 5.2.

• Static pyramidal variant. We use a simple training variant derived from
this loss, by considering single one input frame K = 1 and consequently
replacing 3D (2D+t) convolutions by 2D convolutions, in effect keeping
the aggregation from each single feature map Z0 , Z1 , and Z2 decoded
from the input feature pyramid to the corresponding F 0 , F 1 , and F 2 .
The pyramid is trained including training samples for all pyramid levels
F l in the loss L from (5.9). The static pyramidal baseline is illustrated in
Fig. 5.2(b).

• The temporal naive variant keeps the (2D+t) convolutions for a temporal
frame group ti ∈ {1, . . . , K} but only supervises the finest pyramid level.

• The temporal pyramidal variant includes the loss terms for all 3 pyramid
levels, and uses unmatched, untracked randomized sample training points
in each frame of the processed temporal frame group. The temporal naive
and temporal pyramidal variants are illustrated respectively in Fig. 5.2(a)
and (c).
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5.4.4 Full Spatio-Temporal Pyramidal Training

While the previous pyramidal variant account for spatial hierarchical aspects
in training, no component in the previous training schemes accounts for hierar-
chical temporal aggregation or weak surface motion priors in the training losses.
One would expect such terms to help the training balance global spatio-temporal
aspects against local spatio-temporal details for the underlying surface in mo-
tion.

Here we propose a temporal coarse-to-fine spatio-temporal training supervi-
sion for n = 4 time frames, extending the previous temporal pyramidal variant.
In this training strategy we add gradual pooling of the queried features from fea-
ture maps F l

t to provide 4 supervision signals at the finer level with map F 0 ,
2 supervision signals at the mid-level F 1 from frame groups 1, 2 and 3, 4, and
one signal global to the sequence for the coarsest level F 2 , averaging the fea-
ture over all 4 frames. At training time, for a point p = (x, y, d) among the
uniform group of training points, this can be done simply by retrieving the four
features in the four temporal maps corresponding to point p in the coarse map
F 2 and the two averages by retrieving the two features from temporal frames 1,
2 and 3, 4 respectively. To perform this in a meaningful way for points on and
at the vicinity of the surface however, the features pooled temporally should be
aggregated from a coherent point trajectory in the temporal sequence. For this
we leverage training datasets for which a temporal template fitting is provided
(e.g.with SMPL Loper et al. [2015]) to work with temporally registered vertices.
Intuitively, this allows the proposed network to account for a weak prior on un-
derlying point trajectory coherence when producing estimated SDF sequences
at inference time.

To formalize this sampling strategy we can first denote vt
i the 3D position of

the ith vertex in the temporal registered model in frame t. Then, similarly to what
is done in section 5.4.2, each of the query points p1

i generated in the vicinity to
the surface in the first frame is obtained by choosing a point on a 26-point 3D
grid centered around a vertex of index v1

i on the fitted ground truth model in the
first frame. However instead of sampling the query point independently for each
of the 4 frames in the temporal window, we reuse the same vertex indices and
the same offset w.r.t to that vertex throughout the 4 frames to obtain query points
(pt

i)
4
t=1 along a trajectory that follows the body motion. i.e. pt

i = vt
i + p1

i − v1
i .

We can then formalized the averaging of the features extracted across several
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frames in a set S using the point trajectories (pt
i)t∈S as:

f
l
S =

1
|S| ∑t∈S

f l
t (xt

i , yt
i), (5.10)

with pt
i = (xt

i , yt
i , dt

i). As shown in Figure 5.2(d), for each point sample we

use features f
2
{1,2,3,4} to compute a low-level loss and the features f

1
{1,2} and

f
1
{3,4} to compute two mid-level losses. For each of these pooled features, we

use the mean of the point’s ground truth SDFs as supervision signal after MLP
decoding.

5.5 Implementation Details

Figure 5.3: Spatio-Temporal Feature Encoding.

As illustrated in Figure 5.3, the Spatio-Temporal Feature Encoding con-
sists of 4 down blocks to the global information, and 4 up blocks. We adapt
U-Net Ronneberger et al. [2015]-like encoder Zhou et al. [2021] as backbone,
for the purpose of hierarchical learning, combined with bidirectional GRU Cho
et al. [2014], Chung et al. [2014] for pyramidal feature extraction in §5.3.1. In
this architecture, the 3 last up blocks are associated with 1× 1 convolution to
output the features Z l, l = {0, 1, 2} at different levels. Figure 5.4(a) shows how
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Figure 5.4: Detailed Architecture of (a)Pyramidal Feature Decoding and (b) Implicit Surface
Decoding.

the features Z l are fed into three 3D convolution blocks in §5.3.2. Each 3D con-
volution block contains 3 convolutions layers with 3× 3× 3 kernels. We use
zero padding spatially and temporally and the weight of these 3D convolutions
are shared for l = 0 and 1. Figure 5.4(b) illustrates the Implicit Surface Decod-
ing in §5.3.3. The layer dimension of the MLP is 64, 64 and 1 respectively. The
depth feature z is multiplied by 128 in order to get a similar activation ranges
as the values in the feature vector f 0

t (x, y). The final output layer of the MLP
is activated with tanh in order to bound the signed distance in the range [−1, 1].
The pre-computed SDF is scaled with the factor of 75 and we set the truncate
value as 1 in the normalized space. In practice, this multiplication improves also
the numerical stability, otherwise the loss would be too small during the train-
ing. While it would be possible to compute the inference results over an input
sequence in a sliding window fashion, for computational trade-off with quality
we compute the results on consecutive groups of n = 4 frames. A training batch
is composed of 4× 5122 depth images and 4× 2800 query points per scale for
the SDF evaluation. It takes 2.86 seconds with GPU memory footprint about
7.86GB for a batch training.

5.6 Experiments

We provide quantitative and qualitative comparisons on real-world scan data. In
particular, we discuss the results of the different training strategies introduced
in §5.4. We also show numerical comparisons, on raw scan data, between our
method and both learning-based method and model-based methods.
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Figure 5.5: Shape completion on CAPE(left) and DFAUST(right). (a) front-view partial scan.
Completion with: (b) our static pyramidal method, (c) our spatio-temporal pyramidal method.

5.6.1 Dataset

Focusing on dynamic human shape completion, we collect data from the CAPE Ma
et al. [2020] dataset for dressed humans with different clothing styles for char-
acters, and the DFAUST Bogo et al. [2017] dataset for undressed humans, as in
competitive methods Palafox et al. [2021], Zhou et al. [2021]. Both are captured
at 60fps and provide temporally coherent mesh sequences alongside the raw
scan data. We render depth images in resolution 5122 from the raw scans in order
to preserve the measurement noise. We also pre-compute pseudo ground-truth
signed distances using the mesh models to avoid topological artifacts present
in the raw data. Meshes in these datasets are actually obtained by fitting the
SMPL Loper et al. [2015] model to the raw scan data. However, thanks to the
local reasoning, our network tries to capture the partwise space spanned by the
local geometric patterns from the fitted models and is agnostic to the associated
shapewise parametric space, here SMPL.

5.6.2 Training Protocol

We follow the training protocol of Zhou et al. [2021]. We take 2 male and
2 female characters from each dataset, in total 8 characters. Each character
performs 3 or 4 motion styles, in total there are 28 motion sequences. 6 sub-
sequences with 4 frames are extracted in each motion sequence. In addition, the
4-frame sub-sequence are in 2 styles: short-term and long-term. The short-term
input sub-sequence covers about 200ms duration while the long-term one covers
about 500ms duration. Note that we train only one model for the characters in
the two datasets and short-term as well as long-term sub-sequences.
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Data CAPE DFAUST
Method IoU ↑ Chamfer-L1 ↓ IoU ↑ Chamfer-L1 ↓

(i) naive temporal (a) 0.777 0.174 0.858 0.115
(ii) static pyramidal (b) 0.788 0.172 0.871 0.112

(iii) temporal pyramidal (c) 0.808 0.182 0.873 0.118
(iv) spatio-temporal pyramidal (d) 0.839 0.161 0.898 0.103
(v) spatio-temporal occupancy (e) 0.800 0.168 0.872 0.109

Table 5.1: Pyramidal Approach Variants. Spatial completion with IoU and Chamfer-L1 dis-
tances (×10−1) in the real 3D space.

5.6.3 Ablation and Variants Comparison

We validate our method by testing the different variants of §5.4 on 152 frames
from new released CAPE data and 100 frames of two unseen identities from
DFAUST (see Table 5.1). These results show that the spatio-temporal pyrami-
dal training strategy in §5.4.4 and illustrated in Figure 5.2(d) yields the best
results. In Table 5.1, from row(i) to row(iii), the pyramidal training is more
effective than the naive training. In row(iv), we leverage the coarse-to-fine strat-
egy not only spatially but also temporally and obtain the improvement from
row(ii) to row(iv), especially for the more difficult case of clothed humans with
the CAPE dataset. By comparing row(iv) and (v), it shows the effectiveness of
our neural signed distance representation with respect to occupancy. In order to
better illustrate the contribution of the temporal information, Figure 5.5 show
how the spatio-temporal pyramidal model can correct artefacts still present with
the static pyramidal only.

5.6.4 Local Pattern Reasoning

As mentioned in Section 5.6.1, we render depth images from the raw scans, e.g.
Figure 5.6(a), and preserve therefore measurement noise. The signed distances
are precomputed from watertight meshes, as obtained from the full scans and
SMPL Loper et al. [2015], see Figure 5.6(c). Although the SMPL fitting can be
locally imperfect, as a result of the global fitting, our network learns locally and
naturally tends to reproduce the input depth information as optimal predictions
on average over all parts in all the training models. This can be observed in
Figure 5.6 where the network better predicts the foot than the SMPL fitting on
the full scan.
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(a) Scan (b) Ours (c) SMPL

Figure 5.6: Local pattern reasoning. From left to right, (a) partial scan, (b) completion with our
method and (c) watertight pseudo ground truth with SMPL Loper et al. [2015] on full scans.

5.6.5 Learning-based Method Comparisons

Baselines We first compare our method with learning-based baselines in the
following categories: 1. Static methods as 3D-CODED Groueix et al. [2018a],
ONet Mescheder et al. [2019], BPS Prokudin et al. [2019], IF-Net Chibane
et al. [2020a] and 2. Dynamic methods as OFlow Niemeyer et al. [2019] and
STIF Zhou et al. [2021]. 3D-CODED and BPS are point-based methods which
take point cloud as input and output the template-aligned mesh. ONet, IF-Net,
OFlow and STIF-Net are implicit function learning methods as ours. IF-Net re-
lies on the 3D convolution so it pre-processes the partial observation input into
voxel grid. And STIF-Net inputs the depth image as ours. To fairly compare
with IF-Net and STIF-Net, we use the same resolution of input. The final mesh
surface is extracted with marching cubes Lewiner et al. [2003], Lorensen and

Data CAPE DFAUST
Method IoU ↑ Chamfer-L1 ↓ IoU ↑ Chamfer-L1 ↓

3D-CODED Groueix et al. [2018a] 0.455 0.591 0.578 0.347
ONet Mescheder et al. [2019] 0.488 0.476 0.604 0.340
IF-Net Chibane et al. [2020a] 0.853 0.121 0.876 0.107

BPS Prokudin et al. [2019] - - 0.761 0.197
OFlow Niemeyer et al. [2019] - - 0.740 0.231
STIF Zhou et al. [2021] 0.834 0.113 0.865 0.104

ours 0.880 0.100 0.914 0.092

Table 5.2: Comparison with learning-based methods with IoU and Chamfer-L1 distances
(×10−1) in the real 3D space on Zhou et al. [2021] benchmarck.
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Figure 5.7: Static Shape completion, top two identities are from CAPE and bottom two
are from DFAUST. From left to right, (a) front-view partial scan, completion with (b) 3D-
CODED Groueix et al. [2018a], (c) IF-Net Chibane et al. [2020a] and (d) our method. We
set the maximum reconstruction to ground truth Chamfer-L1 distance as 2cm for heatmaps.

Cline [1987].

Results We follow the evaluation protocol of STIF-Net Zhou et al. [2021],
evaluating on 9 characters, including 2 unseen ones w.r.t. training data, with
Intersection over Union(IoU) and Chamfer-L1 distance. In Tab 5.2, we improve
both IoU and Chamfer-L1 distance on both datasets. We would like to highlight
the benefit from 2 aspects: the dynamic modeling and the pyramidal learning

Method IoU ↑ Chamfer-L2 ↓

OpenPose+SMPL 0.68 0. 243
IP-Net Bhatnagar et al. [2020a] 0.82 0. 034

NPMs Palafox et al. [2021] 0.83 0.022
ours 0.89 0.029

Table 5.3: Comparison with model-based methods with IoU and Chamfer-L2 distances
(×10−3) for CAPE data in the normalized space on Palafox et al. [2021] benchmark. Reuse
the table of Palafox et al. [2021].
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strategy. In Figure 5.7, our method largely improves the qualitative results from
the static methods, especially for detail preservation. Our pyramidal learning
strategy still retains more detail than dynamic state-of-the-art Zhou et al. [2021],
the wrinkle, face details in Figure 5.8 and 5.9 and it could correct some artifacts,
e.g.hand, leg in Figure 5.8 and 5.9.

5.6.6 Model-based Method Comparisons

Baselines We compare with model-based methods OpenPose Cao et al. [2019]
+ SMPL Loper et al. [2015], IP-Net Bhatnagar et al. [2020a] and NPMs Palafox
et al. [2021]. Such methods require latent space optimization process. For more
details, IP-Net extracts the surface from partial observation input with learning-
based method Chibane et al. [2020a], then optimizes the SMPL+D Alldieck
et al. [2019b], Lazova et al. [2019] model parameters to fit the surface. NPMs
learns the neural parameter model from real-world data and synthetic data and
optimize such parameters to fit the partial observation during inference. Note
that IP-Net Bhatnagar et al. [2020a] and NPMs Palafox et al. [2021] train on
45000 frames from not only CAPE, but also from the synthetic data Deform-
ingThings4D Li et al. [2021] and motion capture data AMASS Mahmood et al.
[2019], while we train on 1344 frames from the real scan data of CAPE and
DFAUST only.

Results We follow the evaluation protocol of NPMs Palafox et al. [2021] on 4
identities in 2 cloth styles with IoU and Chamfer-L2 distance. In Table 5.3, our
method improves the numeric result on IoU but not on the Chamfer-L2 loss. One
may note that since our method is devoid of a parametric or latent control space,
it has more freedom to reconstruct details, see Figure 5.8. NPMs improves over
a first inference phase by using a latent-space optimization which specifically
minimizes for an L2 surface loss. Thus, NPMs is slightly better than ours on
Chamfer-L2 metric but increases the inference time. While lacking such a stage,
the results produced by our method are still observed to be generally competitive
with the latter optimization methods.
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(a) scan (b) NPMs (c) STIF (d) Ours

Figure 5.8: Motion completion on CAPE dataset. From left to right, (a) front-view partial scan,
completion with (b) NPMs Palafox et al. [2021], (c) STIF Zhou et al. [2021] and (d) our method.
We set the maximum reconstruction to ground truth Chamfer-L1 distance as 2cm for heatmaps.
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(a) scan (b) OFlow (c) STIF (d) Ours

Figure 5.9: Motion completion on DFAUST dataset. From left to right, (a) front-view partial
scan, completion with (b) OFlow Niemeyer et al. [2019], (c) STIF Zhou et al. [2021] and (d)
our method. We set the maximum reconstruction to ground truth Chamfer-L1 distance as 2cm
for heatmaps.
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duration 100ms 200ms 300ms 400ms 500ms
STIF Zhou et al. [2021] 0.857/0.107 0.852/0.108 0.855/0.109 0.852/0.111 0.850/0.111

Ours 0.900/0.095 0.900/0.095 0.900/0.096 0.899/0.097 0.898/0.097

Table 5.4: Impact of sequence duration using the test data. Metrics are IoU/Chamfer-L1
(×10−1)

5.7 Impact of Sequence Duration

During the training, we use both the short and long term intervals, resulting in
sequences of 200ms and 500ms respectively. To give more insights on the im-
pact of the sequence duration, we provide results with the same trained network
but with different frame interval values for testing on the STIF Zhou et al. [2021]
benchmark, in Table 5.4. The comparison with STIF shows that our architec-
ture improves for all frame intervals and is more robust for long-term sequence
completion.

5.8 Conclusion

In this chapter, we have proposed a complete framework for coarse-to-fine treat-
ment and training of implicit depth completion from partial depth maps. Exist-
ing methods that solve this problem can provide robustness, with for instance
model-based strategies that rely on parametric human models, or precision with
learning approaches that can capture local geometric patterns using implicit neu-
ral representations. We investigated how to combine both properties with a novel
pyramidal spatio-temporal learning model. This model exploits neural signed
distance fields in a coarse-to-fine manner, this in order to benefit from the abil-
ity of implicit neural representations to preserve local geometry details while
enforcing more global spatial consistency for the estimated shapes through fea-
tures at coarser levels. In addition, our model also leverages temporal redun-
dancy with spatio-temporal features that integrate information over neighboring
frames. We provided a discussion and analysis of various training strategies. We
demonstrated the substantial quality improvement that can be obtained by using
an architecture that uses a residual pyramid of features in the context of implicit
surface regression when combined with a tailored training strategy distributed
losses each scale of the feature map both spatial and temporally.

Compared to the parametric model-based methods, the proposed method is
flexible to recover the local details while the model-based approaches lacks the
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representation capability due to the pre-defined model topology. Compared to
the learning-based methods, our method outperform the state-of-the-art methods
on human shape completion task thanks to our pyramidal neural signed distance
learning strategy. We confirm the contribution of both the coarse-to-fine and
temporal aggregation strategy through ablation studies.

Since the proposed method focuses on the local feature aggregation instead
of global consistency, it is limited to handle the severe occlusion. Classic topol-
ogy analysis techniques Chazal et al. [2016], Oudot [2017] are useful to handle
the topology change, but the computation of persistence diagram for 3D object
is expensive. We could add some topological loss as the regularization term Shit
et al. [2021] to preserve the topological consistency in the future work. All in
all, we believe that the proposed implicit pyramid schemes can be applied in a
larger context for other problems in the realm of 3D vision and reconstruction.
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Conclusion

In this thesis, we have presented novel approaches profiting from large-scale hu-
man datasets to generate the human body geometry corresponding to the input
signals, including point cloud and sequential depth images. We investigated the
following aspects: (1) how to add the shape prior into neural network which
could improve the performance and the robustness; (2) how to represent contin-
uously the sequential input in both spatial and temporal directions; (3) how to
design a pyramidal training strategy to recover fine details from different level
representations. All proposed approaches achieve the state-of-the-art perfor-
mance and trigger the new research direction in 3D human modeling.

6.1 Summary

We examine the contribution and drawback of this thesis as follows:

Chapter 3 presented a novel encoder-decoder network to tackle the prob-
lem of reconstructing human body mesh from sparse point clouds, for dense
human correspondence. We carefully studied the failure case of the state-of-
the-art methods Groueix et al. [2018a], Deprelle et al. [2019] in FAUST Bogo
et al. [2014] challenge and came up with constraining neural network with pre-
defined Gaussian Process layer as shape prior. Furthermore, the Gaussian Pro-
cess layer enables to smoothen the reconstructed surface with respect to the fully
connected layers. In addition, we proposed to train the network with adversarial
loss which allowed to improve the generalization across datasets and the recon-
struction fidelity.

Similar to 3D-CODED Groueix et al. [2018a], to handle the ambiguity of
unstructured point cloud input, the pre-processing is applied for GP network,
e.g. the randomly line-search the translation and rotation, which consumes the
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time. The PointNet-like Qi et al. [2017] encoder only extracts the global feature
from point cloud which is not able to preserve the local details on the human
body and is limited to represent unseen pose. Once the point cloud input con-
tains large missing part, the GP network fails to give the plausible result. Thus,
we turn to the depth-like input in Chapter 4 and 5 for the completion task.

Chapter 4 contributed a novel spatio-temporal completion approach for hu-
man motion, tackling the problem of continuously reconstructing the sequential
input from partial observation. We proposed a three-phase process to decom-
pose the whole task according to the factors, (i) encoding a sequence of 2D
depth image and linking the global feature through all frames; (ii) given the con-
tinuous query time stamp, interpolating the time-specific 2D feature map from
the full set of encoded features; (iii) given the query point, decoding the oc-
cupancy value by using the local feature on the interpolated feature map along
with the depth information. The proposed method outperforms the per-frame
approaches, resulting the artefacts due to the noise or hole from raw input, for
shape completion task and shows the advantage for enhancing the sequence den-
sification by sampling the intermediate time stamp on spatio-temporal features.

The connection between global features from full set of frames was consid-
ered, but the local feature aggregation across frames is also worth studying. For
specific body part, the corresponding part in other frames could typically con-
tribute more to the detail recovery than the global information. The proposed
method is also restricted to extract the high-frequency details due to the lack of
representation ability of occupancy supervision.

Finally, Chapter 5 proposed the pyramidal strategy for learning signed dis-
tance in the coarse-to-fine manner. We started with the encoder architecture
of Chapter 4 to prepare the pyramidal feature maps in three levels. Each level
containing a set of frame features, would be refined with 3D convolution. The
refined features of previous level was combined with the pre-encoded features
as the initialization for the following refinement 3D convolution until the third
level. In the setup of four-frame sequence, the supervision was added to the net-
work progressively level by level, i.e. the coarse level supervision was averaging
the ground truth of the corresponding points across four frames, the middle level
was averaging the two first frames and two last frames and the full supervision
was provided for the finest level. We demonstrated how the training strategy
enables to learn the rich latent space from sequential input and recover more
detailed results with respect to that in Chapter 4.
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In this work, the correspondence across input frames is required during
training, which is an additional information. Furthermore, due to memory cost,
the proposed method can not be extended to long-time sequence, same case for
the method of Chapter 4. The implicit neural modeling relies heavily on the
local information sampled by the query point, which lacks the global constraint.
In other words, the human topology can not be guaranteed when the extreme
case occurs, e.g. the severe occlusion.

We will discuss the future work related to the solution to the limitations and
some new directions in the next section.

6.2 Future Work

Temporal modeling the human shape is hard problem in terms of the long-term
memory, pose/shape variation and so on. The proposed methods in Chapter 4
and 5 have only solved part of them. We will discuss the potential directions.

The aforementioned approaches were built on open source datasets captured
with high quality scan system. The small scalability of the capture system lim-
its the variety of pose and the range of motion. Moreover, the dataset here is
very “clean”, i.e. human is well semantically segmented without the occlusion
from other objects in the capture space. In the case of flexible setup, some re-
covery system from RGB data is well studied in Saito et al. [2019, 2020], but
the reconstruction from single view RGB signal can not guarantee the geometry
consistency. Multi-stereo system Leroy et al. [2017] enables to capture the high
fidelity reconstruction with the tolerance of the calibration and synchronization
of multiple cameras. Currently, the fusion-like approaches together with neural
network Yu et al. [2021], Zheng et al. [2021b] achieve the high quality result
with very sparse RGB-D sensors. Could we achieve the coherent results with
a less constrained setup, for example a moving mobile phone? More and more
mobile phones can record depth information in the specific camera mode in or-
der to balance the foreground and background effect on photo. It could be an
interesting direction to explore the neural network for the low resolution depth
image captured by mobile phone.

In Chapter 4 and 5, the proposed methods rely on the local point-specific
feature reasoning which enables to recover details and to represent the unseen
shape and unseen pose. However, the global constraint is missing to preserve
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the topological consistency when occlusion occurs. How to consider both topo-
logical consistency and local details? The trivial solution is considering more
3D supervision such as the 3D convolution in Chibane et al. [2020a] but arises a
huge memory cost. The topological analysis Chazal et al. [2016], Oudot [2017]
is another tool to preserve topological consistency, but the corresponding persis-
tence diagram is normally time consuming in 3D case. The topology-preserving
loss Shit et al. [2021] can also be added as the regularization term during train-
ing. Therefore, it is a good direction to explore, combining implicit modeling
and topological analysis method, in order to benefit from each other.

Some technical contribution can be extended to the larger context. The
Gaussian Process layer in Chapter 3 is a good manner to densify the points fol-
lowing the radial basis function kernel to figure out the topology-aware shape.
So the style transfer or identity transfer can apply this layer to alleviate the costly
long-term training process. It would be interesting to test its capability in this
direction.
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