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Caminante, son tus huellas
el camino y nada m�as;
caminante, no hay camino,
se hace camino al andar.
Al andar se hace camino,
y al volver la vista atr�as
se ve la senda que nunca
se ha de volver a pisar.
Caminante, no hay camino,
sino estelas en la mar.

Wayfarer, only your footprints
are the path, and nothing more;
wayfarer, there is no path,
you make the path as you walk.
As you walk you make the path,
and as you turn to glance behind
you see the trail that you never
shall return to tread again.
Wayfarer, there is no path,
only wake trails in the sea.

Antonio Machado, Campos de Castilla (revised edition), 1917
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Pr�esentation des Travaux

Chapitres 1 �a 3

La premi�ere partie de ce manuscrit pr�esente une introduction aux sujets principaux n�ecessaires pour la
compr�ehension de la deuxi�eme partie. Dans le chapitre 1, nous discutons de fa�con tr�es rapide quelques
aspects fondamentaux de la th�eorie de la Cryptologie Sym�etrique : l'histoire de la Cryptologie, les
sch�emas de chi�rement par bloc et en particulier le DES, et la cryptanalyse di��erentielle. Dans le
chapitre 2, nous proposons une �etude plus pr�ecise de la cryptanalyse lin�eaire, qui est tr�es importante
pour mes sujets de recherche. Nous avons essay�e de repr�esenter la th�eorie classique, mais aussi des
d�eveloppements plus r�ecents, pour donner une vision globale du domaine. Finalement, le chapitre 3 est
consacr�e �a la transform�ee de Walsh, en tant qu'op�eration sur les vecteurs complexes dansCFn

2 et en
tant que transformation sur les fonctions bool�eennes. Dans ce chapitre, nous faisons aussi une analyse
d�etaill�ee de l'algorithme de la transform�ee de Walsh rapide (FWHT).

Chapitre 4

Ce chapitre pr�esente une partie des r�esultats que j'ai introduit dans le papier [Fl�o22] en d�etail. Nous nous
demandons comment nous pouvons �elaguer (prune en anglais) l'algorithme de la transform�ee de Walsh
rapide quand les entr�ees non-nulles et les sorties que nous voulons calculer font partie des sous-vari�et�es
a�nes de Fn

2 . Plus pr�ecis�ement, nous nous interrogeons sur le probl�eme suivant :

D�e�nition ( �Elagage a�ne de la transform�ee de Walsh). Soit f : Fn
2 �! C un vecteur complexe de

longueur 2n . Nous avons des listesL; M � Fn
2 , des sous-espaces vectorielsX; U � Fn

2 et des vecteurs
x0; u0 2 Fn

2 tels que L � x0 + X; M � u0 + U, et f (x) = 0 pour tout x 62L . Nous nous demandons
comment calculer bf (u) pour tout �el�ement u 2 M avec le moins d'op�erations possible.

Nous proposons trois essais pour r�esoudre ce probl�eme avec di��erents degr�es de succ�es. Nous avons
propos�e le premier dans [FN20], et cette approche est utilisable quand les sous-vari�et�es sont g�en�er�ees par
vecteurs dans la base canonique. Le deuxi�eme n'a pas �et�e publi�e et repose sur l'id�ee de construire des
algorithmes rapides pour la transform�ee de Walsh param�etr�es par une famille de bases deFn

2 . Finalement,
nous d�ecrivons la solution g�en�erale que j'ai introduit dans [Fl�o22]. L'id�ee de cet algorithme est de r�eduire
la transform�ee objectif �a une transform�ee de taille plus petite. �A la �n, nous obtenons le r�esultat suivant :

Theor�eme. Dans les conditions de la d�e�nition pr�ec�edente, on consid�ere la valeur t = dim
�
X=(X \ U? )

�
=

dim
�
U=(U \ X ? )

�
. Il existe un algorithme qui peut calculer bf (u) pour tout u 2 M avec

jL j + t2t + jM j op�erations.

Nous montrons aussi que l'algorithme propos�e est presque optimal.

Chapitre 5

Le chapitre 5 pr�esente les am�eliorations des algorithmes pour la cryptanalyse lin�eaire qui ont �et�e propos�ees
dans [FN20] et [Fl�o22]. Ces nouveaux algorithmes sont bas�es sur les travaux de Collard, Standaert et
Quisquater [CSQ07b], qui proposent une m�ethode pour les attaques de r�ecup�eration de clef (key recovery
attack en anglais).

L'Algorithme 2 de Matsui [Mat93] est un des piliers de la cryptanalyse lin�eaire. Nous consid�erons
une approximation lin�eaire de la forme h�; x i + h�; byi , o�u x est le texte clair et by est l'�etat quelques tours
avant l'obtention du chi�r�e y. L'id�ee est que nous pouvons deviner une petite partie de la derni�ere clef

vii
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Table 1: R�esum�e des attaques sur des sch�emas de chi�rement par bloc d�ecrits dans cette th�ese.n : taille
de bloc. � : taille de la clef. r : nombre de tours attaqu�es.

Complexit�e

Sch�ema nnn ��� rrr Type Donn�ees Temps M�emoire Source

PRESENT 64
80

26 Lin�eaire 261:1 KP 268:2 244:0 [FN20]
26 Lin�eaire 260:8 KP 271:8 244:0 [FN20]
27 Lin�eaire 263:4 DKP 272:0 244:0 [FN20]
28 Lin�eaire 264:0 DKP 277:4 251:0 [FN20]

128
28 Lin�eaire 264:0 DKP 2122 284:6 [FN20]
29 Lin�eaire 264:0 DKP 2124:06 299:2 [Fl�o22]

DES 64 56 16 Lin�eaire 241:50 KP 242:13 238:75 [Fl�o22]

Noekeon 128 128 12 Lin�eaire 2119 KP 2120:85 2112 [BCF+ 21]

Serpent 128 256

12
Di��erentielle-
lin�eaire

2127:92 CP 2233:55 2127:92 [BCD+ 22]

12
Di��erentielle-
lin�eaire

2125:74 CP 2236:91 2125:74 [BCD+ 22]

12
Di��erentielle-
lin�eaire

2118:40 CP 2242:93 2118:40 [BCD+ 22]

de tour pour calculer la valeur de l'approximation. Si nous utilisons une approximation biais�ee et un
nombre su�sant de pairs clair-chi�r�e, cela permet de s�eparer la bonne valeur de cette partie de la clef.

Le coût na•�f de ce type d'attaque est O
�
N 2l

�
, o�u N est le nombre de paires clair-chi�r�e que nous

utilisons et l est le nombre de bits de clef que nous devons deviner. Dans [Mat94a], Matsui a aussi propos�e
une version alternative avec une complexit�e deO (N ) + O

�
22l

�
. La version bas�ee sur la transform�ee de

Walsh rapide [CSQ07b] a une complexit�e deO (N ) + O
�
l2l

�
. L'attaque consiste en deux phases : au

d�ebut, nous construisons une table contenant les informations relevantes relatives aux paires clair-chi�r�e.
Dans la deuxi�eme phase, nous appliquons la transform�ee de Walsh sur cette table, nous multiplions
ses entr�ees par une table pr�ecalcul�ee d'autovaleurs, puis nous appliquons la transform�ee de Walsh une
deuxi�eme fois.

Nous consid�erons deux familles d'am�eliorations sur ce type d'attaque :

ˆ Premi�erement, nous consid�erons des am�eliorations qui n'utilisent aucune modi�cation de l'algorithme
de la transform�ee de Walsh rapide en lui-même. Dans [FN20], nous avons propos�e une version ma-
tricielle de l'attaque de Collard et al. adapt�ee pour un nombre arbitraire de tours de r�ecup�eration
de clef au d�ebut et �a la �n du sch�ema. Nous avons g�en�eralis�e cette version dans [Fl�o22] vers une
version qui peut utiliser des vecteurs de dimension arbitraire. Nous avons aussi consid�er�e les adap-
tations n�ecessaires de l'algorithme pour l'utiliser dans le contexte des attaques lin�eaires multiples,
comme nous avons montr�e dans [FN20].

ˆ Nous consid�erons aussi des am�eliorations bas�ees sur l'�elagage de la transform�ee de Walsh rapide.
Le key scheduleinduit des relations qui peuvent être utilis�ees pour r�eduire la complexit�e des trans-
form�ees de Walsh, comme nous avons montr�e dans[FN20]. Dans la même objectif, nous pouvons
aussi utiliser les z�eros dans les spectres de Walsh des fonctions de tour avec le même but.

Ces contributions sont utilis�ees pour proposer de nouvelles attaques sur PRESENT (jusqu'�a 28 tours
pour la version de 80 bits et jusqu'�a 29 tours pour la version de 128 bits), le DES etNoekeon (jusqu'�a 12
tours). Ces attaques sont pr�esent�ees dans le tableau 1. Dans le cas de PRESENT, les nouvelles attaques
sont les premi�eres sur 28 et 29 tours. Dans le cas du DES et deNoekeon , nous proposons les attaques
avec la meilleure complexit�e en donn�ees par rapport �a ce qui a d�ej�a �et�e propos�e dans la litt�erature.

Chapitre 6

Le chapitre 6 met en avant le travail coop�eratif avec Marek Broll, Federico Canale, Nicolas David, Gregor
Leander, Mar��a Naya-Plasencia et Yosuke Todo qui ont �et�e publi�es dans [BCF + 21] et [BCD+ 22]. Le but
est d'am�eliorer la complexit�e des attaques de r�ecup�eration de clef en utilisant les propri�et�es des bô�tes
S attentivement. Dans ce type d'attaques, il arrive souvent que nous ayons besoin d'une partie de la
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sortie d'une bô�te S, par exemple un seul bit. Pour d�eterminer cette partie de la sortie de la bô�te S, nous
n'avons pas toujours besoin de tous les bits d'entr�ee. Cela nous permet de r�eduire le nombre de bits de
clef que nous devons deviner.

Nous nous int�eressons particuli�erement aux descriptions des bô�te S utilisant des diagrammes ou
arbres de d�ecision binaires (binary decision diagramsou BDDs). Chaque n�ud demande un bit de parit�e
de l'entr�ee, et nous choisissons une branche selon sa valeur. Apr�es quelques requêtes, nous arrivons sur
une feuille puis nous r�ecup�erons la valeur de la fonction souhait�ee. Nous pouvons mesurer le coût d'une
attaque utilisant cette strat�egie par rapport �a l'attaque \na•�ve" �a partir du quotient entre le nombre de
feuilles de l'arbre (d�enot�e nbleaves) et le nombre d'entr�ees possibles 2n .

Nous proposons des algorithmes qui trouvent des diagrammes optimaux pour une fonction bool�eenne,
et nous discutons l'utilisation de ce type de technique pour les familles d'attaques plus connues : la crypt-
analyse di��erentielle et la cryptanalyse lin�eaire. Finalement, nous d�ecrivons les attaques di��erentielles-
lin�eaires sur 12 tours de Serpent qui ont �et�e propos�ees dans [BCD+ 22], et qui se trouvent aussi dans le
tableau 1.

Chapitre 7

Dans ce dernier chapitre, nous discutons les approximations lin�eaires de la permutationGimli qui ont
�et�e propos�ees dans [FLN + 20] (Best Paper Award �a Asiacrypt 2020) et [FLN + 21]. Ces papiers sont issus
d'une collaboration avec Ga•etan Leurent, Mar��a Naya-Plasencia, L�eo Perrin, Andr�e Schrottenloher et
Ferdinand Sibleyras, o�u nous proposons diverses cryptanalyses des primitives sym�etriques bas�ees sur
Gimli.

Parmi ces contributions, j'ai r�ealis�e une �etude des propri�et�es lin�eaires de Gimli en utilisant des tech-
niques bas�ees sur la mod�elisation avec MILP [MWGP11]. Le chapitre commence avec un r�esum�e de
l'utilisation de ces techniques, apr�es lequel nous proposons l'�etude deGimli. Nous montrons l'existence
d'une approximation lin�eaire avec une corr�elation carr�ee estim�ee de 2367:6 sur la permutation compl�ete.
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Mathematical Notation

ˆ jAj denotes the cardinal or number of elements of a setA.

ˆ Given a matrix A over any �eld, we will denote the element in the i -th row and the j -th column
aij .

ˆ Given two matrices A; B over any �eld of sizes m � n and p � q, the Kronecker product, denoted
A 
 B , is the mp � nq block matrix:

A 
 B =

0

B
@

a11B � � � a1m B
...

...
an 1B � � � anm B

1

C
A

ˆ For arrays of arbitrary dimension d, we will use the notation X [i 1; i 2; : : : ; i d] to access individual
entries. Sometimes it will also be used for vectors and matrices to avoid confusion, especially when
there are other subscripts.

ˆ GL(U; V) denotes the group of all linear mapsL : U �! V between the vector spaceU and the
vector spaceV .

ˆ Let f : A � B �! C be any map de�ned on a product of setsA � B . Given y 2 B , we will denote
by f (�; y) the trace map, that is:

f (�; y) : A �����! C

x 7�����! f (x; y)

Binary vectors

ˆ The �eld with two elements is denoted F2 = f 0; 1g. We denote the addition in this �eld by x + y
and the product by x � y or xy. For additions of elements ofF2 as integers (that is, considering
1 + 1 = 2) we will use the symbol x � y.

ˆ The binary vector space of dimensionn is denoted Fn
2 . Given x 2 Fn

2 and i 2 f n � 1; : : : ; 0g, x i

denotes its i -th coordinate from the right, where x0 is the least signi�cant and xn � 1 is the most
signi�cant bit. Bitwise addition or XOR in Fn

2 is denoted byx + y, although in some cases such as
cipher speci�cations we usex � y.

ˆ If x; y 2 Fn
2 are two binary vectors, then hx; yi =

P n � 1
i =0 x i � yi denotes their inner or dot product.

If hx; yi = 0 we say x and y are orthogonal, which we denotex ? y.

ˆ Given a binary vector x 2 Fn
2 , wt( x) = � n � 1

i =0 x i denotes its Hamming weight or number of non-zero
coordinates.

ˆ Given x; � 2 Fn
2 , xj � 2 Fwt( � )

2 will denote the vector of length wt( � ) whose components are the
coordinates ofx corresponding to non-zero entries of� .

ˆ Given some binary vector of arbitrary length x, we will denote said length by jxj.

ˆ Given two binary vectors x = ( xn � 1; : : : ; x0) 2 Fn
2 and y = ( ym � 1; : : : ; y0) 2 Fm

2 , we will de-
note by (xjy) = ( xn � 1; : : : ; x0; ym � 1; : : : ; y0) the vector in Fn

2 � Fm
2 = Fn + m

2 which is obtained by
concatenating the coordinates ofx and y.
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xiv MATHEMATICAL NOTATION

Table 2: De�nitions, notations and properties of some probability distributions.

Bernoulli distribution Be(p)Be(p)Be(p)

A discrete distribution which takes value 1 with probability p and 0 otherwise.
Probability function: P r (X = 1) = p; P r(X = 0) = 1 � p

Expected value: p Variance: p(p � 1)

Binomial distribution B(p; n)B(p; n)B(p; n)

The sum of n independent Bernoulli random variables Be(p).

Probability function: P r (X = k) =
�

n
k

�
pk (1 � p)n � k ; k = 0 ; : : : ; n

Expected value: np Variance: np(p � 1)
For a large value ofn and a value ofp not too close to 0 or 1, this distribution can be approximated

by the normal distribution of the same expected value and variance.

Hypergeometric distribution HG(K; N; n )HG(K; N; n )HG(K; N; n )

The distribution of the number of successes amongn � N draws without replacement of a
population of size N containing K � N marked elements.

Probability function: P r (X = k) =

0

@ N
k

1

A

0

@ N � K
n � k

1

A

0

@ n
k

1

A

; k = 0 ; : : : ; n

Expected value: n K
N Variance: n K

N
N � K

N
N � n
N � 1

This distribution can be approximated by the normal distribution of the same expected value and
variance, although the resulting error depends on the parameters.

Normal distribution N (�; � 2)N (�; � 2)N (�; � 2)

Probability density function: � �;� 2 (x) = 1p
2�� 2

e� 1
2 ( x � �

� )2

; � = � 0;1

Cumulative distribution function: � �;� 2 (x) =
Rx

�1
1p

2�� 2
e� 1

2 ( x � �
� )2

; � = � 0;1

Expected value: � Variance: � 2

Folded normal distribution FN (�; � 2)FN (�; � 2)FN (�; � 2)

The distribution of the absolute value of a normal random variable of the same parameters.

Probability density function: 1p
2�� 2

�
e� 1

2 ( x � �
� )2

+ e� 1
2 ( x + �

� )2 �

Non-central chi-square distribution � 2
m (� ); � 2

m = � 2
m (0)� 2

m (� ); � 2
m = � 2

m (0)� 2
m (� ); � 2

m = � 2
m (0)

The distribution of the sum of m independent variablesN (� i ; 1) verifying � =
P m

i =1 � 2
i . The

distribution is said to have m degrees of freedom and non-centrality parameter� .
Cumulative distribution function: 	 m;� (x); 	 m = 	 m; 0

Expected value: m + � Variance: 2(m + 2 � )
For a large enough value ofm, this distribution can be approximated by the normal distribution of

the same expected value and variance.



Part I

PRELIMINARIES

1





Chapter 1

Introduction to Symmetric
Cryptography and Cryptanalysis

This �rst chapter acts as a brief overview of some fundamental concepts in the �eld of symmetric cryp-
tology, with an intentional focus on those of particular interest to the contributions which constitute
the second half of this thesis. The topic of linear cryptanalysis, which is integral to several chapters, is
covered in-depth in Chapter 2.

Cryptography is the practice of protecting communications against a malicious adversary (as opposed
to, for example, natural noise). This includes preserving the secrecy of communications against eaves-
droppers, but also covers methods which provide other types of protection, such as techniques which
impede an adversary from impersonating a friendly party. Cryptanalysis is the name given to all the
techniques which aim to locate weaknesses in cryptographic schemes. The namecryptology is often used
to denote the science which encompasses both �elds.

Contents
1.1 History of Cryptology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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1.2.1 Block Ciphers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
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1.2.2.1 Stream Ciphers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2.2.2 Cryptographic Permutations . . . . . . . . . . . . . . . . . . . . . . . 9

1.2.2.3 Cryptographic Hash Functions . . . . . . . . . . . . . . . . . . . . . . 10
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Section 1.1 provides some basic historical context on the development of cryptology and cryptanalysis.
Section 1.2 is an overview of the common constructions which are used in symmetric cryptography, with
a speci�c focus on block ciphers. It also contains the speci�cations for the DES [DES77] as a concrete
example. Finally, Section 1.3 outlines the theory of the cryptanalysis of block ciphers, and explains the
principles of di�erential cryptanalysis.

1.1 History of Cryptology

The human desire to protect secrets is probably as old as their ability to communicate. Although
whispering may have provided an acceptable solution to our far ancestors, the invention of the written
word led to the following problem: how to secure communications when they take place through letters or
other written messages which may be intercepted. Ancient history and legend provide several examples

3
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of techniques used to transform orencrypt messages orplaintexts into seemingly nonsensicalciphertexts,
which can nonetheless be turned back into the original message if a secretdecryption trick is known.
Most of these methods rely on either thetransposition or rearrangement of the message's symbols or the
substitution of the symbols by other symbols in the same or a di�erent alphabet. However, these early
cryptographers would soon �nd their methods compromised by the �rst cryptanalysts. For example,
simple substitution ciphers can be broken by studying the relative frequencies of each of the symbols, as
they should mimic the relative distributions of the letters of the alphabet. The history of cryptology is
the history of the back-and-forth between cryptography and cryptanalysis.

One of the fundamental principles of cryptography was stated by the Dutch scholar Auguste Ker-
chko�s [Ker83] in the late 19th century, and has come to be called Kerchko�s's principle or desideratum.
It states that the security of a cryptographic scheme must never rely on the obfuscation of the scheme
itself, and must instead depend on a randomly generatedkey. Such an encryption scheme has two inputs:
in addition to the plaintext, it takes a key, which is a random sequence of characters (for example, a string
of bits); and a single output, which is the ciphertext. Without the key, it is impossible to recover the
plaintext from the ciphertext. This ensures that the scheme will still be secure even if an eavesdropper
has full knowledge of the way it was designed. In general, a cryptographer must never underestimate the
capabilities of a potential adversary. The use of keys also has practical advantages: for example, keys
can be changed periodically so that, should one of them fall in the hands of the adversary, they would
still only be able to access the portion of the correspondence in which that speci�c key was used.

The Second World War constitutes a watershed moment in the history of cryptology. The Germans
conceived the Enigma and Lorentz machines to be used in their �eld and high-level communications,
respectively. Both machines performed an elaborate substitution cipher by means of passing electrical
signals through moving rotors and a telephone-like switchboard. These systems were broken thanks to
persistent e�orts by Polish and British cryptanalysts, whose achievements would sadly remain classi�ed
and largely unrecognised by the public for decades after the end of the War. These cryptanalysis activities
were only possible thanks to the development of the �rst electromechanical and fully electronic computers.
From this point onwards, computers would become essential tools to both cryptography and cryptanalysis.

Another �eld which would prove to have a very close relationship with cryptology was mathematics.
The theoretical foundations of cryptography would be laid down thanks to the development of information
theory. In particular, Shannon [Sha48] showed that it is possible to construct anunconditionally secure
cipher, in the sense that any adversary is provably unable to deduce anything about the plaintext from
the ciphertext without any prior information about the key. This cipher is known as the one-time pad,
equivalent versions of which had already been described by Miller and Vernam [Mil82, Ver19]. The one-
time pad encrypts a plaintext by substituting each symbol with another in the alphabet according to a
key that's as long as the message itself. For example, if both the message and the key are bit strings,
the ciphertext is obtained by xoring the key to the plaintext. Although it has very good theoretical
properties, it has several practical problems. In particular, it requires the secure exchange of keys which
have the same length as the message, and information about the plaintext can leak if the key is not
generated in an adequate manner [Ben12].

Modern cryptography understands security in terms of computational cost: most if not all current
cryptosystems can be broken by following some kind of generic attack method. For example, if the key
consists of a string of 128 bits, an adversary may just try to decrypt a message using all the possible
keys until they obtain a plaintext which makes sense. This would require the attacker to perform 2128

test decryptions, which is generally considered to be out of reach to the computers of today and the
near future. Of course, the possibility still remains that some unknown shortcut exists which would
permit an attack to be performed at a much smaller cost. It is the role of cryptographers to make their
designs known to the community, and the role of cryptanalysts to examine them to try and locate such
vulnerabilities. Con�dence in a construction should be only as deep as the community's scrutiny of it.

There are three main security goals a cryptographic system may wish to accomplish:

ˆ Con�dentiality: The interlocutors must be able to exchange encrypted messages which, even if
intercepted by a third party, would reveal none of their contents.

ˆ Authenticity: The interlocutors must be able to con�rm each other's identities when exchanging
messages so that it is impossible for a third party to impersonate them.

ˆ Integrity: It must be impossible for a third party to alter the content, replace or forge messages
between the interlocutors without being noticed.

For example, the historical encryption methods discussed in the paragraphs above mainly aimed to
achieve con�dentiality. They also provide some degree of authenticity and integrity, as an adversary
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would be unable to encrypt their own fake plaintexts and produce decryptable ciphertexts. However, an
attacker may obtain a copy of a ciphertext and then send it at a later time pretending to be a legitimate
interlocutor, or even use the old ciphertext to substitute a new message (for example, swapping a message
saying \Attack now" for a copy of an earlier message saying \Stand by" may have massive real-world
consequences). This kind of exploit highlights the fact that well-designed cryptographic constructions
may still be vulnerable if they are used as part of badly-designed protocols. There are also situations
in which con�dentiality may not be desired, but other aspects may be of interest: for example, someone
may wish to prove their authorship of a publicly available document by means of an attacheddigital
signature.

Another consequential development was the introduction ofpublic-key or asymmetric cryptography
in the late 70s. Traditional cryptography is private-key or symmetric, in the sense that all (pairs of)
interlocutors share the exact same key and have the same encryption and decryption capabilities. The
fundamental concept of asymmetric cryptography was outlined by Di�e and Hellman [DH76], and the
�rst public-key cryptosystem was introduced by Rivest, Shamir and Adleman [RSA78]. Asymmetric
cryptography uses pairs of associated keys which are linked by some mathematical problem which is
considered di�cult to solve. For example, RSA uses a private key which consists of two large prime
numbers, and both primes are multiplied to obtain the public key. Reconstructing the private key from
the public key is achieved through factorization, which is considered to be a hard problem. The public
key, as its name implies, can be distributed to the public, while the private key is kept by the person who
generated it. In the case of encryption, anyone can use the public key to send messages, but the private
key, which is held only by the intended recipient, is required in order to decrypt them. In the case of
digital signatures, only the private key can be used to generate signatures, but anyone can use the public
key to check their validity.

There are several important di�erences between public-key and symmetric cryptography beyond their
fundamental design purpose which heavily inuence their deployment in the real world. The security
of asymmetric constructions tends to rely on mathematical problems which are believed to be of high
computational complexity, such as factorisation or the discrete logarithm. On the other hand, symmetric
constructions often lean more heavily towards the lack of known attacks as a security argument: if no
vulnerabilities have been found after years of close examination by cryptanalysts, then a construction
may be considered trustworthy. However, this is a blurry line: asymmetric cryptology also uses crypt-
analysis e�orts as a security argument, and there are many symmetric constructions with security proofs.
Another signi�cant di�erence is the computational cost: public-key cryptography most often requires
more computational resources to implement. Many applications thus use public-key cryptography as a
key establishment tool, so that communication can continue using private-key cryptography.

Perhaps the most fundamental shift to be experienced by cryptology in recent decades has been the
gradual move towards public research and widespread use. Until the mid-20th century, cryptography
was a �eld very closely associated with the a�airs of the military and the state, and most research was
carried out behind closed doors. The development of computers and later computer networks and the
Internet generated a lot of interest in cryptography from the private sector at �rst and from public
research institutions shortly after. This increased interest eventually led to the formation of a community
focusing on the development (and sometimes rediscovery) of ideas and techniques in cryptography and
cryptanalysis with the sole aim of bene�ting the general public. This ever-expanding library of public
knowledge would eventually prove essential to the current age of computer-based communication.

1.2 Symmetric Cryptography

This section presents the basics of block cipher construction and use, and as an example, we describe
the speci�cation of the DES [DES77]. We also discuss other common constructions which fall under the
umbrella of symmetric cryptology, such as stream ciphers and hash functions.

1.2.1 Block Ciphers

Block ciphers are one of the most commonly-used constructions in symmetric cryptography. A block
cipher encrypts plaintexts or blocks of a �xed number of bits, usually 64, 128 or 256, using a secret key
which usually also has a �xed length.

De�nition 1.1 (Block cipher). A block cipher E of block lengthn and key size� is a mapE : Fn
2 � F�

2 �!
Fn

2 for which EK = E( � ; K ) is a bijective map (often called permutation in the cryptology literature)
for any key K 2 F�

2 . Given a �xed key K , this map takes a plaintext x and returns a ciphertext
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F1

K 0

x F2
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K r � 1 K r

EK (y)

Figure 1.1: Diagram of anr -round key-alternating block cipher.

y = EK (x). The map EK is called the encryption map. Meanwhile, for every keyK , there exists an
inverse decryption map map E � 1

K . We also write E � 1(y; K ) = E � 1
K (y) as a slight abuse of notation.

Of course, not every mapE which satis�es the previous de�nition would make for a useful block
cipher, as there are several performance and security constraints which must be satis�ed. In terms of
performance, when the keyK is known, the encryption and the decryption operations should be possible
to perform at a very low computational cost. This ensures that large quantities of data can be encrypted
and decrypted in a short time in a multitude of application scenarios. On the other hand, we also wish the
block cipher to be secure. For example, it should be computationally di�cult to obtain any information
about the key K by examining pairs of plaintexts and ciphertexts or by querying a black box which
computes EK . Ideally, we wish the permutation EK to be virtually indistinguishable from a randomly
sampled permutation of Fn

2 , a notion which will be explored in more detail in Subsection 1.3.1.

1.2.1.1 Block Cipher Constructions

There are several common constructions which are used in many block cipher designs. Most block ciphers
are iterative or product ciphers, in the sense that they consist of the consecutive application of simpler
rounds. Each round applies some (possibly key-dependent) transformation which is easy to compute,
the aim being that a secure block cipher is obtained after enough rounds have been applied. The key
material which is used in each round is called theround subkey. The round subkeys are generated from
the master key K by means of akey schedule. Each of the intermediate results or registers on which the
round transformations are applied is often called thestate.

Many iterative block ciphers can be described askey-alternating [DR02], which means they alternate
between bitwise key additions and a round transformation which is independent of the key:

De�nition 1.2 (Key-alternating block cipher). E : Fn
2 � F�

2 �! Fn
2 is an iterative key-alternating block

cipher if it can be written as a composition of the following form:

EK = ARK K r � Fr � ARK K r � 1 � � � � � ARK K 2 � F2 � ARK K 1 � F1 � ARK K 0 ; (1.1)

where Fi : Fn
2 �! Fn

2 are the (bijective) round functions and ARK K i : Fn
2 �! Fn

2 ( ARK standing
for Add Round Key) are the round key additions, in other words, ARK K i (x) = x � K i . The map
ARK K i � Fi is called the i -th round. The round keysK 0; : : : ; K r are determined using thekey schedule
KS : F�

2 �! F( r +1) n
2 .

It is clear that the decryption map for a key-alternating block cipher is as follows:

E � 1
K = ARK K 0 � F � 1

1 � ARK K 1 � F � 1
2 � ARK K 2 � � � � � ARK K r � 1 � F � 1

r � ARK K r : (1.2)

Please note that although a block cipher may �t De�nition 1.2, the speci�cation may di�er from this
description. For example, round and subkey numbering may be di�erent, or the key addition may be
considered as the �rst step of the round instead of the last. In other cases, the key-alternating structure
may be somewhat hidden (for example, when the round subkey is only xored to part of the state).
Whenever a speci�c block cipher is discussed in this text, we will use the round numbering and naming
conventions used in the original speci�cation.

In more speci�c terms, there are several typical iterative constructions which appear regularly in
proposed block ciphers and which have received a lot of analysis:

ˆ Feistel networks: First used by Feistel and Coppersmith while designing ciphers at IBM in the
early 70s, this construction would become quite popular, and was the basis of the Data En-
cryption Standard or DES [DES77]. Other examples include GOST [GOS89], Blow�sh [Sch93],
Two�sh [SKW + 98], Camellia [AIK+ 00], CLEFIA [SSA+ 07], Simon [BSS+ 13] andSpeck [BSS+ 13].
The state of a Feistel cipher consists of two parts of equal length,X i = ( L i ; Ri ). Every round, the
transformation ( L i +1 ; Ri +1 ) = ( Ri ; L i � f (Ri ; K i )) is applied, where f can be any (not necessarily
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Figure 1.2: The round functions of a Feistel network (left) and an SPN (right).

bijective) function from Fn= 2
2 � Fk

2 to Fn= 2
2 . The security properties of this construction have been

largely studied in works such as that of Luby and Racko� [LR88], and several generalisations have
been proposed, such as the Lay-Massey construction [LM90] and generalised Feistel networks.

ˆ Substitution permutation networks (SPNs): This is also a construction with a long history (it was
already described by Feistel in [Fei73]). The round function of an SPN consists of two operations:
the parallel application of small non-linear maps called Sboxes (often called the Sbox layer or
substitution layer), and a linear transformation on the whole state (often called the linear layer or
permutation layer). The idea is that the Sboxes provide a highly complex but local transformation
of the state (often called confusion), while the linear layer provides a less complex but global
transformation (often called di�usion ). SPN block ciphers often incorporate the round key by
xoring it to the state, thus making them key-alternating block ciphers. The term SPN is often
reserved for ciphers in which the linear layer is a permutation of the bits or the words of the state,
such as with PRESENT [BKL + 07], RECTANGLE [ZBL + 14] and GIFT [BPP + 17]. There are other
ciphers which use linear layers which are not bit permutations but which are still referred to as SPN
in the literature, such as the Advanced Encryption Standard or AES [AES01], Serpent [BAK98] and
Noekeon [DPVAR00]. A common approach to the construction of linear layers [DR02] is to divide
them into a mixing layer and a transposition. For example, the 128-bit AES state consists of 16 8-
bit words which are seen as elements ofF28 and arranged in a 4� 4 grid. The Sbox layer SubBytes
applies a nonlinear map to each of the 8-bit registers. The mixing layer MixColumns applies a
linear transformation on each column of the grid which is given by a matrix in GL(F4

28 ; F4
28 ). The

transposition layer ShiftRows applies a permutation on the words of each row of the grid.

ˆ Add-rotate-XOR (ARX) constructions: ARX constructions divide the state into several registers of
the same number of bitsl and apply three basic operations on them: addition modulo 2l , circular bit
rotations and bitwise XOR. The aim is to obtain primitives with very good software performance, as
all these operations are included in most processors' instruction sets. Well-known examples include
the stream ciphers Salsa20 and ChaCha [Ber08] and the block cipher family SPECK [BSS+ 13].

These constructions can be used in primitives other than block ciphers and are not mutually exclusive,
but most block ciphers adhere to at least one of them. Another important feature of cipher design is
the key schedule. Badly-designed key schedules can lead to several kinds of attacks, such as meet-in-the-
middle [DH77] and slide [GT78, BW99] attacks.

1.2.1.2 Block Cipher Modes of Operation

On its own, a block cipher E can only encrypt plaintexts which have a �xed length which is equal to the
block sizen, usually 64, 128 or 256 bits. For messages which do not �t this �xed length, it is necessary
to de�ne a mode of operation which describes how longer inputs will be handled. The message has to be
divided into blocks of n bits, and in some cases we may need to de�ne a padding scheme which extends
the message length to a multiple ofn. We must also choose how to feed thesen-bit blocks through the
block cipher. The NIST recognises �ve modes of operation which provide message con�dentiality [NIS01]:

ˆ Electronic codebook (ECB): In ECB mode (Figure 1.3), each block is encrypted independently
with E . Although it has some advantages such as the ability to individually decrypt any segment
of the message, it provides weak security. For example, since identical plaintext blocks result in
identical ciphertext blocks, an adversary might be able to identify repeating blocks in the message.

ˆ Cipher block chaining (CBC): In the widely-used CBC mode [EMST76] (Figure 1.4), the output
of the encryption of each block is used to whiten the input of the next block. This has the result
of erasing any patterns in the plaintext from the ciphertext. Any change in a plaintext block
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Figure 1.3: Encryption and decryption in the electronic codebook (ECB) mode.
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Figure 1.4: Encryption and decryption in the cipher block chaining (CBC) mode.
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Figure 1.5: Encryption and decryption in the cipher feedback (CFB) mode.
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Figure 1.6: Encryption and decryption in the output feedback (OFB) mode.
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Figure 1.7: Encryption and decryption in the counter (CTR) mode.

propagates to all subsequent blocks. The �rst block is whitened using a random initialization
vector IV . In general, the initialization vector is considered to be a nonce, that is, a non-secret
string which is only used once. This also adds the advantage that the same message will produce
di�erent ciphertexts each time it is encrypted.

ˆ Cipher feedback (CFB): In CFB mode (Figure 1.5), each output block of the encryption is fed
through the block cipher and then xored to the next input block. This mode will also erase any
patterns in the plaintext. It has some advantages over CBC mode: in particular, it is not necessary
to implement the block cipher decryption, as E is used for both encryption and decryption. It also
removes the need for plaintext padding, as it su�ces to truncate the last output of the block cipher
to the appropriate size.

ˆ Output feedback (OFB): OFB mode (Figure 1.6) uses the block cipher to construct a stream
cipher (see the next section). By feeding an initialisation vector through multiple iterations of E , a
keystream is obtained, which can be xored to the plaintext to obtain the ciphertext, in an analogous
manner to the one-time pad.

ˆ Counter mode (CTR): CTR mode (Figure 1.7) also operates as a stream cipher. Each plaintext
block is xored to the output of the block cipher, which is fed an input which consists of a nonce and
a counter which indicates the position of the block in the plaintext. This mode has the advantage
that it is possible to encrypt and decrypt individual blocks of the message independently.

In addition to these con�dentiality-only modes, additional modes exist for authenticated encryption.
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Along with the ciphertext, these modes produce a tag or message authentication code (MAC) which can
be used to check the authenticity of the message. Some authenticated encryption schemes consist of an
encryption mode with an attached tag computation, while others compute both at the same time. In
recent years, attention has been given to authenticated encryption with associated data (AEAD), which
permits binding some unencrypted associated data to the ciphertext, in such a way that the associated
data is also authenticated.

1.2.2 Other Symmetric Constructions

In addition to block ciphers, there are other common basic primitives and constructions in symmetric
cryptography, which can be used in situations in which a block cipher would be impractical (stream
ciphers) or where an objective other than encryption is desired (hash functions). Since the aim of this
section is just to familiarise the reader with some common cryptographic algorithms which are not block
ciphers, we will not consider a rigid classi�cation: for example, a block cipher in OFB or CTR mode can
be considered a stream cipher.

1.2.2.1 Stream Ciphers

Stream ciphers are motivated by a desire to use a more practical version of the one-time pad. Instead of
generating a random key which is as long as the plaintext, a shorter master or seed key is shared between
the interlocutors, and some expansion function is applied to it in order to obtain a pseudorandom bit
sequence, called the keystream, which can be xored to the plaintext. Stream ciphers are often simpler to
implement and are frequently used when the length of the plaintext cannot be determined in advance, as
happens for example in telephone calls.

Many stream cipher constructions consist of three distinct parts:

ˆ An initialisation function , which takes the master key and potentially a nonce, and uses them to
populate an initial internal state.

ˆ An update function which transforms the internal state, and is applied repeatedly. Update functions
based on linear feedback shift registers (LFSRs) and nonlinear feedback shift registers (NLFSRs)
are quite popular.

ˆ An extraction function which generates a segment of keystream from the state between applications
of the update function.

There are other approaches to stream cipher design. ChaCha [Ber08], which is one of the most
commonly-used stream ciphers, is built around an ARX-based pseudorandom permutation which is used
in counter mode. The 256-bit seed key is incorporated to the input of the permutation along with the
nonce and the counter.

1.2.2.2 Cryptographic Permutations

Cryptographic permutations can be used as a building block in symmetric primitives, such as the Even-
Mansour construction [EM91] or the sponge and duplex constructions and their variants [BDPA07].
Cryptographic permutations are thus part of all kinds of primitives, from block and stream ciphers to
hash functions and even AEAD primitives.

Informally speaking, a cryptographic permutation is a relatively easy to compute bijective map from
Fn

2 to itself which behaves like a randomly sampled permutation, in other words, a block cipher without
a key. When used as a symmetric primitive, we desire that the resulting construction has the same
security as if a true random permutation had been used, and that there are no attacks which make use of
the speci�c structure of the cryptographic permutation. For example, in the case of sponges [BDPA07],
this principle is called the hermetic sponge strategy: there should be no special properties orstructural
distinguishers speci�c to the permutation which could be leveraged by an attacker, so that the only
possible attacks are those generic to any permutation.

Also of interest to cryptologists are pseudorandom functions, which are de�ned in the same way
but excluding the bijection requirement. Pseudorandom functions are quite di�erent objects from a
cryptographic perspective, however, as the presence of collisions of the typef (x) = f (y) can have major
e�ects on security. It is possible to obtain a permutation from a pseudorandom function by using several
di�erent constructions, such as the Feistel network.
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1.2.2.3 Cryptographic Hash Functions

Although hash functions feature no key and thus do not technically fall under neither symmetric nor
asymmetric cryptography, they are often considered to be part of the former because of the similarities
in both design and cryptanalysis. A hash function is an easy-to-compute mapH which takes a bit string
of any length as an input and outputs a hash which has a �xed length. Hash functions have a lot of
uses in computer science inside and outside of cryptography. Cryptographic hash functions in particular
have several applications, such as digital signatures and password management. In order to be considered
cryptographically secure, a hash function must have the following properties:

1. Preimage resistance: Hash functions should be one-way functions. Given a target hashy, it must
be di�cult to �nd a preimage x which hashes toy, that is, y = H (x).

2. Second preimage resistance: Given an input x, it should be di�cult to �nd a second message x0

with x0 6= x so that both messages have the same hash,H (x) = H (x0).

3. Collision resistance: It should be di�cult to �nd collisions of the hash function, that is, pairs x; x 0

for which H (x) = H (x0).

The most recent NIST standard for cryptographic hash functions consists of the SHA-3 family of hash
functions [SHA15], which was the result of a selection process and comprises functions generating hashes
of 224, 256, 384 and 512 bits based on theKeccak sponge construction. The same standard includes the
extendable output functions (XOFs) SHAKE128 and SHAKE256, which can produce outputs of arbitrary
length d.

1.2.3 The Data Encryption Standard (DES)

After the general discussion of symmetric cryptography constructions in the previous pages, we will now
describe a concrete example, which also happens to be a target for cryptanalysis in Chapter 5. The Data
Encryption Standard or DES is a 64-bit block cipher using a 56-bit key which was initially developed
by Horst Feistel at IBM. This block cipher was presented to the US National Bureau of Standards or
NBS (the organism which would eventually become the National Institute of Standards and Technology
or NIST). After a few modi�cations, the DES standard was published in 1977 [DES77].

The DES manipulates a 64-bit state (L; R ) which is divided into two 32-bit halves. The state is
initially populated by rearranging the plaintext (denoted P in the speci�cation) according to a �xed
initial permutation IP . The cipher operates as a 16-round Feistel network. The round functionf has a
32-bit string and a 48-bit round subkey as inputs and outputs a 32-bit string. After sixteen rounds, the
left and right parts are swapped, and the inverse initial permutation is applied to obtain the ciphertext.
Since the initial permutation is irrelevant to cryptanalysis, it will be ignored in the rest of this text, thus
denoting P = ( L 0; R0) and C = ( R16; L 16).

The round function f : F32
2 � F48

2 �! F32
2 consists of four steps:

1. The 32-bit input R is expanded to a 48-bit string using a �xed expansion mapE. Each bit of the
output string is a copy of one of the input bits, as given by the following table:

Output bit 47 46 45 44 43 42 41 40 39 38 37 36 35 34 33 32 31 30 29 28 27 26 25 24
Input bit 0 31 30 29 28 27 28 27 26 25 24 23 24 23 22 21 20 19 20 19 18 17 16 15

Output bit 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Input bit 16 15 14 13 12 11 12 11 10 9 8 7 8 7 6 5 4 3 4 3 2 1 0 31

2. The resulting 48-bit word is xored to the round subkey.

3. The 48-bit result is divided into eight 6-bit words. A di�erent 6-to-4-bit Sbox Si : F6
2 �! F4

2
is applied to each one of these eight segments,S1 being used on the leftmost part andS8 being
used on the rightmost part. The eight Sboxes are given as a set of lookup tables. They have the
particularity that for any ( x5; x0) 2 F2

2, the map S(x5; �; �; �; �; x0) is a bijection on F4
2. The result of

this operation is a 32-bit string.

4. The output of f is obtained by applying a �xed bit permutation P, given by the following table,
on the result of the previous step.
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Algorithm 1: Data Encryption Standard Algorithm
Input: A 64-bit plaintext P. 16 48-bit round subkeysK i ; i = 1 ; : : : ; 16.
Output: A 64-bit ciphertext C.
(L 0; R0)  IP (P);
for i  1 to 16 do

L i  Ri � 1;
Ri  L i � 1 � f (Ri � 1; K i );

end
C  IP � 1(R16; L 16);
return C;

Algorithm 2: DES key schedule
Input: A 64-bit master key K , including 8 parity check bits.
Output: 16 48-bit round subkeysK 1; : : : ; K 16.
(C0; D0)  PC1(P);
for i  1 to 16 do

Ci  LSp( i ) (Ci � 1);
D i  LSp( i ) (D i � 1);
K i  PC2(Ci ; D i );

end
return K 1; : : : ; K 16;

Output bit 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Input bit 16 25 12 11 3 20 4 15 31 17 9 6 27 14 1 22

Output bit 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Input bit 30 24 8 18 0 5 29 23 13 19 2 26 10 21 28 7

We now focus our attention on the key schedule. The 56-bit key is given as a master keyK of 64
bits, where the bits K [8i ] are used as parity checks. This key is loaded into two 28-bit registers (C0; D0)
using a �xed permutated choice PC1. Since this permutated choice is irrelevant to cryptanalysis, we will
assumeK = ( C0; D0) in the rest of this text. For each round, both registers are rotated to the left by
either 1 or 2 bits, an operation denoted byLSp( i ) . The number of bits p(i ) is given by the table:

Round iii 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
p(i )p(i )p(i ) 1 1 2 2 2 2 2 2 1 2 2 2 2 2 2 1

We note that by the last round we have returned to the same value as the initial registers (C0; D0).
This means that DES decryption can be implemented by making a very slight modi�cation to the key
schedule implementation. The round subkeysK i are extracted from (Ci ; D i ) using a �xed permutated
choicePC2:

Output bit 47 46 45 44 43 42 41 40 39 38 37 36 35 34 33 32 31 30 29 28 27 26 25 24
Input bit 42 39 45 32 55 51 53 28 41 50 35 46 33 37 44 52 30 48 40 49 29 36 43 54

Output bit 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Input bit 15 4 25 19 9 1 26 16 5 11 23 8 12 7 17 0 22 3 10 14 6 20 27 24

The DES would see widespread adoption in all sorts of applications in the decades following its
standardisation. However, the relatively small block and key lengths were already a concern upon its
proposal [DH77], and by the mid-90s it was considered that its security was severely lacking. In addition,
several statistical attacks on the full speci�cation such as Biham and Shamir's di�erential cryptanaly-
sis [BS92] and Matsui's linear cryptanalysis [Mat93, Mat94a] also eroded con�dence in its security. This
encouraged NIST to launch a selection process to designate a successor to the DES featuring larger block
and key sizes, and whose design would acknowledge the recent advances in cryptanalysis. The designated
winner of this process would be a proposal by Daemen and Rijmen called Rijndael [DR99], which would
become the Advanced Encryption Standard or AES [AES01] in 2001.

1.3 Symmetric Cryptanalysis

This section will discuss some basic aspects of the cryptanalysis of block ciphers, as the topics covered
by several chapters of this manuscript fall under this category. We will start by providing a rough
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classi�cation of attacks on block ciphers. The section continues with a very brief overview of one of
the most widely-studied families of attacks on block ciphers and other symmetric primitives in general:
di�erential cryptanalysis. We also discuss a variant of the di�erential attack in the form of boomerang and
rectangle distinguishers. Chapter 2 consists of a much more in-depth discussion of another well-known
family of attacks: linear cryptanalysis, as it is the subject of a substantial part of my work.

1.3.1 Attack Scenarios

When the �rst cryptanalysts attempted to break early forms of encryption, their main objective was to
extract information from some ciphertext which was intercepted in the real world. Modern symmetric
cryptography, however, relies on the work of cryptanalysts in order to accurately assess the security of
most primitives. This constitutes a major shift in perspective regarding the objective of cryptanalysis:
while in the past most attacks had to be feasible in practice, modern cryptanalysts often consider attacks
which would be completely impractical with current equipment. In general, we tend to consider attacks
in scenarios which are much broader than what is actually possible to execute in the real world. This
aims to create a reasonably large gap between the maximum capabilities of real-world adversaries and
the capabilities which would actually be needed in order to attack the construction.

In attacks on block ciphers, we often consider that the keyK is �xed and unknown to the adversary.
We can classify these attacks according to which kind ofdata is available:

ˆ Known ciphertext attacks: The attacker only has access to a collection of ciphertexts and some
very limited information about the associated plaintexts (for example, that they consist of ASCII
characters, or that they are formatted in some other speci�c way). The data complexity is the
number of available ciphertexts.

ˆ Known plaintext attacks: The attacker has obtained a (presumably random) collection of pairs
of plaintexts and ciphertexts which they can analyse. We distinguish the subcategory ofdistinct
known plaintext attacks, for which we assume that no two pairs are identical. The data complexity
is the number of available plaintext-ciphertext pairs.

ˆ Chosen plaintext attacks: The attacker has access to an encryption oracle. They can query this
oracle with a plaintext x and it returns its ciphertext EK (x) under the key K . We distinguish
betweennon-adaptive and adaptive chosen plaintext attacks. In the former, the adversary can only
query a list of plaintexts and cannot make any more queries once they receive the responses. In the
latter, the adversary can query plaintexts individually and formulate subsequent queries according
to the given responses. The data complexity is the number of queries to the oracle.

ˆ Chosen ciphertext attacks: The attacker has access to a decryption (and usually also encryption)
oracle. We also separate adaptive and non-adaptive chosen ciphertext attacks. The data complexity
is also the total number of queries to the oracle.

ˆ Related-key attacks: In this variant of the previous attack scenarios, the oracle also accommodates
related-key queries. Usually, the attacker can query encryptions or decryptions with the keyK � �,
where K is the secret key and � is a di�erence chosen by the attacker.

We can also consider di�erent objectives for the attacker:

ˆ Distinguishing attacks: The adversary has access to either a list of data or an encryption or
decryption oracle. These may correspond to either a keyed instance ofE for some unknown keyK
or a randomly sampled permutation P : Fn

2 �! Fn
2 . The attacker tries to determine which of the

two options is correct.

ˆ Target encryption/decryption: The attacker is given a plaintext or a ciphertext and is tasked with
encrypting or decrypting it under the unknown key K . The attacker has access to either a list of
data or an oracle ofEK or E � 1

K which can be queried for any input other than the target.

ˆ Key recovery: The attacker has access to either a list of data or an encryption or decryption oracle
under the unknown key K and aims to determine this secret key.

Each one of these objectives is stricter than the previous one, in the sense that, for example, a key
recovery attack can distinguish a block cipher from a random permutation. Some intermediate attacks
may also exist. For example, an attack may construct an alternative implementation of the mapsEK or
E � 1

K which can encrypt or decrypt any plaintext or ciphertext without explicitly recovering K .
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We also need to de�ne a baseline as to what constitutes an e�ective attack or \break". Most modern
ciphers have concrete security claims which provide a clear threshold as to what constitutes an attack. A
generic key recovery attack exists which can be applied to all block ciphers, called the exhaustive search
or brute-force attack. It makes use of a single plaintext-ciphertext pair, and �nds the key in at most 2�

encryptions, where � is the number of bits of the key. The attack consists of encrypting the plaintext
under all the possible values of the key until the correct associated ciphertext is generated. For this
reason, it is common to compare the time complexity of attacks on block ciphers to that of exhaustive
search. This comparison is often facilitated by expressing the time complexity in terms of equivalent
encryptions, that is, we compare the cost of the attack in binary operations with the cost of performing
2� full block cipher encryptions.

A common security claim is that the block cipher does not exhibit any e�ective distinguishing attacks
in an adaptive chosen ciphertext scenario which have time complexity lower than that of exhaustive
search, that is, 2� equivalent encryptions. If such a shortcut attack exists, we say that the cipher is
broken, in the sense that its real security does not match its parameters. Please note that a cipher may
be considered broken even if no practically feasible attack exists. Since most block ciphers are based on
the iteration of rounds, we can also consider as an attack target a variant of the block cipher but with a
smaller number of rounds than the full speci�cation. We expect a smaller number of rounds to be less
secure and therefore easier to attack. The di�erence between the maximum number of rounds on which
a shortcut attack is known and the total number of rounds is called thesecurity margin. In addition, in
many applications, resistance against related-key attacks is also expected.

There is an additional parameter which must be considered about attacks on block ciphers, and that's
to attempt to measure their e�ectiveness. This is very important when it comes to comparing attacks, as
many attacks exhibit a trade-o� between their e�ectiveness and their data and time complexities. In the
case of key-recovery attacks, the e�ectiveness can be measured by estimating the probability of success
PS , that is, the probability that the attack recovers the correct key K . In the case of distinguishing
attacks, the probability of success is not such a useful measure, as a coin ip which decides between both
options already succeeds with probability 50%. For this reason, an approach based on hypothesis testing
is used:

De�nition 1.3 (Distinguishing advantage). We consider an attack which tries to distinguish between a
keyed instance of a block cipherEK and an unknown random permutationP. The attack's distinguish-
ing advantage is the di�erence between the probabilities of a true positive (the block cipher is correctly
identi�ed) and a false positive (the permutation is mistaken for the block cipher):

adv = Pr ( Attack outputs \ EK " jEK ) � Pr (Attack outputs \ EK " jP) : (1.3)

1.3.2 Di�erential Cryptanalysis

Di�erential cryptanalysis [BS90] was �rst introduced to the public by Biham and Shamir in 1990, and
would become the �rst of a long series of statistical attacks on block ciphers. The core idea of di�erential
cryptanalysis is to exploit XOR di�erences between pairs of states (or other �xed shifts by an element
of a group) which propagate with high probability through the internal components of the block cipher.
This section aims to provide the fundamental background necessary to describe the di�erential-linear and
the rectangle attacks which appear later in this manuscript.

Di�erential cryptanalysis constitutes a very proli�c family of attacks on multiple block ciphers and
other constructions. Multiple variants of the di�erential attack exist, such as impossible di�erential
attacks [Knu98] and truncated and higher-order di�erentials [Knu94], as well as boomerang [Wag99] and
rectangle [KKS00, BDK01a] attacks, which are discussed in Subsection 1.3.2.3. There is a large collection
of examples of impossible, truncated and classical di�erential attacks, including attacks on FEAL [BS91,
AKM97], the DES [BS92], SAFER [KB96], CRYPTON [SK99], Camellia [LHL + 01, KM01, HSK02], TEA
and XTEA [MHL + 02], Skipjack [BBS05] and CLEFIA [TTS+ 08].

1.3.2.1 Di�erentials and Di�erential Characteristics

De�nition 1.4 (Di�erential). Let f : Fn
2 �! Fn

2 be a vectorial Boolean function. A di�erential is any

pair of input and output di�erences � ; � � 2 Fn
2 , often denoted by�

f
7�! � � or simply � 7! � � if no

confusion is possible. Thedi�erential probability of the di�erential � 7! � � is

DP(�
f
7�! � � ) =

1
2n jx 2 Fn

2 : f (x) + f (x + �) = � � j : (1.4)
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In other words, the di�erential probability is the probability that two inputs x; y 2 Fn
2 whose di�erence

is � = x + y will lead to outputs which exhibit a di�erence of � � , that is, f (x) + f (y) = � � . Such input
pairs are often calledgood pairs in the literature. For a random permutation, the expected value of a
non-trivial di�erential probability is 1 =2n , since we expect the possible output di�erences to be evenly

distributed. This means that, if DP(�
f
7�! � � ) is signi�cantly larger than 2 � n , and given a collection

of around 1=DP(�
f
7�! � � ) pairs of inputs which exhibit a di�erence of � and their corresponding

outputs, it should be possible to distinguish f from a random permutation by counting the number of
times that the output di�erence � � holds. From the de�nition, it is clear that if f is bijective, then

DP(�
f
7�! � � ) = DP(� � f � 1

7��! �).
This de�nition can be applied to any keyed instance of a block cipher. Since the probability of

the di�erential might then be dependent on the key K , the de�nition can be expanded to the average
di�erential probability over the keyspace, which is also the overall probability that the di�erential holds
when both the key and the plaintext are uniformly distributed. A di�erential of E with high probability
results in a chosen plaintext distinguishing attack.

We note that, if L 2 GL(Fn
2 ; Fn

2 ) is a linear map, then the input di�erence � will propagate to the
di�erence L(�) with probability 1 due to the de�nition of a linear map, as L(x + �) = L(x) + L(�). In
addition, adding a �xed constant, for example xoring a round subkey, does not change the di�erence �
between two states.

Given a target block cipher, we may wish to estimate the di�erential probability of a given di�erential,
or to search for di�erentials of high probability. In the case of key-alternating block ciphers, we can
describe the di�erential probability of a di�erential � 7! � � as the sum of the probabilities of all the
possible propagations of the di�erence which start at � and end at � � .

De�nition 1.5 (Di�erential characteristics). Given a function F : Fn
2 �! Fn

2 which is the composition of
r round functions F1; : : : ; Fr , F = Fr �� � �� F1, a di�erential characteristic is an (r +1) � tuple of di�erences
(� 0; : : : ; � r ); � i 2 Fn

2 . The di�erential probability of a di�erential characteristic is the probability that the
di�erence between the states for a pair of plaintexts with input di�erence� 0 is equal to� i for every round:

DP( � 0; : : : ; � r ) =
1
2n

�
�
�
�
�
�
�
�
�

x 2 Fn
2 :

8
>>><

>>>:

F1(x) + F1(x + � 0) = � 1;
(F2 � F1)(x) + ( F2 � F1)(x + � 0) = � 2;

...
(Fr � � � � � F1)(x) + ( Fr � � � � � F1)(x + � 0) = � r

�
�
�
�
�
�
�
�
�

: (1.5)

Under certain independence assumptions [LMM91], the total di�erential probability is the product of the
di�erential probabilities for each of the functions in the composition:

DP( � 0; : : : ; � r ) =
rY

i =1

DP(� i � 1
F i7�! � i ): (1.6)

The independence assumptions are actually quite strict, as in normal circumstances it may be the case

that the probability that a round di�erential � i � 1
F i7�! � i is satis�ed conditioned to the assumption that

all the previous di�erentials were satis�ed may be very di�erent from DP( � i � 1
F i7�! � i ). In other words,

the fact that a certain pair of inputs satis�ed the �rst i � 1 di�erential transitions may have an inuence
on the probability that it satis�es the i -th. In the case of key-alternating block ciphers, this situation
is somewhat alleviated because we expect the key addition to randomise the inputs to each individual
round: although the di�erential behaviour of each of the rounds may not be independent for a �xed key,
we consider it is safe to assume independence under a random uniformly distributed key.

Proposition 1.6. Let F = Fr �� � �� F1 : Fn
2 �! Fn

2 be a vectorial Boolean function which is the composition
of r round functions, and let � ; � � 2 Fn

2 be input and output di�erences. The di�erential probability of

� F7�! � � is:
DP(� F7�! � � ) =

X

� 1 2 Fn
2

� � �
X

� r � 1 2 Fn
2

DP(� = � 0; � 1; : : : ; � r � 1; � r = � � ): (1.7)

This result can be used to compute the di�erential probability of any di�erential of a block cipher:
it su�ces to consider all possible intermediate di�erences on each round of the cipher, and add up the
di�erential probabilities of the associated di�erential characteristics. Since the number of di�erential char-
acteristics is often extremely large, it is common to ignore all characteristics with di�erential probability
lower than a certain threshold and consider their contribution negligible. Depending on the distribution
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Figure 1.9: Schematic of a simple di�erential key recovery attack.

of the di�erential probabilities of the characteristics, this can lead to reasonably accurate results. In some
cases, there's a single di�erential characteristic which dominates the probability of the whole di�erential.

A common extension of classical di�erential cryptanalysis is the use oftruncated di�erentials [Knu94].
Instead of determining �xed input and output di�erences � and � � , broader sets of valid input and output
di�erences are considered:

De�nition 1.7 (Truncated di�erential). Let f : Fn
2 �! Fn

2 be a vectorial Boolean function. A truncated
di�erential of f is a pair of subsets� ; � � � Fn

2 of valid input and output di�erences, and is denoted by

�
f
7�! � � . The di�erential probability of � 7! � � is

DP
�

�
f
7�! � �

�
=

�
�x; y 2 Fn

2 : x + y 2 � and f (x) + f (y) 2 � �
�
�

�
�x; y 2 Fn

2 : x + y 2 �
�
� : (1.8)

For a random permutation, the di�erential probability of a truncated di�erential �
f
7�! � � is

�
� � �

�
� =2n ,

which means that it can be used to distinguishf from a random permutation using around
�
�� �

�
� =DP

�
� 7! � �

�

input pairs. The actual number of required queries tof may be much lower depending on the structure
of �. Following the template of this de�nition, we can de�ne truncated di�erentials of block ciphers as
well as truncated di�erential characteristics. This extension to the theory can be used in order to obtain
di�erentials of higher probability, and is a useful way of describing the behaviour of standard di�erentials.

Normally, truncated di�erentials consider subsets which consist of �xed di�erences in some parts of
the state and undetermined di�erences in other parts of the state. This corresponds to the idea of letting
the output di�erence of some speci�c Sboxes be undetermined. For example, if the state consists of four
nibbles, the truncated di�erence � = 0??Ameans that the di�erence in the leftmost nibble is zero, the
di�erence in the rightmost nibble is exactly A, and the di�erences in the two middle nibbles can take any
value. This truncated di�erence is thus an a�ne subspace of F16

2 of dimension 8.

1.3.2.2 Di�erential Key Recovery Attacks

Di�erential cryptanalysis is often applied to block ciphers by means of a key recovery attack, such as
Biham and Shamir's di�erential attack on the DES [BS92]. In it, a di�erential � 7! � � is extended
for a few rounds by adding some key guesses. For each key guess in the �rst few rounds of the cipher,
the attacker makes encryption queries for pairs of plaintexts which are carefully chosen so that they will
show the input di�erence � at the start of the di�erential. Similarly, the key guess at the bottom is used
to check whether the output di�erence � � is veri�ed. If enough pairs are generated for each key guess,
then good di�erential pairs should appear for the guess of the key corresponding to the secret keyK
with a much larger probability than for the other guesses. The rest of the key can be found through an
exhaustive search. From an algorithmic point of view, we have to handle the key guesses on the plaintext
side, which inuence the pair generation, and the key guesses on the ciphertext side, which inuence the
pair checking.

We �rst focus on the checking of the pairs, assuming there is no key recovery at the top part. The
output di�erence � � of the di�erential propagates through the last rounds of the cipher and produces
an undetermined di�erence in some parts of the ciphertextCdif , while the rest of the ciphertext C�x is
una�ected. Given a ciphertext pair, we need to guess the parts of the keykdown which interact with Cdif

in order to partially invert the last few rounds and �nd whether the output di�erence � � holds. We note
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that if a di�erence between the ciphertexts is present in C�x , we can automatically reject the pair for all
key guesses. Once we have removed all these rejected pairs, we can �nd the key guesses which result in
the output di�erence � � for each of the remaining pairs. We count how many good pairs exist for each
key guesskdown .

The pair generation is a bit more complicated. The input di�erence � propagates backwards into
some undetermined di�erence in the plaintext which occupies a partPdif , while the rest of the plaintext
P�x should be identical in both elements of a plaintext pair. In theory, we could just guess each individual
value of a part of the key kup separately, and ask the oracle for plaintext pairs which will generate the
appropriate di�erence � under that speci�c key guess. This, however, would result in a great increase
in both data and time complexity. This problem is solved by using plaintext structures. We choose some
�xed value of P�x , and ask the oracle to encrypt the plaintexts corresponding to all possible values of
Pdif . For each guess of the keykup , we can look at each plaintext in the structure and �nd the associated
plaintext which will result in a pair with the input di�erence �. This process can be repeated for other
values ofP�x until enough pairs are available to perform the attack.

The key guessing can be made more time e�cient if we make use of the fact that all ciphertext pairs
which are not equal inC�x will be rejected (this is often calledearly rejection, sieving or �ltering ). Indeed,
if we sort all the plaintexts and ciphertexts in a structure according to the value of C�x , we can rapidly
�nd all pairs of plaintexts which share the same value ofC�x . For each of these candidate pairs, we can
see which key guesses in the top partkup will produce the appropriate input di�erence �, and which
guesses in the bottom partkdown will produce the output di�erence � � . Each guess (kup ; kdown ) which
generates a good pair is noted down for the �nal exhaustive search step.

1.3.2.3 Boomerang and Rectangle Attacks

There are several variants of di�erential cryptanalysis, one of the most popular of which is the boomerang
attack [Wag99], which was introduced by Wagner. The boomerang attack is an adaptive chosen ciphertext

attack which splits a block cipher E into two parts EK = E 2
K � E 1

K . We consider a di�erential � E 1

7��! � �

of E 1 with probability p = DP(� E 1

7��! � � ) and a di�erential r � E 2

7��! r of E 2 with probability q =

DP(r � E 2

7��! r ). The idea of the attack is that the probabilities of these two separate di�erentials may
be signi�cantly larger than the probability of any di�erential covering the full cipher E .

The classical boomerang attack is performed as follows:

1. We query the encryption of N pairs of plaintexts (x1; x2) which satisfy the input di�erence � =
x1 + x2 to obtain pairs of ciphertexts (y1 = EK (x1); y2 = EK (x2)). If we denote the intermediate
states between both parts of the cipher aszi = E 1

K (x i ), then we know that around pN of the
queried pairs will satisfy the relationship z1 + z2 = � � .

2. For each of the ciphertext pairs generated in the previous step, we query the decryption of the
ciphertexts (y3 = y1 + r ; y4 = y2 + r ) to obtain two new plaintexts ( x3; x4). From the probability
of the second di�erential, we know that around qN of these quartets will satisfy the property
z1 + z3 = r � and around qN will satisfy z2 + z4 = r � , where zi = ( E 2

K ) � 1(yi ). Furthermore,
under some independence assumptions, we know thatpq2N quartets will satisfy z1 + z2 = � � and
z1 + z3 = z2 + z4 = r � at the same time. By adding these relations, we conclude thatz3 + z4 = � �

also holds for these.

3. For each of the quartets, we check whetherx3 + x4 = � holds. We know that z3 + z4 = � � with
probability at least pq2. Given the probability of the �rst di�erential, we conclude that the relation
x3 + x4 = � should hold for around p2q2N quartets.

If N > O
�
p� 2q� 2

�
, it is highly probable that a quartet of plaintexts satisfying the �nal di�erence

x3 + x4 = � will be found. The structure of the attack is described in Figure 1.10. If p2q2 > 2� n , this
constitutes a distinguishing attack. We can adapt it into a key recovery attack by incorporating some
key guesses at the top, at the bottom, or at both sides.

The estimation of the probability that the boomerang returns is somewhat inaccurate. For example,
the probability may be enhanced by the fact that the middle di�erences � � and r � are not �xed, meaning
that the total probability is the result of the combination of the probabilities for all possible middle
di�erences. Furthermore, the assumption that both di�erentials behave independently is often false. In
recent years, several tools have been proposed to better describe the behaviour at the transition between
both di�erentials, the most well-known of which is the Boomerang Connectivity Table or BCT [CHP + 18].
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Figure 1.10: The boomerang attack.

A common variant of the boomerang attack is the so-called ampli�ed boomerang or rectangle attack,
which was introduced by Kelsey et al. [KKS00] and Biham et al. [BDK01b]. The idea of the rectangle
attack is to turn the boomerang distinguisher, which is a chosen ciphertext attack, into a chosen plaintext
attack, by targetting the output di�erence r instead of the input di�erence �.

We query the encryption oracle with M plaintext pairs ( x1; x2 = x1 + �). From these we can build� M
2

�
pairs of pairs ((x1; x2); (x3; x4)) in total. Our aim is to �nd one which satis�es y1 + y3 = y2 + y4 = r ,

as in that case all the di�erences in the boomerang distinguisher will be satis�ed. Since among the
M pairs, there will be around pM which satisfy z1 + z2 = � � , there are around

� pM
2

�
' p2M 2 quartets

(x1; x2; x3; x4) for which the di�erences x1 + z2 = z3 + z4 = � � hold. Among these quartets, the di�erence
z1 + z3 = r � will happen with probability 2 � n . In this case, we also havez2 + z4 = r � , and will �nd that
y1 + y3 = y2 + y4 = r with probability q2. By the end, we are left with a total number of quartets equal
to around p2 � M 2 � 2� n � q2. This means that we can �nd one such quartet if M > O

�
p� 1q� 12� n= 2

�
.

There are many examples of boomerang and rectangle attacks on block ciphers and reduced-round
variants in the literature, such as COCONUT98 [Wag99, BDK05a], Serpent [KKS00, BDK01b, BDK02b],
IDEA [BDK05a] and KASUMI [BDK05b].



Chapter 2

Linear Cryptanalysis

The purpose of the present chapter is to make the reader familiar with some of the most commonly-used
concepts in the theory of linear cryptanalysis, as they are used frequently in this thesis. A somewhat
historical approach to the introduction of the concepts has been favoured in order to better place the
explanations within the context of the bibliography.
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Section 2.1 provides a thorough description of \classical" linear cryptanalysis as introduced by Matsui
in [Mat93, Mat94a, Mat94b], covering Algorithms 1 and 2, as well as the piling-up lemma and the famous
attack on the DES. These topics provide a basis which justify the motivations for the subjects which are
discussed in the rest of this chapter. Section 2.2 provides a more detailed analysis of the correlation of
linear approximations, including the concepts of linear hulls and linear trails [Nyb94]. Section 2.3 covers
the techniques which allow multiple linear approximations to be exploited, speci�cally multiple [BCQ04],
multidimensional [CHN08, HCN08] and conditional [BP18] linear cryptanalysis. Section 2.4 is intended
as a practical guide for the computation of the data complexity of linear key recovery attacks, and is
based on the models introduced in [Sel08, BN15, BN16, BN17]. Finally, Section 2.5 provides a short
introduction to di�erential-linear attacks [LH94, BDK02a].

2.1 Matsui's Linear Cryptanalysis

In its most basic and broadest form, linear cryptanalysis can be described as a family of attacks on
symmetric constructions which make use of linear combinations of bits which are probabilistically unbal-
anced. This idea can be traced back to some known plaintext attacks on the block cipher FEAL [SM87]
in works such as [TG91, MY92], as well as (fast) correlation attacks on stream ciphers [Sie84, MS89].
The two fundamental algorithms in linear cryptanalysis, Algorithm 1 and Algorithm 2, as well as the
term linear cryptanalysis itself, were �rst introduced by Matsui [Mat93], who described theoretical at-
tacks on the then-widely-used Data Encryption Standard (DES) [DES77]. Matsui would later improve
on the Algorithm 2 version of the attack to perform the �rst experimental attack on the DES [Mat94a].
This subsection will discuss the fundamental results of these papers, as they constitute the foundation
on which the theory of linear cryptanalysis would develop.

Algorithms 1 and 2 are both known plaintext attacks which exploit the statistical biasedness of a
linear combination of bits. Algorithm 1 uses a linear combination of bits of the plaintext, ciphertext and
key directly to recover a single keybit, while Algorithm 2 makes a partial key guess in order to use an
approximation between two internal states of the cipher.

De�nition 2.1 (Keyed linear approximation). Let E : Fn
2 � F�

2 �! Fn
2 be a block cipher. A(keyed) linear

approximation of E is a speci�c linear combination of some bits from the plaintext, ciphertext, and key
which can be written in the form

� : h�; x i + h�; y i +  (K ); (2.1)

where x denotes the plaintext,y denotes the ciphertext, andK denotes the key. The vectors�; � 2 Fn
2

are called input and output masks, and the map : F�
2 �! F2 is the key mask.

The key mask  is written here as a potentially non-linear map from the keyspace toF2 because the
key schedule may operate non-linearly on the key. However, in many cases it is possible to write (K )
as a linear combination of bits of the round subkeys.

Matsui's attacks use abiased, unbalancedor correlated linear approximation. This means that, if the
approximation is regarded as a random variable over the key and the plaintext, the probability that it is
equal to 0 is signi�cantly di�erent from 1 =2.

De�nition 2.2 (Bias and correlation of a linear approximation). Given a linear approximation � of a
block cipher, its bias is the quantity

" = Pr x;K (� (x; E K (x); K ) = 0) �
1
2

: (2.2)

A related magnitude is the correlation [DGV94]

c = Pr x;K (� (x; E K (x); K ) = 0) � Prx;K (� (x; E K (x); K ) = 1) : (2.3)

Note that � 1
2 � " � 1

2 and � 1 � c � 1. Furthermore, it is clear from the de�nition that the bias and
the correlation of an approximation follow the relationship

c = 2 ": (2.4)

In [Mat93], all the results are given in terms of the bias" of the approximation, while modern literature
tends to mostly use the correlationc for reasons which will soon become apparent. Since both quantities
only di�er by a constant factor this is not a major issue, however, when making calculations one should
be attentive as to which measure of imbalance is being used.
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Algorithm 3: Matsui's Algorithm 1
Input: A collection D = f (x; y = EK (x))g of N plaintext-ciphertext pairs of a block cipher, a

linear approximation h�; x i + h�; y i +  (K ) with bias " .
Output: A probable value for  (K ).
T  0;
forall (x; y) 2 D do // Compute the counter T

if h�; x i + h�; y i = 0 then T  T + 1;
end
switch (T; ") do // Compare T and N=2

case T > N= 2; " > 0 do return  (K ) = 0;
case T > N= 2; " < 0 do return  (K ) = 1;
case T < N= 2; " > 0 do return  (K ) = 1;
case T < N= 2; " < 0 do return  (K ) = 0;

end

2.1.1 Matsui's Algorithm 1

Matsui [Mat93] proposed two di�erent key recovery attack algorithms which make use of a single linear
approximation, Algorithms 1 and 2. Algorithm 1 uses an approximation of the whole cipher to recover
one bit of information about the key. We suppose an attacker has access to a collectionD = f (x; y =
EK (x))g � Fn

2 � Fn
2 of N known plaintext-ciphertext pairs of a block cipher E which have been gener-

ated using a �xed key K which is unknown to the attacker. We also assume they have found a linear
approximation h�; x i + h�; y i +  (K ) with known bias " and correlation c.

In this situation, and under some assumptions which will be discussed shortly, Matsui's Algorithm
1 (written in detail as Algorithm 3) can recover one bit of information about K . The attacker �rst
computes the counter

T = j(x; y) 2 D : h�; x i + h�; y i = 0 j ; (2.5)

which, for a large enough random collection of plaintext-ciphertext pairs, is expected to be approximately
N=2 � N" , with the sign depending on the value of  (K ). By comparing this number to N=2, and
assuming the sample of plaintext-ciphertext pairs is large enough, this bit of information about the key
can be recovered with high probability.

2.1.1.1 Data and Time Complexities of Matsui's Algorithm 1

Although the original publication [Mat93] is somewhat vague and does not explicitly discuss the underly-
ing assumptions on the behaviour of linear approximations which are used to prove its results on the data
complexity, it is possible to formalise the intuitive idea behind Algorithm 1 as the following statement
(see for example [BT13]):

Assumption 2.3 (Right-key equivalence hypothesis). The key K has no inuence on the correlation of
h�; x i + h�; E K (x)i (the linear approximation when the key part is removed):

Prx (h�; x i + h�; E K (x)i = 0) '

(
Prx; eK (h�; x i + h�; E eK (x)i +  ( eK ) = 0) if  (K ) = 0

Prx; eK (h�; x i + h�; E eK (x)i +  ( eK ) = 1) if  (K ) = 1
; (2.6)

where eK denotes a random key which may be di�erent fromK , which we consider �xed.

Let us briey discuss this assumption in a little more detail. It describes the behaviour of the linear
approximation once we remove the key term, and has the following consequences:

ˆ The absolute value of the correlation of the keyless approximationh�; x i + h�; y i is constant through-
out the keyspace, and is thus independent of the speci�c value ofK .

ˆ Given the masks� and � , there is a \dominant" key mask  so that the correlation of the keyless
approximation is equal (up to the sign) to the correlation of the same linear approximation but
with the term  (K ). In other words, all other possible key masks have little to no contribution to
the correlation of the keyless linear approximation.

These properties hold in the case of Matsui's linear approximations for reduced-round DES, but they
do not hold generally. Indeed, for a given linear approximation of a modern block cipher there are often
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multiple di�erent key masks, called linear trails [DGV94] in the case of iterative block ciphers, which show
appreciable correlation. As a result, the absolute correlation tends to be key-dependent. In Section 2.2
we will discuss the properties of general keyless linear approximations in more detail through the concept
of linear hull [Nyb94].

In any case, assuming that the right-key equivalence hypothesis holds for the approximation we are
using, we can estimate the success probability (that is, the probability that the guess for (K ) is correct)
as a function of the number of known plaintexts N and the bias " .

Proposition 2.4 (Lemma 2 in [Mat93]). Under the right-key equivalence hypothesis, the probability of
success of Matsui's Algorithm 1 is

PS ' �
�

2
p

N j" j
�

= �
� p

Nc2
�

=
Z p

Nc 2

�1

1
p

2�
e� x 2

2 dx: (2.7)

Proof. Without loss of generality, we can assume that (K ) = 0 and " > 0. In this case, the right-key
equivalence hypothesis implies that Prx (h�; x i + h�; E K (x)i = 0) = 1 =2 + " . The counter T is thus a
random variable which follows a binomial distribution B(1=2 + "; N ) and can be approximated by the
normal distribution N (N (1=2 + "); N=4). In this case, the probability of successPS is the probability
that the algorithm returns  (K ) = 0, which happens when T > N= 2. By expressingT as T = N=2 +
N" + (

p
N=2)X , where the random variableX follows a standard normal distribution, we deduce:

PS = Pr ( T > N= 2) = Pr
�

N" + (
p

N=2)X > 0
�

= Pr
�

X < 2
p

N j" j
�

= �
�

2
p

N j" j
�

:

This means around N � 1=4"2 = 1=c2 known plaintext-ciphertext pairs are required for the Algo-
rithm 1 attack to succeed with reasonable probability. After one bit of information about the key has
been recovered, an exhaustive search over all the possible keys can be performed in order to retrieve
the remaining bits. The time complexity of a full key-recovery attack using Algorithm 1 is therefore
O (N ) + 2 � � 1 equivalent encryptions. Alternatively, it is also possible to repeat the attack with di�erent
approximations so that more keybits are recovered.

2.1.2 Matsui's Algorithm 2

Given the limitations of Algorithm 1 (speci�cally the fact that it can only recover one bit of information
about the key), Matsui also proposed an attack which permits the recovery of a larger part of the key
while attacking a larger number of rounds. Furthermore, this attack makes use of a weaker assumption
than Assumption 2.3. The \trick" consists of using a partial approximation of the cipher which covers
most of the rounds, and guessing the necessary parts of the key in order to cover the rest of the cipher.
Since the approximation covers a smaller number of rounds than in Algorithm 1, we can expect to �nd
an approximation with a larger bias, which either reduces the data complexity or allows more rounds to
be attacked. It has the additional advantage of recovering several bits of the key all at the same time,
which reduces the time complexity of the exhaustive search step at the end of the attack.

For simplicity, we will assume only the last round is covered by the key recovery, although the same
attack framework can be used when we guess key material over several rounds at both the input and
output sides of the cipher. Let us split EK as EK = FK � E 0

K , so that FK represents the last round, and
let h�; x i + h�; E 0

K (x)i +  (K ) be a linear approximation of E 0
K with bias " , that is, an approximation of

the �rst r � 1 rounds of the cipher.
We will also suppose that computingh�; F � 1

K (y)i from y (that is, inverting the last round and comput-
ing the associated term of the linear approximation) only requires a few bits ofK , which we will denote
by k. There are 2j k j such possibilities for this segment of the key, all of which have to be considered by the
attacker. Given this partial guess k and the ciphertext y, we de�ne the truncated last round decryption
f : Fn

2 � Fj k j
2 �! F2 as the map which veri�es

f (y; k) = h�; F � 1
K (y)i for all y 2 Fn

2 and K 2 F�
2 which match the guessk: (2.8)

Given D = f (x; y = EK (x))g a collection of N plaintext-ciphertext pairs, the attacker can retrieve
the partial key k using Matsui's Algorithm 2 (written in detail as Algorithm 4). The attacker guessesall
the possible values ofk and for each one, they compute the counter

Tk = j(x; y) 2 D : h�; x i � f (y; k) = 0 j : (2.9)

The attacker then keeps the guess whose counterTk is most di�erent from N=2. For the right key guess,
its expected value isN=2 � N" . For the wrong guesses, we assume the cipher behaves like a random
permutation, so the expected value will beN=2. The attack thus relies on the ability of the linear
approximation to distinguish the cipher from a random permutation.
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Algorithm 4: Matsui's Algorithm 2
Input: A collection D = f (x; y = EK (x))g of N plaintext-ciphertext pairs of a block cipher, a

linear approximation h�; x i + h�; y i +  (K ) with bias " .
Output: A probable guess fork.
T  0;
forall (x; y) 2 D do // Compute the counters Tk

forall k 2 Fj k j
2 do

if h�; x i + f (y; k) = 0 then Tk  Tk + 1;
end

end
return argmaxk (jTk � N=2j); // Find the Tk most different to N=2

2.1.2.1 Data Complexity of Matsui's Algorithm 2

As with Algorithm 1, it is possible to deduce that Algorithm 2 relies on the following assumption:

Assumption 2.5 (Wrong-key randomisation hypothesis). For all the wrong guesses ofk, the correlation
of the linear approximation is approximately zero. If ~k 6= k, then

Prx

�
h�; x i + f (y; ~k) = 0

�
' 1=2: (2.10)

We also assume that the values of the linear approximation for each of the di�erent wrong guesses~k are
independent from each other.

This assumption is generally considered to be more reasonable than the right-key equivalence hypoth-
esis, since it is justi�ed, at least intuitively, by the idea that decrypting the last round of the cipher with
the wrong key should have a similar e�ect to performing an additional round of encryption. If we assume
both the right-key equivalence and the wrong-key randomisation hypotheses, we can approximate the
probability of success of the attack:

Proposition 2.6 (Lemma 5 in [Mat93]). Under the right-key equivalence and the wrong-key randomisa-
tion hypotheses, the success probability of Matsui's Algorithm 2 is

PS '
Z 1

� 2
p

N j " j

 Z x +2
p

N j" j

� x � 2
p

N j " j

1
p

2�
e� 1

2 y2
dy

! 2j k j � 1
1

p
2�

e� 1
2 x 2

dx: (2.11)

Proof. Without loss of generality, we suppose that" > 0 and  (K ) = 0. From the statistical assumptions,
the distribution of Tk can be approximated byN (N=2+ N"; N= 4) if k is the right key guess, while for any
wrong key guessT~k follows the distribution N (N=2; N=4), and they are all independent. The probability
of successPS is the probability that the counter Tk for the right key is larger than N=2 and jTk � N=2j
is larger than all the other jT~k � N=2j, that is:

PS =Pr x

�
Tk > N= 2; jTk � N=2j > jT~k � N=2j for all ~k 6= k

�

=Pr x

�
Tk � N=2 > 0; Tk � N=2 > T ~k � N=2; Tk � N=2 > N= 2 � T~k for all ~k 6= k

�
:

Using the probability density function for the normal distribution, we obtain

PS =
Z 1

0

 Z s

� s

r
2

�N
e� 2

N t 2
dt

! 2j k j � 1 r
2

�N
e� 2

N (s� N" )2
ds:

The �nal expression is obtained after the change of variabless = (
p

N=2)x + N"; t = (
p

N=2)y.

Since computing the probability of success using the previous expression would require the use of
numerical integration, the following corollary can be used instead:

Corollary 2.7 (Lemma 4 in [Mat94a]). The probability of success of Matsui's Algorithm 2 depends solely
on the quantities jkj and 4N" 2 = Nc2.
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Algorithm 5: Matsui's Algorithm 2, modi�ed
Input: A collection D = f (x; y = EK (x))g of N plaintext-ciphertext pairs, a linear

approximation h�; x i + h�; y i +  (K ) with bias " .
Output: A probable guess fork.
a0  0; a1  0; T  0;

forall (x; y) 2 D do ah�;x i
y j �

 ah�;x i
y j �

+ 1; // Extract information from data

forall k 2 Fj k j
2 ; j 2 Fj k j

2 do // Compute the counters Tk

if f (j; k ) = 0 then Tk  Tk + a0
j else Tk  Tk + a1

j ;
end
return argmaxk (jTk � N=2j); // Find Tk furthest from N=2

In order to compute the probability of success when an attack would be impractical to test experimen-
tally, we can simulate a di�erent attack with the same values jkj and Nc2, but where c2 is much larger
and therefore N can be much smaller. For instance, Matsui performed experiments on the same attack
on the DES over a reduced number of rounds. In general, we see that Matsui's Algorithm 2 requires
O

�
Nc2

�
plaintext-ciphertext pairs to recover the key with a reasonable probability.

As we have already discussed, when compared to Algorithm 1, Algorithm 2 has several advantages,
such as allowing the attacker to use approximations with higher correlation and recovering multiple bits
of the key. Furthermore, although the estimation we have provided for the success probability is still
reliant on the right-key equivalence hypothesis, we will see in the upcoming sections that Algorithm 2
can still be very e�ective even when the right-key equivalence hypothesis is false. Broadly speaking,
Algorithm 2 does not require the existence of a dominant key mask, although its probability of success
can vary largely over the keyspace.

2.1.2.2 Time Complexity of Matsui's Algorithm 2

If we look at Algorithm 4, we can see that it takes O
�
N 2j k j

�
one-round decryptions to compute all the

counters Tk , and the memory required to store them isO
�
2j k j

�
registers. The search phase is faster than

in Algorithm 1, because we already knowjkj bits of the key K . The time complexity of a full key recovery
attack using Matsui's Algorithm 2 is thus O

�
N 2j k j

�
+ 2 � �j k j .

In [Mat94a], it was noted that in many cases we will only require a small partyj � of the ciphertext y
to compute f (y; k), where � denotes some mask covering the relevant bits. We can reduce the truncated
last round even further to a map f : Fwt( � )

2 � Fj k j
2 �! F2 by removing not just the irrelevant keybits, but

also the irrelevant ciphertext bits. The attack can then proceed in two steps, as shown in Algorithm 5:

1. Distillation phase: We �rst count the number of occurrences of each (� � x j yj � ) and store them in
a table. This requires N parity evaluations.

2. Analysis phase: We compute Tk for every key guessk from the counters of the previous step, which
requires 2wt( � )+ jk j one-round decryptions.

As a result, this technique reduces the complexity when 2j k j < N .
A popular further improvement to this version of the algorithm was introduced by Collard et al. [CSQ07b],

and uses the fast Walsh transform in order to reduce the time complexity toO (N ) + O
�
jkj2j k j

�
. This

improvement is the main focus of Chapter 5.

2.1.3 Finding Linear Approximations

Both algorithms in Matsui's linear cryptanalysis make use of a linear approximation which has a large
correlation in absolute value, as the data complexity of a linear attack is inversely proportional to the
square of the bias. This raises the following questions:

ˆ Given a linear approximation of a block cipher, how can we estimate its correlation?

ˆ How can we �nd linear approximations with large absolute correlation?

These questions have been the subject of a substantial amount of work which continues to this day.
Broadly speaking, we want to make use of the structure of the cipher in order to deduce the behaviour
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of its linear approximations from the properties of its components. In particular, in the case of iterative
block ciphers, we want ways to combine linear approximations of each round, as well as easily describe
the linear approximations of the round function.

2.1.3.1 The Piling-up Lemma

We will now discuss how to combine partial approximations on ciphers which consist of the iteration of a
number of rounds. In particular, we will consider key-alternating ciphers (De�nition 1.2), in which the key
material is xored to the state between the application of round functions. Let us assume that given a single
round of a key-alternating cipher, we have some way of describing the bias of its linear approximations
quite easily by studying the construction of the round function. These one-round approximations can be
combined to construct a composite approximation of the whole cipher whose correlation is given by the
following results:

Lemma 2.8 (Piling-up lemma, [Mat93]). If X 1; : : : ; X r are independent Bernoulli variablesB(1 � " i ; 1)
whose value is 0 with probability1=2 + " i , then

Pr(X 1 + X 2 + � � � + X r = 0) =
1
2

+ 2 r � 1
rY

i =1

" i : (2.12)

Proof. The proof will proceed by induction on r . For r = 1 the equality is evident. For the general case,
assuming the formula holds forr � 1 variables, we have the following:

Pr(X 1 + � � � + X r = 0) =

= Pr( X 1 = 0 ; X 2 + � � � + X r = 0) + Pr( X 1 = 1 ; X 2 + � � � + X r = 1)

=
�

1
2

+ "1

�  
1
2

+ 2 r � 2
rY

i =2

" i

!

+
�

1
2

� "1

�  
1
2

� 2r � 2
rY

i =2

" i

!

=
1
2

+ 2 r � 1
rY

i =1

" i :

The Piling-up lemma is used to justify Lemma 3 in [Mat93], which has been reformulated here with
modernised language:

Corollary 2.9. Let E be anr -round key-alternating block cipher with round functionsFi ; i = 1 ; : : : ; r and
round subkeysK i ; i = 0 ; : : : ; r . We will denote byx i the internal state after the i -th round, that is, after
applying ARK K i . We assume we have one linear approximation of each of the rounds which has the form

� i : h� i � 1; x i � 1i + h� i ; x i i + h� i ; K i i ;

and bias " i . Note that the output mask of each round approximation matches the input mask of the
following round, as well as the key mask. By adding these approximations we obtain

h� 0; x0i + h� i ; x r i + h� 0; K 0i + � � � + h� r � 1; K r � 1i + h� r ; K r i ; (2.13)

which is an approximation of the full block cipherE . If we assume that the round approximations are
statistically independent, then its bias and correlation are

" = 2 r � 1
rY

i =1

" i ; c =
rY

i =1

ci : (2.14)

This result provides a simple way to construct approximations of the type described by Matsui and
to compute their bias, under some independence assumptions. In [Mat94b], Matsui also introduced a
branch-and-bound algorithm which searches for approximations with high correlation in a recursive way,
which will be described in the following subsection.

The multiplicative nature of the piling-up lemma highlights some of the similarities between linear and
di�erential cryptanalysis. The correlation of a full linear approximation is the product of the correlations
of the approximations for each round, in the same way that the probability that an input di�erence results
in the desired output di�erence in di�erential cryptanalysis is the product of the probabilities that the
di�erence passes each round of the cipher.

Another relationship between di�erential and linear cryptanalysis, as noted in [Bih94], is the di�erent
ways in which di�erences and linear masks interact with the basic linear operations in a block cipher (that
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Figure 2.1: The \dual" propagation of di�erences and linear masks.

Algorithm 6: Matsui's Branch-and-bound Algorithm
Input: An r -round iterative block cipher E , a function cor : Fn

2 � Fn
2 �! [� 1; 1], where

cor (�; � ) is the correlation of the round approximation h�; x i + h�; y i + h�; K i .
Parameters: Correlation thresholds (� 1; : : : ; � r ).
Output: A collection S = f � = ( � 0; : : : ; � r ; c)g of approximations of E of the form

h� 0; xi + h� r ; yi + h� 0; K 0i + � � � + h� r ; K r i and their correlations jcj � � r .
global S  ? ;
forall � 0 2 Fn

2 do
ExtendApprox (( � 0); 1; 1);

end
return S;
Procedure ExtendApprox (( � 0; : : : ; � i � 1); c; i) is

forall � i 2 Fn
2 do

cnew  c � cor (� i � 1; � i );
if jcnew j � � i then

if i = r then
S  S [ f (� 0; : : : ; � r ; cnew )g;

else
ExtendApprox (( � 0; : : : ; � i ); cnew ; i + 1);

end
end

end
end

is, branching points and exclusive-or operations). While di�erences are xored when a bitwise addition is
reached, linear masks do so on branching points. Analogously, the masks for all three inputs and outputs
of a XOR operation have to be identical for the correlation to be non-zero, while the same is true for
di�erences in a branching point. For this reason, some say that the propagation of linear masks and
di�erences are \dual" to each other.

2.1.3.2 Matsui's Branch-and-bound Algorithm

Although the piling-up lemma permits the construction and bias computation of linear approximations,
on its own it is not su�cient to search for approximations of high bias, as the search space is usually
insurmountably large. In [Mat94b], a heuristic depth-�rst branch-and-bound search algorithm was pro-
posed, which explores the linear approximations by recursively building approximations of an increasing
number of rounds, and rejecting those whose correlation is zero or falls below a certain threshold.

The underlying idea of the algorithm is that, because of the multiplicative nature of the piling-up
lemma, an approximation for a small amount of rounds � 0 which has a very small correlation (when
compared to other approximations for the same number of rounds) is unlikely to be extended to an
approximation � which has a high correlation. This means that, if we remove from the search space all
approximations � which start with � 0, it is very unlikely that any approximations of interest were removed.
Furthermore, if the correlation of � 0 is zero, then the correlation of any extended approximation� is also
zero.

A general version of the algorithm is depicted in Algorithm 6, and an example is shown in Figure 2.2.
The algorithm starts from each possible mask� 0, and explores all the possible extensions of a given
partial approximation before moving on to the next (hence the depth-�rst ). The correlation of each
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Figure 2.2: An illustration of Matsui's branch-and-bound algorithm.
.

partial approximation is computed using the piling-up lemma. However, this tree would be too large to
explore in most cases, so a series of round correlation thresholds �i : i = 1 ; : : : ; r are used as parameters.
For any node corresponding to ani -round partial approximation, if its correlation falls below � i , all of its
children are ignored (hence thebranch-and-bound). By the end, a list of approximations for the desired
number of rounds which have correlations above �r has been constructed.

The choice of the thresholds � i is somewhat non-trivial, and can have a very large impact on the
e�ectiveness and performance of the algorithm. If the values of �i are too large, it is possible that some
high correlation approximations are removed from the search space and missed by the algorithm, or that
no approximations are found by the end at all. However, if the values of �i are too small, many more
approximations will be found, but the search space will be a lot larger and therefore the running time will
increase. This trade-o� has to be explored experimentally for each cipher until a good set of thresholds
is found.

In practice, the branch and bound algorithm as described, although a lot less costly than an exhaustive
search over the whole space, cannot be used without further optimisation. Indeed, the cost of exploring
just the level at depth 1 is already O

�
22n

�
for an n-bit cipher. However, given the simple structures of

most block cipher round functions, it is often possible to greatly reduce the number of masks which have
to be considered to extend each partial approximation.

2.1.3.3 The Linear Approximation Table of an Sbox

In order to use the branch and bound algorithm e�ectively, we need ways to quickly enumerate all linear
approximations of the round function of a block cipher whose correlation is above a certain threshold.
Although, naturally, each typical block cipher construction will require di�erent tools in order to achieve
this, there are some which are very widely used. In this subsection, we will briey explain one of the
most commonly used constructions: the Sbox layer.

If a round of a block cipher is the composition of several transformations, we can study each one of
them separately and use the piling-up lemma to obtain approximations of the whole round function. We
have already discussed how linear masks propagate through linear transformations, as we can use the
rules of Figure 2.1 to deduce compatible output linear masks from a given input mask, all of which will
exhibit a correlation of � 1. Furthermore, for a linear transformation given by a matrix L , a mask �
propagates to a mask� with non-zero correlation if and only if � = L T � (see Proposition 3.13. Another
common occurrence in block cipher constructions is that of Sbox layers, which are maps of the form:

f : Fn
2 = Fdr

2 �����! Fm
2 = Fds

2

(xd j � � � j x1) 7�����! (Sd(xd)j � � � j S1(x1))
; (2.15)

where Si : Fr
2 �! Fs

2 are arbitrary maps called Sboxes.
The behaviour of all linear approximations of an Sbox is usually described by means of its so-called

Linear Approximation Table:

De�nition 2.10 (Linear Approximation Table). Let S : Fr
2 �! Fs

2 be an Sbox. TheLinear Approximation
Table or LAT of the Sbox S is the r � s integer matrix whose entries are:

LAT S (�; � ) = jx 2 Fr
2 : h�; x i + h�; S (x)i = 0 j � 2r � 1; � 2 Fr

2; � 2 Fs
2: (2.16)
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Table 2.1: The linear approximation table of the SboxS5 in the Data Encryption Standard.

���

��� 00 01 02 03 04 05 06 07 08 09 0A 0B 0C 0D 0E 0F 10 11 12 13 14 15 16 17 18 19 1A 1B 1C 1D 1E 1F

0 32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 4 0 2 2 � 2 2 0 � 4 4 4 2 6 � 2 � 2 2 2 � 2 � 6 4 4 0 4 6 2 2 2 0 4 � 4 � 4
2 0 0 � 2 � 2 � 2 2 � 4 0 2 6 0 4 0 0 � 2 � 2 � 2 � 2 0 0 � 4 0 6 � 6 0 4 2 6 � 2 � 2 � 8 8
3 0 0 2 6 0 � 4 � 6 2 6 � 2 0 4 � 2 2 0 8 0 0 � 2 2 0 � 4 6 � 2 2 � 6 � 8 � 4 2 6 0 � 8
4 0 0 � 2 � 2 0 0 � 2 � 2 0 0 � 2 6 0 0 � 2 6 0 4 2 � 2 0 � 4 2 6 4 0 � 2 � 6 4 � 8 � 2 2
5 0 0 2 � 2 2 10 � 4 8 0 � 4 � 6 2 2 � 2 4 4 � 2 2 � 4 4 0 4 � 2 � 2� 10 � 2 4 0 0 0 � 2 � 6
6 0 0 � 4 4 � 2 � 6 2 6 � 2 � 6 2 � 2 4 4 0 0 � 6 � 2 � 2 2 0 � 8 4 � 4 � 4 4 0 0 � 6 � 2 � 2 � 6
7 0 0 0 � 4 0 � 4 0 0 � 6 � 6 2 � 2 10� 10 2 2 � 8 � 4 � 8 0 0 � 8 0 4 2 � 2 2 2 2 2 2 � 2
8 0 0 4 0 0 0 0 � 4 � 2 6 2 � 2 � 2 � 2 � 2 2 0 4 4 4 � 4 0 4 4 2 6 � 2 6 � 2 10 � 2 � 2
9 0 0 0 0 2 2 � 2 6 2 � 2 2 � 2 4 0 0 4 � 2 2 6 � 6 � 4 0 0 � 4 0 8 0 8 6 � 2 2 2
A 0 0 2 � 2 2� 10 0 0 4 0 � 2 � 2 � 2 � 2 4 8 � 2 2 4 4 4 � 4 6 � 6 � 2 6 4 0 � 4 � 8 � 2 � 2
B 0 0 � 2 6 4 0 � 2 � 6� 12 � 4 2 2 � 8 4 2 � 2 � 4 0 6 2 4 4 2 2 0 4 2 � 2 0 � 8 6 � 2
C 0 0 2 � 2 � 4 4 � 6 � 2 2 2 4 0 � 2 � 2 � 4 8 0 � 8 � 2 � 6 0 8 2 � 2 2 10 0 � 4 2 2 4 � 8
D 0 0 � 2 � 2 � 2 � 2 � 8 0 6 � 6 � 4 � 8 4 8 6 � 6 2 � 6 4 4 4 4 2 2 4 0 � 2 � 6 � 2 2 4 0
E 0 0 0 4 � 2 2 2 � 6 � 4 � 8 � 4 � 4 � 6 � 6 � 2 2 10 2 � 6 � 2 � 4 0 0 0 � 2 2 � 2 � 2 0 0 4 0
F 0 0 � 4 � 4 0 4 0 � 4 4 � 4 0 0 � 4 0 � 4 0� 20 4 0 0 0 4 0 4 � 4 � 4 0 0 0 4 0 � 4

���

��� 20 21 22 23 24 25 26 27 28 29 2A 2B 2C 2D 2E 2F 30 31 32 33 34 35 36 37 38 39 3A 3B 3C 3D 3E 3F

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 � 4 0 � 2 6 2� 10 4 0 0 8 2 � 2 6 6 2 2 6 � 6 0 � 8 4 � 8 2 � 2 6 � 2 � 8 4 � 4 � 4
2 0 0 � 2 � 2 6 2 4 0 � 2 2 � 4 0 4 � 4 2 � 6 � 2 � 2 0 0� 12 0 � 2 � 6 4 8� 10 � 6 � 6 2 4 � 4
3 0 0 2 � 2 4 0 � 2 � 2 � 2 6 � 8 4 � 6 � 2 � 4 � 4 0 0 � 2 10 4 0 � 6 � 6 � 6 2 0 � 4 � 2 2 � 4 � 4
4 0 0 � 2 6 0 0 � 2 6 0 0 6 6 0 0 6 6 � 4 0 � 2 2 � 4 8 � 2 � 6 0 � 4 2� 10 0 4 2 14
5 0 0 2 � 2 6 6 0 4 4 0 6 � 2 � 6 � 2 4 � 4 � 6 � 2 8 0 0 � 4 � 2 6 � 2 6 4 0 � 4 4 2 6
6 0 0 � 4 � 4 � 2 2 2 6 � 6 6 6 � 6 0 � 8 4 4 � 2 2 2 � 2 4 4 8 0 4 � 4 0 � 8 2 � 2 � 2 � 6
7 0 0 8 4 4 0 � 4 � 4 2 2 � 6 6 6 2 � 2 � 2 � 4 0 4 � 4 � 8 0 0 4 � 2 � 6 � 2 � 2 2 2 2 � 2
8 0 0 � 4 0 4 � 4 4 0 2 2 6 2 � 2 � 2� 10 2 4 0 0 0 � 4 0 4 12 � 6 � 2 6� 10 � 6 � 2 2 2
9 0 0 0 0 � 6 � 6 � 2 6 � 6 � 2 2 6 � 4 0 � 8 4 2 � 2 10 6 0 � 4 � 4 0 4 � 4 � 4 4 2 10 � 2 � 2
A 0 0 � 6 � 2 � 2 2 � 4� 12 4 � 8 � 2 � 2 2 � 6 0 4 2 � 2 0 0 � 4 � 4 � 2 2 � 6 2 0 4 4 0 � 2 6
B 0 0 6 � 2 4 � 8 � 2 2 0 0 � 2 6 � 4 � 8 � 2 � 6 0 � 4 2� 10 0 0 � 2 � 2 0 4 2 � 2 0 0 � 2 � 2
C 0 0 2 � 2 0 0 6 2 6 � 2 � 8 � 4 � 2 � 2 4 0 0 0 � 2 2 � 4 4 6 2 6 � 2 4 0 10 2 4 0
D 0 0 � 2 6 14 � 2 0 0 � 2 � 6 4 0 4 0 � 2 2 2 2 4 4 � 4 4 2 2 4 0 � 2 2 � 2 2 � 4 0
E 0 0� 16 4 2 6 � 2 6 � 4 0 � 4 4 6 � 2 2 � 2 2 2 2 � 2 0 � 4 � 4 4 � 2 2 � 2 � 2 4 4 0 � 4
F 0 0� 12 � 4 0 � 4 0 � 4 0 0 4 4 0 4 0 � 4 4 4 0 0 0 4 0 � 4 0 0 � 4 4 4 0 4 0

In other words, the Linear Approximation Table provides scaled versions of the bias and correlation
corresponding to every possible combination of input and output masks to the Sbox. If LATS (�; � ) = 0,
then the associated approximation shows no correlation at all, while an entry of large absolute value
corresponds to a highly-correlated linear approximation.

As an example, Table 2.1 shows the full linear approximation table ofS5, one of the Sboxes used in
the Data Encryption Standard. Matsui's linear attack makes use of the fact that LAT S5(10; F) = � 20
(bias � 20=64, correlation � 20=32) and LAT S5(10; E) = 10 (bias 10=64, correlation 10=32): these are
highly correlated linear approximations of the Sbox which appear multiple times in the approximation
used in the attack.

Looking at Table 2.1, there are several properties which are apparent. We can see that all the entries
are even, that the �rst row and column are mostly composed of zeroes, and that the sum of all the entries
in each row and column is zero. These are in fact general properties:

Lemma 2.11. Let S : Fr
2 �! Fs

2 be an Sbox. We assume that for eachy 2 Fs
2, the number jx 2 Fr

2 :
f (x) = yj is constant (in particular, this means that S is surjective and if r = s, it is equivalent to S
being bijective). We have:

ˆ LAT S (0; 0) = 2 r � 1, LAT S (�; 0) = 0 for all � 6= 0 , LAT S (0; � ) = 0 for all � 6= 0 .

ˆ LAT S (�; � ) is even for all �; � .

ˆ
P

� 2 Fr
2

LAT S (�; � ) = � 2r � 1 for all � 6= 0 .

ˆ If r = s and S is bijective, then
P

� 2 Fr
2

LAT S (�; � ) = � 2r � 1 for all � 6= 0 .

Proof. The �rst property is clear from the de�nition, and true for all Sboxes.
For the second, we �rst note that given �; � 6= 0 there are exactly 2r � 1 elementsx 2 Fr

2 for which
h�; x i = 0. Similarly, using the balancedness assumption, we deduce that there are 2r � 1 elementsx so
that h�; S (x)i = 0. By splitting both sets into two parts according to the value of the other dot product,
we deduce the following equations:

jx 2 Fr
2 : (h�; x i ; h�; S (x)i ) = (0 ; 0)j + jx 2 Fr

2 : (h�; x i ; h�; S (x)i ) = (0 ; 1)j = 2 r � 1;

jx 2 Fr
2 : (h�; x i ; h�; S (x)i ) = (0 ; 1)j + jx 2 Fr

2 : (h�; x i ; h�; S (x)i ) = (1 ; 1)j = 2 r � 1:
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By subtracting both relations we obtain:

jx 2 Fr
2 : (h�; x i ; h�; S (x)i ) = (0 ; 0)j = jx 2 Fr

2 : (h�; x i ; h�; S (x)i ) = (1 ; 1)j ;

which implies that jx 2 Fr
2 : h�; x i = h�; S (x)ij is even and thus LATS (�; � ) is also even.

We will now prove that
P

� 2 Fr
2

LAT S (�; � ) = � 2r � 1 for all � 6= 0.

X

� 2 Fr
2

LAT S (�; � ) =
X

� 2 Fr
2

0

@
X

x 2 Fr
2

indh�;x i = h�;S (x ) i (x) � 2r � 1

1

A

=
X

x 2 Fr
2

X

� 2 Fr
2

indh�;x i = h�;S (x ) i
| {z }
constant

(x) �
X

� 2 Fr
2

2r � 1

=
X

x 2 Fr
2 nf 0g

2r � 1 � 2r ( r � 1) +
�

2r if h�; S (0)i = 0
0 if h�; S (0)i = 1

= ( � 1)h�;S (0) i 2r � 1:

For a �xed x 6= 0, since h�; S (x)i is some �xed value, h�; x i = h�; S (x)i is a non-trivial linear equation
with exactly 2 r � 1 solutions on the value� . The casex = 0 has to be treated separately. The last property
is obtained by applying the previous one onS� 1.

In Table 2.1 we can also see that LATS5(01; � ) = LAT S5(20; � ) = LAT S5(21; � ) = 0 for all � . This
is a property of the Sboxes of the DES, and it's due to the fact that for any �xed x0; x5 2 F2

2, the
map S(x5; �; �; �; �; x0) is in itself a bijective 4-bit Sbox (in other words, knowledge of these two input bits
provides no information whatsoever about the output).

The correlation of a linear approximation of an Sbox layer can be computed rapidly using the linear
approximation tables of the involved Sboxes as a consequence of Lemma 2.8.

Lemma 2.12. Let f : Fn
2 �! Fm

2 be an Sbox layer using the SboxesSi : Fr
2 �! Fs

2. Let � = ( � d j : : : j� 1) 2
Fn

2 and � = ( � d j � � � j � 1) 2 Fm
2 be input and output masks. The bias and correlation for the linear

approximation h�; x i = h�; f (x)i of f are:

" (�; � ) = 2 d� 1
dY

i =1

1
2r � LAT Si (� i ; � i ) c(�; � ) =

dY

i =1

1
2r � 1 � LAT Si (� i ; � i ) (2.17)

We note the following:

ˆ When � i = � i = 0, the Sbox doesn't have any e�ect on the correlation.

ˆ When � i 6= 0 and � i = 0, the correlation is automatically zero.

ˆ For Sboxes which ful�l the balancedness assumption of the previous Lemma, when� i = 0 and
� i 6= 0, the correlation is automatically zero.

This essentially means that we can focus on the Sboxes for which both� i 6= 0 and � i 6= 0. These
are often called active Sboxes. We can expect the correlation of linear approximations of the round
function to decrease when the number of active Sboxes increases. When implementing a branch and
bound linear approximation search, it is common to limit the number of active Sboxes in each round to
a small quantity, as this can greatly reduce the size of the search space and therefore decrease the time
complexity without erasing any desirable approximations. This, together with the fact that the active
Sboxes in a one-round extension of a given linear approximation are determined by the input mask (that
is, if � i = 0, then we only have to consider extensions for which� i = 0), decreases the cost of the branch
and bound algorithm enough that it can be used in practice.

2.1.4 Matsui's Attack on the Data Encryption Standard

We will now briey describe the version of Matsui's attack on the DES given in [Mat94a] as an example.
The attack has a data complexity of N = 2 43 known plaintext-ciphertext pairs, and uses two 14-round lin-
ear approximations to recover a total of 26 bits of the key. We can focus on one of the two approximations,
as the other one is the same approximation but ipped upside down, and has the same characteristics
(this is possible because the DES is a Feistel network). As we stated in the previous chapter, we will
denote by P the plaintext after IP has been applied, and byC the ciphertext before applying IP � 1.
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Figure 2.3: One of the two 14-round linear approximations used on Matsui's linear attack on the DES,
and the associated key recovery on the �rst and last rounds.
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Figure 2.3 depicts this 14-round linear approximation. It extends between the second and the �f-
teenth rounds. The input mask � = ( 00000000; 01040080) at ( L 1; R1) and the output mask � =
(00008000; 21040080) at ( L 15; R15) are highlighted in blue. All the active bits in the intermediate rounds
are highlighted in light green, and the correlation for each round is given. In total, the bias of the linear
approximation is computed to be � 1:9 � 2� 19, and its correlation is � 2� 17:07. Using Algorithm 1, the
parity of the sum of 10 keybits betweenK 2 and K 15 can be recovered. The �rst and the last round are
covered in a key recovery attack using Algorithm 2. In the �gure, the active bits in the �rst and last round
which appear directly in the approximation are highlighted in orange, and the bits which inuence the
value of the approximation but are not xored directly to it are highlighted in red. In order to compute the
value of the approximation, we must guess 6 bits ofK 1 and 6 bits of K 16. As a function of the plaintext,
the ciphertext, and the key guess, the linear approximation is

� (P; C; K ) = P[39; 50; 56] + hE; S5((P[16]; : : : ; P [11]) + ( K 1[23]; : : : ; K 1[18]))i

+ C[7; 18; 24; 29; 47] + h4; S8((C[0]; C[31]; : : : ; C[27]) + ( K 16[47]; : : : ; K 16[42]))i ;
(2.18)

where X [i 1; : : : ; i d] is a compact notation for the parity bit X [i 1] + � � � + X [i d]. The parity bit of the key
which can be recovered with Algorithm 1 is

K 3[22] + K 4[44] + K 5[22] + K 7[22] + K 8[44] + K 9[22] + K 11[22] + K 12[44] + K 13[22] + K 15[22]: (2.19)

Since all the 12 plaintext/ciphertext bits which appear non-linearly in the approximation are xored
directly with keybits, we can de�ne a truncated key recovery function f : F12

2 �! F2 as

f (x11; : : : ; x6; x5; : : : ; x0) = hE; S5(x11; : : : ; x6)i + h4; S8(x5; : : : ; x0)i ; (2.20)

in other words, we can obtain the desired part of the linear approximation just by feedingf the XOR of
some plaintext/ciphertext bits to a 12-bit partial key guess.

The attack thus proceeds as follows:

1. Distillation phase:

(a) Initialise 2 13 counters Ax to zero.
(b) For each of the N plaintext-ciphertext pairs ( P; C), compute the 13-bit string

x = ( P[39; 50; 56] + C[7; 18; 24; 29; 47]; P[16]; : : : ; P [11]; C[0]; C[31]; : : : ; C[27]);

and increment Ax by one.

2. Analysis phase:

(a) Initialise 2 12 counters Tk to zero.
(b) For each k 2 F12

2 , consider the key guess

k = ( K 1[23]; : : : ; K 1[18]; K 16[47]; : : : ; K 16[42]);

and let
Tk =

X

i 2 F12
2

(1)f ( i + k ) �
A (0 j i ) � A (1 j i )

�
:

(c) Sort the Tk according to the value of jTk � N=2j and extract a list of key guessesk from the
highest values. For each one, we can also obtain an additional parity bit of the key from the
sign of Tk � N=2.

3. Exhaustive search phase:

(a) Repeat the previous steps for the other approximation. We thus have two lists, each containing
13-bit candidates for part of the key. Both lists can be merged into a single list of 26-bit key
candidates (see [Mat94a] for more details).

(b) For each candidate in the merged list, test all values of the 30 remaining bits until the correct
key K is found, or until all candidates are exhausted without success.

The data complexity and probability of success of the attack were obtained using Corollary 2.7. Since
the data complexity mainly depends onNc2, an analogous attack on 8-round DES was simulated instead.
This attack had a much higher value for c2, which meant that N could be made much lower and the
attack could be repeated enough times to obtain an accurate estimation of the probability of success.
In the end, it was found that, given N = 2 43 plaintext-ciphertext pairs, the exhaustive search �nds the
correct key in less than 243 test encryptions with 85% probability. The time complexity of the attack is
dominated by the data generation and exhaustive search steps and reaches 243 encryptions. The memory
complexity is 2(213 + 2 12) counters. The attack was also run successfully on early 90s hardware.
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2.2 Linear Approximations

The purpose of this section is to provide a more careful analysis of the behaviour of linear approximations
of block ciphers. Assumption 2.3 is central to the description of linear cryptanalysis given in [Mat93],
speci�cally in the case of Matsui's Algorithm 1, but it is quite strict. In particular, there are many
instances in which a dominant key mask does not exist. These issues highlight the importance of a
more robust analysis of the correlation of linear approximations, which can take into account the existence
of multiple valid key masks, and which can describe the dependence of the correlation on the key.

For linear approximations of vectorial Boolean functions in which no key is involved, correlation can
be de�ned as follows:

De�nition 2.13 (Correlation of Boolean functions). Let f : Fn
2 �! Fm

2 be a Boolean function, and
let � 2 Fn

2 and � 2 Fm
2 be input and output linear masks. The correlation of the linear approximation

h�; x i + h�; y i of f is

cor(f ; �; � ) = Pr x (h�; x i + h�; f (x)i = 0) � Prx (h�; x i + h�; f (x)i = 1)

=
1
2n (jx 2 Fn

2 : h�; x i + h�; f (x)i = 0 j � j x 2 Fn
2 : h�; x i + h�; f (x)i = 1 j) :

(2.21)

2.2.1 Linear Hull of a Linear Approximation

We will start by de�ning the correlation of a keyless linear approximation as a magnitude which is
key-dependent and may thus vary over the keyspace:

De�nition 2.14. Let EK : Fn
2 �! Fn

2 be a keyed instance of a block cipher for a speci�c keyK . Let
�; � 2 Fn

2 be the input and output masks to the linear approximation� (�; � ) : h�; x i + h�; y i . The
correlation of the linear approximation for the key K is:

corK (�; � ) = Pr x (h�; x i + h�; E K (x)i = 0) � Prx (h�; x i + h�; E K (x)i = 1) = cor( EK ; �; � ): (2.22)

This de�nition of the correlation corresponds to applying De�nition 2.13 to a speci�c keyed instance
of a block cipher is identical to the one given in De�nition 2.2 but with a �xed value of the key K . This
�xed-key correlation can be rewritten as:

corK (�; � ) =
1
2n

X

x 2 Fn
2

(� 1)h�;x i + h�;E K (x ) i : (2.23)

This is a useful alternative de�nition which allows for easy formal manipulation. We will be using the
following lemma, which is a preliminary version of Parseval's identity and Lemma 3.12.

Lemma 2.15. For any �xed x 2 Fn
2 , the following equality holds:

X

y2 Fn
2

(� 1)hx;y i =
�

0 if x 6= 0
2n if x = 0

(2.24)

Proof. The equality is true when x = 0, since (� 1)0 = 1. When x 6= 0, the equality hx; yi = 0 is a
non-trivial linear equation over Fn

2 which is satis�ed by the elements of a hyperplane ofFn
2 , which has

2n � 1 elements. The sum is thus 2n � 1 � (� 1)0 + 2 n � 1 � (� 1)1 = 0.

Let us now consider keyed linear approximations. We can de�ne a family of \linear key mask"
keyed linear approximations and their correlations by using all possible linear key masks. Indeed, if
E : Fn

2 � F�
2 �! Fn

2 is a block cipher and�; � 2 Fn
2 ;  2 F�

2 are linear masks, we consider the keyed linear
approximation

� (�; �;  ) : h�; x i + h�; y i + h; K i ; (2.25)

whose correlation can be de�ned as

COR(�; �;  ) =
1

2n + �

X

K 2 F�
2

X

x 2 Fn
2

(� 1)h�;x i + h�;E K (x ) i + h;K i : (2.26)

The correlation of a linear approximation for any speci�c key can be computed by adding up the corre-
lations of all keyed approximations. The sign of the contribution of each keyed mask is determined by
the dot product of the key and the key mask:
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Proposition 2.16. Let EK : Fn
2 �! Fn

2 be a keyed instance of a block cipher, and let�; � 2 Fn
2 be the

input and output masks to a linear approximationh�; x i + h�; y i . Then

corK (�; � ) =
X

 2 F�
2

(� 1)h;K i COR(�; �;  ): (2.27)

Proof. This result is a consequence of Lemma 2.15. Indeed, we can rewrite

X

 2 F�
2

(� 1)h;K i COR(�; �;  ) =
X

 2 F�
2

(� 1)h;K i

0

@ 1
2n + �

X

K 02 F�
2

X

x 2 Fn
2

(� 1)h�;x i + h�;E K 0(x ) i + h;K 0i

1

A

=
1

2n + �

X

K 02 F�
2

X

x 2 Fn
2

(� 1)h�;x i + h�;E K 0(x ) i
X

 2 F�
2

(� 1)h;K + K 0i

| {z }
0 if K 6= K 0; 2� if K = K 0

=
1
2n

X

x 2 Fn
2

(� 1)h�;x i + h�;E K (x ) i = cor K (�; � ):

The set of all these keyed approximations is called the linear hull of the linear approximation. The
correlation of the linear approximation depends on the key: for some keys, the correlations of each of the
keyed versions of the approximation interfere constructively and lead to a higher correlation. For others,
the correlations interfere destructively and cancel each other out, leading to a smaller correlation.

We can measure the general usefulness of the linear approximation for linear cryptanalysis by using
the average square correlation, also calledexpected linear potentialor ELP:

De�nition 2.17 (Linear hull, ELP). Let E : Fn
2 � F�

2 �! Fn
2 be a block cipher and let�; � 2 Fn

2 be input
and output masks for a keyless linear approximation� (�; � ). The linear hull of the approximation is the
set of all keyed linear approximations using linear key masks� (�; �;  ). We de�ne the expected linear
potential or ELP of the linear approximation as the average

ELP( �; � ) =
1
2�

X

K 2 F�
2

corK (�; � )2: (2.28)

The ELP is thus de�ned as the expected value over the keyspace of the square of the correlation of
the linear approximation, a concept �rst introduced by Nyberg [Nyb94]. However, the ELP can also be
seen as the accumulation of the correlation contributions of each element of the linear hull, as shown by
the following result:

Theorem 2.18 (Linear hull theorem, Theorem 1 in [Nyb94]). Let E : Fn
2 � F�

2 �! Fn
2 be a block

cipher and let �; � 2 Fn
2 be input and output masks. The expected linear potential of the associated linear

approximation can also be computed as:

ELP( �; � ) =
X

 2 F�
2

COR(�; �;  )2: (2.29)

Proof. This result is also a consequence of Lemma 2.15:

ELP( �; � ) =
1
2�

X

K 2 F�
2

corK (�; � )2

=
1
2�

X

K 2 F�
2

0

@
X

 2 F�
2

(� 1)h;K i COR(�; �;  )

1

A

2

=
1
2�

X

K 2 F�
2

X

 2 F�
2

X

 02 F�
2

(� 1)h +  0;K i COR(�; �;  )COR( �; �;  0)

=
1
2�

X

 2 F�
2

X

 02 F�
2

COR(�; �;  )COR( �; �;  0)
X

K 2 F�
2

(� 1)h +  0;K i

| {z }
0 if  6=  0;2� if  =  0

=
X

 2 F�
2

COR(�; �;  )2:
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If we return to Matsui's Algorithm 2, we can show that the data complexity is dependent on ELP(�; � ).
Indeed, following reasoning analogous to the prof of Proposition 2.6, we can show that for any �xed key
the probability of success depends on the magnitudeN corK (�; � )2. The expected value of this magnitude
over the keyspace isN ELP( �; � ), which is the reason whyO (1=ELP( �; � )) is often used as an estimation
of the data complexity of an Algorithm 2 linear attack using the approximation � (�; � ) extended with key
recovery. However, we should note that 1=ELP( �; � ) is not the expected value of the data complexity over
the keyspace, and just an upper bound which can be reasonably tight depending on the circumstances.
A more thorough analysis of the probability of success is provided in Section 2.4.

If a single dominant mask  exists for which COR(�; �;  )2 o COR(�; �;  0)2 for all  0 6=  , then
ELP( �; � ) ' COR(�; �;  )2, which means that the predictions of [Mat93] for the probability of success of
Algorithms 1 and 2 were accurate. If such a dominant mask doesn't exist, then Algorithm 1 won't work as
intended. However, since COR(�; �;  )2 � ELP( �; � ), we �nd that Proposition 2.6 often underestimates
the probability of success of Matsui's Algorithm 2.

It should be noted that although the ELP can provide a good estimate of the usefulness of a linear
approximation when there are many di�erent contributing keyed approximations and the distribution of
the correlation over the keyspace is close to a normal distribution, this is not always the case. In particular,
when there are only a few approximations which have a signi�cant contribution, the correlations follow a
discrete distribution, and the ELP may prove less representative. In these cases, we often speak of \weak
keys", for which the square of the correlation is much larger than the ELP might initially suggest. For
the rest of the keys, the square of the correlation is much smaller than expected, or even zero.

2.2.2 Linear Hulls of Key-alternating Block Ciphers

We will now focus on the linear hulls of approximations of iterative key-alternating block ciphers (Def-
inition 1.2). We start by momentarily ignoring the inuence of the key and considering the case of a
permutation of a �xed keyed instance of an iterative block cipher. Our �rst aim is to compute cor K (�; � )
given input and output masks �; � 2 Fn

2 . A popular approach to compute the correlations of such linear
approximations is that of correlation matrices, as introduced by Daemen et al. in [DGV94].

2.2.2.1 Correlation Matrices

De�nition 2.19 (Correlation matrix, [DGV94]). Let f : Fn
2 �! Fm

2 be a Boolean function. Its correlation
matrix is a 2n � 2m matrix C( f ) 2 GL(RFn

2 ; RFm
2 ) of values between -1 and 1, with

C( f )
ij = cor( f ; i; j ) =

1
2n

X

x 2 Fn
2

(� 1)hi;x i + hj;f (x ) i ; (2.30)

in other words, C( f ) contains the correlations of all possible linear approximations off .

The correlation matrix contains the correlations of all the linear approximations of the Boolean func-
tion, and has a close numerical relationship with both the LAT and the Walsh transform, which is de�ned
in the next chapter:

C( f )
ij =

1
2n � 1 LAT f (i; j ) =

1
2n

bf (i; j ): (2.31)

There are also several properties which describe the correlation matrices of most components of a
keyed instance of a block cipher in simple terms. These can be applied to transformations such as Sbox
layers, key additions and linear layers. For example, for a functionf : Fn

2 �! Fn
2 consisting of the xoring

of a �xed constant c 2 Fn
2 , f (x) = x � c, the correlation matrix is:

C( f )
ij =

�
0 if i 6= j
(� 1)hi;c i if i = j

for all i; j 2 Fn
2 : (2.32)

These results will be covered in detail in the context of the Walsh transform in Section 3.3 in the next
chapter. All this information can be combined into a single correlation matrix thanks to the following
result:

Proposition 2.20 (Correlation matrix of composition, [DGV94]). Let f; g : Fn
2 �! Fn

2 be two vectorial
Boolean functions, and let h = g � f be their composition. The correlation matrix of the composition is
the matrix product of the correlation matrices of f and g:

C(g� f ) = C(g) � C( f ) : (2.33)
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Proof. The proof of this result is deferred to that of Proposition 3.15.

This means that the correlations of all the linear approximations of any vectorial Boolean function
consisting of the composition of several simpler maps can be obtained by multiplying the correlation
matrices of each of its individual round transformations.

2.2.2.2 Linear Trails

If we apply Proposition 2.20 to a keyed instance of a key-alternating block cipher and unravel the matrix
product for one of its entries, we obtain a formula for the computation of corK (�; � ):

Proposition 2.21 (Equation 31 in [DGV94]). Let E : Fn
2 � F�

2 �! Fn
2 be an r -round key-alternating

block cipher with round functionsFi : Fn
2 �! Fn

2 , and let �; � 2 Fn
2 be input and output masks. Given a

�xed master key K and the associated round subkeys(K 0; : : : ; K r ), we have:

corK (�; � ) =
X

 0 ;:::; r 2 Fn
2

 0 = �; r = �

(� 1)h 0 ;K 0 i + ��� + h r ;K r i
rY

i =1

cor(Fi ;  i � 1;  i ): (2.34)

Let us examine this formula more carefully. Unlike in the piling-up lemma, we have made no as-
sumptions on the statistical independence of any random variables, as the equation holds no matter
what the round functions Fi are. It is also interesting that the formula closely resembles Equation 2.27.
Indeed, we are expressing the �xed-key correlation as a sum which is parametrised by a set of key masks
 = (  0; : : : ;  r ). Each term in this sum is the product of

Q r
i =1 cor(Fi ;  i � 1;  i ), which is independent

of the key, and the sign (� 1)h 0 ;K 0 i + ��� + h r ;K r i , which is independent of the round functions. Each one
of these sequences of intermediate masks ( 0; : : : ;  r ), which determines a speci�c path of round approx-
imations through the cipher, is called a linear trail of the approximation, as introduced by Daemen et
al. [DGV94].

De�nition 2.22 (Linear trail, [DGV94]). Let E : Fn
2 � F�

2 �! Fn
2 be an r -round key-alternating cipher,

and let �; � 2 Fn
2 . Each keyed linear approximation of the form

h�; x i + h 0; K 0i + � � � + h r ; K r i + h�; y i ; (2.35)

where  0; : : : ;  r 2 Fn
2 and  0 = �;  r = � , is called a linear trail .

We now wish to return to the case in which the key is not �xed, and provide some information on
the distribution of cor K (�; � ) over the keyspace. Since the key schedule may have an e�ect on this
distribution, we will make the following assumption about the key schedule [Nyb94, DR07]:

De�nition 2.23 (Long-key cipher, [DR07]). A long-key cipher is an iterative key-alternating block cipher
for which � = ( r + 1) n and which can be represented in such a way that the key schedule is the identity.
In other words, the master key is e�ectively the concatenation of the round subkeys.

In other words, in a long-key cipher all round subkeys are independent from each other and all keybits
in a round subkey are independent. This assumption is false for real-use ciphers (since a long-key cipher
would have an impractically long key and be vulnerable to meet-in-the-middle attacks) but it is a very
useful and e�ective simpli�cation when it comes to proving theoretical results. Although real-world
ciphers are not long-key, in many cases we can safely assume that they behave like one. However, the
key schedule does have a potentially major inuence on the distribution of the correlation, as has been
shown in works such as [A�ABL12]. Under the long-key cipher assumption, we note that Equations 2.34
and 2.27 become the same. From this formula and using Lemma 2.15 again we can deduce:

Proposition 2.24 (Equation 28 in [DGV94]). Let E : Fn
2 � F( r +1) n

2 �! Fn
2 be anr -round key-alternating

long-key block cipher with round functionsFi : Fn
2 �! Fn

2 , and let �; � 2 Fn
2 be input and output masks.

For any linear trail  = (  0; : : : ;  r ) we have:

COR(�; �;  ) =
rY

i =1

cor(Fi ;  i � 1;  i ): (2.36)

From this result, we deduce the following version of the linear hull theorem for long-key ciphers, and
is often assumed to hold for general key-alternating ciphers:
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Figure 2.4: Example of the Linear Hull Theorem for a key-alternating block cipher. The trails with
the largest correlations have the strongest contributions to the ELP. Although the squared correlation
of the dominant trail is 2 � 8, adding the contribution of the next three most biased trails increases the
estimation of the ELP to 2 � 7:75. The full ELP between � and � is 2� 7:66.

Corollary 2.25 (Linear hull theorem II). Let E : Fn
2 � F�

2 �! Fn
2 be anr -round long-key cipher, and let

�; � 2 Fn
2 be input and output masks. Then theELP can be calculated as follows:

ELP( �; � ) =
X

 0 ;:::; r 2 Fn
2

 0 = �;  r = �

rY

i =1

cor(Fi ;  i � 1;  i )2: (2.37)

2.2.2.3 Estimating the Correlation with Sparse Correlation Matrices

Since computing the correlation for all input and output linear masks is not really possible in practice
except in the case of toy examples, we often considertruncated correlation matrices, which were introduced
by Abdelraheem [Abd12]. We consider a set of \interesting" linear masks, for example, by setting an
upper bound for the Hamming weight or the number of active Sboxes. If we have already identi�ed a
set of highly-correlated linear trails, we can consider all the masks which appear in these trails. For
each component of the permutation, we consider a submatrix of its correlation matrix which is obtained
by selecting the rows and columns corresponding to these linear masks. By multiplying these truncated
correlation matrices, we can obtain an approximation of the correlation matrix of the composition.

Another technique based on correlation matrices permits the estimation of the ELP of the linear
approximations of key-alternating block ciphers. The idea is to adapt Equation 2.37 to a matrix form
which can be truncated. This can be achieved by considering the component-wise square of the correlation
matrices C( f ) . The product of the squared correlation matrices of the round functions of a key-alternating
block cipher is composed of the ELPs of all of its linear approximations. As with traditional correlation
matrices, we can consider truncated submatrices according to the number of active Sboxes or to the
Hamming weight.

2.3 Multiple and Multidimensional Linear Cryptanalysis

After its initial introduction, several publications attempted to extend linear cryptanalysis in ways which
would increase the e�ectiveness of the distinguishers. One immediately apparent way of building more
useful distinguishers is to use several linear approximations. Indeed, Matsui's attacks in [Mat93, Mat94a]
already make use of two approximations which recover di�erent bits of the key so that a larger portion of
the master key is recovered from the attack. However, from a statistical point of view, the approximations
are used in two independent attacks, both of which must succeed on their own for the full attack to recover
the correct key.

A �rst e�ort to combine several linear approximations into a single distinguisher was proposed by
Kaliski and Robshaw [KR94]. This kind of attack can use several keyed linear approximations with
di�erent input and output masks, but they must all share the same key mask. This distinguisher can
recover the target keybit in an Algorithm 1-type attack with a lower data complexity than would be
possible using a single linear approximation. However, the requirement of a single �xed key mask is a
very restrictive condition on the available linear approximations.
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The �rst variant of linear cryptanalysis to combine information from an arbitrary set of linear approx-
imations was introduced by Biryukov et al. [BCQ04], who provided a formal framework for statistical
attacks which could be used to justify a version of Algorithm 1 using multiple keyed approximations,
which is then extended to a multiple version of Algorithm 2. This technique is often calledmultiple linear
cryptanalysis.

The approach of [BCQ04] still had one major limitation: it requires the assumption that the linear
approximations behave as independent random variables, which is a di�cult to justify assumption in
many cases and demonstrably false in others. The authors argue that their predictions are still valid
even if the approximations are not statistically independent, which has been found to be true in at least
some experimental attacks [FN20]. However, alternative approaches which circumvent the independence
assumption have also been proposed.

One way of getting around the issue is to consider the joint probability distribution of the target
linear approximations as a whole. Hermelin, Cho and Nyberg introducedMultidimensional linear crypt-
analysis, [CHN08, HCN08, HCN19], which uses a set of approximations which conform a vector subspace
of the space of all possible linear approximations. This is a popular technique which can be adapted to
both Algorithms 1 and 2, as well as allowing several di�erent statistics (most notably, LLR and � 2).

Another approach is Bogdanov et al.'smultivariate linear cryptanalysis [BTV18], which also avoids
other assumptions, such as the normality of the correlation distribution over the keyspace, and takes the
e�ect of the key schedule on the correlation into account. First, a large enough random sample of keys is
drawn. For each key, the (signed) correlation contributions of each individual trail in a list are combined
using Equation 2.34. After considering all the keys, an empirical sample of the joint distribution of the
correlations of the linear approximations has been obtained. The parameters of this sample, speci�cally
the expected values and covariances, can then be used to accurately predict the performance of multiple
linear cryptanalysis statistics.

2.3.1 Using Multiple Linear Approximations

We will now give a light overview of the techniques of Biryukov et al. [BCQ04] for both Algorithms 1
and 2. We will not go into detail about the way the data complexity can be computed, as this will be
covered using more recent models in Section 2.4. In this initial description, we will use counters similar
to those used in the description of Matsui's Algorithms 1 and 2. They can also be described in terms of
empirical correlations, which will also be discussed in Section 2.4.

2.3.1.1 Multiple Version of Algorithm 1

Let E : Fn
2 � F�

2 �! Fn
2 be a block cipher. We consider a collection ofM keyed linear approximations

whose correlations are known:

� 1 : h� 1; xi + h� 1; yi + h 1; K i ; COR(� 1; � 1;  1) = c1;
...

...
...

...
� M : h� M ; xi + h� M ; yi + h M ; K i ; COR(� M ; � M ;  M ) = cM :

(2.38)

Given a collection D = f (x; y = EK (x))g of N random plaintext-ciphertext pairs generated with a
�xed unknown key K , we can compute the counters

T i = j(x; E K (x)) 2 D : h� i ; xi + h� i ; EK (x)i = 0 j �
N
2

: (2.39)

If we assume that the approximations are statistically independent, then so are the countersT i , and
their expected values are ExpD (T i ) = ( � 1)h i ;K i N

2 ci . We can give a score to each guess (z1; : : : ; zM )
of the value of (h 1; K i ; : : : h M ; K i ) using the euclidean distance ofN2 (( � 1)z1 c1; : : : ; (� 1)zM cM ) to the
counter vector (T1; : : : ; TM ). In other words, we �nd the key guess (z1; : : : ; zM ) 2 FM

2 which minimises

T(z1 ;:::;z M ) =
MX

i =1

�
T i � (� 1)zi

N
2

ci

� 2

: (2.40)

In [BCQ04], it was shown that in order to obtain appreciable information about the key, the data
complexity of this attack must be inversely proportional to the capacity of the set of approximations,
which is de�ned as

C =
MX

i =1

COR(� i ; � i ;  i )2 =
mX

i =1

c2
i : (2.41)
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2.3.1.2 Multiple Version of Algorithm 2

Consider a block cipher which can be decomposed asEK = FK � E 0
K , where F denotes the part covered

by the key recovery, and a set ofM keyless linear approximations ofE 0 such as

� 1 : h� 1; xi + h� 1; yi ; ELP( � 1; � 1) = e1;
...

...
...

� M : h� M ; xi + h� M ; yi ; ELP( � M ; � M ) = eM :

(2.42)

Let f be a map so that f (y; k) takes the value of h�; F � 1
K (y)i for all K which are compatible with the

key guessk. Given a key guessk, we consider the counters

T i
k = j(x; E K (x)) 2 D : h� i ; xi + f (EK (x); k) = 0 j �

N
2

: (2.43)

The expected value ofT i
k when the guessk is correct is N

2 corK (� i ; � i ). Meanwhile, for any wrong
guess of the key, we can assume that the expected value is 0. Since corK (� i ; � i ) is key-dependent, we
don't know the exact distribution of the counters T i

k for the right key. However, we can still use the
following squared imbalance test statistic:

Qk =
MX

i =1

(T i
k )2 (2.44)

The key guessk which maximises this statistic is likely to be the correct key. Assuming the inde-
pendence of the approximations, it can be shown (see Subsection 2.4.3) that the attack is reasonably
successful if the available data is around the inverse of the capacity

C =
MX

i =1

ELP( � i ; � i )2 =
MX

i =1

ei : (2.45)

2.3.2 Multidimensional Linear Cryptanalysis

Multidimensional linear cryptanalysis was introduced by Hermelin, Cho and Nyberg [HCN08, CHN08,
HCN19], who proposed multidimensional versions of Matsui's Algorithms 1 and 2. Here, we will focus only
on Algorithm 2, and will not go into detail about the underlying statistical reasoning. Multidimensional
linear cryptanalysis uses multidimensional linear approximations, which consist of a vector subspace
whose elements are traditional linear approximations:

De�nition 2.26 (Multidimensional linear approximation). Let E : Fn
2 � F�

2 �! Fn
2 be a block cipher. We

consider m linear approximations of E of the form h� i ; xi + h� i ; yi which are linearly independent, in the
sense that the concatenated mask vectors(� i j� i ) 2 F2n

2 are independent. The associatedmultidimensional
linear approximation L is a vector space of dimensionm whose elements are theM = 2 m linear combina-
tions of these linear approximations. There is a map� : Fn

2 � Fn
2 �! Fm

2 which evaluates the basis linear
approximations, �( x; y) i = h� i ; xi + h� i ; yi . This map is given by two matricesA; B 2 GL(Fn

2 ; Fm
2 ) whose

rows are the� i ; � i . The multidimensional approximation L can thus be evaluated as�( x; y) = Ax + By.

For a random permutation, the distribution of the multidimensional linear approximation L is ex-
pected to be uniform, that is, ExpP (Pr x (�( x; P (x)) = � )) = 1 =2m for all � 2 Fm

2 . We assume that for a
block cipher E we have chosen a multidimensional linear approximation whose probability distribution
p = ( p� ) � 2 Fm

2
; p� = Pr x (�( x; E K (x)) = � ) is remarkably non-uniform. The non-uniformness of this

distribution can be quanti�ed by means of the capacity of the multidimensional approximation:

De�nition 2.27 (Capacity of a multidimensional approximation). The capacity of a multidimensional
linear approximation L for a �xed key K is the relative entropy or Kullback-Leibler distance of its prob-
ability distribution to the uniform distribution:

C(K ) = 2
X

� 2 Fm
2

p� log
p�

2� m ' 2m
X

� 2 Fm
2

(p� � 2� m )2 =
X

( � j � )2 L nf 0g

corK (�; � )2: (2.46)

The overall capacity is the expected value of the capacity over the whole keyspace:

C = Exp K (C(K )) =
X

( � j � )2 L nf 0g

ELP( �; � ): (2.47)
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Proof. The alternative expressions ofC(K ) are derived from Taylor expansion of the logarithm, assuming
p� ' 2� m , and from the fact that for a �xed K we have

p� = 2 � m
X

( � j � )2 F2n
2

(� 1)h( � j � ) ;� i corK (�; � ):

In the multidimensional version of Algorithm 2, we try to distinguish the distribution p (which will
describe the value of the linear approximations when the correct key guess is used) from the uniform
distribution (which describes the value of the linear approximations for all other key guesses). Depending
on how much information we have about the good-key distribution, we can consider two di�erent test
statistics: the log-likelihood ratio and the � 2 test of �t statistic.

2.3.2.1 Multidimensional Linear Cryptanalysis using the LLR Statistic

When we are able to obtain a good estimation of the distribution� , we can use the log-likelihood ratio or
LLR test statistic, which is known to have good properties thanks to the Neyman-Pearson lemma [NP33].
The LLR statistic is designed to distinguish between two speci�c known probability distributions p and
q. For each partial key guessk, we are given a sample of sizeN of values� taken by the multidimensional
linear approximation, and we want to determine which distribution it follows. We can compute an
empirical approximation of this distribution:

bp� (k) =
1
N

�
�(x; E K (x)) 2 D : Ax + BF � 1

k (y) = �
�
� : (2.48)

We can plug this empirical distribution into the formula for the LLR statistic:

De�nition 2.28 (LLR statistic). In a multidimensional linear key recovery attack for which the joint
probability distribution p of the multidimensional linear approximation is known, the LLR test statistic
for each key guessk can be calculated using the following formula:

Qk =
X

� 2 Fm
2

bp� (k)log
p�

2� m : (2.49)

The key guessk which maximises this statistic is likely to be the correct key.

It can be shown [HCN19] that the data complexity of this attack is inversely proportional to the total
capacity C of the multidimensional approximation.

2.3.2.2 Multidimensional Linear Cryptanalysis using the � 2 Statistic

Sometimes, it may be impossible to obtain a good estimation of the probability distribution of L . This
may be due to a lack of information about the multidimensional linear approximation or to the variability
of this distribution over the keyspace. For this reason, it is common to use the� 2 test-of-�t statistic,
which is intended to distinguish any unknown probability distribution p from a known oneq, in this case,
the uniform distribution.

De�nition 2.29 ( � 2 statistic). In a multidimensional linear key recovery attack, the� 2 test statistic for
each key guessk can be calculated using the following formula:

Qk = 2 m
X

� 2 Fm
2

(bp� � 2� m )2 =
X

( � j � )2 L nf 0g

0

@ 1
N

X

(x;E K (x )) 2D

(� 1)h�;x i + h�;F � 1
k (E K (x )) i

1

A

2

: (2.50)

We note that in the end we obtain a test statistic which is equivalent to the one we described for
multiple linear cryptanalysis (sum of the squares of the empirical correlations). It can be shown that
in this case the data complexity of the attack is inversely proportional to C=

p
2m � 1, making this test

statistic slightly less e�ective than the LLR test.

2.3.3 Conditional Linear Approximations

An alternative way of using several linear approximations which are not statistically independent is to
purposefully use two or more dependent approximations in order to enhance the correlation of one of the
approximations, an idea which was �rst introduced by Biham and Perle [BP18] and which is generally
called conditional linear cryptanalysis.
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De�nition 2.30 (Conditional correlation). Let � be a linear approximation of a keyed instance of a
block cipher EK with input and output masks �; � . We consider another linear approximation � 0. The
correlation of � conditioned to � 0 = 0 is de�ned as:

corK (�; � j� 0 = 0) =
1

jx 2 Fn
2 : � 0(x; E K (x)) = 0 j

X

x 2 Fn
2

� 0 =0

(� 1)h�;x i + h�;E K (x ) i : (2.51)

In other words, the de�nition is the same as for the standard correlation, but we restrict the input
space to the plaintexts for which the value of� 0 is zero. The idea of conditional linear cryptanalysis is to
use approximations so that the correlation of� greatly increases if we �x the value of � 0. We hope that
the resulting improvement in data complexity due to the increased correlation overcomes the increase
which is required to compensate for the discarded data. In most cases, it is su�cient that the correlation
improves by a factor larger than

p
2:

Proposition 2.31. We consider a classical Algorithm 2-based attack using a linear approximation� with
correlation c, which requires N = O

�
1=c2

�
known plaintext-ciphertext pairs. We assume that there is a

second linear approximation � 0 so that the correlation of � increases toc� >
p

2c if � 0 = 0 . Assuming
that the second linear approximation� 0 is unbiased, an identical linear attack which rejects the plaintexts
for which � 0 = 1 requires 1

2

�
c

c�

� 2
N < N known plaintext-ciphertext pairs to succeed with the same

probability.

There are several ways in which interesting conditional linear approximations can be found for di�erent
constructions. In [BP18], the linear approximation used in Matsui's attack on the DES is improved by
adding a condition � 0 which has two identical input and output masks. Due to the construction of Feistel
networks, this means that � 0 is equal to the XOR of the values of this mask at all the even rounds. By
choosing this parity bit in all even rounds appropriately, it is possible to slightly enhance the correlation
in each of these rounds.

Here, we will consider a slightly simpler scenario which can also be described as a conditional linear
attack. Given a linear approximation of a block cipher consisting of an SPN construction (or any con-
struction with an Sbox layer) whose correlation is mainly described by a single dominant trail, we can
increase the correlation of the active Sboxes in the �rst and the last rounds by determining the values of
some well-chosen parity bits at the Sbox input. If we �x the value of t parity bits and the correlation of
the Sbox increases by a factor larger than

p
2t , then the data complexity of the attack improves. Since

Sboxes usually have a small number of inputs, we can �nd these good conditional approximations by
exhaustive search.

2.4 Statistical Models for Key Recovery Attacks

In this section, we will explore in more detail the relationship between the correlation and ELP of linear
approximations and the data complexity and success probability of an associated linear key recovery
attack. It is intended to serve as a standalone practical guide which can be used to compute the parameters
of a linear attack in most circumstances, while still providing some basic theoretical explanations. The
theory behind modelling linear and other statistical attacks is a proli�c topic to this day, and there is a
lot of interesting bibliography. The success probability formulas found in this section mostly originate
from the work of Blondeau and Nyberg [BN15, BN16, BN17], and provide a balance between accuracy
and ease of use.

2.4.1 Advantage in a Statistical Key Recovery Attack

Matsui's original Algorithm 2 key recovery attack outputs a single guessk of the key, the one whose
counter Tk is furthest away from N=2. If the attack fails and k doesn't correspond to the real keyK ,
it is still likely that the right key will have produced one of the largest values of jTk � N=2j, but the
algorithm ignores this information. This problem can be �xed by modifying Algorithm 2 so that it returns
a list of key guesses which surpass a certain threshold forjTk � N=2j. The correct key K can thus be
found with an exhaustive search step: by completing each guessk on the list to every associated master
key K and performing a test encryption against a known plaintext-ciphertext pair, the correct master
key can be found with high probability. This idea was already used in [Mat94a], and later formalised by
Sel�cuk [Sel08] through the notion of advantage (not to be confused with that of distinguishing advantage):
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De�nition 2.32 (Key recovery advantage). If a statistical key recovery attack algorithm involving a
key guessk returns a list of 2j k j� a key candidates, we say the attack aims for anadvantage of a. The
probability of success of the attack is the probability that the key guess corresponding to the real key belongs
to the output list.

If the algorithm provides a list of 2 j k j� a partial key candidates, then the exhaustive search requires
2j k j� a � 2� �j k j = 2 k � a test encryptions, as opposed to the standard 2� test encryptions of the generic
exhaustive key search. In other words, an advantage ofa means that search phase cost with respect to a
brute-force attack has been reduced as if the key wasa bits shorter.

An estimation of the probability of success of this type of attack was also provided in [Sel08]. Although
this estimation is based on a result on order statistics, subsequent reformulations such as the one found
in [BW12] have reframed the problem as a hypothesis testing scenario. Both approaches are supported
by classical statistical methods which are well understood, and lead to the same results. Here we will
discuss the hypothesis testing model.

As a reminder, in a statistical hypothesis test, we want to distinguish thenull hypothesisH0 from the
alternative hypothesisH1 by analysing a data sample. The e�ectiveness of the test is measured in two
main ways. One is itssigni�cance level � = Pr( H0 rejectedjH0) or probability of a false positive, which
is the probability that the null hypothesis is rejected despite being true. The other is the power of the
test 1 � � = Pr( H0 rejectedjH1), which is the probability that the null hypothesis is correctly rejected
when the alternative hypothesis is true. For example, the distinguishing advantage of a distinguishing
attack is equal to 1 � � � � .

The statistical key recovery problem can be reformulated as a hypothesis test as follows: given a
partial key guess k, we want to distinguish whether it corresponds to the actual key of the cipherK
(alternative hypothesis) or is a wrong guess (null hypothesis). In this case, the power of the test 1� �
is the probability that the right guess for the subkey is marked as a candidate for the search phase, in
other words, the probability of successPS of the attack. On the other hand, the signi�cance level � is
the probability that an individual wrong key guess is marked as a candidate. We thus expect� 2j k j wrong
key guesses to be marked as candidates for the search phase, and we deduce that� 2j k j ' 2j k j� a and we
should use a test with � = 2 � a if we want an advantage ofa.

We use a test statistic X k to distinguish between both hypotheses, which is a random variable over
the key K and the data D. For example, in Matsui's Algorithm 2, this statistic is jTk � N=2j. Let us
suppose that, if k = kR is the right guess, then this statistic has a cumulative distribution function FR .
Analogously, we will suppose that if k 6= kR then the distribution function is FW . We will consider a
threshold � so that we reject the null hypothesis (that is, we keep k as a candidate) if X k > � and
accept it (discard the key guess) ifX k � �. We have � = 1 � FW (�) and PS = 1 � � = 1 � FR (�).
In practice, we choose the signi�cance level� = 2 � a according to the desired advantagea and then take
� = F � 1

W (1 � � ). This leads to the following result, which links the advantage a and the probability of
successPS :

Theorem 2.33. Under the previous hypothesis testing model for a statistical attack, we can bound the
success probability for a given desired advantagea as follows:

PS = 1 � FR
�
F � 1

W (1 � 2� a)
�

; (2.52)

whereFR and FW denote the cumulative distribution functions of the test statisticX k for the right and the
wrong key guess, respectively. If the right-key distribution can be approximated by a normal distribution
N (� R ; � 2

R ), we have

PS ' �
�

� R � F � 1
W (1 � 2� a)
� R

�
: (2.53)

If the wrong-key distribution can also be approximated by a normal distributionN (� W ; � 2
W ),

PS � �
�

� R � � W � � W � � 1(1 � 2� a)
� R

�
: (2.54)

Since 1� 2� a is usually very close to 1, using a normal approximation to computeF � 1
W (1 � 2� a) may

induce a non-negligible error because of the small slope in the tails of the normal distribution. For this
reason, we recommend computing the distribution of the wrong-key statistic whenever possible, instead
of taking a normal approximation.

When it comes to designing tests for linear cryptanalysis, we can follow two main approaches:

ˆ When the distribution of the linear approximation(s) under a right key guess is known, we can use
the log-likelihood ratio (LLR) statistic [BJV04], as is for example typical with multidimensional
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linear cryptanalysis. According to the Neyman-Pearson lemma [NP33], for a given signi�cance level
(that is, given a desired advantagea), the LLR test has optimal power (that is, it achieves the best
possible probability of successPS ).

ˆ When the distribution of the linear approximation(s) is unknown (either due to being too di�cult
to compute or being key-dependent), we can still distinguish between the right key guess and the
wrong guesses by using other tests: for single approximations and multiple linear cryptanalysis, we
can use the di�erence in expected value and variance, while in multidimensional linear cryptanalysis,
we use a� 2 test-of-�t test.

2.4.1.1 Known Plaintext vs. Distinct Known Plaintext Scenarios

Traditionally, it is assumed that the plaintexts x in a known plaintext linear attack are sampled with
replacement, that is, we assume that repeated plaintexts might appear. This is supported by the idea
that a distinct known plaintext scenario, in which duplicate plaintexts are not allowed in the data, is
in a sense \closer" to a chosen plaintext attack. However, the known plaintext with repetition scenario
has its own problems: it is generally acknowledged that repeated plaintexts do not provide additional
information to the attack, and in fact experimental implementations of attacks like [Mat94a, Jun01]
tend to avoid the repetition of plaintexts. Furthermore, since N = 2 n does not guarantee that the full
codebook is available, we can consider known plaintext attacks in which the data complexity surpasses
the size of the codebook: indeed, the experiments in [BN15] show that the probability of success continues
to increase even afterN surpasses 2n . For these reasons, when the data complexity is close to the size of
the codebook, the distinct known plaintext scenario may provide more clarity. In the remainder of this
section, we will consider models which account for both scenarios.

2.4.2 Application to Matsui's Algorithm 2

We will apply this framework to Matsui's Algorithm 2. We consider an attack on the cipher EK = FK � E 0
K

using the keyless linear approximationh�; x i + h�; E 0
K (x)i of E 0

K . If f : Fn
2 � Fj k j

2 �! F2 is the truncated
last round function, we consider the experimental correlation:

ccor(k) =
1
N

X

(x;y )2D

(� 1)h�;x i + f (y;k ) (2.55)

The experimental correlation is equivalent to the counterTk � N=2 used in the description of Algorithm
2 given in [Mat93], since ccor(k) = 2 Tk =N � 1. Since we are interested in the key guesses with the
largest absolute value ofTk � N=2, we will use the squared experimental correlation test statistic, as its
distribution is easier to manipulate than the absolute value:

X k =
�

\cor(k)
� 2

(2.56)

In the following subsections, we will compute the distribution of this statistic both for the right key
and the wrong key guess, so that we can plug them into Theorem 2.33.

2.4.2.1 Distribution of the Correlation of a Linear Approximation over the Keyspace

Let us start by substituting the right-key and wrong-key randomisation hypotheses for updated versions
of these assumptions as formulated by Blondeau and Nyberg [BN16].

Assumption 2.34 (Right-key randomisation). Let E : Fn
2 � F�

2 �! Fn
2 be a block cipher and let�; � 2 Fn

2
be input and output masks. IfK is uniformly distributed over F�

2 , then

corK (�; � ) � N (c;ELP( �; � ) � c2): (2.57)

In general c = Exp K (corK (�; � )) is close to or equal to zero.

Let us provide some justi�cation to this assumption. The value of the variance is deduced directly
from the de�nition of the ELP as the expected value over the keyspace of the square of the correlation.
The assumption that c = 0 is a consequence of the design of modern ciphers, which aim to avoid the
existence of linear approximations with any dominant linear trails. Furthermore, even for a single trail,
we can expect that as many keys will contribute to the average correlation with a positive sign as will
contribute with a negative sign, thus leading to an expected value of zero.
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Figure 2.5: Probability density functions of the statistical distributions of the equivalent linear crypt-
analysis test statistics ccor(k) and ccor(k)2 for the right and the wrong key guess. The area highlighted in
green represents the distinguishing advantage of the test statistic.

The normality of the distribution is more di�cult to justify. When a single dominant linear trail  is
present, we can separate the keyspace into two partsK0 and K1 depending on the value ofhK;  i . The
expected values of corK (�; � ) in both groups take opposite sign, and their absolute value is very close
to the square root of the ELP. This means that the variance within each group is very close to zero and
that corK (�; � ) only takes two values and is not normally distributed. However, in most modern cipher
constructions there are no large sets of dominant trails in any linear approximations after enough rounds,
and we expect that the combination of the contributions of each trail will lead to a normal distribution.
Several experiments [DR07, BW12] have shown that this is a reasonable assumption for most modern
block ciphers, although exceptions exist, see for example [A�ABL12, HV18].

We also require an e�ective way of estimating the ELP of a linear approximation. Since it is generally
unfeasible to account for all the trails in the linear hull, we can only identify a set of dominant trails
which have a large contribution to the linear potential. In other words, we consider a setS of key masks
 so that the approximations h�; x i + h�; y i + h; K i are highly biased, while the rest have a much smaller
correlation. The contribution of these less biased approximations is modelled as random noise, an idea
introduced in [BN16].

Theorem 2.35 (Theorem 3 in [BN16]). Let E : Fn
2 � F�

2 �! Fn
2 be a block cipher and let�; � 2 Fn

2
be input and output masks. We can estimate theELP by choosing a setS containing the linear trails
contributing the most to the correlation, and using the formula:

ELP( �; � ) '
X

 2S

COR(�; �;  )2 + 2 � n : (2.58)

For the wrong-key distribution of the correlation, we will assume that the linear approximation behaves
as a linear approximation of a random permutation.

Theorem 2.36 (Theorem 4.7 in [DR07]). Let P : Fn
2 �! Fn

2 be a permutation chosen uniformly at
random and let �; � 2 Fn

2 be input and output masks.

cor(P; �; � ) � N (0; 2� n ): (2.59)

Proof. A thorough proof of this result is given in [DR07].

Assumption 2.37 (Wrong-key randomisation). For a wrong key guessk, the random variable overK

1
2n

X

x 2 Fn
2

(� 1)h�;x i + f (y;k ) ;

behaves as the correlation of a a linear approximation of a random permutation and thus follows the
normal distribution N (0; 2� n ). In addition, we will assume that the correlations for each di�erent wrong
key guess are statistically independent from each other.

2.4.2.2 Distribution of the Right and Wrong-key Statistics

We can now compute the distribution of ccor(k) in both the right and the wrong key case. We can see
both as random variables over the data sample and the key. In order to lighten notation, we will denote
by ccorR and ccorW two independent random variables which have identical distributions to ccor(k) for the
right key guess and for any wrong key guess, respectively.
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In order to consider both the known plaintext and the distinct known plaintext scenarios, a constant
B representing the current case will be used:

B =
�

1 in the KP scenario
2n � N
2n � 1 in the DKP scenario

: (2.60)

Proposition 2.38. Given a linear approximation with masks�; � 2 Fn
2 and a random data sampleD, the

experimental correlation has the following expected value and variance:

ExpD ;K ( ccorR ) = Exp K (corK (�; � )) = c; (2.61)

VarD ;K ( ccorR ) =
B
N

+ ELP( �; � ) � c2: (2.62)

Assuming there is a large enough number of dominant linear trails for the approximation,ccorR follows a
normal distribution. In most cases, ExpD ;K ( ccorR ) = 0 .

Proof. We initially consider that the key K is �xed. This means that h�; x i + h�; E 0
K (x)i + 1 is drawn

from the Bernoulli distribution with parameter (1 + cor K (�; � ))=2. Therefore

j(x; y = E 0
K (x)) 2 D : h�; x i + h�; y i = 0 j �

8
<

:

B
�

1+cor K ( �;� )
2 ; N

�
for KP

HG
�

1+cor K ( �;� )
2 2n ; 2n ; N

�
for DKP

:

From this we deduce that, for a �xed key, we can approximate ccorR � N (corK (�; � ); B
N ). If we now

consider a uniformly distributed key, we have the following:

ExpD ;K ( ccorR ) = Exp K (ExpD ( ccorR )) = Exp K (corK (�; � )) ;

VarD ;K ( ccorR ) = Exp K (Var D ( ccorR )) + Var K (ExpD ( ccorR ))

=
B
N

+ ELP( �; � ) � ExpK (cor(�; � ))2:

Proposition 2.39. The wrong-key experimental correlation follows the distribution:

ccorW � N
�

0;
B
N

+ 2 � n
�

: (2.63)

Proof. We reason in the same way as for the right key.h�; x i + f (y; k) + 1 is drawn from the Bernoulli
distribution with parameter (1 + c(K ))=2, wherec(K ) � K N (0; 2� n ). Therefore

j(x; y = E 0
K (x)) 2 D : h�; x i + f (y; k) = 0 j �

8
<

:

B
�

1+ c(K )
2 ; N

�
for KP

HG
�

1+ c(K )
2 2n ; 2n ; N

�
for DKP

:

From this we deduce that, for a �xed key, ccorW � N (c(K ); B
N ). If we now consider a uniformly distributed

key, we have the following:

ExpD ;K ( ccorR ) = Exp K (ExpD ( ccorR )) = 0 ;

VarD ;K ( ccorR ) = Exp K (Var D ( ccorR )) + Var K (ExpD ( ccorR ))

=
B
N

+ 2 � n :

Using these normal approximations for the right and wrong-key experimental correlations, we can
model their squares as� 2 distributions with 1 degree of freedom:

Corollary 2.40. If we assume thatc = Exp ( ccorK (�; � )) = 0 , we can model the distributions of the square
experimental correlations as� 2 distributions with one degree of freedom:

N
B + N ELP( �; � )

ccor2R � � 2
1; (2.64)

N
B + N 2� n ccor2W � � 2

1: (2.65)

The expected values and variances of these distributions are:

� R =
B
N

+ ELP( �; � ); � 2
R = 2

�
B
N

+ ELP( �; � )
� 2

; (2.66)

� W =
B
N

+ 2 � n ; � 2
W = 2

�
B
N

+ 2 � n
� 2

: (2.67)
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These distributions can be plugged in into the formulas of Theorem 2.33. In general, we will obtain
more accurate results if we do not take the normal approximation of the distribution of the wrong-key
statistic. However, the one-sided test on the square experimental correlation is equivalent to a two-sided
test on the experimental correlation itself (see Figure 2.5), which we can use to deduce the following
result:

Corollary 2.41 (Theorem 2 in [BN16]). In an Algorithm 2 linear attack aiming for an advantage a and
using an approximation with expected linear potentialELP( �; � ) with the squared experimental correlation
test statistic, the probability of success is:

PS = 2 � 2�

 s
B + N 2� n

B + N ELP( �; � )
� � � 1(1 � 2� a� 1)

!

: (2.68)

2.4.3 Application to Multiple and Multidimensional Linear Cryptanalysis

After analysing the classical Algorithm 2 attack using a single linear approximation, we now proceed to
extend the results to multiple and multidimensional attacks.

2.4.3.1 On the Independence Assumption

When discussing multiple linear cryptanalysis, we already mentioned that [BCQ04] requires the assump-
tion that all the linear approximations used in the attack are independent from each other, and that
approaches such as multidimensional [HCN19] and multivariate [BTV18] tackle this issue by considering
the joint distribution of the linear approximations.

However, these approaches can have some disadvantages: multidimensional cryptanalysis requires
that we incorporate a lot of additional approximations which may have poor correlations, and thus only
contribute to the test statistic with additional noise. In the case of multivariate linear cryptanalysis,
it is not possible to compute the data complexity and success probability directly from the parameters
of the approximation, as it is necessary to perform the empirical estimation of the joint distribution of
the correlations. Given these observations, studying the e�ectiveness of \classical" multiple linear crypt-
analysis using the� 2 statistic on an arbitrary set of approximations is a problem which may still prove
worthwhile. Indeed, some multiple linear attacks such as [FN20] have shown experimental results which
closely follow the predictions of the model, despite the clear falseness of the independence assumption (in
the case of these attacks, the approximations are not only statistically but linearly dependent).

One possible approach would be to see whether weaker conditions than statistical independence hold.
In particular, pairwise statistical independence or even statistical incorrelation should be enough to control
both the expected value and the variance of the� 2 statistic. This would require a better understanding
of the statistical dependence of linear approximations. In [Nyb17], it is proven that in a vector space of
binary random variables which are pairwise statistically independent, linear independence is equivalent
to statistical independence. However, it was also shown that any such space of pairwise independent
binary random variables is essentially degenerate, in the sense that all variables must be either constant
or balanced, which makes the result of little use to linear cryptanalysis. Furthermore, simple examples are
also shown in which two linear approximations must necessarily be statistically dependent, for example
a pair of linear approximations which share the same input mask but have di�erent output masks.

For these reasons, it seems highly unlikely that these attacks are working as predicted by the model
because of the approximations being pairwise independent. In that case, there are several possible
explanations. For example, it is possible that the contribution of the covariance between approximations
is small enough compared to the correlation of each approximation for its contribution to the variance of
the � 2 statistic to be negligible. It is also possible that there is some other underlying theoretical reason.
For example, it may be possible that the multiple linear attacks for which the model succeeds can be
described as multidimensional attacks from which low correlation approximations have been removed. In
any case, it would be of great interest to explain this phenomenon so that we have a better understanding
of the kind of scenarios the classical models for which multiple linear cryptanalysis are e�ective.

2.4.3.2 Distribution of the Capacity

In order to estimate the success probability in the case of multiple and multidimensional linear crypt-
analysis, we start by �nding the distribution of the capacity of the set of approximations:

C(K ) =
MX

i =1

corK (� i ; � i )2: (2.69)
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Theorem 2.42 (Theorems 4,5 in [BN16]). Let us consider a set ofM linear approximations � i : h� i ; xi +
h� i ; EK 0(x)i , of which we know representative familiesSi of linear trails for the �rst M 0. The expected
value and variance of the capacity can be estimated as

ExpK (C(K )) =
MX

i =1

ELP (� i ; � i ) '
M 0X

i =1

X

 2S i

COR(� i ; � i ;  )2 + M 2� n ; (2.70)

V arK (C(K )) = 2
M 0X

i =1

0

@
X

 2S i

COR(� i ; � i ;  )2

1

A

2

+ 2 2� n
M 0X

i =1

X

 2S i

COR(� i ; � i ;  )2 + M 21� 2n : (2.71)

If only an estimate C of the capacity of the �rst M 0 linear approximations of the set is known, we can
still approximate the variance by

V arK (C(K )) '
2

M 0
C2 +

M � M 0

M 0
C22� n +

M � M 0

M 0
21� 2n : (2.72)

Proof. These formulas are deduced from the linearity of the expected value and the linearity of the
variance for independent random variables. We use our previous estimation for the linear potential in
Theorem 2.35, and assume all linear approximations for which no trails are known behave like noise. For
the formula in the case in which only a capacity estimate is known, we assume that theM 0 approximations
have the same correlation.

2.4.3.3 Distribution of the Right-key and Wrong-key Statistics

The �nal component of the model is the computation of the distribution of the right and wrong key
statistics over K and D, which can then be plugged into the formulas of Theorem 2.33. We again
consider both the KP and the DKP scenarios, which will determine the value of the parameterB , which
was de�ned in equation 2.60. We consider the statistic

Qk =
MX

i =1

ccori (k); where ccori (k) is the empirical correlation of � i : (2.73)

We will denote by QR and QW random variables which have the same distribution asQk in the
right-key and the wrong-key scenarios, respectively. From the previous results, we deduce the following
theorem:

Theorem 2.43 (Theorem 6 in [BN16]). In multiple and multidimensional linear cryptanalysis, the
statistic QR approximately follows a normal distribution with parameters

QR � N (� R ; � 2
R ); where

�
� R = B

N M + Exp K (C(K ))
� 2

R = 2 B 2

N 2 M + 4 B
N ExpK (C(K )) + Var K (C(K ))

: (2.74)

A multiple of the wrong key statistic follows a� 2 distribution with M degrees of freedom:

N
B + N 2� n QW � � 2

M ; so
�

� W = Exp D ;K (Q~k ) = M
�

B
N + 2 � n

�

� 2
W = Var D ;K (Q~k ) = 2 M ( B

N + 2 � n )2 : (2.75)

Proof. We will begin by deducing the distribution of the right-key statistic. From the proof of Propo-
sition 2.38, we know that, for a �xed value of the key K , we have ccorK (� i ; � i ) � N (corK (� i ; � i ); B

N ).
Assuming the independence of the approximations, for a �xedK we have:

N
B

QR � � 2
M

�
N
B

C(K )
�

; so
�

ExpD (QR ) = B
N M + C(K )

VarD (QR ) = 2 B 2

N 2 M + 4 B
N C(K )

:

Therefore, assuming a normal approximation of the� 2 distribution,

ExpD ;K (QR ) = Exp K (ExpD (QR ))) =
B
N

M + Exp K (C(K )) ;

V arD ;K (QR ) = Exp K (Var D (QR ))) + Var K (ExpD (QR )))

= 2
B 2

N 2 M + 4
B
N

ExpK (C(K )) + Var K (C(K )) :

We now proceed to the wrong-key statistic. From Proposition 2.39, we know that for each approximation
ccori (~k) � N

�
0; B

N + 2 � n
�

when K and D are uniformly distributed. Since all these variables have the
same variance, we can normalise them so that the addition of their squares follows a� 2 distribution with
M degrees of freedom.
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2.5 Di�erential-linear Cryptanalysis

In this section we will discuss a related family of attacks which was introduced by Langford and Hell-
man [LH94] and combines a di�erential and a linear approximation into a single distinguisher. In [LH94],
only di�erential characteristics of probability 1 were considered, so here we will describe the slightly
improved version introduced by Biham et al. [BDK02a], which allows for di�erentials with probability
other than 1.

Proposition 2.44 (Di�erential-linear distinguisher). Let EK : Fn
2 �! Fn

2 be a block cipher which can be
written as the composition of two separate partsE 1

K and E 2
K , that is, EK = E 2

K � E 1
K . We consider that

a di�erential of E 1
K and a linear approximation of E 2

K are known. We denote the di�erential of E 1
K by

� �! � � , and assume it has probabilityp:

DP(�
E 1

K7��! � � ) = p: (2.76)

Let h�; y i + h�; z i be a linear approximation of E 2
K with correlation q:

cor
�
E 2

K ; �; �
�

= q: (2.77)

The di�erential and the linear approximation can be combined into an expression of the formh�; E K (x)i +
h�; E K (x + �) i , which showcases the following correlation:

Pr (h�; E K (x)i + h�; E K (x + �) i = 0) � Pr (h�; E K (x)i + h�; E K (x + �) i = 1) = � pq2; (2.78)

under the appropriate independence assumptions. This magnitude is closely-related to the concept of the
autocorrelation of a Boolean function, and we will thus denote it byaut(EK ; � ; � ).

Proof. If we assume thath�; y i + h�; E 2
K (y)i and h�; y + � � i + h�; E 2

K (y + � � )i are independent binary
variables which are zero with probability 1+ q

2 when y is uniformly distributed, using the piling-up lemma
we can deduce that the expression

h�; y i + h�; y + � � i + h�; E 2
K (y)i + h�; E 2

K (y + � � )i = h�; � � i + h�; E 2
K (y)i + h�; E 2

K (y + � � )i

is zero with probability 1+ q2

2 . This means that aut(E 2
K ; � � ; � ) = � q2 depending on the value ofh�; � � i .

Assuming that the correlation of the linear approximation of E 2
K is independent of whether the di�erential

holds or not, using the Bayes formula we obtain:

Pr (h�; E K (x)i + h�; E K (x + �) i = 0)

= Pr
�
E 1

K (x + �) = E 1
K (x) + � � �

� Pr
�

h�; E K (x)i + h�; E K (x + �) i = 0
E 1

K (x + �) = E 1
K (x) + � �

�

+ Pr
�
E 1

K (x + �) 6= E 1
K (x) + � � �

� Pr
�

h�; E K (x)i + h�; E K (x + �) i = 0
E 1

K (x + �) 6= E 1
K (x) + � �

�

= p
�

1 � q2

2

�
+ (1 � p) �

1
2

=
1 � pq2

2
:

From this, we quickly deduce that aut(EK ; � ; � ) = � pq2.

In practice, this means that EK can be distinguished from a random permutation withO
�
p2q4

�
chosen

plaintext-ciphertext pairs. It su�ces to generate plaintext pairs ( x; x � �) and compute the correlation of
h�; E K (x)i + h�; E K (x � �) i . Di�erential-linear cryptanalysis is of particular interest in the case of block
ciphers in which the optimal di�erential probability and the optimal correlation decrease very rapidly
with the number of rounds.

A di�erential-linear distinguisher can be used to mount a key-recovery attack by extending it at the
top and/or at the bottom with key guesses. The key recovery in the initial rounds is handled in the same
way as in di�erential attacks using plaintext structures. The key recovery in the �nal rounds is handled
using Matsui's Algorithm 2. By computing the correlation of the di�erential-linear distinguisher for each
combined guess of both parts of the key, we can separate the correct key guess from all the wrong ones.
The data complexity and the probability of success can be determined using the same techniques used in
linear cryptanalysis, such as the ones presented in Section 2.4.

In practice, this description of di�erential-linear distinguishers can lead to rather inaccurate results
which do not match those obtained in experiments. The presence of truncated di�erentials and linear
hulls will inuence the correlation of a di�erential-linear distinguisher. It is also possible that there are
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Figure 2.6: On the left, the \classical" di�erential-linear distinguisher without a transition part, which has
correlation pq2. On the right, the di�erential-linear distinguisher which uses a transition step between
the di�erential and the linear approximation, and which has correlation prq2. The correlation of the
middle part E m

K can be evaluated either empirically or using special techniques, such as the DLCT.

several output di�erences � � and input masks � which contribute to the autocorrelation. Furthermore,
the independence assumptions used in the proof of the result are not usually satis�ed, so the transition
between the di�erential and the linear part may have an unexpected e�ect on the autocorrelation.

The most commonly used solution to these problems consists of separatingEK into three parts,
EK = E 2

K � E m
K � E 1

K , whereE m
K is a small transition layer which covers only one or two rounds.E 1

K and
E 2

K are still covered using a di�erential and a linear approximation, respectively. If r = aut( E m
K ; � � ; � )

is the autocorrelation for the transition layer, then it can be easily proven that aut(EK ; �; � ) = prq2 (see
Figure 2.6). This approach describes the behaviour at the transition between the di�erential and the
linear parts much more accurately than the previous model.

There are two approaches which can be used to compute the value of aut(E m
K ; � � ; � ). The �rst is

simply through experimental simulation, as sinceE m
K only covers one or two rounds, the autocorrelation

should be large enough to be accurately estimated with a relatively small amount of randomly-generated
plaintext pairs. It is also possible to use theoretical tools which aim to describe the behaviour of the
transition, most notably the di�erential-linear connectivity table or DLCT [BDKW19]. These approaches
have the advantage that they also allow us to search for di�erences �� and linear masks� which exhibit
particularly high autocorrelations.

Another improvement to di�erential-linear cryptanalysis is the idea introduced in [BLT20], which
consists of grouping plaintext pairs in such a way that all the pairs in a group either do or don't satisfy
the di�erential at the same time. For example, if we �nd some bits in the plaintext for which ipping
their value won't change whether the di�erential is satis�ed or not, we can use them to determine such
groups. The autocorrelation in a \good" group (i.e. the di�erential is satis�ed) will be rq2, and zero in
the \bad" groups. If each group has more than 1=r2q4 pairs, then we can perform Algorithm 2 on each
group until we �nd one for which correlation is observed: this requires O

�
pr2q4

�
plaintext-ciphertext

pairs instead of O
�
p2r 2q4

�
. This technique can still be used if the \good" groups are not entirely made

of good pairs. If, given a di�erential pair, the probability that another pair in the same group is also a
di�erential pair is p0 > p , then the data complexity is O

�
pp0r 2q4

�
.



Chapter 3

Boolean Functions and the Walsh
Transform

This chapter contains broad introductions to some mathematical concepts which appear frequently in this
thesis, in particular, the Walsh transform of both complex vectors and Boolean functions. The former
is of interest to us mainly because of the fast Walsh transform algorithm, which can be used to greatly
reduce the time complexity of most linear key recovery attacks on block ciphers, as will be shown in
Chapter 5. The latter is a topic which is of interest in many branches of symmetric cryptology.
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Section 3.1 focuses entirely on the multidimensional discrete Fourier transform on complex vectors.
We start from an algebraic perspective looking at the discrete Fourier transform on �nite Abelian groups
and then deduce a more traditional formulation. Section 3.2 features an in-depth explanation of the
(complex) fast Walsh transform algorithm. Finally, Section 3.3 explores the Walsh transform of vectorial
Boolean functions, its properties, and its relationship to linear cryptanalysis.

3.1 (Complex) Discrete Fourier Transforms

Over the course of this section, we will de�ne the multidimensional discrete Fourier transform for vectors
in CN , of which the Walsh transform is a speci�c case. We start by describing the Fourier transform on
�nite Abelian groups in order to highlight the importance of the algebraic structure in regard to the fast
transform algorithms.

3.1.1 Fourier Transform on Finite Abelian Groups

We will now provide an extremely succinct description of the Fourier transform on �nite Abelian groups.
It is not strictly necessary for the purposes of this text, but I believe some basic context can help illustrate
the importance of the underlying group structure of the discrete Fourier transform, as in particular it
explains some of the di�erences in the behaviour of the one-dimensional FFT and the fast Walsh transform
when it comes to pruning. Please note that it is not intended as a real introduction to the topic and all
concepts and results which are not essential to our purposes have been omitted, as well as any detailed
proofs. For a more detailed study of Fourier analysis on �nite groups, we refer the reader to [Ter99].

De�nition 3.1 (Group characteristics). Let G be a �nite Abelian group. A characteristic of G is any
group homomorphism� : G �! C� , where C� is the multiplicative group of the complex numbers. The
characteristics of G form themselves a groupbG = Hom( G; C� ) called the Pontryagin dual of G. In the
case of �nite Abelian groups, the dual bG is isomorphic to G.

49
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It can be shown that all characteristics � of a group G must map all elements ofG to the unit circle
S1 = f z 2 C : jzj = 1g. Please note that although the groupsG and bG are isomorphic, there is usually
no unique or canonical isomorphism between the two.

Example. Let G = Z=NZ be the cyclic group ofN elements, and let� : Z=NZ �! C be a characteristic.
Since we must have� (1)N = 1, we deduce that � (1) must be an N -th root of unity. Let � be an N -th
primitive root of 1. Then � (1) = � k for somek between 0 andN � 1. Furthermore, we can construct the
following group isomorphism � :

� :
Z

N Z
�=�����!

dZ
N Z

k 7�����! � k ; � k (l ) =
�
� k

� l
= � k �l

:

Since there are multiple di�erent choices for � , the isomorphism � is not uniquely determined.

Example. Let G = Fn
2 with the additive group structure, and let � : Fn

2 �! C be a characteristic. Since
all elements ofFn

2 have order 2 except for the vector 0, we deduce that� (x) = � 1 for all x, which means
that we can think of � as a linear map betweenFn

2 and F2. Since all linear maps are of the formh; �i
for some 2 Fn

2 , we obtain an isomorphism

� : Fn
2

�=�����! cFn
2

 7�����! �  ; �  (x) = ( � 1)h;x i
:

For every bijective linear map L 2 GL(Fn
2 ; Fn

2 ), the bilinear form h; Lx i leads to a similar isomorphism
between G and bG. In other words, we cannot choose a group isomorphism without choosing a basis of
Fn

2 .

De�nition 3.2 (Space of complex functions). Let G be a �nite Abelian group. We denote theC-vector
space of all functionsf : G �! C using the standard addition and pointwise multiplication byCG. Since
an arbitrary map f is determined by the images of each element ofG, we can see thatCG is isomorphic
to CjG j . We can thus carry over the inner product and norm:

hf; g i =
X

x 2 G

f (x)g(x); f; g 2 CG; (3.1)

kf k2 =
p

hf; f i =
s X

x 2 G

jf (x)j2; f 2 CG: (3.2)

We note that, even though CG can be identi�ed as a vector space withCjG j , in most cases we can �nd
several di�erent Abelian groups with the same order. Broadly speaking, givenCN , choosing a groupG
with jGj = N imposes the group structure ofG on the coordinates ofCN in the standard basis. Di�erent
group structures will lead to di�erent Fourier transforms on CN .

De�nition 3.3 (Fourier transformation). Let f 2 CG be a function f : G �! C. The Fourier transform
of f is a function bf 2 C bG, bf : bG �! C, which is de�ned as

bf (� ) =
X

x 2 G

� (x)f (x); � 2 bG: (3.3)

The map F : CG �! C bG assigningF (f ) = bf is called the Fourier transformation.

The following result can be obtained rather quickly from the de�nition, however, it has wide-ranging
implications, and several properties about the DFT can be deduced from it directly.

Proposition 3.4. The Fourier transformation F is a linear bijection which preserves the inner product
up to a constant, ashbf ; bgi = jGjhf; g i for all f; g 2 CG. This means that

p
jGjk bf k2 = kf k2, so F =

p
jGj

is a unitary operation. In addition, the inverse of F is F � 1 = F � =jGj, where F � denotes the conjugate
transpose operator.

3.1.2 Multidimensional Discrete Fourier Transform

After this broad algebraic view of the Fourier transform, let us now look at it from a lower perspective.
We start with the examples of the DFT and the Walsh transform, and �nally show how we have in fact
de�ned the multidimensional DFT.
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Example (Discrete Fourier transform). Let G = Z=NZ. A vector f 2 CG can also be understood as a
vector in CN with coordinates (f (0); f (1); : : : ; f (N � 1)) in the standard basis. Using the identi�cation

of \Z=NZ with Z=NZ we discussed earlier, we can seeF as a map which takes vectors inCN to vectors
in CN . If we pick the primitive root of unity � = e2�i=N , we have:

bf (k) =
N � 1X

x =0

� k (x)f (x) =
N � 1X

x =0

� k �x f (x) =
N � 1X

x =0

e� i 2 �
N kx f (x); (3.4)

which is indeed the well-known formula for the (one-dimensional) discrete Fourier transformF on a
complex vector of lengthN .

Example (Walsh transform). Let G = Fn
2 . A vector in CG can also be seen as a vector inC2n

whose
coordinates in the standard basis are indexed by elements ofFn

2 , or elements ofZ=2n Z if we take their
binary representation. If we consider the isomorphism betweenFn

2 and its Pontryagin dual given by the
standard inner product h�; �i , we obtain the expression

bf (u) =
X

x 2 Fn
2

� u (x)f (x) =
X

x 2 Fn
2

(� 1)hu;x i f (x); (3.5)

which is the classical formula for the Walsh transformW : C2n
�! C2n

.

Since any �nite Abelian group is isomorphic to a direct product of d cyclic groups of the form

G =
Z

N1Z
�

Z
N2Z

� � � � �
Z

NdZ
;

we can study all Fourier transforms on �nite Abelian groups by studying the ones associated to this
family of groups. In fact, we obtain all the multidimensional DFTs:

De�nition 3.5 (Multidimensional discrete Fourier transform). Let d 2 N and N1; : : : ; Nd 2 N, N =
N1 � � � � � Nd. Given a map f : Z

N 1 Z � � � � � Z
N d Z �! C, we de�ne the (N1; : : : ; Nd)� dimensional discrete

Fourier transform of f as the map bf : Z
N 1 Z � � � � � Z

N d Z �! C given as

bf (k1; : : : ; kd) =
N 1 � 1X

x 1 =0

� � �
N d � 1X

x d =0

e� i 2 �
N 1

k1 x 1 ����� i 2 �
N d

kd x d f (x1; : : : ; xd): (3.6)

We can seef and bf as elements ofCN , and the Fourier transform as a mapF : CN �! CN . The input
space is often called thetime domain and the output space is often called thefrequency domain. The
multidimensional discrete Fourier transform can be inverted using the formula

f (x1; : : : ; xd) =
1
N

N 1 � 1X

k1 =0

� � �
N d � 1X

kd =0

ei 2 �
N 1

k1 x 1 + ��� + i 2 �
N d

kd x d bf (k1; : : : ; kd): (3.7)

Of special interest are the cases:

ˆ The cased = 1 corresponds to the discrete Fourier transform of lengthN = N1.

ˆ The cased = n, N1 = � � � = Nd = 2 corresponds to the Walsh transform of lengthN = 2 n .

The following result contains some interesting properties of the discrete Fourier transform, most of
which can be derived directly from Proposition 3.4:

Theorem 3.6. The multidimensional discrete Fourier transformation operator F : CN �! CN given by
F (f ) = bf satis�es the following properties:

ˆ Linearity: F is a linear operation. Given f; g 2 CN and a; b2 C, we have

F (af + bg) = aF (f ) + bF (g): (3.8)

ˆ Shift theorem: Given �xed time shifts si 2 Z=Ni Z; i = 1 ; : : : ; d and a map f 2 CN , we de�ne
the shifted mapf + s as f + s(x1; : : : ; xd) = f (x1 � s1; : : : ; xd � sd). The DFT exchanges shifts with
�xed frequency phase factors, according to the formula:

df + s(k1; : : : ; kd) = e� i 2 �
N 1

k1 s1 ����� i 2 �
N d

kd sd bf (k1; : : : ; kd): (3.9)
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ˆ Parseval's identity: F preserves the dot product up to a factor ofN . Given f; g 2 CN :

hbf ; bgi = N hf; g i ; k bf k2 =
p

N kf k2: (3.10)

These results are often written as the so-called Parseval and Plancherel identities:

N 1 � 1X

x 1 =0

� � �
N d � 1X

x d =0

f (x1; : : : ; xd)g(x1; : : : ; xd) =
1
N

N 1 � 1X

k1 =0

� � �
N d � 1X

kd =0

bf (k1; : : : ; kd)bg(k1; : : : ; kd); (3.11)

N 1 � 1X

x 1 =0

� � �
N d � 1X

x d =0

jf (x1; : : : ; xd)j2 =
1
N

N 1 � 1X

k1 =0

� � �
N d � 1X

kd =0

j bf (k1; : : : ; kd)j2: (3.12)

A consequence of Parseval's identity is the fact thatF preserves orthogonality. Furthermore, given
an orthonormal basis ofCN , we can obtain another orthonormal basis by applyingF and dividing
by 1=

p
N .

ˆ Convolution theorem: Given two functions f; g 2 CN , we de�ne their convolution as another
function f � g 2 CN which is given by

(f � g)(x1; : : : ; xd) =
N 1 � 1X

t 1 =0

� � �
N d � 1X

t d =0

f (t1; : : : ; td)g(x1 � t1; : : : ; xd � td): (3.13)

The convolution theorem states that the DFT of the convolution of two functions is the component-
wise product of their DFTs:

[f � g(k1; : : : ; kd) = bf (k1; : : : ; kd) � bg(k1; : : : ; kd): (3.14)

This formula can be used to compute the convolution of functions e�ciently.

ˆ Maximum value: The Plancherel identity tells us that F behaves very well with respect to the 2-
norm k � k2. We are also interested in its behaviour with respect to the1 -norm k � k1 , about which
we can saykFk1 = N , which in particular means

j bf (k1; : : : ; kd)j � N � max fj f (x1; : : : ; xd)j : x1 2 Z=N1Z; : : : ; xd 2 Z=NdZg (3.15)

for all k1 2 Z=N1Z; : : : ; kd 2 Z=NdZ.

Proof. Most of these properties are direct consequences of Proposition 3.4 or can be proven with a
small manipulation of the de�nition. We will provide a short direct proof of the convolution theorem
nonetheless, due to its importance in later chapters.

[f � g(k1; : : : ; kd) =
X

x 1 ;:::;x d

e�
P

j i 2 �
N 1

k j x j
X

t 1 ;:::;t d

f (t1; : : : ; td)g(x1 � t1; : : : ; xd � td)

=

 
X

t 1 ;:::;t d

e�
P

j i 2 �
N 1

k j t j f (t1; : : : ; td)

!  
X

x 1 ;:::;x d

e�
P

j i 2 �
N 1

k j (x j � t j ) g(x1 � t1; : : : ; xd � td)

!

= bf (k1; : : : ; kd) � bg(k1; : : : ; kd):

Other properties and applications of the (one-dimensional) DFT can be found in signal process-
ing textbooks such as [PM92]. A coverage oriented towards the multidimensional DFT can be found
in [DM90].

3.2 The Fast Walsh Transform Algorithm

The fast Fourier transform algorithm or FFT was introduced in Cooley and Tukey's seminal paper [CT65],
and, thanks to more practically-oriented descriptions such as [GS66] and the wide range of potential
application problems in which it can be of use, it quickly became a ubiquitous algorithm. Using a divide-
and-conquer approach, the time complexity of obtaining the DFT of a vector of lengthN is reduced from
O

�
N 2

�
to O (N logN ). Although it was originally introduced for the purposes of the one-dimensional

DFT, it can easily be extended to the multidimensional case, and in particular to the Walsh transform.
In this section, we will focus on the fast Walsh transform algorithm, which will be described from two
di�erent perspectives.
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Figure 3.1: The fast Walsh transform algorithm, starting from the least signi�cant bit, and going to the
most signi�cant ( � = id). The dashed lines denote a sign swap or subtraction.

3.2.1 Divide-and-conquer Description

The core idea of the fast Walsh transform algorithm is to reduce the computation of the transform of
length 2n to two smaller transforms of sizes 2n � 1, and repeat this operation recursively until the resulting
transforms are trivial. Let f 2 CFn

2 be the vector whose Walsh transform we wish to compute. The
coordinates of bf are

bf (u) =
X

x 2 Fn
2

(� 1)hu;x i f (x): (3.16)

Let x = ( xn � 1; : : : ; x0) and u = ( un � 1; : : : ; u0) be the binary expressions ofx and u, respectively. We
can expand the formula of the de�nition as follows:

bf (un � 1; : : : ; u0) =
X

x n � 1 2 F2

� � �
X

x 0 2 F2

(� 1)u n � 1 x n � 1 + ��� + u 0 x 0 f (xn � 1; : : : ; x0): (3.17)

Let us focus on any of the bit positions in the output index, for exampleun � 1. We can separate the
formula into two parts according to the value of xn � 1:

bf (un � 1; : : : ; u0) =
X

x n � 2 2 F2

� � �
X

x 0 2 F2

(� 1)u n � 2 x n � 2 + ��� + u 0 x 0 f (0; x l � 2; : : : ; x0)

+ ( � 1)u n � 1
X

x n � 2 2 F2

� � �
X

x 0 2 F2

(� 1)u n � 2 x n � 2 + ��� + u 0 x 0 f (1; x l � 2; : : : ; x0):
(3.18)

By inspecting this formula, we see that we have reduced the Walsh transform to two of half the
size. Indeed, let's consider the functionsf 0; f 1 2 CFn � 1

2 which are de�ned as f 0(xn � 2; : : : ; x0) =
f (0; xn � 2; : : : ; x0) and f 1(xn � 2; : : : ; x0) = f (1; xn � 2; : : : ; x0) and assume we have already computed their
Walsh transforms. We can obtain bf by adding bf 0 and bf 1 component by component (thus obtaining all the
coordinates of bf for which un � 1 = 0) and by subtracting bf 1 from bf 0 (thus obtaining all the coordinates
of bf for which un � 1 = 1).

This process can be iterated: we can reduce the computation of the two transforms of length 2n � 1

to that of four transforms of length 2n � 2, and so on. Each time we reduce a transform of size 2l to
two transforms of size 2l � 1, we have to perform 2l overhead additions and subtractions. These add up
to 2n additions and subtractions for each level of the reduction orstage. We note that at each stage,
we operate on pairs (a; b) by applying the operation (a; b)  (a + b; a� b). These operations are often
called butteries in the literature. By the end of the process and aftern2n additions and subtractions,
we have reduced the calculation to that of 2n Walsh transforms of length 1, which are trivial. The whole
process is illustrated for a transform of length 24 = 16 in Figure 3.1. The following result follows from
this reasoning:

Theorem 3.7 (Fast Walsh transform). Let f 2 CFn
2 be a complex vector of length2n . Its Walsh transform

bf can be computed using exactlyn2n complex additions and subtractions.
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Algorithm 7: Fast Walsh transform, \binary" description
Parameters: � 2 Sn a permutation of the set f 1; : : : ; ng.
Input: f : CFn

2 �! C.
Output: bf : CFn

2 �! C.
for k  � (1) to � (n) do // The FWT "stages"

foreach i 2 Fn
2 with i ^ (1 � (k � 1)) = 0 do // The "butterflies"

j  i � (1 � (k � 1));
(f (i ); f (j ))  (f (i ) + f (j ); f (i ) � f (j ));

end
end
return f ;

Algorithm 8: Fast Walsh transform, \arithmetic" description
Parameters: � 2 Sn a permutation of the set f 1; : : : ; ng.
Input: f : C2n

�! C.
Output: bf : C2n

�! C.
for k  � (1) to � (n) do // The FWT "stages"

for i  0 to 2n � 1 do // The "butterflies"
if i mod 2k 2 f 0; : : : ; 2k � 1 � 1g then

j  i + 2 k � 1;
(f (i ); f (j ))  (f (i ) + f (j ); f (i ) � f (j ));

end
end

end
return f ;

Let us briey consider the memory requirements of the algorithm we have outlined. Assuming that
the whole input vector f is stored in memory as either one or two arrays of 2n real values (depending on
whether the input is real or complex), we can perform all the operations of the algorithm directly on this
array. The only overhead is a single auxiliary register which is used in the computation of the butteries,
as well as the counters for the loops.

Another important feature of this algorithm is the multiple ways in which it can be ordered due to
the commutativity of its steps. If we return to Equation 3.18, we see that our choice of wedge variable
is not limited to un � 1, and that we can instead start from u0 or any other position. Furthermore, in
each successive reduction step, we can choose to continue with any of the remaining variables, or even
continue with di�erent variables on each of the two smaller Walsh transforms. In order to keep the
notation light, we will only formalise the former case. In short, we can consider a family of fast Walsh
transform algorithms of length 2n which is parametrised by the symmetric groupSn .

Given a permutation � of 1; : : : ; n, the associated fast Walsh transform algorithm starts by reducing
the problem on the variable u� (n ) � 1, continues with u� (n � 1) � 1, and so on, until only u� (1) � 1 remains.
Since the reduction takes place at the end of the algorithm, this means the algorithm will start with the
stage pairing vector entries with di�erent values of u� (1) � 1 and end with the stage pairing vector entries
with di�erent values of u� (n ) � 1.

Algorithms 7 and 8 are two pseudocode implementations of the fast Walsh transform algorithm after
unrolling the recurrence. Algorithm 7 has the input and output vectors indexed in Fn

2 , while Algorithm 8
sees the vectors as indexed inZ=2n Z. When implemented on a real computer using binary integers, both
descriptions become almost indistinguishable, but both have been included in order to help the reader
understand the algorithm in depth.

Both versions of the algorithm take a permutation � 2 Sn as a parameter which determines the order
of the stages. An index variablek is used to keep track of the stage of the transformation, and it takes
the values � (1); � (2); : : : ; � (n). A second index variable i is then used to go over all the elements ofFn

2
whose (k � 1)-th coordinate j k � 1 is equal to 0. A buttery operation is then performed on the entries
of the vector f i and f i � ek � 1 , where ek � 1 is the vector composed of all zeroes except for the (k � 1)-th
coordinate.

In practice, instead of considering all possible values ofi 2 Fn
2 and discarding those for whichi k � 1 = 1,

it is possible to generate only the interesting values by using two nested for loops:
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foreach r 2 Fn � k
2 do

foreach s 2 Fk � 1
2 do

i  s � (r � k);
end

end

for r  0 to 2n � k � 1 do
for s  0 to 2k � 1 � 1 do

i  s + r � 2k ;
end

end

In Figure 3.1, we can see that the butteries in stagek can be grouped into 2n � k groups consisting
of 2k � 1 each (for example, in stage 2 we have four groups of two butteries). In the two nested for loops,
the variable r represents the group, while the variables selects the individual buttery within the group.

3.2.2 Hadamard-Sylvester Matrix Description

Let us now briey describe the fast Walsh transform in terms of Walsh-Hadamard matrices. These
matrices and the several di�erent row and column reorderings constitute a family of great mathematical
interest in their own right. A lot of results about these matrices can be found in the literature, such as
in [YH97].

De�nition 3.8 (Hadamard-Sylvester matrices). The matrices H2n , where

H1 = (1) 2 GL(C; C);

H2 =
�

1 1
1 � 1

�
2 GL(CF2; CF2);

...

H2n = H2 
 H2n � 1 2 GL(CFn
2 ; CFn

2 );

(3.19)

are called Hadamard-Sylvester matrices.

In some literature, the matrix we denote by H2n is denoted simply by Hn . This recursive de�nition
can be unrolled into a compact formula, as per the following result:

Proposition 3.9. The entries of the Hadamard-Sylvester matrixH2n are precisely:

H2n [i; j ] = ( � 1)hi;j i for all i; j 2 Fn
2 : (3.20)

Proof. We proceed by induction onn. We can easily see that the result is true forH1 and H2 by checking
coordinate by coordinate. Furthermore, for the matrix H2n , we have

H2n [i; j ] = ( H2 
 H2n � 1 ) [i; j ] = H2[i n � 1; j n � 1] � H2n � 1 [(i n � 2; : : : ; i 0); (j n � 2; : : : ; j 0)]:

Assuming that the target equality holds for H2n � 1 , we obtain

H2n [i; j ] = ( � 1)i n � 1 � j n � 1 � (� 1)h( i n � 2 ;:::;i 0 ) ;( j n � 2 ;:::;j 0 ) i = ( � 1)hi;j i :

From this result, it becomes clear that H2n is the matrix representation of the Walsh transform
operator W, in the sense that givenf 2 CFn

2 , then the equality bf = H2n f holds. In fact, several texts
use the Hadamard-Sylvester matrices as the de�nition of the Walsh transform.

Using the Hadamard-Sylvester matrices, the fast Walsh transform algorithm can be deduced in an
alternative way by means of the following result:

Proposition 3.10. Given any permutation � 2 Sn of the set f 1; : : : ; ng, the Hadamard-Sylvester matrix
H2n can be decomposed as

H2n =
nY

k=1

(I 2n � � ( k ) 
 H2 
 I 2� ( k ) � 1 ) : (3.21)

In particular, for the case � = id , we obtain the decomposition

H2n =
nY

k=1

(I 2n � k 
 H2 
 I 2k � 1 ) : (3.22)

Proof. We use the mixed product property of the matrix and Kronecker products:

H2n =
nO

k=1

H2 =
nO

k=1

�
I n � � (k )

2 H2I � (k ) � 1
2

�
=

nY

k=1

(I 2n � � ( k ) 
 H2 
 I 2� ( k ) � 1 ) ;

noting that
N l

k=1 I 2 = I 2l .
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We note that all these decompositions describeH2n as the product of n matrices. For all the decom-
positions, the same matrices appear, only in a di�erent order which is determined by� . For the sake of
convenience, we will rename the matrices asH k

2n :

H k
2n = I 2n � k 
 H2 
 I 2k � 1 : (3.23)

For example, the following are the three matrices forn = 3:

H 1
23 = I 2 
 I 2 
 H2 =

0

B
B
B
B
B
B
@

1 1 0 0 0 0 0 0
1 � 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 1 � 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 1 � 1 0 0
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 � 1

1

C
C
C
C
C
C
A

;

H 2
23 = I 2 
 H2 
 I 2 =

0

B
B
B
B
B
B
@

1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0
1 0 � 1 0 0 0 0 0
0 1 0 � 1 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1
0 0 0 0 1 0 � 1 0
0 0 0 0 0 1 0 � 1

1

C
C
C
C
C
C
A

;

H 3
23 = H2 
 I 2 
 I 2 =

0

B
B
B
B
B
B
@

1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1
1 0 0 0 � 1 0 0 0
0 1 0 0 0 � 1 0 0
0 0 1 0 0 0 � 1 0
0 0 0 1 0 0 0 � 1

1

C
C
C
C
C
C
A

:

We can see that in order to compute the Walsh transform of a given vector of length 2n , we just
have to multiply it by all the matrices H k

2n , in any order. So, in order to provide a Walsh transform
algorithm, we just need to �nd how to multiply a vector by the matrix H k

2n e�ciently. The entries of
H k

2n are generated using the Kronecker product formula

H k
2n [i; j ] = I 2n � k [(i n � 1; : : : ; i k+1 ); (j n � 1; : : : ; j k+1 )] � H2[i k ; j k ] � I 2k � 1 [(i k � 1; : : : ; i 1); (j k � 1; : : : ; j 1)]; (3.24)

from which we deduce that there are only two non-zero elements in each row and column:

H k
2n [i; j ] 6= 0 () (i n � 1; : : : ; i k+1 ) = ( j n � 1; : : : ; j k+1 ) and (i k � 1; : : : ; i 1); (j k � 1; : : : ; j 1): (3.25)

Furthermore, in that case we have

H k
2n [(i n � 1; : : : ; i k+1 ; i k ; i k � 1; : : : ; i 0); (i n � 1; : : : ; i k+1 ; j k ; i k � 1; : : : ; i 0)] = ( � 1)i k � j k : (3.26)

This suggests multiplication of f 2 Fn
2 by H k

2n can be performed with the following loop:

foreach i 2 Fn
2 with i k = 0 do

j  i � (1 � k);
(f (i ); f (j ))  (f (i ) + f (j ); f (i ) � f (j ));

end

This means multiplication by H k
2n is performed in exactly the same way as thek-th stage of Algo-

rithm 7, and we have obtained the same fast Walsh transform algorithm that we described in the previous
section.

3.2.3 Comparison with the One-dimensional FFT

We �nish the discussion of the fast Walsh transform algorithm by describing the classical radix-2 one-
dimensional FFT algorithm and highlighting some major di�erences. There are fundamentally two ver-
sions of the Cooley-Tukey radix-2 FFT algorithm for vectors of length 2n : decimation in time and
decimation in frequency. We will discuss decimation in time, as the decimation in frequency algorithm
can be obtained by applying decimation in time to the inverse transform.
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Figure 3.2: The decimation-in-time FFT algorithm.

Let � N = e� i 2 �
N , and let f be a complex vector of lengthN = 2 n . The idea of the decimation-in-time

FFT is to split the transform into two smaller transforms: one on the even coordinates off and one on
the odd coordinates off .

bf (k) =
2n � 1X

x =0

� k �x
2n f (x)

=
2n � 1 � 1X

y=0

� k �2y
2n f (2y) +

2n � 1 � 1X

y=0

� k �(2y+1)
2n f (2y + 1)

=
2n � 1 � 1X

y=0

� (k mod 2 n � 1 ) �y
2n � 1 f (2y)

| {z }
[f even (k mod 2 n � 1 )

+ � k
2n

2n � 1 � 1X

y=0

� (k mod 2 n � 1 ) �y
2n � 1 f (2y + 1)

| {z }
df odd (k mod 2 n � 1 )

:

(3.27)

This expression leads to a reduction of the transform of length 2n to two transforms of length 2n � 1,
f even and f odd . This is repeated recursively to obtain the decimation-in-time FFT algorithm. In practice,
it is common to make use of the fact that � 2n � 1 + k

2n = � � k
2n by multiplying df odd (k); 0 � k < 2n � 1 by the

factors � k
2n and inverting the sign when k � 2n � 1 is needed. A full diagram of this algorithm is found in

Figure 3.2. There are three important di�erences with the fast Walsh transform:

ˆ The algorithm described above features, in addition to sign swaps, the so-calledtwiddle factors,
which are the multiplications by � k

2n . This greatly complicates the application of the ideas we will
use for the pruned fast Walsh transform.

ˆ The FFT algorithm features a bit-reversal step (at the beginning for decimation-in-time and at the
end for decimation-in-frequency) which is not present in the FWT.

ˆ There are fundamentally only two radix-2 versions of the FFT algorithm, as opposed to then!
which are possible for the FWT. Higher radix FFTs also exist, but they are very di�erent, as
the transform is divided into more than two reduced transforms. The larger number of transform
algorithm means the FWT allows greater exibility when pruning.

3.3 Walsh Transforms of Vectorial Boolean Functions

Since most symmetric cryptography manipulates objects belonging to vector spaces over eitherF2 or other
�nite �elds of characteristic 2, the analysis and classi�cation of vectorial Boolean functions can provide
a lot of tools which can be of interest to cryptologists. Indeed, there are many properties of Boolean
functions which must be taken into account when designing symmetric primitives, as is proven by the
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existence of compendiums such as [Car21]. In particular, this section focuses on the Walsh transform,
which can be used to describe the properties of di�erent constructions relating to linear cryptanalysis. The
results shown in this section became known to cryptologists thanks to the work on correlation matrices
of Daemen et al. [DGV94].

De�nition 3.11 (Walsh transform of a vectorial Boolean function). Let f : Fn
2 �! Fm

2 be any vectorial
Boolean function. We de�ne its Walsh transform bf as the complex matrix corresponding to the map
bf : Fn

2 � Fm
2 �! C given by the formula

bf (u; v) =
X

x 2 Fn
2

(� 1)hu;x i + hv;f (x ) i : (3.28)

In the case m = 1 we do not need the output maskv as bf (u; 0) is trivial, which means we can simply
consider a vector bf : Fn

2 �! C given by the formula

bf (u) =
X

x 2 Fn
2

(� 1)hu;x i + f (x ) : (3.29)

The Walsh transform of a vectorial Boolean function is a real-valued complex matrix whose columns
are the transforms of each of the linear components of the function. Each columnbf (�; v) is the (complex)
Walsh transform of the indicator map

indf;v : Fn
2 ���! C

x 7���! (� 1)hv;f (x ) i : (3.30)

Given the Walsh transform of a vectorial Boolean function, the function can be recovered by applying
the inverse Walsh transform on each of the columns of the matrix.

We note that the Walsh transform of f is the correlation matrix C( f ) multiplied by a constant factor
2n . This means that we can use the fast Walsh transform to compute the LAT of Sboxes e�ciently,
as the cost of computing each column of the LAT of ann-bit to m-bit Sbox is reduced from the 22n

operations required if we use the de�nition to just n2n operations. We can thus compute the LAT of
such an Sbox withn2n + m operations. The fast Walsh transform can also be used to �nd high-correlation
linear approximations empirically:

Example. Let f : Fn
2 �! Fm

2 be a vectorial Boolean function. We assume that we wish to �nd a
linear approximation with a high correlation of the form h�; x i + h�; f (x)i , where � is known but � is
unknown. If we wish to �nd linear approximations with a correlation larger than c0, we consider a sample
of N = O

�
1=c2

0

�
values of x and their images f (x). We construct a zero vector g of length 2n , and for

eachx in the random sampleD we makeg(x) = ( � 1)h�;f (x ) i . The components of the Walsh transform of
this vector are bg(� ) =

P
x 2D (� 1)h�;x i + h�;f (x ) i , which is N times the empirical correlation of the linear

approximation h�; x i + h�; f (x)i . This means we have found the correlations for all linear approximations
with input mask � with N + n2n operations instead of theN 2n required operations if we just follow the
de�nition.

A lot of the properties of the Walsh transform of complex-valued functions onFn
2 (sometimes called

pseudoboolean functions) translate to properties of the Walsh transform of vectorial Boolean functions.
Of particular use is the following extended version of Lemma 2.15.

Lemma 3.12 (Equation 4 in [DGV94]). Let u; v 2 Fn
2 . Then

X

x 2 Fn
2

(� 1)hu;x i + hv;x i =
�

0 if u 6= v
2n if u = v

:

Proof. This can be seen as a result of the fact that the Walsh transform preserves orthogonality, as the
sum is the inner product of the Walsh transforms of two complex-valued functions which are zero in all
Fn

2 and 1 at u or v. It can also be proven directly. If we consideru = v, then hu; xi + hv; xi = 0 for all
x 2 Fn

2 , from which we deduce the sum is 2n . If u 6= v, then hu; xi + hv; xi = 0 exactly for the x which
satisfy the linear equation hu � v; xi = 0. This equation is satis�ed by the vectors of a hyperplane ofFn

2 ,
so there are exactly 2n � 1 solutions. The sum is thus 0 since half ofu 2 Fn

2 contribute to the sum with
� 1 and half contribute with 1.

The following result gives us the Walsh transform of all linear and a�ne maps:
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Proposition 3.13 (Equation 23 in [DGV94]). Let f : Fn
2 �! Fm

2 be an a�ne vectorial Boolean function
of the form f (x) = Lx � c, where L 2 GL(Fn

2 ; Fm
2 ) is a linear map and c 2 Fm

2 is a constant vector. Then

bf (u; v) =
�

0 if u 6= L T v
(� 1)hv;c i 2n if u = L T v

for all u 2 Fn
2 ; v 2 Fm

2 : (3.31)

Proof. This can be deduced from the previous result and the fact thathx; Ly i = hL T x; yi :

bf (u; v) =
X

x 2 Fn
2

(� 1)hu;x i�h v;Lx � ci

= ( � 1)hv;c i
X

x 2 Fn
2

(� 1)hu;x i�h L T v;x i =
�

0 if u 6= L T v
(� 1)hv;c i 2n if u = L T v

:

In particular, this means the following:

ˆ The Walsh transform of the addition of a constant c is a diagonal matrix, where the i -th element
of the diagonal is equal to (� 1)hi;c i . This, for example, describes the correlation matrix of a key
addition step in a block cipher.

ˆ The Walsh transform of a linear map is a matrix of zeroes and ones, and there is exactly one 1
in each column. The correlation matrix of a linear layer in a block cipher is thus a permutation
matrix.

Also of interest to the cryptanalysis of block ciphers is the following result, which gives us the Walsh
transform of the Sbox layer of a block cipher:

Proposition 3.14 (Equation 24 in [DGV94]). Let f i : Fn i
2 �! Fm i

2 ; i = 1 ; : : : ; d be a collection of

d vectorial Boolean functions. We consider the bricklayer function F : F
P

i n i

2 �! F
P

i m i

2 , which is
obtained by concatenating these maps, that is, we takeF(x1j � � � j xd) = ( f 1(x1)j � � � j f d(xd)) . Then, for
any (u1; : : : ; ud) in Fn 1

2 � � � � � Fn d
2 and (v1; : : : ; vd) in Fm 1

2 � � � � � Fm d
2 , we have

bF((u1j � � � j ud); (v1j � � � j vd)) =
dY

i =1

bf i (ui ; vi ): (3.32)

Note that if mi = 1 , then bf i (ui ; vi ) =

8
<

:

bf i (ui ) if vi = 1
0 if ui 6= 0 ; vi = 0

2n i if ui = 0 ; vi = 0
.

Proof. This result can be deduced by a simple calculation:

bF((u1j � � � j ud); (v1j � � � j vd)) =

=
X

(x 1 ;:::;x d )2 Fn 1
2 ����� F

n d
2

(� 1)h(u 1 ;:::;u d ) ;(x 1 ;:::;x d ) i + h(v1 ;:::;v d ) ;( f 1 (x 1 ) ;:::;f d (x d )) i

=
X

x 1 2 Fn 1
2

� � �
X

x d 2 F
n d
2

(� 1)hu 1 ;x 1 i + hv1 ;f 1 (x 1 ) i � � � � � (� 1)hu d ;x d i + hvd ;f d (x d ) i

=
dY

i =1

0

@
X

x i 2 Fn i
2

(� 1)hu i ;x i i + hv i ;f i (x i ) i

1

A =
dY

i =1

bf i (ui ; vi ):

This means that the correlation matrix CF of the Sbox layer of a block cipher is the Kronecker product
C(S1 ) 
 � � � 
 C(Sd ) of the correlation matrices of the Sboxes.

Finally, we provide the following result, which is equivalent to Proposition 2.20, and states that the
Walsh transform of a composition of vectorial Boolean functions is the matrix product of their Walsh
transforms:

Proposition 3.15 (Equation 15 in [DGV94]). Let f : Fn
2 �! Fl

2 and g : Fl
2 �! Fm

2 be vectorial Boolean
functions. The Walsh transform of the compositiong� f is the matrix product of the transforms of f and
g:

2l [g � f (u; v) =
X

w2 Fl
2

bf (u; w) � bg(w; v) (3.33)
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Proof. This result is another consequence of Lemma 3.12:

X

w2 Fl
2

bf (u; w) � bg(w; v) =
X

w2 Fl
2

0

@
X

x 2 Fn
2

(� 1)hu;x i + hw;f (x ) i

1

A �
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Propositions 3.13-3.15 can be used to describe the Walsh transforms of symmetric primitives based
on Sboxes, linear transformations, and key xoring.
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Chapter 4

Pruning the Fast Walsh Transform

The purpose of this chapter is to showcase my Walsh transform pruning technique for a�ne subspaces.
An early, limited version was included in [FN20], and a generalised version which works on arbitrary
a�ne subspaces was described in [Fl�o22]. More speci�cally, we develop algorithms which can evaluate
the Walsh transform e�ciently when it is known that a large fraction of input coordinates are zero, when
only a small amount of outputs needs to be evaluated, or both. This pruning problem for the Walsh
transform appears naturally when applying it to linear key recovery attacks: the speci�cities of the cipher
construction, the data, and the key schedule may restrict the inputs and the outputs of the necessary
Walsh transforms in ways the attacker may desire to exploit, but doing so requires careful analysis of
the fast Walsh transform algorithm. Despite the motivation of linear cryptanalysis, I have decided to
cover this topic in a separate chapter, as the pruned algorithm is of interest on its own and may �nd
applications outside the scope of symmetric cryptology.
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The chapter opens with a brief formal description of the pruning problem and how it's been tackled
by previous publications in the case of the \classical" FFT. Section 4.2 covers the main subject of this
chapter, which is a solution to the pruning problem when both the inputs and the outputs are restricted
to a�ne subspaces of Fn

2 . We provide three versions of the algorithm, each one of which generalises and
extends the previous one. For example, the �rst one can only be applied if we wish to �x the values of
certain bits, while the last one is e�ective on arbitrary a�ne subspaces. Finally, Section 4.3 covers some
strategies which can be used in cases in which the inputs and outputs do not lie in a�ne subspaces of
small dimension, and Section 4.4 discusses some potential directions for further research.

4.1 Problem Statement and Related Work

Broadly speaking, our objective is to speed up the Fast Walsh Transform algorithm when the non-zero
inputs or desired outputs are limited to previously-known �xed subsets of Fn

2 by removing unnecessary
computations. An algorithm which computes the desired outputs with fewer computations than the
\full" fast transform requiring n2n additions will be called a pruned fast Walsh transform algorithm.
More formally, we are interested in algorithms which solve the following problem:

De�nition 4.1 (Problem statement). Let f : Fn
2 �! C be any vector in CFn

2 . We assume that lists
L; M � Fn

2 are given, and that f (x) = 0 for all x 2 Fn
2 n L. The aim is to compute bf (u) for all u 2 M

with as few operations as possible.

If L and M are arbitrary subsets of Fn
2 we will say the pruning problem is unstructured. If some

information about L and M is known (for example, that they lie within some given a�ne subspaces of
Fn

2 of �xed dimension) we will say the pruning problem is structured.

63
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4.1.1 Overview of Previous Results for the One-dimensional FFT

Before looking at the case of the Walsh transform, which is the multidimensional (2; : : : ; 2)-discrete
Fourier transform, we will look at previous work in the case of the one-dimensional 2n -discrete Fourier
transform, that is, the \classical" discrete Fourier transform. This problem has been given more attention
historically due to the popularity and prevalence of the one-dimensional FFT and due to the presence of
many interesting applications in diverse �elds.

The �rst pruned version of the FFT algorithm was given by Markel [Mar71], who pruned decimation-
in-frequency algorithm for the case in whichL consists of the �rst 2r ; r < s points of the input, and
M = Z=2n Z. This is achieved by removing all operations from the algorithm which are performed
exclusively on zeroes. The resulting algorithm has a time complexityO (r 2n ), which means the number
of operations is reduced by a factor of roughlyr=n. An analogous pruned version of the decimation-in-
time algorithm for the same lists L and M was described by Skinner [Ski76]. This algorithm achieves
savings which are slightly better by removing some twiddle factor multiplications, but the improvement
is still roughly r=n.

The �rst pruned algorithm to consider both zero inputs and a restricted set of outputs was given by
Sreenivas and Rao [SR79]. It applies the same pruning approach to both the decimation-in-time and the
decimation-in-frequency algorithms, and picks the one giving the smallest time complexity. It achieves
a similar time complexity saving to the two previous algorithms. A pruned version decimation-in-time
algorithm was given by Nagai [Nag86], focusing on the case in whichL = Z=2n Z and M is any (possibly
shifted) consecutive window of 2r frequencies, and achieving the same complexity reduction ofr=n.

An alternative approach to simple removal of operations calledtransform decomposition was intro-
duced by Sorensen and Burrus [SB93]. The general idea of this technique is to map the given non-zero
inputs to the transform of size 2n to the inputs of a series of separate DFTs of smaller size. After these
transforms are computed, the resulting outputs are combined to obtain the desired outputs. Although
the approach works very well in the cases covered by previous works and can also be applied in other
cases, it is not very e�ective in the latter.

All the aforementioned algorithms exhibit similar complexities: in essence, evaluating 2r points of a
2n point transform costs O (r 2n ), which means the complexity was reduced by a factor of aroundr=n.
However, an interesting case was found by Shousheng and Torkelson [ST96]: when the listM is a comb
of equidistant points as opposed to the continuous bands considered in previous literature, a smaller
complexity of O (2n + r 2r ) can be achieved.

Although the basic unnecessary computation removal used to construct the algorithms of these works
can be applied to unstructured, arbitrary input and output sets, the idea was formalised as a general
algorithm by Alves et al. [AOS00]. Given input and output lists L and M , the pruned FFT algorithm is
constructed using atraceback technique. A more careful complexity analysis was also carried out, and in
particular a formula for the average complexity as a function ofn; jL j and jM j was given. An equivalent
technique was (re)introduced by Hu and Wan [HW05]. The e�ciency of the overhead computations
required for the traceback was improved in [SS05]. Similar generalised pruning techniques have also been
proposed for the case of mixed-radix and composite-length DFTs in works such as [WZSL12, CMTY15].

In the remainder of this chapter, we tackle the pruning problem in the case of the Walsh transform
or (2; : : : ; 2)-dimensional DFT. We mostly focus on the case in whichL and M lie in a�ne subspaces of
Fn

2 . The pruning problem for the Walsh transform has some fundamental di�erences to the equivalent
problem for the one-dimensional FFT. We note that in the case of the Walsh transform, it is possible to
make use of the vector space structure ofFn

2 , and in particular we can invoke the properties of the inner
product h�; �i , while for the standard FFT only the structure of the cyclic group Z=2n Z can be used. As
a result, the pruning techniques introduced in this chapter are not compatible with the one-dimensional
FFT (or at least not trivially so), and di�erent from the ones featured in previous works on the topic.

The Walsh transform pruning problem and has seen some attention in the literature, in particular
Jankovic et al. [JSD01] introduced a binary decision diagram-based method for computing the Walsh
transform to provide solutions to some Walsh transform output pruning problems. However, this approach
has the disadvantage that the number of required operations isn't just dependent on the structure of the
output bins, but also on the input function. A related problem to the pruning one is the sparse transform
problem, where we assume that the output has a certain sparsity (in other words, the number of non-zero
positions in the output is bound by some constant), which was tackled in [CI17].

4.2 A�ne Pruning Algorithms for the Fast Walsh Transform

This section focuses on the following structured pruned Walsh transform problem:
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De�nition 4.2 (A�ne pruning problem). Let f : Fn
2 �! C be a complex vector of length2n . We assume

we are given listsL; M � Fn
2 as well as vector subspacesX; U � Fn

2 and vectors x0; u0 2 Fn
2 so that

L � x0 + X; M � u0 + U, and f (x) = 0 for all x 62L . The aim is to compute bf (u) for all u 2 M with as
few operations as possible.

The only added assumption with respect to the unstructured problem is that we consider that the
subsetsL and M are entirely contained inside some a�ne subspacesx0 + X and u0 + U whose dimension
is signi�cantly smaller than the dimension of the ambient space,n.

In order to better understand how the a�ne Walsh transform pruning problem was solved, we will
describe three di�erent attempts. The �rst was published in [FN20] and can only be applied when
X and U are generated by some standard unit vectorsei of Hamming weight 1. The second version
is an unpublished attempt to generalise the previous approach by associating a fast Walsh transform
algorithm to each basis ofFn

2 which ful�ls some orthogonality properties. These restrictions on the basis,
however, mean that the resulting pruned algorithm is not applicable to arbitrary a�ne subspaces. We
�nally describe the algorithm shown in [Fl�o22], which relies on reducing the transform to one of smaller
dimension, and which we show is e�ective and e�cient for all choices of a�ne subspaces of the input and
output indices.

4.2.1 Approach 1: Fixing Values of Bits and Commutativity

We will start tackling the a�ne pruning problem on the Walsh transform by discussing the partial solution
proposed in [FN20]. This technique can be applied when either the inputs or the outputs to the transform
have some bits of their binary indices restricted to some �xed values. In terms of the formal a�ne pruning
problem, we consider the case in which eitherX or U is generated by some standard basis vectorsei .

We will initially focus on the case X = Fn
2 (so only the outputs are restricted). In this case, it may

seem more intuitive to think of the problem in terms U? instead of U, as U? consists of the span of the
bits whose values are �xed, andU consists of the span of the bits which are free. The speci�c values of
the �xed bits are then provided by a vector u0 2 U? (this condition ensures that all the free bits of u0

are set to 0).
The general idea of this pruning strategy is to apply the traceback technique of [AOS00] on the fast

Walsh transform algorithm generated using a well-chosen permutation� 2 Sn . The importance of the
choice of� is highlighted by the examples given in Figure 4.1, where we consider thatU? = span f e1; e3g
and u0 = (0 ; 0; 1; 0).

The cost of the full fast Walsh transform algorithm of size 16 is 2� 24 = 64 complex additions and
subtractions. If we remove the unnecessary computations from the \standard" algorithm given by the
permutation � 1 = id, we obtain a pruned version which requires 36 additions. If we do the same thing for
the algorithm generated by � 2 = (4 ; 2; 3; 1), this amount decreases to just 20 operations, almost halving
the complexity.

So, in order to �nd a good solution to the pruning problem, we must solve that of �nding a good
permutation � for a given pruning problem. Given U? and u0, we wish to �nd an optimal permutation
� and provide a compact formula for the resulting time complexity in terms of parameters such as the
size of the input vector and the dimension ofU? .

Let us look at the example again to see how both permutations interact di�erently with the desired
outputs. In particular, we note that in the case of � 1, when we trace back through the last set of
butteries, the number of active wires grows from 4 to 8. In the case of� 2, the number of active wires
before the last stage is still 4, because the elements ofM = u0 + U are paired with each other in that
stage's butteries. The same thing happens when we undo the third stage of the transform. This suggests
that we should leave for the end of the transform the stages in which elements ofu0 + U are paired with
each other in the butteries.

Proposition 4.3. Let f : Fn
2 �! C be a complex vector of length2n . We are given a list L � Fn

2 so
that f (x) = 0 for all x 62L . We are also given a vector subspaceU � Fn

2 of dimension s in the form
U = span f ei � 1 : i 2 Sg ; S � f 1; : : : ; ng; jSj = dim ( U) = s and a vector u0 2 Fn

2 . It is possible to
compute bf (u) for all u 2 u0 + U with exactly

jL j + s2s additions and subtractions;

2n + ( s � 1)2s in the caseL = Fn
2 :

(4.1)

Note that, given U? = span f ei � 1 : i 62 Sginstead of U, we can substitutes for n � dim
�
U?

�
.
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Figure 4.1: The result of applying the traceback pruning technique on the fast Walsh transform of size
24 = 16 when the output coordinates are restricted according to the conditionsu1 = 1 ; u3 = 0. We have
considered the fast Walsh transform algorithms associated to the permutations� 1 = id = (1 ; 2; 3; 4) and
� 2 = (4 ; 2; 3; 1). We conclude that for � 1, the resulting pruned Walsh transform algorithm requires 36
complex additions, while in the case of� 2 we only need 20.
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Proof. We will apply the traceback pruning approach on the fast Walsh transform algorithm generated
by any permutation � = ( � (1); : : : ; � (n)) which satis�es the (equivalent) conditions

f � (1); : : : ; � (n � s)g = f 1; : : : ; ng n S;

f � (n � s + 1) ; : : : ; � (n)g = S:

Let us compute the number of required operations when we prune a fast Walsh transform of this form.
We will consider the �rst n � s stages and the lasts stages separately.

ˆ We start the traceback from the end of the transform. At the output of the transform, we have 2s

positions whose value we are interested in. Since at thei -th stage, the positions which are paired
for the butteries di�er by e� ( i ) � 1 and we have chosen� so that e� ( i ) � 1 2 U, we know that all
the butteries pair elements of u0 + U with each other. This means that, at each stage, we are
interested in the values of 2s positions, and we will compute 2s complex additions and subtractions.
The total cost for the s stages will thus bes2s additions and subtractions.

ˆ In the �rst n � s stages, we deal with the opposite situation: every buttery pairs a position which
is active with one which is not. This means that the number of active wires doubles with each stage
until the full input is active. The total cost of these stages in additions is

P n � s
i =1 2n � i = 2 n � 2s.

Furthermore, if the list L is signi�cantly smaller than Fn
2 , we can go over the list ignoring all the

other inputs, which means we can perform this part with at most L additions and subtractions.

We obtain the full cost by adding the number of operations in the two stages.

We note that this complexity formula has two major implications. First, when s is comparatively
small with respect to n, the complexity becomes dominated by the �rst term 2n . This means that even
if all the inputs are active, we have e�ectively removed the logarithmic factor from the classical n2n

complexity formula. Second, if we also havejL j � 2n , the cost of the pruned transform becomes fully
independent of its full size, and depends only on the number of active inputs and outputs.

The previous result can be adapted to the case in which the inputs are restricted instead of the
outputs, and even the case in which bit restrictions are applied to both the input and the output. We
get the following results, which are given with proof sketches:

Proposition 4.4. Let f : Fn
2 �! C be a complex vector of length2n . We are given a vector subspace

X � Fn
2 of dimension r in the form X = span f ei : i 2 Rg ; R � f 0; : : : ; n � 1g; jRj = dim ( X ) = r and

a vector x0 2 Fn
2 so that f (x) = 0 for all x 62x0 + X . We are also given a listM � Fn

2 . It is possible to
compute bf (u) for all u 2 M with exactly

r 2r additions and jM j memory accesses;

r 2r additions and 2n � 2r memory accesses in the caseM = Fn
2 :

(4.2)

Proof. We will show how an appropriate permutation � may be chosen, and the rest of the proof should
follow similar arguments to the ones we gave for Proposition 4.3. We can use any permutation� =
(� (1); : : : ; � (n)) which ful�ls the conditions:

f � (1); : : : ; � (r )g = R

f � (r + 1) ; : : : ; � (n)g = f 1; : : : ; ng n R

The main di�erence with the reasoning used in Proposition 4.3 is that the �rst r stages consist of 2r

additions and subtractions each, and the rest consist of successive copying of memory registers.

Proposition 4.5. Let f : Fn
2 �! C be a complex vector of length2n . We are given a vector subspace

X � Fn
2 of dimension r in the form X = span f ei � 1 : i 2 Rg ; R � f 1; : : : ; ng; jRj = r and a vector

x0 2 Fn
2 so that f (x) = 0 for all x 62x0 + X . We are also given a vector subspaceU � Fn

2 of dimension
s in the form U = span f ei � 1 : i 2 Sg ; S � f 1; : : : ; ng; jSj = s and a vector u0 2 Fn

2 . We also assume
that X \ U has dimensiont = jR \ Sj . It is possible to compute bf (u) for all u 2 u0 + U with exactly

2r + ( t � 1)2t additions and 2s � 2t memory accesses. (4.3)
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Figure 4.2: Example of simultaneous pruning of both inputs and outputs. In the caseX =
spanf e0; e1g; x0 = (1 ; 0; 0; 0) and U = span f e0; e2g; u0 = (0 ; 0; 1; 0), we can compute all the desired
outputs with just 4 additions and 2 memory accesses by taking� = (2 ; 4; 1; 3). In this case the cost of
computing the outputs directly from the de�nition is 16 operations.

Proof. We will show how an appropriate permutation � may be chosen, and the rest of the proof should
follow similar arguments to the ones we gave for Proposition 4.3. We can use any permutation� =
(� (1); : : : ; � (n)) which ful�ls the conditions:

f � (1); : : : ; � (r � t)g = R n S;

f � (r � t + 1) ; : : : ; � (n � s + t)g = ( f 1; : : : ; ng n(R [ S )) [ (R \ S );

f � (n � s + t + 1) ; : : : ; � (n)g = S n R:

4.2.2 Approach 2: Choosing Advantageous Basis

We will now describe an attempt at generalising the pruning approach which has been exposed for the �xed
bit values case to more general a�ne subspaces. Although it is largely superseded in both generality and
simplicity by the di�erent approach which is introduced in the next section, I believe it can still provide
some insight on the nature of the fast Walsh transform algorithm and the key importance of its algebraic
structure, and that some of these ideas might eventually prove useful in future pruning techniques.

The idea behind this generalisation is the following. In the previous approach, we leveraged the
fact that we can pick any permutation � 2 Sn to obtain an associated fast Walsh transform algorithm.
By choosing � carefully, we can obtain an algorithm which prunes well for a given restriction on the
inputs and outputs. The permutation � = ( � (1); : : : ; � (n)) determines an ordering of the standard basis
f e0; : : : ; en � 1g, so that at the i -th stage of the transform, butteries are applied on pairs of entries which
di�er by e� ( i ) � 1 in their coordinates. This observation is followed by the question: is it possible to do
the same thing for other basis? This would broaden the choices of fast Walsh transform algorithm when
X and U are arbitrary, increasing the likelihood that an algorithm with better complexity exists.

De�nition 4.6. Let B = f b0; : : : ; bn � 1g � Fn
2 be a basis ofFn

2 . We will say B is an orthonormal basis if
hbi ; bj i = � ij . From here and until the remainder of this section, we will consider basis areordered, that
is, a basisB = ( b0; : : : ; bn � 1) will be an n-tuple of vectors ofFn

2 whose elements form a basis ofFn
2 in the

traditional, non-ordered sense.

Please note that the notion of orthogonality in Fn
2 behaves quite di�erently from orthogonality in

real or complex vector spaces, as the inner product inFn
2 is not de�nite, and there are vectors which

are orthogonal to themselves. In particular, this means that there is no equivalent to the Gram-Schmidt
orthonormalisation algorithm in binary vector spaces.

Proposition 4.7. Let B = ( b0; : : : ; bn � 1) be an ordered orthonormal basis ofFn
2 , and let f : Fn

2 �! C be
a complex function onFn

2 . The Walsh transform of f can be evaluated using the following formula:

bf (u) =
X

x 2 Fn
2

(� 1)hu;b 0 ih b0 ;x i + ��� + hu;b n � 1 ih bn � 1 ;x i : (4.4)
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Figure 4.3: An example of generalised fast Walsh transform algorithm associated to the basisB =
(b0; b1; b2; b3) = ((0 ; 1; 1; 1); (1; 0; 1; 1); (1; 1; 0; 1); (1; 1; 1; 0)). We also show how it provides an e�ec-
tive pruned transform when X = span f (0; 0; 0; 1); (0; 1; 1; 0); (1; 1; 0; 0)g; x0 = (0 ; 0; 0; 0) and U =
spanf (1; 1; 1; 0); (0; 0; 1; 1)g; u0 = (0 ; 1; 0; 1). This is possible becauseX \ U = span f b2g; X =
spanf b0; b1; b2g; and U = span f b2; b3g. The pruned transform requires only 8 additions and 2 mem-
ory accesses.

This formula can be split in a manner analogous to Equation 3.18:

bf (u) =
X

x 2 Fn
2

hbn � 1 ;x i =0

(� 1)hu;b 0 ih b0 ;x i + ��� + hu;b n � 2 ih bn � 2 ;x i f (x)

+ ( � 1)hu;b n � 1 i
X

x 2 Fn
2

hbn � 1 ;x i =1

(� 1)hu;b 0 ih b0 ;x i + ��� + hu;b n � 2 ih bn � 2 ;x i f (x);
(4.5)

and iterating this operation leads to a fast algorithm for the Walsh transform.

Proof. This formula can be seen as a consequence of the de�nition of the Walsh transform as the discrete
Fourier transform on the group Fn

2 , which doesn't privilege the standard basis ofFn
2 over other orthonormal

basis. However, we can also easily deduce it from the \classical" Walsh transform formula. If we write
u =

P n � 1
j =0 uB

j bj as a linear combination of the vectors ofB, we havehu; bi i =
P n � 1

j =0 uB
j hbj ; bi i = uB

i . From
this, we conclude that, givenx 2 Fn

2 , we have

hu; xi =

*
n � 1X

i =0

bB
i ui ; x

+

=
n � 1X

i =0

bB
i hbi ; xi =

n � 1X

i =0

hu; bi ihbi ; xi ;

from which the desired expression is quickly obtained. The split version of the formula is obtained by
separating the terms in the sum for which hbn � 1; xi = 0 and the terms for which hbn � 1; xi = 1 and
substituting the value of hbn � 1; xi in the exponent.

From this result, we can construct the generalised fast Walsh transform algorithm (Algorithm 9). As
a parameter, the algorithm takes any orthonormal basis ofFn

2 , and each stage of the transform applies
butteries on the pairs of entries which di�er by one of the elements of the basis. It is very important
that B is orthonormal, and if this is not the case, the algorithm doesn't output the Walsh transform of
f . This algorithm is a generalisation because the previous version which takes a permutation� 2 Sn

corresponds to giving this new algorithm the orthonormal ordered basisB =
�
e� (1) � 1; : : : ; e� (n ) � 1

�
.

We now investigate how this broader collection of fast Walsh transform algorithms could potentially
be used to obtain better pruning techniques. Figure 4.3 illustrates an example in which very good results
can be obtained. In this speci�c case, we see that there exists an orthonormal basisB so that X , U and
X \ U are all generated by some elements ofB. This means we fall into a situation very similar to that
of Proposition 4.5, and we can obtain the same complexity given the dimensions ofX; U and X \ U. Let
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Algorithm 9: Fast Walsh transform using an arbitrary orthonormal basis
Parameters: B = ( b0; : : : ; bn � 1) an ordered orthonormal basis ofFn

2 .
Input: f : CFn

2 �! C.
Output: bf : CFn

2 �! C.
for k  1 to n do // The FWT "stages"

foreach i 2 Fn
2 with hi; bk � 1i = 0 do // The "butterflies"

j  i + bk � 1;
(f (i ); f (j ))  (f (i ) + f (j ); f (i ) � f (j ));

end
end
return f ;

Y and V be subspaces so thatX is the direct sum of X \ U and Y and U is the direct sum of X \ U and
V . An e�cient pruned fast Walsh transform can be obtained from an algorithm generated by reordering
the basisB = ( b0; : : : ; bn � 1) so that

spanf b0; : : : ; br � t � 1g = Y;

spanf bn � s� 1; : : : ; bn � 1g = V:

In practice and in order to make the traceback step a bit easier, we can perform a change of basis
both at the beginning and the end of the transform on the coordinates of the bins which transformsB
into the standard basis, so that the inner stages of the transform become the standard Walsh transform
with � = id.

This approach, however, becomes rather di�cult to use for arbitrary a�ne subspaces. The main
obstacle is the existence of self-orthogonal subspaces, in which all vectors are orthogonal to each other,
including themselves. This means such a subspace can never be written as the span of some vectors of
an orthonormal basis. Even if we ignore such subspaces, this method still involves some complicated
steps. We also have no resulting complexity formula which takes all the parameters into account (the
dimensionsr , s and t are not su�cient as they do not provide orthogonality information).

As we will see in the next section, we can �nd a method which is proven to work for arbitrary
subspaces (including self-orthogonal ones), with arguably simpler linear algebra, and performing most of
the calculations inside a standard fast Walsh transform routine. Furthermore, we have provided a closed
formula for the complexity of this algorithm and shown that it's close to optimal. For these reasons, we
believe that the algorithm we describe in the next section is more desirable than one obtained through
generalised fast Walsh transforms, at least for the applications that we consider in the scope of this thesis.

4.2.3 Approach 3: General A�ne Pruning

We will now describe a di�erent pruning approach for the Walsh transform than the two considered in the
previous pages, and which is �nally able to solve Problem 4.2 for all possible parameters, as introduced
in [Fl�o22]. In fact, we can prove that this algorithm is essentially optimal if we assume the optimality of
the standard Walsh transform.

The motivation behind this approach is the behaviour we have observed with the two previous at-
tempts: in all the cases we have considered so far, the algorithm consists of three basic steps:

1. All the non-zero inputs are condensed into a shorter vector of length 2t . Each input is added to a
single position of the shorter vector, and may have its sign swapped.

2. A standard Walsh transform of length 2t is applied on the shortened vector.

3. The outputs of the small transform are expanded into the desired outputs of the full transform with
just register copying and sign swaps.

Since we keep running into pruned algorithms which operate like this, we decided to try and build
such an algorithm directly, instead of considering a full fast transform from which unnecessary operations
have been removed. Let us �rst consider a concrete example.

Example. We again consider the Walsh transform of size 16 = 24. The full fast Walsh transform algorithm
requires 4� 24 = 64 additions and subtractions in total. We consider a pruning problem in the setting
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f 1111f 1111f 1111

f 1110f 1110f 1110

f 1101

f 1100

f 1011

f 1010

f 1001f 1001f 1001

f 1000f 1000f 1000

f 0111

f 0110

f 0101f 0101f 0101

f 0100f 0100f 0100

f 0011f 0011f 0011

f 0010f 0010f 0010

f 0001

f 0000

bf 1111

bf 1110

bf 1101

bf 1100

bf 1011bf 1011bf 1011

bf 1010bf 1010bf 1010

bf 1001bf 1001bf 1001

bf 1000bf 1000bf 1000

bf 0111bf 0111bf 0111

bf 0110bf 0110bf 0110

bf 0101bf 0101bf 0101

bf 0100bf 0100bf 0100

bf 0011

bf 0010

bf 0001

bf 0000

Figure 4.4: A pruning attempt using traceback on a carefully-chosen ordering of the standard basis.
It requires a total of 24 additions/subtractions and 8 register copies, in contrast to the 64 operations
required for the computation of the full transform.

of 4.2 with the input and output lists L = x0 + X and M = u0 + U equal to

x0 = (0 ; 0; 1; 0); X = span f (0; 0; 0; 1); (0; 1; 1; 0); (1; 0; 1; 0)g;

u0 = (0 ; 1; 0; 0); U = span f (0; 0; 0; 1); (0; 0; 1; 0); (1; 1; 0; 0)g:

We �rst attempt to apply the traceback-based pruning approach on an appropriately chosen standard
basis ordering. Sincee0 2 X and e0; e1 2 U, we have chosen the permutation� = (1 ; 3; 4; 2), and the
results are shown in Figure 4.4. By removing unnecessary computations from the resulting fast Walsh
transform, we obtain the desired outputs with a total of 32 operations.

If we try to apply the approach of the previous section, we �nd that no orthonormal basis exists
ful�lling the ideal conditions which were outlined. We would like the basis B = ( b0; b1; b2; b3) to satisfy
X = span f b1; b2; b3g and U = span f b0; b1; b2g. This in particular would mean that X \ U = span f b1; b2g.
However, since we know thatX \ U = span f (0; 0; 0; 1); (1; 1; 0; 0)g, we can check that nob1; b2 2 X \ U
exist which are orthogonal to each other and not self-orthogonal.

Given this situation, we decide to try again from the beginning, and we look at the individual expres-
sions for each of the desired outputs, which are reproduced in Figure 4.5. By examining these formulas,
we observe the following properties:

bf 0100 = � bf 1010 ; bf 0101 = � bf 1011 ; bf 0110 = � bf 1000 ; bf 0111 = � bf 1001

The di�erence in the indices in each of these pairs is (1; 1; 1; 0), which is orthogonal to X . We also note
that there are pairs of inputs which always appear with opposite signs, namely (f 0010 ; f 1110), ( f 0011 ; f 1111),
(f 0100 ; f 1000), and (f 0101 ; f 1001). In this case, the di�erence between the indices is (1; 1; 0; 0), which is
orthogonal to U.

This suggests an algorithm which subtracts the elements of these input pairs from one another at the
beginning and duplicates the output pairs at the end, such as the one in Figure 4.6, which has a total
cost of 12 additions and subtractions and 4 memory accesses. By arranging the intermediate values in
the appropriate way, we can even write this algorithm in such a way that the central step is a fast Walsh
transform itself.

We now proceed to formalise the \trick" we used in the example. We start by proving the following
auxiliary lemma. In essence, it constructs basis ofU and X which are orthogonal to each other, and
which will be used to organise the inputs and the outputs.

Lemma 4.8. Let X; U � Fn
2 be vector subspaces ofFn

2 . We can de�ne t as

t := dim
�

X
X \ U?

�
= dim

�
U

U \ X ?

�
: (4.6)
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bf 0100 = + f 0010 + f 0011 � f 0100 � f 0101 + f 1000 + f 1001 � f 1110 � f 1111
bf 0101 = + f 0010 � f 0011 � f 0100 + f 0101 + f 1000 � f 1001 � f 1110 + f 1111
bf 0110 = � f 0010 � f 0011 � f 0100 � f 0101 + f 1000 + f 1001 + f 1110 + f 1111
bf 0111 = � f 0010 + f 0011 � f 0100 + f 0101 + f 1000 � f 1001 + f 1110 � f 1111
bf 1000 = + f 0010 + f 0011 + f 0100 + f 0101 � f 1000 � f 1001 � f 1110 � f 1111
bf 1001 = + f 0010 � f 0011 + f 0100 � f 0101 � f 1000 + f 1001 � f 1110 + f 1111
bf 1010 = � f 0010 � f 0011 + f 0100 + f 0101 � f 1000 � f 1001 + f 1110 + f 1111
bf 1011 = � f 0010 + f 0011 + f 0100 � f 0101 � f 1000 + f 1001 + f 1110 � f 1111

Figure 4.5: The desired entries ofbf written in terms of the non-zero entries of f .

f 1111f 1111f 1111

f 1110f 1110f 1110

f 1001f 1001f 1001

f 1000f 1000f 1000

f 0101f 0101f 0101

f 0100f 0100f 0100

f 0011f 0011f 0011

f 0010f 0010f 0010

� f 0101 + f 1001

+ f 0011 � f 1111

� f 0100 + f 1000

+ f 0010 � f 1110
+ f 0010 + f 0011 � f 0100 � f 0101
+ f 1000 + f 1001 � f 1110 � f 1111

+ f 0010 + f 0011 + f 0100 + f 0101
� f 1000 � f 1001 � f 1110 � f 1111

+ f 0010 � f 0011 � f 0100 + f 0101
+ f 1000 � f 1001 � f 1110 + f 1111

+ f 0010 � f 0011 + f 0100 � f 0101
� f 1000 + f 1001 � f 1110 + f 1111 bf 1011bf 1011bf 1011

bf 1010bf 1010bf 1010

bf 1001bf 1001bf 1001

bf 1000bf 1000bf 1000

bf 0111bf 0111bf 0111

bf 0110bf 0110bf 0110

bf 0101bf 0101bf 0101

bf 0100bf 0100bf 0100

Figure 4.6: Organising the inputs and outputs carefully allows us to reduce the cost of the transform to
just 16 operations.

Furthermore, the inner product hy; vi of an elementy of X=(X \ U? ) and an elementv of U=(U \ X ? )
can be de�ned as the inner product of any two representatives. There also exist isomorphisms� :
X=(X \ U? )

�=�! Ft
2 and  : U=(U \ X ? )

�=�! Ft
2 which preserve it:

hy; vi = h� (y);  (v)i for all y 2
X

X \ U? ; v 2
U

U \ X ? : (4.7)

Equivalently, there exist basisf y1; : : : ; yt g of X=(X \ U? ) and f v1; : : : ; vt g of U=(U \ X ? ) for which
hyi ; vj i = � ij for all i; j = 1 ; : : : ; t.

Proof. The equality of the dimensions is a consequence of the dimension formula, the fact that dim (V )? =
n � dim (V ), and the properties of orthogonal spaces.

dim
�
X=(X \ U? )

�
= + dim ( X ) � dim

�
X \ U? �

= + n � dim
�
X ? �

� n + dim
�
(X \ U? )? �

= � dim
�
X ? �

+ dim
�
X ? + U

�

= � dim
�
X ? �

+ dim
�
X ? �

+ dim ( U) � dim
�
U \ X ? �

= + dim
�
U=(U \ X ? )

�
:

It is also easy to show that the inner product hy; vi is well-de�ned for any y 2 X=(X \ U? ) and
v 2 U=(U \ X ? ). Let x1; x2 2 X and u1; u2 2 U which verify x1 = x2 and u1 = u2 (that is, x1 + x2 2 U?

and u1 + u2 2 X ? ). Then

hx1; u1i = hx2; u2i + hx1 + x2; u1i + hx2; u1 + u2i = hx2; u2i :

We will construct a pair of \orthogonal" bases starting from two arbitrary bases f y1; : : : ; yt g of
X=(X \ U? ) and f v1; : : : ; vt g of U=(U \ X ? ). We will �rst ensure that hy1; uj i = � 1j for all j and
that hx i ; v1i = � i 1 for all i , and then continue working recursively.

There is at least onej so that hy1; vj i = 1 (if y1 ? vj = 0 for all j , then we'd have y1 ? U, and thus
y1 = 0). We swap the vj so that hy1; v1i = 1. We then modify both basis as follows:

ynew
1 = y1; ynew

i = yi + hyi ; v1i y1 for all i 6= 1 ;

vnew
1 = v1; vnew

j = vj + hy1; vj i v1 for all j 6= 1 :
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Algorithm 10: General fast Walsh transform pruned to arbitrary a�ne subspaces
Parameters: L � x0 + X � Fn

2 ; M � u0 + U � Fn
2 , (X; U subspaces).

Input: f : L �! C.
Output: bf : M �! C.
BX = f y1; : : : ; yt g  GetBasis(X=(X \ U? ));
BU = f v1; : : : ; vt g  GetBasis(U=(U \ X ? ));
for k  1 to t � 1 do // Generate orthogonal basis

while hyk ; vk i = 0 do (vk ; : : : ; vt )  (vk+1 ; : : : ; vk );
for i  k + 1 to t do yi  yi + hyi ; vk i yk ;
for j  k + 1 to t do vj  vj + hyk ; vj i vk ;

end
let g : Ft

2 �! C; g(y) = 0 8y 2 Ft
2;

foreach x 2 L do // Absorb the nonzero inputs
(i 1; : : : ; i t )  GetCoordinates(x � x0; BX );
g(i 1; : : : ; i t )  g(i 1; : : : ; i t ) + ( � 1)hx � x 0 ;u 0 i f (x);

end
g  FWT( g) ; // Fast Walsh transform of size 2^t
foreach u 2 M do // Generate the desired outputs

(j 1; : : : ; j t )  GetCoordinates(u � u0; BU );
bf (u)  (� 1)hx 0 ;u i g(j 1; : : : ; j t );

end

return bf ;

We now check that the new basis have the desired orthogonality properties:

hynew
1 ; vnew

1 i = hy1; v1i = 1 ;

hynew
1 ; vnew

j i = hy1; vj i + hy1; vj ihy1; v1i = 0 for all j 6= 1 ;

hynew
i ; vnew

1 i = hyi ; v1i + hyi ; v1ihy1; v1i = 0 for all i 6= 1 :

This process can be iterated on the rest of the elements until we obtain a pair of basisf y1; : : : ; yt g and
f v1; : : : ; vt g which verify hyi ; vj i = � ij . We can construct the isomorphisms� and  by mapping these
bases to the standard basis ofFt

2.

Relying on the orthogonal basis provided by the lemma, we can prove the following result:

Theorem 4.9 (General a�ne pruned fast Walsh transform). Let bf be the Walsh transform off 2 CFn
2 .

We are given lists L � x0 + X � Fn
2 and M � u0 + U � Fn

2 , where x0 + X and u0 + U are a�ne
subspaces, and assumef (x) = 0 for all x 62L . Let t = dim

�
X=(X \ U? )

�
= dim

�
U=(U \ X ? )

�
. There

is an algorithm which computesbf (u) for all u 2 M which uses2t memory registers and at most

jL j + t2t additions and jM j memory accesses. (4.8)

Proof. Let u = u0 + u0; u0 2 U be one of the desired outputs.

bf (u) =
X

x 2 Fn
2

(� 1)hu;x i f (x) =
X

x 02 X

(� 1)hu 0 + u 0;x 0 + x 0i f (x0 + x0)

=
X

x 02 X

(� 1)hu;x 0 i + hu 0 ;x 0i + hu 0;x 0i f (x0 + x0)

= ( � 1)hu;x 0 i
X

y2 X= (X \ U ? )

(� 1)hu 0;y i
X

x 02 y

(� 1)hu 0 ;x 0i f (x0 + x0):

This suggests the following algorithm:

1. For each y 2 X=(X \ U? ), compute g(y) =
P

x 02 y (� 1)hu 0 ;x 0i f (x0 + x0). These sums are stored
in an array g of length 2t which is ordered according to a base ofX=(X \ U? ) constructed using
Lemma 4.8. In practice, this is done by going over all the elementsx of L , computing the associated
x0 = x � x0, and adding f (x) to the bin corresponding to the class ofx0. The total cost of this
step is at most jL j additions and subtractions. We note that we do not need to store the non-zero
entries of f in memory, as they can be queried individually, only once each, and in any order.
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2. We apply any fast Walsh transform algorithm on this vector, which requires t2t additions and
subtractions. The result is a vector bg which contains, for eachv 2 V 2 U=(U \ X ? ):

bg(v) =
X

y2 X= (X \ U ? )

(� 1)hv;y i
X

x 02 y

(� 1)hu 0 ;x 0i f (x0 + x0):

The vector bg can be accessed according the basis ofU=(U \ X ? ) obtained using Lemma 4.8.

3. For each desired outputu 2 M , we separateu = u0 + u0. We then access the entry ofbg indexed
under the class ofu0. This value is then sign-swapped according tohx0; ui , and we obtain bf (u). The
cost for the full list of outputs is at most jM j. We note that, as with the �rst step, each output can
be queried individually and in any order. This means, for example, that we can store the vectorbg,
which only requires 2t registers, and query any output within u0 + U in O (1) afterwards.

Example. We return to the example to illustrate how Theorem 4.9 justi�es the algorithm of �gure 4.6.
Indeed, U \ X ? = X ? = span f (1; 1; 1; 0)g and X \ U? = U? = span f (1; 1; 0; 0)g, which means that
t = 2 and the transform reduces to one of size 22. Furthermore, the inputs and outputs of the reduced
transform correspond to the bases ((0; 1; 1; 0); (0; 0; 0; 1)) of X=(X \ U? ) and ((0; 0; 1; 0); (0; 0; 0; 1)) of
U=(U \ X ? ).

We also provide the following optimality result, which states that any a�ne pruned algorithm must
require at least as many operations as a Walsh transform of size 2t :

Proposition 4.10. Any algorithm which solves a given instance of Problem 4.2 in the caseL = x0 + X
and M = u0 + U for all compatible input vectors f must perform at least

max
�

2dim( X ) ; 2dim( U ) ; time walsh
�

dim
�

X
X \ U?

���
(4.9)

operations, wheretime walsh(m) is the optimal number of operations required to compute a full Walsh
transform of size 2m .

Proof. Since any algorithm which solves the problem for any set of inputs must at least read all the active
input positions, the complexity must be at least 2dim( X ) operations. A similar argument on the outputs
provides the 2dim( U ) bound.

For the �nal bound, let t = dim
�
X=(X \ U? )

�
, and let � and  be the isomorphisms de�ned in

Lemma 4.8. It su�ces to reduce the computation of the Walsh transform of length 2t of a vector
g 2 Ft

2 to the a�ne pruning problem instance. We construct a vector f 2 x0 + X as follows: for each
y 2 X=(X \ U? ), we take exactly one representativex0 2 y and make f (x0 + x0) = ( � 1)hu 0 ;x 0i g(� (y)).
All the other positions are set to zero.

When we compute the Walsh transform off at a position u = u0 + u0 using the pruned algorithm,
we obtain

bf (u0 + u0) =
X

x 02 X

(� 1)hu 0 + u 0;x 0 + x 0i f (x0 + x0)

= ( � 1)hu;x 0 i
X

y2 X= (X \ U ? )

(� 1)hu 0;y i + hu 0 ;x 0(y ) i f (x0 + x0(y))

= ( � 1)hu;x 0 i
X

y2 X= (X \ U ? )

(� 1)hu 0;y i g(y) = ( � 1)hu 0 ;x 0 i bg(u0)

noting that for each y 2 X=(X \ U? ) there is a singlex0(y) for which f (x0 + x0(y)) 6= 0.

The formula shows that, given  (v) 2 Ft
2, we can take any representativeu0 2 v, query bf (u0 + u0) to

the pruned algorithm and multiply by ( � 1)hu 0 + u 0;x 0 i in order to obtain bg( (v)).

4.3 The Multi-a�ne Subset Case

In the previous section, we have described what we consider to be a satisfactory solution to the pruning
problem when the inputs, the outputs, or both are restricted to subsets of a�ne subspaces of small
dimension. We have also shown that the time complexity doesn't just depend on the dimensions of these
subspaces, but also on their orthogonality, and have found that our solution is essentially optimal. The
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next natural step is to look into algorithms for subsets of Fn
2 which may not necessarily lie on a�ne

subspaces of small dimension.
A �rst approach to tackle the unstructured pruning problem would be to �nd the smallest a�ne

subspaces which cover all active inputs and all outputs, that is, to choose randomx0 2 L and u0 2 M ,
and pick X = span (f x � x0gx 2 L ) and U = span (f u � u0gu2 M ). However, if jL j; jM j � n it is very likely
that X = U = Fn

2 , and we just obtain the traditional fast Walsh transform algorithm. In other words,
this approach will only be e�ective for very small subsets, to the point that computing the transform
point by point may even be more e�cient.

However, there is one case in which the a�ne pruning algorithms can be very useful. In the applications
of the next chapter, the lists L and M span the wholeFn

2 . However, they can be written as the union
of small collections of sublists which are contained in a�ne subspaces of small dimension. This means
we can use the linearity of the Walsh transform to separate the calculation into several parts to which
Algorithm 10 can be applied.

We assume that we separate the listsL and M as disjoint unions L = L 1 [ � � � [ L p and M =
M 1 [ � � � [ M q. Let's also assume that there existx1

0; : : : ; xp
0 and u1

0; : : : ; uq
0, as well asX 1; : : : ; X p and

U1; : : : ; Uq so that L i � x i
0 + X i for all i = 1 ; : : : ; p and M j � uj

0 + Uj for all j = 1 ; : : : ; q. Please note
that although the list families f L i g and f M j g are disjoint, the a�ne subspace families f x i

0 + X i g and
f uj

0 + Uj g are not necessarily disjoint.
We can compute the pruned Walsh transform for each pair (L i ; M j ) separately using Algorithm 10.

Given f , we will denote by f i the function equal to f but with its support restricted to L i . We will
denote by cgij the output of the internal transform used in Algorithm 10 for the lists L i and M j . We can
then use the linearity of the Walsh transform to recombine the information from these partial transforms.
Indeed, givenu 2 M j , we can compute bf (u) as

bf (u) =
pX

i =1

bf i (u) =
pX

i =1

(� 1)hu;x i
0 i cgij

�
u � uj

0

�
: (4.10)

Let t ij := dim
�
X i =(X i \ U?

j )
�
. The time complexity of the resulting algorithm is:

qjL j +
pX

i =1

qX

j =1

t ij � 2t ij + pjM j additions/subtractions. (4.11)

The memory requirement is maxqj =1 f
P p

i =1 2t ij g + jM j.

4.4 Conclusion and Open Problems

Over the course of this chapter, we have described a solution to the a�ne Walsh transform pruning
problem in which it is known that the non-zero inputs lie within an a�ne subspace x0 + X and the
desired outputs lie within an a�ne subspace u0 + U. We have found that the time complexity is not
just dependent on the dimensions ofX; U , or even X \ U, but that the orthogonality of these spaces
plays an essential role. More speci�cally, we �nd that a pruned fast Walsh transform algorithm consisting
of a reduced Walsh transform of length 2t , where t = dim

�
X=(X \ U? )

�
= dim

�
U=(U \ X ? )

�
exists.

Furthermore, we �nd that the calculation of the Walsh transform of length 2 t can be reduced to any a�ne
pruning problem of arbitrary length 2 n , n > t , as long as dim

�
X=(X \ U? )

�
= t holds. This means that

our solution to the problem is not just e�ective, but also e�cient.
We have also shown that this algorithm can also be used when the active inputs and outputs lie on the

union of some a�ne subspaces of small dimension. This case is of special interest to linear cryptanalysis,
as will be highlighted in the next chapter. However, the algorithm for multi-a�ne sets considers several
simpli�cations which may negatively impact the �nal complexity. In particular, we consider the subspaces
X i and Uj to be arbitrary, and that the calculations performed for each pair of subspaces are independent
from each other. It is unclear whether a closer examination of the structure of these subspaces may lead
to potential time complexity gains, but in any case it seems like a problem worth exploring.

It seems that, since the algorithms discussed in this chapter make heavy use of the a�ne space
structure of the active input and output lists, such large time complexity gains may not be possible for
the unstructured pruning problem. However, there are other structured pruning problems which may
be of interest to cryptologists and for which signi�cant gains may be possible. One such case is that
of computing the outputs whose index has a Hamming weight bound by a small constantw. When
empirically computing good output linear masks for a given input mask using the Walsh transform such



76 CHAPTER 4 - PRUNING THE FAST WALSH TRANSFORM

as in Section 3.3, in many cases it would seem sensible to limit the search to masks whose Hamming
weight is not too large. This is a situation in which an algorithm which prunes the Walsh transform
according to the Hamming weight of the indices may prove very useful.



Chapter 5

Fast Key Recovery Linear Attacks

In this chapter we present the work on FFT-accelerated linear attacks which I published with Mar��a
Naya-Plasencia [FN20] and in the single author paper [Fl�o22]. The FFT or Walsh transform key recovery
linear attack algorithm was �rst introduced by Collard, Standaert and Quisquater [CSQ07b]. Despite
being a somewhat popular technique which can greatly reduce the time complexity of some attacks,
there have been few attempts to generalise, extend or improve this approach. Our work provides a
description of the algorithm which applies to more general situations than the original version, as well as
a comprehensive set of tools to exploit speci�c aspects of the attack and the cipher in question by means
of the pruned Walsh transform of Chapter 4. We also provide some application examples with speci�c
linear cryptanalysis of several reduced-round ciphers.
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Section 5.1 discusses the original contribution of [CSQ07b] and its underlying principle in detail.
Section 5.2 introduces some generalisations of the algorithm which can be applied to attacks which feature
key recovery over multiple rounds, as well as a short discussion of the case of multiple linear attacks.
These improvements have in common that there are no modi�cations to the Walsh transform algorithm
itself, only to the attack algorithm which makes calls to it. In Section 5.3 we discuss how to apply
the Walsh transform pruning techniques from Chapter 4 in order to remove unnecessary calculations
from the attack. This pruning is informed by the speci�c nature of the attack and the cipher: for
example, we may exploit the structure of the round function, the regularity of the data, the key schedule
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Figure 5.1: A key recovery attack on the last round of a cipher.

of the cipher, or some combination of these. Then, concrete applications to reduced-round variants of
PRESENT [BKL + 07], the DES [DES77] andNoekeon [DPVAR00] are presented in Section 5.4. Finally,
the chapter is rounded o� with a discussion of some open problems and directions for future research.

5.1 Original Approach

We will �rst describe the FFT-accelerated version of Matsui's Algorithm 2 as �rst introduced by Collard,
Standaert and Quisquater in [CSQ07b], and which is the starting point of the work showcased in this
chapter. This original formulation of the algorithm applies to last-round attacks adhering to the structure
shown in Figure 5.1.

We consider a last-round key recovery attack similar to the one described in Subsection 2.1.2, on an
n-bit key-alternating block cipher E . We separate the last roundF from the block cipher as follows:
EK = ARK K r � F � E 0

K . We consider a biased linear approximationh�; x i + h�; byi of the �rst r � 1 rounds
with correlation c, where by is the state before the last round.

We suppose that computing h�; F � 1(y � K r )i from y only requires guessingjkj < jK r j = n bits of
K r , which can be selected using the mask� . In other words, the part of K r which has an inuence on
the value of the linear approximation is k = K r j � . We can substitute the term associated to the partial
decryption of the last round for a compact map f : Fj k j

2 �! F2:

f (yj � � K r j � ) = h�; F � 1(y � K r )i for all y 2 Fn
2 ; K r 2 Fn

2 : (5.1)

Given a collection D = f (x; y = EK (x))g of N plaintext-ciphertext pairs, we want to use Matsui's
Algorithm 2 in order to recover the partial subkey k. We recall that the complexity of the algorithm is
N 2j k j one-round decryptions and 2j k j memory registers of up to logN bits in the version from [Mat93]
(Algorithm 4). If we use the algorithm with separate distillation and analysis of [Mat94a] (Algorithm 5),
the time complexity becomesO (N ) + O

�
22jk j

�
instead, which results in a smaller cost when 2j k j < N .

Let us examine the calculations in more detail. Instead of the countersTk , we know that we can
equivalently compute the experimental correlation counters ccor(k), which are de�ned as

N ccor(k) = j(x; y) 2 D : h�; x i + f (yj � � k) = 0 j � j (x; y) 2 D : h�; x i + f (yj � � k) = 1 j : (5.2)

Each experimental correlation can be rewritten as a sum

N ccor(k) =
X

(x;y )2D

(� 1)h�;x i + f (y j � � k ) =
X

j 2 Fj k j
2

(� 1)f ( j � k )
X

(x;y )2D
yj � = j

(� 1)h�;x i : (5.3)

In the last expression of the equality, the counter j represents the relevant jkj bits of the ciphertext
which are xored to k. This suggests that the attack should begin by computing a vector of integer values
a 2 CFj k j

2 whose coordinates are

aj =
X

(x;y )2D
yj � = j

(� 1)h�;x i ; j 2 Fj k j
2 : (5.4)

This will constitute the distillation phase of the algorithm of [CSQ07b]. The authors also de�ne a matrix

of 1s and� 1s C 2 GL
�

CFj k j
2 ; CFj k j

2

�
with entries

cjk = ( � 1)f ( j � k ) ; i; j 2 Fj k j
2 : (5.5)
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The vector N ccor = ( N ccor(k)) k2 Fj k j
2

can thus be calculated as the matrix-vector product

N ccor = aT C (5.6)

However, the time complexity of constructing C and computing the matrix-vector product is still
O

�
22jk j

�
, which is the same as with the method of [Mat94a]. However, the matrixC is block-circulant.

In particular, this means that a fast multiplication algorithm exists, as justi�ed by the following result,
which is a consequence of the convolution theorem:

Proposition 5.1. Let � : Fm
2 �! C be any complex-valued function overFm

2 . We consider a matrix
C 2 GL (CFm

2 ; CFm
2 ) whose entries are of the form

cij = � (i � j ); i; j 2 Fm
2 : (5.7)

Such a matrix diagonalizes as
2m C = H2m � H2m ; (5.8)

whereH2m is the Hadamard-Sylvester matrix of size2m and � = diag( ��� ) 2 GL (CFm
2 ; CFm

2 ) is a diagonal
matrix. The eigenvalue vector��� can be calculated as the matrix-vector productH2m C�1, whereC�1 denotes
the �rst column of C.

Proof. We will show that the columns of the Walsh-Hadamard matrix (often called Walsh functions)
are eigenvectors ofC. In the process, we will also obtain an expression for the associated eigenvalues.
Let h� j denote the j -th column of H2m . Its coordinates are therefore (h� j ) i = hij = ( � 1)hi;j i . The i -th
component of the matrix-vector product Ch� j is equal to:

X

k2 Fm
2

cik hkj =
X

k2 Fm
2

� (i � k)( � 1)hk;j i :

Since the sum is taken over all the values ofk 2 Fm
2 , we can exchange the indicesi � k for k:

X

k2 Fm
2

� (k)( � 1)hi � k;j i =

0

@
X

k2 Fm
2

� (k)( � 1)hk;j i

1

A (� 1)hi;j i ;

which is a multiple of the i -th component of h� j . Furthermore, the associated eigenvalue is

� j =
X

k2 Fm
2

� (k)( � 1)hk;j i ;

which is indeed the j -th component of the product of H2m and the �rst column of C.
We can also see the fast multiplication formula as a consequence of the convolution theorem (see

Theorem 3.6). Indeed, in order to compute the product of a vectorv 2 CFm
2 by the matrix C, we must

compute the entries X

k2 Fm
2

� (i � k)v(k);

which are the coordinates of the convolution� � v . This convolution can be obtained by applying the
Walsh transform on � (thus obtaining ��� ) and v, multiplying component-wise and applying the inverse
Walsh transform, which is the stated decomposition ofC.

By taking � (i ) = ( � 1)f ( i ) and applying this result to the matrix C, the matrix-vector product aT C
can then be further decomposed into:

2j k j N ccor = aT H2j k j diag(H2j k j C�1)H2j k j (5.9)

This decomposition of C provides the justi�cation of Algorithm 11, which reduces computing ccor
to three products of the form H2j k j vvv, which can in turn be evaluated e�ciently with any Fast Walsh
Transform algorithm with jkj2j k j additions and subtractions. In order to express the time complexity
of the attack accurately, we will denote by � D the cost of checking a plaintext-ciphertext pair in the
distillation phase, by � f the cost of evaluatingf (j ), and by � A and � M the costs of adding and multiplying
two n-bit integers, respectively.
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Algorithm 11: The algorithm of [CSQ07b]

Input: A collection D = f (x; y = EK (x))g of N plaintext-ciphertext pairs.
Output: The experimental correlations ccor(k) (multiplied by 2 j k j ).
// DISTILLATION PHASE
a  0;
foreach (x; y) 2 D do

if h�; x i = 0 then ay j �  ay j � + 1 else ay j �  ay j � � 1;
end
// ANALYSIS PHASE

foreach j 2 Fj k j
2 do � j  (� 1)f ( j ) ; // First column of C

���  FWT( ��� ); // Eigenvalues of C
a  FWT( a); // Apply the FWT to a

foreach j 2 Fj k j
2 do aj  aj � � j ; // Multiply a by ���

q  FWT( a); // Apply the FWT to a
return q;

Proposition 5.2. The previous algorithm computesccor with time complexity

� D N
| {z }

distillation
phase

+ 3 � A jkj2j k j + ( � f + � M )2j k j

| {z }
analysis phase

(5.10)

The memory requirement is2 � 2j k j � (n + jkj) bits.

Please note that most linear attacks, in addition to the previous complexity, will also have to complete
the attack by separating the largest values ofccor(k) at a cost of � C 2j k j and �nd the remainder of the key
by exhaustive search at a cost of� E 2� � a , where � C is the cost of an integer comparison,� E is the cost of
an encryption, � is the full size of the key, anda is the key recovery advantage as de�ned in Section 2.4.

The algorithm, which was �rst introduced in [CSQ07b], mainly considers the simpli�ed scenario in
which only the last round of a key-alternating cipher has been removed (though an application for a �rst
and last round key-recovery attack is also sketched, and an alternative version for the case in which the
key addition is performed modulo 2n is also provided). There have been some attempts at generalisations
as well as several publications in which the technique is applied to attacks on speci�c constructions.
In [NWW11] a variant for multidimensional attacks with a �xed input mask is proposed. One of the
most interesting aspects of this version is its ability to use a single distillation table for all the linear
approximations in the multidimensional attack. Other technical extended versions of the algorithm have
been introduced as part of dedicated cryptanalysis of speci�c block ciphers, for example in [ZZ15, BTV18].

However, it would seem that a signi�cant portion of the literature on linear attacks after the publi-
cation of [CSQ07b] opts not to use this technique for a variety of reasons, with examples such as [BN13,
JSZW09], where it isn't even mentioned, and [Cho10], where it is only considered as a possibility for
future improvement. Some contributions apply the technique as a black box strictly in the last-round
case, like [BHV14, CSQ08, BDD+ 15]. Finally, others assume that the same formulas can be applied
directly in the multiple-round case [ER08, LC14, KKHS08, BP18].

This brief examination of the available literature highlights that the use of this technique is highly
uneven, and no consensus exists on when and how it can be applied. For this reason, we thought that a
speci�c description of a multi-round version of the attack algorithm was necessary. There were also other
possible improvements which had not been discussed, such as potential ways to reduce the time complexity
by exploiting relationships induced by the key schedule. We discussed these problems in [FN20, Fl�o22].

5.2 \External" Improvements without Pruning

In this section, we will discuss improvements to the attack algorithm of [CSQ07b] which do not require
any modi�cations to the fast Walsh transform algorithm itself (in other words, we assume that the
Walsh transform of length 2m is an opaque procedure withm2m complexity). The �rst subsection will
focus on generalisations of the algorithm which can be readily applied to attack scenarios in which key
recovery over multiple rounds at both the input and the output of the block cipher is considered. We
�rst describe the matrix algorithm that we introduced as part of [FN20], and then provide a small further
generalisation of the algorithm which uses arrays of arbitrary dimension. The second subsection discusses
how to perform the key recovery e�ciently in the case of multiple linear attacks.
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Figure 5.2: Attack schematic featuring key recovery in multiple rounds at both the plaintext and the
ciphertext sides.

5.2.1 Multipart Version of the Algorithm

One of the natural extensions of the algorithm of [CSQ07b] is to perform attacks di�erent from the last-
round attack which was presented in the paper, where an outline for the �rst and last-round attack was
also given. In [FN20], we introduced a matrix-based algorithm which successfully modelled the attack
scenario corresponding to multiple rounds of key recovery at both sides of the cipher and provided a time
complexity formula. However, in some instances it may be interesting to separate the function which
determines the value of a linear approximation from the plaintext, ciphertext and key guess into more
than two parts: for this reason we have introduced a generalised multipart attack using multidimensional
arrays.

5.2.1.1 Multiple-round Attack using Matrices

In order to understand the multipart version of the algorithm using a multidimensional array, we will �rst
describe the matrix-based multiple round attack we �rst proposed in [FN20]. This �rst generalisation
of [CSQ07b] considers a block cipherE of block and key sizesn and � which can be decomposed in the
way depicted in Figure 5.2.

In this decomposition, the ciphersE1 and E2 will represent the �rst and last few rounds of the cipher,
over which we wish to perform the key recovery. The parts of the key which are used in these segments
will be called the inner keys K 1 and K 2. The �rst and last round subkeys will conform the outer keys
K 0 and K 3. We suppose that the inner cipherEM has a linear approximation h�; x̂i + h�; ŷi . Similarly
to the single-round case, we assume thath�; E 1(x � K 0; K 1)i and h�; E � 1

2 (y � K 3; K 2)i can be obtained
from parts of x and y by guessing some bits of the keys (K 0jK 1) and (K 2jK 3), respectively.

We will denote the necessary part of the plaintext by i and the necessary part of the ciphertext byj ,
while the guessed parts of the subkeys will be denoted byk0; k1; k2 and k3. We can also consider selection
masks� 0; � 1; � 2; � 3, so that

i = xj � 0 ; k0 = K 0j � 0 ; k1 = K 1j � 1 ; k2 = K 2j � 2 ; j = yj � 3 ; k3 = K 3j � 3 : (5.11)

Let f 1 : Fj k0 j
2 � Fj k1 j

2 �! F2 and f 2 : Fj k3 j
2 � Fj k2 j

2 �! F2 be truncated maps for which

f 1 (xj � 0 � K 0j � 0 ; K 1j � 1 ) = h�; E 1 (x � K 0; K 1)i for all x; K 0; K 1; (5.12)

f 2 (yj � 3 � K 3j � 3 ; K 2j � 2 ) = h�; E � 1
2 (y � K 3; K 2)i for all y; K 3; K 2: (5.13)

The attacker has access to a setD = f (x; y = EK (x))g of N plaintext-ciphertext pairs which have
been generated using some unknown �xed keyK . In order to perform the linear attack, they must
compute, for each possible guess of the subkeys:

N ccor(k0; k1; k2; k3) = j(x; y) 2 D : f 1(i � k0; k1) � f 2(j � k3; k2) = 0 j

� j (x; y) 2 D : f 1(i � k0; k1) � f 2(j � k3; k2) = 1 j :
(5.14)

The attack begins with a distillation phase in which a matrix A 2 GL
�

CFj k0 j
2 ; CFj k3 j

2

�
is constructed

from the data by examining each pair one by one. Its entries are

aij = j(x; y) 2 D : xj � 0 = i; y j � 3 = j j : (5.15)
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Similarly to [CSQ07b], we can rewrite the experimental correlation for any key guess as a sum over
the entries of A:

N ccor(k0; k1; k2; k3) =
X

i 2 Fj k 0 j
2

X

j 2 Fj k 3 j
2

aij (� 1)f 1 ( i � k0 ;k 1 ) (� 1)f 2 ( j � k3 ;k 2 ) : (5.16)

Let us now momentarily consider that the values ofk1 and k2 are �xed. The associated experimental
correlations form a matrix Qk1 ;k 2 2 GL

�
CFj k0 j

2 ; CFj k3 j
2

�
with entries

qk1 ;k 2
k0 ;k 3

= N ccor(k0; k1; k2; k3) (5.17)

We can see thatQk1 ;k 2 = B k1 AC k2 , where B k1 and Ck2 are matrices B k1 2 GL
�

CFj k0 j
2 ; CFj k0 j

2

�
and

Ck2 2 GL
�

CFj k3 j
2 ; CFj k3 j

2

�
which are de�ned as

bk1
k0 ;i = ( � 1)f 1 ( i � k0 ;k 1 ) ; ck2

j;k 3
= ( � 1)f 2 ( j � k3 ;k 2 ) : (5.18)

The matrices B k1 ; Ck2 adhere to the structure described in Proposition 5.1, which means we can use
the fast Walsh transform multiplication algorithm in order to perform matrix-vector multiplication with
them:

2j k0 j B k1 = H2j k 0 j diag
�
��� k1

1

�
H2j k 0 j ; where ��� k1

1 = H2j k 0 j B k1
�1 ; (5.19)

2j k3 j Ck2 = H2j k 3 j diag
�
��� k2

2

�
H2j k 3 j ; where ��� k2

2 = H2j k 3 j Ck2
�1 : (5.20)

The matrices Qk1 k2 can therefore be calculated as

2j k0 j+ jk3 j Qk1 k2 = H2j k 0 j diag
�
��� k1

1

�
H2j k 0 j AH 2j k 3 j diag

�
��� k2

2

�
H2j k 3 j : (5.21)

As a result, the attack can be performed e�ciently using Algorithm 12, which consists of the following
steps:

1. Distillation phase: We construct the 2j k0 j � 2j k3 j matrix A by initialising it to zero, looking at
each plaintext-ciphertext pair ( x; y) 2 D individually, �nding the associated values of i = xj � 0 and
j = yj � 3 and incrementing the correspondinga[i; j ] by one. The time complexity of the distillation
phase is � D N binary operations, where � D is the cost of checking one pair. The distilled data
occupies 2j k0 j+ jk3 j memory registers of up ton bits.

2. Analysis phase: We compute all the experimental correlations ccor(k0; k1; k2; k3):

(a) We apply the fast Walsh transform on all rows and columns ofA to obtain a matrix bA (in
practice we can do this on the matrix A itself, as it will not be used again). The cost of this
step is

� A (jk0j + jk3j) 2j k0 j+ jk3 j ; (5.22)

where � A =� M is the cost of addition/multiplication. No additional memory is used.

(b) We construct the eigenvalue vectors��� k1
1 and ��� k2

2 for all k1 and all k2 by calculating the �rst
column of each matrix B k1 and Ck2 and then applying the FWT. This step can be performed
o�ine as a precomputation, and has cost

� f 1 2j k0 j+ jk1 j + � f 2 2j k2 j+ jk3 j + � A

�
jk0j2j k0 j+ jk1 j + jk3j2j k2 j+ jk3 j

�
; (5.23)

where � f 1 and � f 2 are the costs of evaluatingf 1 and f 2. These vectors are stored in 2j k0 j+ jk1 j +
2j k2 j+ jk3 j registers of maxfj k0j; jk3jg bits.

(c) We compute the matrix Qk1 ;k 2 for all the values of k1 and k2:

i. We start from a copy of bA. We multiply each column elementwise by��� k1
1 , and each row

by ��� k2
2 .

ii. We apply the FWT on all the rows and columns to obtain Qk1 ;k 2 .
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Algorithm 12: Matrix version of the FWHT attack algorithm
Input: A collection D = f (x; y = EK (x))g of N plaintext-ciphertext pairs.
Output: The experimental correlations Qk1 ;k 2

k0 ;k 3
= N ccor(k0; k1; k2; k3).

// DISTILLATION PHASE

A  0 2 GL
�

ZF j k0 j
2 ; ZF j k3 j

2

�
;

foreach (x; y) 2 D do a[xj � 0 ; yj � 3 ]  a[xj � 0 ; yj � 3 ] + 1;
// ANALYSIS PHASE

foreach i 2 Fj k0 j
2 do A[i; �]  FWT( A[i; �]); // FWT on rows of A

foreach j 2 Fj k3 j
2 do A[�; j ]  FWT( A[�; j ]); // FWT on columns of A

foreach k1 2 Fj k1 j
2 do // Compute eigenvalues of B k1

�1

foreach i 2 Fj k0 j
2 do � k1

1 [i ]  f 1(i; k 1);
��� k1

1  FWT( ��� k1
1 );

end

foreach k2 2 Fj k2 j
2 do // Compute eigenvalues of Ck2

�1

foreach j 2 Fj k3 j
2 do � k2

2 [j ]  f 2(j; k 2);
��� k2

2  FWT( ��� k2
2 );

end

foreach k1 2 Fj k1 j
2 ; k2 2 Fj k2 j

2 do // Compute Qk1 ;k 2

foreach k0 2 Fj k0 j
2 ; k3 2 Fj k3 j

2 do Qk1 ;k 2 [k0; k3]  A[k0; k3] � � k1
1 [k0] � � k2

2 [k3];

foreach k0 2 Fj k0 j
2 do Qk1 ;k 2 [k0; �]  FWT( Qk1 ;k 2 [k0; �]);

foreach k3 2 Fj k3 j
2 do Qk1 ;k 2 [�; k3]  FWT( Qk1 ;k 2 [�; k3]);

end

return
n

Qk1 ;k 2 : k1 2 Fj k1 j
2 ; k2 2 Fj k2 j

2

o
;

The total cost of these operations for all the matricesQk1 ;k 2 is

2� M 2j k0 j+ jk1 j+ jk2 j+ jk3 j + � A (jk0j + jk3j) 2j k0 j+ jk1 j+ jk2 j+ jk3 j : (5.24)

This computation requires 2j k0 j+ jk3 j working registers of up to n + jk0j + jk3j bits. If the
experimental correlations need to be stored in full (for example if the FFT algorithm is used
as a part of a multiple linear attack), then 2 j k0 j+ jk1 j+ jk2 j+ jk3 j memory registers ofn bits are
required (we can divide by 2j k0 j+ jk3 j ). If we just need to identify the key guesses with the
largest correlations, then these additional registers are not needed.

3. Search phase: From the results of the previous step, we can �nd the key guesses which exhibit the
largest experimental correlations and perform exhaustive searches over the rest of the key, or use
the correlation tables in a multiple or multidimensional attack.

Overall, we �nd that the time complexity of such an attack is always

O (N ) + O
�

(jk0j + jk3j)2j k0 j+ jk1 j+ jk2 j+ jk3 j
�

(5.25)

It's interesting to compare the costs� D ; � f 1 ; � f 2 ; � A and � M with the cost of a block cipher encryption
� E . In general, � D ; � f 1 and � f 2 should be negligible, as they are simple operations. For most cases,� A

and � M should be comparable to or smaller than the cost of an encryption, though this depends on the
implementations of the cipher and the operations. In all the applications shown later in the chapter, we
will provide a lower bound for � E and an upper bound for� A and � M in order to write the time complexity
in terms of cipher encryptions. It should be noted that, although the second term of Equation 5.24 is
asymptotically dominant for a �xed n, in many cases the actual bottleneck is the �rst term because of
� M being comparatively larger than � A .

One of the advantages of this version of the algorithm is its suitability to multiple and multidimensional
linear attacks. In particular, if all the approximations use the same outer masks� 0 and � 3, the distillation
phase only needs to be performed once. This generalises the results of [NWW11]. If there is no structure
to the set of approximations, then the time cost of the analysis phase is multiplied by the number of
approximations M . In addition, we have to consider the cost of computing the multiple/multidimensional
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linear cryptanalysis statistic Qk from the individual experimental correlation of each linear approximation,
which is

M (� M + � A )2j k0 j+ jk1 j+ jk2 j+ jk3 j : (5.26)

If there are several approximations which share the same input mask� but di�er in their output masks
(or the other way around), then it is possible to reuse some partial results such asB k1 bA, which only need
to be computed once. This can lead to a further reduction in time complexity.

5.2.1.2 Generalised Multipart Attack

The previous matrix description, which we introduced in [FN20], can be used in instances in which the
linear approximation is separated into two independent parts, usually corresponding to the plaintext and
the ciphertext sides of the key recovery. However, in some cases we may be able to separate the value of the
linear approximations into more than two independent parts. We will now show a small generalisation of
the matrix approach which usesd-dimensional arrays instead, and was included in [Fl�o22]. We considered
calling this version of the algorithm multidimensional (because it uses a multidimensional array instead of
the vector of [CSQ07b] or the matrix of [FN20]) but we thought the risk of confusion with multidimensional
linear cryptanalysis was non-negligible, which is why we settled for multipart.

We �rst consider that the linear approximation h�; bxi + h�; byi can be rewritten as a function of the
plaintext, ciphertext and key using a function such as

f 0(x) � f 1(x1 � kO
1 ; kI

1 ) � � � � � f d(xd � kO
d ; kI

d )
| {z }

F (X � K O ;K I )

: (5.27)

Here, we usex 2 D to denote the whole data pair (in other words, the concatenation of the plaintext and
the ciphertext). The vector ( x1j : : : jxd) = X consists of the separate parts of the plaintext-ciphertext
pair x which inuence the value of the linear approximation. These segments can be selected with masks
� 1; : : : ; � d. We assume that these parts of the plaintext/ciphertext are xored to someouter key material
(kO

1 j : : : jkO
d ) = K O . Someinner key material (kI

1 j : : : jkI
d ) = K I may also be present. Note that we have

jx i j = jkO
i j.

We will call the full function describing the value of the linear approximation the key recovery map. It
consists of two parts: f 0 denotes a component of the approximation which can be calculated completely
independently from the key. For example, in the original algorithm of [CSQ07b], this term would cor-
respond to h�; x i . More generally, any plaintext and ciphertext material which appears linearly in the
linear approximation can be treated this way. The second partF is inuenced by the key. We consider
that it can be divided into d independent parts. For example, in the matrix algorithm, these two parts
correspond to the plaintext side key recovery and the ciphertext side key recovery. In this case the inner
key K I corresponds tok1 and k2, and the outer key K O corresponds tok0 and k3.

Our aim is to compute all values of the experimental correlation ccor(K O ; K I ):

N � ccor(K O ; K I ) =
X

x 2D

(� 1)f 0 (x ) � f 1 (x j � 1 � k O
1 ;k I

1 ) ����� f d (x j � d � k O
d ;k I

d )

=
X

x 1 2 Fj x 1 j
2

� � �
X

x d 2 F
j x d j
2

(� 1)F (X � K O ;K I )
X

x 2D
x j � 1 = x 1 ;:::;x j � d = x d

(� 1)f 0 (x )

| {z }
A [X ]

=
1

2jX j

X

Y 2 Fj X j
2

(� 1)hK O ;Y i

2

6
4

X

Z 2 Fj X j
2

(� 1)hY;Z i (� 1)F (Z;K I )

3

7
5

X

X 2 Fj X j
2

(� 1)hY;X i A[X ]

=
1

2jX j

X

Y 2 Fj X j
2

(� 1)hK O ;Y i

 
dY

i =0

bf i (yi ; kI
i )

!

bA[Y ];

(5.28)

using the convolution theorem, and wherebf i (�; kI
i ) denotes the Walsh transform of f i (�; kI

i ) for a �xed
value of kI

i . Thanks to this expression the attack can be performed as follows:

1. Distillation phase: We construct the 2j x 1 j � � � � � 2j x d j -dimensional array A from the data. This is
done by looking at each plaintext-ciphertext pair x individually, computing X = ( xj � 0 ; : : : ; xj � d ),
and incrementing or decrementingA[X ] according to f 0(x). The cost of this phase is� D N , and the
memory requirement is 2jX j registers ofn bits.



5.2. \External" Improvements without Pruning 85

Algorithm 13: Multipart version of the FWHT attack algorithm
Input: A collection D = f (x; y = EK (x))g of N plaintext-ciphertext pairs.
Output: The experimental correlations N � ccor[K O ; K I ].
// DISTILLATION PHASE
A  0 array of dimension 2j x 1 j � � � � � 2j x d j ;
foreach x 2 D do a[xj � 1 ; : : : ; xj � d ]  A[xj � 1 ; : : : ; xj � d ] + ( � 1)f 0 (x ) ;
// ANALYSIS PHASE
A  FWT( A);
for i  1 to d do

foreach kI
i 2 Fj k I

i j
2 do Compute bf i (�; kI

i ) ;
end

foreach K I 2 FjK I j
2 do

ccor[�; K I ]  0 array of dimension 2j x 1 j � � � � � 2j x d j ;

foreach Y 2 FjY j
2 do Q[Y; K I ]  Q[Y; K I ] �

Q d
i =1

bf i (yi ; kI
i );

ccor[�; K I ]  FWT( ccor[�; K I ])=N;
end
return ccor;

2. Analysis phase:

(a) We apply the fast Walsh transform on the array A to obtain an array bA. We note that
performing the Walsh transform on any vectorized form of the array is the same as performing
the Walsh transform over all dimensions. The cost of this step is thus� A jX j2jX j , which is the
cost for the full-size transform.

(b) For each of the d functions f i , we precompute 2j k
I
i j tables of size 2j k

O
i j which contain the Walsh

spectrum bf i ( � ; kI
i ). This step can be precomputed and its cost is� A

P d
i =1 jkO

i j2j k I
i j+ jk O

i j . The
memory requirement is

P d
i =1 2j k I

i j+ jk O
i j registers. One of the main advantages of the multipart

method is the fact that the more subdivisions we perform of the key recovery map, the smaller
the memory requirement will be for these precomputed tables.

(c) For each value of the internal key guessK I :

i. Multiply each entry bA[Y ] of bA by
Q d

i =1
bf i (yi ; kI

i ).
ii. Apply another FWT to obtain an array containing N � ccor[ � ; K I ].

This step is usually the bottleneck of the algorithm. Its computational cost is

� D d2jK I j+ jK O j + � A jK O j2jK I j+ jK O j : (5.29)

In terms of memory, we require 2jK
O j memory registers if we just wish to compute all the

experimental correlations without storing them, and 2jK I j+ jK O j if we want the full experimental
correlations array to be stored for later use.

3. Search phase.

This version of the algorithm provides some extra exibility when compared to the matrix version,
and it can make the resulting attacks slightly more e�cient and easier to implement. Subdividing the key
recovery map into as many independent parts as possible can, for example, be of great help in multiple or
multidimensional attacks. If a group of approximations only vary in one part, then we can compute all the
Walsh transforms and eigenvalue multiplications with respect to the other parts �rst. As a result, only
the computations related to the di�erent part have to be carried out separately for each approximation.
We can also see that the distillation phase reuse trick can be used only if the approximations use the
same function f 0.

5.2.1.3 Dependencies in the Inner Key Guess

In key recovery attacks, it is often interesting to try and identify the redundancies in the key guess which
are induced by the key schedule. Given the limited size of the master keyK with respect to the full
round subkey sequence (K 0; : : : ; K r ), it is often the case that determining a large enough part of one
round subkey will also determine some bits of other round subkeys. Depending on the key recovery
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algorithm, for example in the original version of Matsui's Algorithm 2 (Algorithm 4), it is sometimes
trivial to incorporate these relationships into the attack. Since the main part of the attack consists of a
loop over all possible key values, it su�ces to perform the guessing of the key in such a way which skips
all guesses which are impossible due to the key schedule. However, such optimisations become much more
complicated in the case of attacks which are more algorithmically complex, such as the ones presented in
this chapter.

Any dependencies between the inner key guesseskI
1 ; : : : ; kI

d can be treated in the same way key
dependencies are treated in Matsui's Algorithm 2. The most costly part of the analysis phase consists
of a loop over all possible values of the internal key guess (kI

1 ; : : : ; kI
d ). Assuming that we have found

a way to enumerate all possible values of this internal guess according to the key schedule e�ciently, it
su�ces to use this reduced guess as the index for the for loop. Concerning the time complexity, we can
see that this technique can be described by considering thatK I is not a simple concatenation of all the
kI

i , but a minimal guess of key material which fully determines the values of the latter. This means the
complexity formulas we have established are still valid, but we have substituted the parameterjK I j for
a smaller value.

The next natural step is to incorporate the outer key guessK O into this key schedule-aware, e�cient
guessing game. Indeed, given a guess ofK I , we can in many cases obtain a lot of information about
K O from it. Furthermore, there may be relationships between the parts kO

1 ; : : : ; kO
d . However, this

information is a lot more di�cult to incorporate into the attack algorithm: the fact that a speci�c value
of (kO

1 ; : : : ; kO
d ) is not allowed by the key schedule simply means that the corresponding output of the

last set of Walsh transforms does not need to be calculated. At �rst glance, this should not provide much
of a reduction in terms of time complexity gain, as the fast Walsh transform is an apparently indivisible
algorithm which can only compute all the outputs at the same time. This was our main motivation
to investigate pruning techniques for the fast Walsh transform algorithm. The resulting algorithmic
improvements will be discussed in Section 5.3.

5.2.2 Partial Key Guessing for Multiple Attacks

We will now discuss speci�cally the case in which the FFT linear key recovery algorithm is used as part
of a multiple linear attack. In particular, in this case it is often possible to make use of the key schedule
of the cipher without requiring any actual pruning of the fast Walsh transform (although the best results
can be obtained by combining both approaches). The main idea we will apply in order to reduce the
time and memory complexity is to perform the FFT algorithm separately for each linear approximation
and then combine the information to obtain the multiple linear cryptanalysis statistic Qk using some
judicious guessing of di�erent parts of the key for each linear approximation. The following approach
generalises the speci�c attacks of [ZZ15] and [BTV18], and was �rst introduced as part of [FN20].

We consider a set ofM linear approximations � i of the inner cipher EM which will be of the form
� i : h� i ; x̂i + h� i ; ŷi . We also assume that each approximation has a key recovery function

f i
0(x) + F i �

X i � K O;i ; K I;i �
(5.30)

We note that the functions f i
0 and F i as well as the plaintext and key maskingsX i , K O;i and K I;i may

be di�erent for each linear approximation. For this reason, we will also de�ne X , K O and K I as the
minimum parts of the plaintext and the subkeys which wholly determine the values ofX i , K O;i and K I;i

for all the approximations (in other words, these are computed using extended masks which are valid for
all the � i ). We suppose that each approximation has some masks� O;i and � I;i so that X i = X j � O;i ,
K O;i = K O j � O;i , and K I;i = K I j � I;i . Finally, we also consider that there is a global key guesskT which
determines the values of all theK O;i and K I;i , even if it is non-linearly. We will also suppose that
the pairs (f i

0; � O;i ) and (� O;i ; � I;i ) take M 1 and M 2 di�erent values over the set of M approximations,
respectively.

In a � 2 multiple or multidimensional attack, the attacker wishes to compute the multiple linear
cryptanalysis statistic for each global key guesskT :

Q(kT ) =
MX

i =1

ccori (kT )2; (5.31)

where ccori (kT ) denotes the experimental correlation of approximation� i for the global key guesskT . We
note that in order to calculate one particular ccori (kT ) we only require the values ofK O;i and K I;i , as
well as the frequency of each possible value ofX i in the data sample. In this situation, the attacker can
perform the following modi�ed attack:



5.2. \External" Improvements without Pruning 87

1. Distillation phase: We construct M 1 di�erent distillation tables: one for each possible value of the
pair ( f i

0; � O;i ) within the set of approximations. Given a pair ( f 0; � O ), the table A ( f 0 ;� ) will have
dimension 2wt( � ) , and its entries will be equal to

A ( f 0 ;� ) [X ] =
X

x 2D
x j � = X

(� 1)f 0 (x ) :

We note that from this distilled table we can compute the experimental correlations of any linear
approximation for which ( f i

0; � O;i ) = ( f 0; � O ).

2. Analysis phase (I): In the �rst step of the analysis phase, we compute the experimental correlations
for each linear approximation separately. For each approximation� i , we apply the multipart FWT
algorithm to compute its experimental correlation for all guesses ofK O;i and K I;i from the distil-
lation table A ( f i

0 ;� O;i ) . The result is a table of size 2jK
O;i j+ jK I;i j which contains ccori (K O;i ; K I;i ) for

all the key guesses (K O;i ; K I;i ).

3. Analysis phase (II): In the second step of the analysis phase, we combine the information obtained
about each approximation in the previous step into the multiple linear key recovery statistic. This
is achieved in two merging stages:

(a) We merge theM tables which were obtained in the previous step intoM 2 \condensed" tables
by adding the square correlations of all the approximations which correspond to the same
choice of subkey bits guess, that is, one table for each possible value of the pair (� O;i ; � I;i ).
The associated condensed tables thus contain the coe�cients:

X

i; ( � O;i ;� I;i )
=( � 1 ;� 2 )

ccori (K O;i ; K I;i )2 for all K O;i ; K I;i (5.32)

(b) For each possible guess of the partial master keykT , we use the key schedule to compute the
associated values ofK O;i ; K I;i . We add up the associated entries in the tables obtained in
the previous step to obtain the statistic Q(kT ).

4. Search phase: The guesse(s) ofkT which exhibit the largest values of Q(kT ) in the previous step
are tested using exhaustive search over the remainder of the key until either the full keyK is found,
or the attack fails.

The performance of this algorithm can be improved further by pruning the individual calls to the FFT
linear cryptanalysis algorithm using the methods shown in the next section. We also note that steps 2
and 3(a) can be mixed in order to reduce the memory requirement, as we can compute the experimental
correlations for one approximation and immediately add them to the appropriate condensed table instead
of storing them separately for every approximation and combining them afterwards.

If � KS denotes the cost of computing (K O;i ; K I;i ) from kT , then the cost of this attack algorithm is,
after removing some negligible terms:

M 1� D N

| {z }
distillation

+
MX

i =1

�
� M 2jK O;i j+ jK I;i j + � A jK O;i j2jK O;i j+ jK I;i j

�

| {z }
analysis I

+
MX

i =1

(� M + � A ) 2jK O;i j+ jK I;i j

| {z }
analysis II (a)

+ ( � KS + M 2� A )2j kT j

| {z }
analysis II (b)

;

(5.33)

in addition to the cost of the search phase. In terms of memory, the distillation phase requires a total of
2jK O;i j+ jK I;i j registers for each di�erent value of (f i

0; � O;i ). For the M 2 condensed correlation tables, we
require 2jK O;i j+ jK I;i j positions for each di�erent value of (� O;i ; � I;i ). This algorithm can produce very
large time complexity gains in the case of multiple linear cryptanalysis (especially when thejkO;i j and
jK I;i j are signi�cantly smaller than jK O j and jK I j). Its success is more limited in the case of multidi-
mensional attacks, as multidimensional linear approximations, by their very de�nition, often guarantee
that there is a linear approximation for which jK O;i j and jK I;i j are maximal.
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5.3 \Internal" Improvements with Pruning

This section explores how the Walsh transform pruning techniques of the previous chapter can be used
to accommodate dependencies and redundancies in speci�c attack scenarios into the FWT-accelerated
linear key recovery attack algorithm, in order to achieve time and memory complexity gains. We will
consider three aspects of the key recovery which may feature useful properties speci�c to the attack: the
data, the key guess, and the key recovery map itself. The following is an outline of our strategy to using
each one of them.

ˆ Sparsity in the data: In many cases, it is possible that the distillation array A is highly sparse. In
some cases, it is the cipher construction itself which guarantees that some �xed positionsA[X ] are
always zero. For example, the expansion mapE of the DES makes it so some pairs of bits at the
subkey addition step will always have the same value. In other cases,A is sparse simply because the
number of plaintext-ciphertext pairs N is smaller than the number of registers 2jX j . These sparsity
properties can be used to save memory by storingA as a more compact array of smaller dimension,
or even by storing A as a list of non-zero entries. They can also be used to prune the �rst Walsh
transform which computes bA on the input side. In fact, in many cases we can skip building the
array A altogether by performing the �rst step of the a�ne pruned fast Walsh transform as part of
the distillation phase.

ˆ Key schedule-induced dependencies: We have already briey discussed that, due to the key
schedule, it is possible that determining the value of the inner key guessK I will impose some
restrictions on the outer key guessK O . These can be used to reduce the memory complexity in
multiple linear attacks (since the correlations for impossible key guesses are not required, they do
not need to be stored). In addition, the restriction on the values ofK O can be used to prune the
last set of fast Walsh transforms at the output side.

ˆ Structure of the Walsh spectrum of F : In the FWT linear key recovery attack algorithm, the
Walsh spectrum of the key recovery map for a �xed inner key guessF (�; K I ) plays an essential
role, as we need to perform a pointwise multiplication by an eigenvalue vector which is calculated
as its Walsh transform bF (�; K I ). As a result, any information about this Walsh spectrum could
potentially be used in order to avoid unnecessary computations. We note the following possibilities:

{ The presence of any zeroes inbF (�; K I ) means that the associated positions in the array bA
will be multiplied by zero. This means that we do not need to compute these positions ofbA,
thus pruning the �rst set of fast Walsh transforms at the output side, and that the associated
input for the last set of fast Walsh transforms will be equal to zero, thus pruning them at the
input side. It also directly reduces the number of integer multiplications (as we do not need
to actually perform multiplications by zero) and the memory requirement.

{ If we can �nd a compact description for the Walsh spectrum of F (�; K I ), for example by
writing each coe�cient as a product of Walsh coe�cients of some smaller maps, this might be
helpful when performing the eigenvalue multiplication step as e�ciently as possible, as well as
saving memory.

{ Finally, there are some instances in which the coe�cients bF (�; K I ) can be obtained from bF (�; 0)
at a very small cost (for example, through some sign swaps). This can help us reduce the cost
of the multiplication step even further.

The identi�cation of the �rst two properties often only requires simple inspection of the construction
of the cipher, the attack parameters and the key schedule. However, in the case of the Walsh spectrum
of the key recovery map, some extra tools may be required. Furthermore, it is possible that the mapF
has a small amount of zeroes, but some similar-enough maps have a very large amount of zeroes. These
issues are covered in the following subsection.

5.3.1 Zeroes in the Walsh Spectra of the Key Recovery Map

This subsection adapts some known results on the Walsh transform into tools which can be used to
identify zeroes in the Walsh spectra of common block cipher constructions. We focus on constructions
featuring bricklayer nonlinear maps and linear transformations, such as SPNs. We will also illustrate
how in some cases rejecting a carefully-chosen subset of plaintext-ciphertext pairs, thus modifying the
key recovery map slightly, can drastically reduce the number of non-zero coe�cients. For that purpose,
we require the Walsh spectrum restricted to a subsetX :
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De�nition 5.3. Let f : Fn
2 �! Fm

2 be a vectorial Boolean function, andX � Fn
2 a subset of its domain.

The Walsh transform of f restricted to X is de�ned as the matrix with coe�cients

[f x 2 X (u; v) =
X

x 2 X

(� 1)hu;x i�h v;f (x ) i (5.34)

We can also de�ne the transform restricted to a subset of the output spaceY � Fm
2 as the matrix with

coe�cients \f f (x )2 Y = \f x 2 f � 1 (Y ) .

This concept should not be confused with the input and output restrictions imposed on the fast Walsh
transform algorithm when pruning. We will now restate some of the results of Section 3.3 in the case of
input and output space restrictions. We start with Proposition 3.15:

Proposition 5.4. Let f : Fn
2 �! Fl

2 and g : Fl
2 �! Fm

2 be vectorial Boolean functions. LetX � Fn
2 ,

Z � Fl
2 and Y � Fm

2 be subsets. The Walsh transform ofg � f restricted to sets in the input, the output
and the intermediate space can be calculated using the following formulas:

2l [g � f x 2 X (u; v) =
X

w2 Fl
2

[f x 2 X (u; w) � bg(w; v) (5.35)

2l [g � f f � g(x )2 Y (u; v) =
X

w2 Fl
2

bf (u; w) � \gg(z)2 Y (w; v) (5.36)

2l [g � f f (x )2 Z (u; v) =
X

w2 Fl
2

\f f (x )2 Z (u; w)bg(w; v) =
X

w2 Fl
2

bf (u; w) [gz2 Z (w; v) (5.37)

Proof. The proofs are the same as for Proposition 3.15, and also use Lemma 3.12.

X

w2 Fl
2

[f x 2 X (u; w) � bg(w; v) =
X

w2 Fl
2
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| {z }
2l if z= f (x ) ; 0 otherwise

= 2 l
X

x 2 f � 1 (Z )

(� 1)hu;x i + hv;g ( f (x )) i = 2 l [g � f f (x )2 Z (u; v):
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Figure 5.3: An example of how Proposition 5.5 can be used to model key recovery over two rounds of an
SPN construction when a single output bit of the second Sbox layer is required.
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w2 Fl
2

\f f (x )2 Z (u; w) � bg(w; v) =
X

w2 Fl
2

0

@
X

x 2 f � 1 (Z )

(� 1)hu;x i + hw;f (x ) i

1

A �

0

@
X

z2 Fl
2

(� 1)hw;z i + hv;g (z) i

1

A

=
X

w2 Fl
2

X

x 2 f � 1 (Z )

X

z2 Fl
2

(� 1)hu;x i + hw;f (x ) i + hw;z i + hv;g (z) i

=
X

x 2 f � 1 (Z )

X

z2 Fl
2

(� 1)hu;x i + hv;g (z) i
X

w2 Fl
2

(� 1)hw;f (x ) i + hw;z i

| {z }
2l if z= f (x ) ; 0 otherwise

= 2 l
X

x 2 f � 1 (Z )

(� 1)hu;x i + hv;g ( f (x )) i = 2 l [g � f f (x )2 Z (u; v):

Using this result together with Propositions 3.13 and 3.14, we can often obtain compact formulas for
the Walsh coe�cients of some key recovery maps, such as the following:

Proposition 5.5. Let f i : Fn i
2 �! Fl i

2 ; i = 1 ; : : : ; d be d balanced vectorial Boolean functions, letL :

F
P

i l i

2 �! Fl
2 be a linear map, and letg : Fl

2 �! F2 be a Boolean function. In the applications, the
f i will be some Sboxes with possibly truncated outputs,L will be a truncation of the linear layer, and g
will be a linear combination of outputs of an Sbox layer. We also consider a subset of the inputs ofg,
Z � Fl

2. We consider the compositionh = g � L � F, where F is the bricklayer function F(x1; : : : ; xd) =
(f 1(x1)j : : : jf d(xd)) . Then the Walsh coe�cients of h can be obtained through the following formula:

bhL (F (x )) 2 Z (u1; : : : ; ud) =
1
2l

X

w1 2 Fl 1
2

� � �
X

wd 2 F
l d
2

X

v2 Fl
2

| {z }
w i =0 if u i =0

(w1 ;:::;w d )= L t v

dY

i =1

bf i (ui ; wi ) [gz2 Z (v): (5.38)

Proof. We �rst use Proposition 5.4 to write the Walsh coe�cients of h as the sum

bhL (F (x )) 2 Z (u1; : : : ; ud) =
1

2
P

i l i + l

X

w2 F
P

i l i
2

X

v2 Fl
2

bF(u; w) bL(w; v) [gz2 Z (v):

We can simplify this formula. First, we know that bL(w; v) 6= 0 if and only if w = L t v, in which case
bL(w; v) = 2

P
i l i , according to Proposition 3.13. This means we only have to consider the sums over thewi

for which an appropriate v exists, and vice versa. Furthermore, we can writebF (u; w) =
Q d

i =1
bf i (ui ; wi )

according to Proposition 3.14. Since thef i are balanced, we havebf i (0; wi ) = 0 if wi 6= 0, so we can
assumewi = 0 for the i for which ui = 0.

As this result may seem a little abstract without context, let us formulate the speci�c case in which
all l i = 1. An application example of this case is that of SPN constructions which use a bit permutation
as the linear layer, because each input of the Sboxg will be an output bit of an Sbox in the previous
round. However, it applies in all cases in which a single bit of information about the output of each Sbox
is required.
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Corollary 5.6. Let f i : Fn i
2 �! F2; i = 1 ; : : : ; l be l balanced Boolean functions, and let andg : Fl

2 �! F2

be another Boolean function. We consider the functionh(x1; : : : ; x l ) = g(f 1(x1)j : : : jf l (x l )) and the subset
Z � Fd

2. Then

\hF (x )2 Z (u1; : : : ; ul ) =
2

P
i;u i =0 n i

2l [gz2 Z (w(u1; : : : ; ul ))
Y

i;u i 6=0

bf i (ui ); (5.39)

where w(u1; : : : ; ul ) i =
�

0 if ui = 0
1 if ui 6= 0

.

We'll show how the previous result describes \hf (x )2 Z and its zeroes in a compact manner. We �rst

look at [gz2 Z . Given any w 2 Fl
2 so that [gz2 Z (w) = 0, we can deduce that \hF (x )2 Z (u1; : : : ; ul ) = 0 for all

(u1; : : : ; ul ) so that w = w(u1; : : : ; ul ). Furthermore, for the ( u1; : : : ; ul ) for which [gz2 Z (w(u1; : : : ; ul )) 6=
0, the Walsh coe�cient \hF (x )2 Z (u1; : : : ; ul ) can be written as the product of [gz2 Z (w(u1; : : : ; ul )) and the
bf i (ui ) corresponding to eachui 6= 0.

A very interesting situation presents itself in the case [gz2 Z (1; : : : ; 1) = 0. When this happens, given
any (u1; : : : ; ul ) so that ui 6= 0 for all i , we know that \hf (x )2 Z (u1; : : : ; ul ) = 0. This means that any
non-zero coe�cient of this Walsh spectrum must verify that ui = 0 for at least one i . As a result, the
non-zero Walsh coe�cients \hF (x )2 Z (u1; : : : ; ul ) can be separated intol vector subspacesUi of dimensionsP

j nj � ni ; i = 1 ; : : : ; l . Each Ui is determined by the ni linear conditions ui = 0.
In the casebg(1 : : : 1) = 0, this decomposition of the Walsh spectrum into vector subspaces of smaller

dimension is obtained without any modi�cations to the key recovery map. However, whenbg(1 : : : 1) 6= 0,
we would like to be able to choose some largeZ � Fd

2 so that [gz2 Z (1; : : : ; 1) = 0. We can use the following
result:

Proposition 5.7. Let g : Fl
2 �! F2 be a map for whichbg(1 : : : 1) = a 6= 0 . There exists Z � Fl

2 with
jZ j = 2 l � j aj so that [gz2 Z (1 : : : 1) = 0 .

Proof. It is su�cient to remove jaj input values x whose contribution to the Walsh coe�cient has the
same sign asa.

But what does this modi�cation mean in terms of the key recovery map? We recall the de�nition of
\hF (x )2 Z . It is the Walsh transform of the complex function which is valued (� 1)h(x ) for all x so that

F(x) 2 Z , and zero elsewhere. In terms of key recovery, this means we have substituted the key recovery
map, which is normally valued � 1 according to the value of the linear approximation, for a modi�ed map
which is zero whenF(x) 62Z . In other words, we are rejecting the plaintext-ciphertext pairs for which
the input of g is not in Z . Assuming that the correlation of the linear approximation is the same within
this subset of plaintexts as it is in the whole plaintext space, we conclude that the resulting attack will
have the same parameters, with the only di�erence that (2l � j Z j)=2d plaintext-ciphertext pairs will be
rejected for each key guess, meaning that the data sample must be increased by a factor of 2l =jZ j in order
to compensate.

These results have so far allowed us to describestatic key recovery mapsF (X � K O ) which do not
feature inner key guesses. However, we must also consider the incorporation of key material within these
maps F (X � K O ; K I ). The following result shows that, in the case in which all l i = 1 , the xoring of a
round subkey between rounds only changes the sign of the coe�cients, which in particular means that
the positions of the zero coe�cients remain unaltered.

Corollary 5.8. Let f i : Fn i
2 �! F2; i = 1 ; : : : ; l be Boolean functions and letg : Fl

2 �! F2 be an-
other Boolean function, and let k 2 Fl

2 be a �xed parameter. We consider the parametric function
h(x1; : : : ; x l ; k) = g(( f 1(x1); : : : ; f l (x l )) � k) and the subsetZ � Fl

2. Then

\h(�; k)F (x ) � k2 Z (u1; : : : ; ul ) = ( � 1)hk;w (u 1 ;:::;u l ) i \h(�; 0)F (x )2 Z (u1; : : : ; ul ): (5.40)

5.3.2 Time Complexity Analysis

We will now provide a complexity analysis of the fast Walsh transform linear key recovery algorithm
when the previously described optimisations are used. For the sake of clarity, we will assume that the
target linear approximation is of the form f 0(x) + f (X � K O ; K I ). In practice, we can also consider
multipart linear key recovery maps. We also assume that the following conditions are satis�ed:

ˆ The parts of the plaintext-ciphertext pair X which are xored with the outer key guessK O lie in an

a�ne subspace of the form x0 + Y � FjK O j
2 .
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ˆ The non-zero Walsh coe�cients of the key recovery mapF (�; 0) lie in the union of l a�ne subspaces

of the forms ui
0 + Ui � FjK O j

2 ; i = 1 ; : : : ; l . We will denote the actual number of non-zero coe�cients
in ui

0 + Ui by L i . We also assume that the non-zero Walsh coe�cients ofF (�; K I ) occupy the same
subspaces. If the latter is not true, each value ofK I must be treated separately, and the cost of
the analysis phase is multiplied by 2jK

I j .

ˆ When the key schedule of the cipher is taken into account, for a given guess ofK I , the possible

values ofK O lie within an a�ne subspace of the form vK I

0 + VK I � FjK O j
2 .

Since we want to use Theorem 4.9, we must consider the orthogonality of the vector subspacesY , Ui

and VK I . We will denote the dimensions of the relevant quotient spaces for the �rst Walsh transform as
t i = dim

�
Y=(Y \ U?

i )
�

= dim
�
Ui =(Ui \ Y ? )

�
. For the last set of Walsh transforms, we will assume that

these dimensions are constant for all theK I , that is, r i = dim
�
Ui =(Ui \ V ?

K I )
�

= dim
�
VK I =(VK I \ U?

i )
�

for all K I 2 FjK I j
2 . Again, this assumption is not necessary, but it simpli�es the complexity calculation.

The broad idea of the attack procedure is that, since the desired experimental correlation arrays
ccor(�; K I ) are linear transformations of the distillation array A, we can compute them as the sum ofl
linear transformations of A. Each of these linear operations corresponds to the part of the linear map's

spectrum which lies in the a�ne subspace ui
0 + Ui � FjK O j

2 . Each one of these transformations ofA can
be performed e�ciently using the pruned Walsh transform algorithms. The full attack algorithm is the
following:

1. Distillation phase: Since the �rst step of the pruned fast Walsh transform algorithm consists of
combining the inputs into a smaller vector through addition, we might wish to merge it into the
distillation phase in order to reduce the time and memory complexities. Depending on the relative
sizes ofN and 2dim( Y ) , we have two di�erent options:

ˆ We can perform the distillation phase as usual (that is, we computeA in full), and then
perform the �rst step of the pruned Walsh transform algorithm for each of the l pruned Walsh
transforms separately to obtain l tables gi of lengths 2t i . We note that we only need 2dim( Y )

counters to store the full table. The cost of this operation is� D N + � A � l � 2dim( Y ) .

ˆ We can instead constructl distilled tables gi directly, without building the intermediate array
A. The cost of this combined operation is� D � l � N .

In both cases, we require
P l

i =1 2t i registers to store the resulting distilled data.

2. Analysis phase: We can once again save some operations and memory by mixing the last step of
the �rst Walsh transform, the eigenvalue multiplication step, and the �rst step of the second set of
Walsh transforms.

(a) First Walsh transform: We �rst perform the (standard) fast Walsh transform algorithm on
each of the arraysgi which were constructed in the modi�ed distillation phase, and obtain l
arrays of the same sizesbgi . The time complexity of this operation is � A

P d
i =1 t i 2t i .

(b) Walsh spectrum multiplication: This step and the next will be repeated for every guess of
K I . We can consider each of thel subspacesui

0 + Ui separately. Inside each subspace, we go
over all the non-zero Walsh coe�cients. For each coe�cient, we fetch the appropriate entry
of bgi (according to the last step of the pruned transform algorithm) and multiply it by the
coe�cient bF (ui

0 + u0; K I ). The result is then added to the appropriate coordinate of an arrayh
of length 2r i . This step has a cost of (� M + � A )2jK I j P l

i =1 L i and requires
P l

i =1 2r i additional
memory registers (assuming we can reuse the same memory from oneK I to the next). If
we have stronger assumptions over the change in the Walsh coe�cients ofF (�; K I ) when K I

changes, for example when Corollary 5.8 applies, it may be possible to achieve further savings
by performing the multiplication step a single time instead of once for every guessK I .

(c) Second set of Walsh transforms: We perform the fast Walsh transform on each of thehi to
obtain bhi , at a cost of � A

P l
i =1 r i 2r i .

(d) Unfolding step: Finally, for each possible guess ofK O , we can compute the experimental
correlation of the linear approximation by adding l values (with appropriate signs), one from
each of the bhi . This costs � A l2jK I j 2dim( V ) .
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Figure 5.4: A round of PRESENT.

By adding up the cost of each step, we �nd that the total complexity of the algorithm which computes
the experimental correlations is, after removing terms of lower order:

2jK I j
| {z }

�

Nl + 2 jK I j
| {z }

�

lX

i =1

t i 2t i + 2 jK I j
| {z }

��

lX

i =1

L i + 2 jK I j
lX

i =1

r i 2r i additions, (5.41)

2jK I j
| {z }

��

lX

i =1

L i products, and (5.42)

lX

i =1

2t i +
lX

i =1

2r i memory registers, (5.43)

where the factors 2K
I

may be reduced to 1 depending on the attack. In particular, the factors indicated
by � can be removed when the non-zero Walsh coe�cients ofF (�; K I ) occupy the same subspacesui

0 + Ui

independently from K I , and the factors with �� can be removed when the Walsh coe�cients of the
di�erent bF (�; K I ) only di�er by sign (see Corollary 5.8, for example).

5.4 Applications

After explaining our extensions and optimisations of the FFT linear key recovery attack of [CSQ07b]
from a purely theoretical point of view, we will now proceed to illustrate them with three di�erent
examples. We will discuss the best known linear cryptanalysis of reduced-round PRESENT [BKL+ 07]
and Noekeon [DPVAR00], as well as the full-round DES [DES77].

5.4.1 Application to PRESENT

The �rst application example is reduced-round PRESENT [BKL + 07]. We presented the �rst 28-round
attacks on both 80-bit and 128-bit key variants in [FN20], and have also provided a 29-round attack on the
128-bit key version in [Fl�o22]. PRESENT is a good pedagogical example because it uses a permutation
as its linear layer, which makes the analysis of the cost of the key recovery more straightforward.

5.4.1.1 PRESENT Speci�cation and Previous Cryptanalysis

PRESENT [BKL + 07] is a lightweight key-alternating block cipher which has received substantial at-
tention from cryptanalysts since its introduction, and is a popular target for linear cryptanalysis, as
it provides the best reduced-round attacks. It was made an ISO standard in 2012, and several sym-
metric primitives using similar constructions have been proposed, such as PUFFIN [CHW08], SPON-
GENT [BKL + 11], RECTANGLE [ZBL + 14], GIFT [BPP + 17] and TRIFLE-BC [DGM + 19].

PRESENT takes a 64-bit plaintext x = x63 : : : x0 and an 80-bit (or 128-bit) key K = � 79 : : : � 0 (or
K = � 127 : : : � 0) and returns a 64-bit ciphertext y = y63 : : : y0. The encryption is performed by iteratively
applying a round transformation to the state b = b63 : : : b0 = w15 j � � � j w0, where each of thewi represents
a 4-bit nibble, wi = b4i +3 b4i +2 b4i +1 b4i . Both variants of PRESENT consist of 31 rounds, plus the addition
of a whitening key at the output. Each round is the composition of three transformations:

ˆ addRoundKey: Given the round key K i = � i
63 : : : � i

0; 1 � i � 32 and the stateb, the round key is
xored bitwise to the state.

ˆ sBoxLayer: A �xed 4-bit Sbox S : F4
2 �! F4

2 is applied to each nibblewi of the state. The SboxS
is given as a lookup table:
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Algorithm 14: The PRESENT lightweight block cipher
Input: A plaintext x of 80 bits, a key K of 80 or 128 bits, a number of roundsr .
Output: A ciphertext y.
y  x;
f K i g

r +1
i =1  KeySchedule (K );

for i  1 to r do
y  y � K i ;
y  sBoxLayer(y);
y  pLayer(y);

end
y  y � K r +1 ;
return y;

Algorithm 15: Key schedule of PRESENT-80
Input: A master key K of 80 bits, a number of roundsr .
Output: r + 1 round subkeys K i of 64 bits.
� 1

63 : : : � 1
0  � � 79 : : : � 16; // Extract first round subkey

for i  1 to r do
� 79 : : : � 0  � � 18 : : : � 19; // Rotate 19 bits to the right
� 79� 78� 77� 76  � S(� 79� 78� 77� 76); // S on leftmost nibble
� 19� 18� 17� 16� 15  � � 19� 18� 17� 16� 15 � i ; // Add round counter
� i +1

63 : : : � i +1
0  � � 79 : : : � 16; // Extract round subkey

end
return f K i g

r +1
i =1 ;

Algorithm 16: Key schedule of PRESENT-128
Input: A master key K of 128 bits, a number of roundsr .
Output: r + 1 round subkeys K i of 64 bits.
� 1

63 : : : � 1
0  � � 127 : : : � 64; // Extract the first round subkey

for i  1 to r do
� 127 : : : � 0  � � 66 : : : � 67; // Rotate 61 bits to the left
� 127 � 126 � 125 � 124  � S(� 127 � 126 � 125 � 124);
� 123 � 122 � 121 � 120  � S(� 123 � 122 � 121 � 120); // S on 2 nibbles
� 66� 65� 64� 63� 62  � � 66� 65� 64� 63� 62 � i ; // Add round counter
� i +1

63 : : : � i +1
0  � � 127 : : : � 64; // Extract i -th round subkey

end
return f K i g

r +1
i =1 ;

xxx 0 1 2 3 4 5 6 7 8 9 A B C D E F
SSS(xxx) C 5 6 B 9 0 A D 3 E F 8 4 7 1 2

ˆ pLayer: A �xed bitwise permutation P is applied to the state b.

P : f 0; : : : ; 63g �! f 0; : : : ; 63g
j 6= 63 7�! 16j mod 63

63 7�! 63
(5.44)

The key schedule is the only di�erence between the 80 and the 128-bit variants of PRESENT, which
we will shorten to PRESENT-80 and PRESENT-128 for convenience. The full PRESENT algorithm for
any number of rounds can be found in Algorithm 17. The key schedules are Algorithms 18 and 19.

PRESENT is a popular cipher in the community and has been the target of around 30 reduced-
round cryptanalysis e�orts, among which some of the most successful are linear attacks. Out of its 31
total rounds, Ohkuma found a weak-key linear attack on 24 [Ohk09]. Collard et al. found a statistical
saturation attack on up to 26 rounds in 2009 [CS09]. Statistical saturation attacks were shown to be
closely related to multidimensional linear approximations by Leander [Lea11]. Nakahara et al. proposed
another 26-round linear attack [JSZW09], and Cho described a multidimensional attack with a larger
success probability in 2010 [Cho10]. It wasn't until 2015 that 27 rounds were reached by Zheng et al.
in [ZZ15]. A di�erent 27-round attack was given by Bogdanov et al. [BTV18]. Our attacks are compared
to the other linear attacks on 26 rounds or more in Table 5.1.
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Table 5.1: Comparison of linear attacks on reduced-round PRESENT.

Complexity

Key Rds. Data Time Memory PSPSPS Source

80

26

263:8 KP 272:0 232:0 51% [Cho10, BN16]
263:0 KP 268:6 248:0 95% [BTV18]
261:1 KP 268:2 244:0 95% [FN20], 5.4.1.3
260:8 KP 271:8 244:0 95% [FN20], 5.4.1.3

27
264:0 KP 274:0 267:0 95% [ZZ15]
263:8 DKP 277:3 248:0 95% [BTV18]
263:4 DKP 272:0 244:0 95% [FN20], 5.4.1.3

28 264:0 DKP 277:4 251:0 95% [FN20], 5.4.1.4

128
28 264:0 DKP 2122 284:6 95% [FN20], 5.4.1.4

29 264:0 DKP 2124:06 299:2 67% [Fl�o22], 5.4.1.5

Table 5.2: Linear Approximation Table (LAT) for the S-box of PRESENT. The entries with value 0 have
been indicated with a � to facilitate reading. Furthermore, the entries corresponding to input and output
masks of Hamming weight 1 have been highlighted.

Output mask ���
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

In
pu

t
m

as
k

�� �

0 8 � � � � � � � � � � � � � � �
1 � � � � � � 4 � � 4 � � � � � � 4 � 4
2 � � 2 2 � 2 � 2 � � 2 � 2 � 4 � 4 � 2 2
3 � � 2 2 2 � 2 � 4 � � 2 2 � 4 � � � � 2 � 2
4 � � � 2 2 � 2 � 2 � 4 � 2 � 2 � � 4 � � � 2 2
5 � � � 2 2 � 2 2 � � 2 2 � 4 � 4 � 2 2
6 � � � � 4 � � � 4 � � � 4 � � 4 � � �
7 � � � 4 4 � � � � � 4 � � � � 4 �
8 � � 2 � 2 � � � 2 2 � 2 2 � � � 2 2 4 4
9 � 4 � 2 � 2 � � 2 � 2 � 2 � 2 � 4 � � 2 2 � �

10 � � 4 � 2 2 2 � 2 � � � � 4 2 2 � 2 2
11 � � 4 � � � 2 � 2 2 � 2 � 4 � � � 2 2 2 � 2
12 � � � � � 2 � 2 � 2 � 2 4 � � � 4 � 2 2 2 � 2
13 � 4 4 � � 2 � 2 2 2 � � � � 2 � 2 2 � 2
14 � � 2 2 � 4 4 � 2 � 2 � 2 � 2 � � � 2 � 2 � �
15 � 4 � 2 2 � � � 2 � 2 � 2 2 4 � 2 2 � �

5.4.1.2 Linear Approximations of PRESENT

Previous linear attacks on PRESENT such as [Ohk09, JSZW09, Cho10, ZZ15, BTV18] have all relied
on the fact that the Sbox has eight linear approximations with correlation 2� 3 and whose input and
output masks have Hamming weight 1. These approximations, coupled with the fact that the linear layer
is a bit permutation, lead to the existence of a multitude of linear trails with one active Sbox in each
round. These trails conform linear hulls with high expected linear potential and input and output masks
of Hamming weight 1. In our attacks, we will use three di�erent sets of approximations with input and
output masks of weights 1 and 2.

In order to �nd linear approximations and estimate their ELP, we will use the approach introduced
by Albdelraheem in [Abd12], and which was explained in Subsection 2.2.2.3. We begin by computing the
square correlation of all approximations of one round of PRESENT which: 1) only have up to two active
Sboxes and 2) only activate up to two Sboxes in the previous and two Sboxes in the next round. There
are 2800 input and 2800 output masks to the Sbox layer which verify these bounds on the number of
active Sboxes, so a 2800� 2800 truncated square correlation matrix was constructed. An approximation
of the ELP of all the r -round linear approximations whose input and output masks are in this family can
be obtained by multiplying this matrix by itself r times. This estimation accounts for all the linear trails
which have at most two active Sboxes in every round.

The analysis of the resulting matrices showed that the linear approximations of PRESENT with
the largest ELP only have a single active Sbox in the �rst and the last rounds. Table 5.3 contains
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Table 5.3: An empirical classi�cation of linear approximations of PRESENT with input and output
masks of Hamming weight 1 or 2 according to their ELP. Indicated are the active Sbox of the �rst and
last rounds, as well as the input and output masks of said Sboxes. Our three sets of approximations are
indicated as I:*, II: � and III: „ .

Group Mask
Input

Sbox
Input

Mask
Output

Sbox
Output

Qty. r = 22
ELP

r = 23
ELP

r = 24
ELP

A A y
� 5y

� ; 6y
� ; 9y

� ; 10y
� 2y

� ; 8y
� ; 3y ; 9y 5y

� ; 7y
� ; 13y

� ; 15y
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� 2� ;� 8� ; 3; 9 � 5� ;� 7� ;� 13� ;� 15� 256

Table 5.4: The capacities of our three sets of approximations.

# Approx. Capacity (r = 22) Capacity (r = 23) Capacity (r = 24)

I (*) 128 2� 54:11 2� 56:71 2� 59:31

II (� ) 296 2� 52:60 2� 55:20 2� 57:80

III („ ) 448 2� 51:78 2� 54:38 2� 56:98

a classi�cation of approximations with one active Sbox in the �rst and the last round and masks of
Hamming weight 1 or 2, according to their ELP. From these approximations, we have selected three
di�erent sets as linear distinguishers, considering both their total linear capacity and the number of
keybits involved in a two-round key-recovery.

Set I, with 128 approximations, has the lowest capacity, but only uses masks of Hamming weight 1 and
has a cheaper key recovery than the others. Set III has 448 approximations and the largest capacity but
requires guessing a lot of bits in the key recovery, as it has approximations with both masks of Hamming
weight 2. Set II is an intermediate where masks of Hamming weight 2 are only used in the input. The
capacity for these three sets can be found in table 5.4. We have also estimated the advantage that is
obtained by these sets of approximations using the statistical model which was explained in Section 2.4.

These approximations are not statistically independent (as they are not even linearly independent).
One possible solution would be the application of multidimensional linear cryptanalysis. However, this
would consider all the linear combinations of the approximations, and the bene�ts of the masks of low
Hamming weight would be lost. Instead, we use the multiple linear cryptanalysis statistic, and we
have estimated the probability of success under the assumption that the approximations are statistically
independent using the methods of Blondeau et al. [BN17]. In order to justify the validity of the resulting
estimations, we provide experimental results which conform to the theoretical predictions for a reduced
number of rounds. Figures 5.5 and 5.6 contain the advantage predictions for the 22, 23 and 24 round
distinguishers as well as experiments for 6 and 8 round distinguishers.
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Figure 5.5: Advantage obtained by each of our sets of approximations for 22, 23 and 24 rounds of
PRESENT with 0.95 probability in a distinct known plaintext scenario.

Figure 5.6: Experimental advantage for attacks on 10 and 12 rounds of PRESENT using linear distin-
guishers over 6 and 8 rounds, respectively.

The experimental veri�cation was performed by simulating attacks on 10 and 12 rounds with key
recovery in the �rst and last two rounds. The multiple linear cryptanalysis statistic of the right key was
compared against a random sample of 212 (10-round attack) or 210 (12-round attack) keys. The position
of the right-key statistic among these provides an estimation of the advantage of up to 12 or 10 bits. This
was repeated for 20 di�erent random right keys and 20 di�erent random data samples for each value of
N , providing a sample of 400 values of the advantage. The 5th percentile was used as an estimation of
the advantage that's achieved with probability 0.95.

5.4.1.3 Attacks on 26 and 27-round PRESENT-80

The �rst attacks on PRESENT that we propose are based on set I of linear approximations, and use the
key recovery algorithm of Subsection 5.2.2, without any pruning of the Fast Walsh transforms. Since this
set is only e�ective on up to 23 central rounds and the attack will perform a key recovery on the �rst two
and last two rounds, the attack is e�ective on up to 27 rounds. In order to describe these attacks more
easily, we make use of the following properties of the bit permutation:

Proposition 5.9 (Key recovery on PRESENT). Let x̂ be the state at the beginning of the second round
of PRESENT. Given two �xed values of i; j between 0 and 3, the four bits

x̂48+4 i + j ; x̂32+4 i + j ; x̂16+4 i + j ; x̂4i + j

can be obtained from

ˆ the 16 bits of the plaintextx16j +15 : : : x16j ,

ˆ the 16 bits of the �rst round subkey� 1
16j +15 : : : � 1

16j ,

ˆ and the 4 bits of the second round subkey� 2
16i +4 j +3 � 2

16i +4 j +2 � 2
16i +4 j +1 � 2

16i +4 j .
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Figure 5.7: The four groups of bits for the key-recovery on the �rst and last rounds.

Let ŷ be the state before the application of sBoxLayer in the(r � 1)-th round of PRESENT. Given
two �xed values of i; j between 0 and 3, the four bits

ŷP (16 j +12+ i ) ; ŷP (16 j +8+ i ) ; ŷP (16 j +4+ i ) ; ŷP (16 j + i )

can be obtained from

ˆ the 16 bits of the ciphertexty60+ i ; y56+ i ; : : : ; y4+ i ; yi ,

ˆ the 16 bits of the last round subkey� r +1
60+ i ; � r +1

56+ i ; : : : ; � r +1
4+ i ; � r +1

i ,

ˆ and the 4 bits of the previous round subkey� r
48+4 i + j � r

32+4 i + j � r
16+4 i + j � r

4i + j .

With the help of this result, we can mount key-recovery attacks on up to 27-round PRESENT-80 by
extending approximation set I with two rounds of key-recovery at both the top and bottom of the cipher
using our multiple linear cryptanalysis key-recovery algorithm from Subsection 5.2.2. We can use a two
part description of the key recovery map (one part from the input side and one part from the output
side), with f i

0 = 0 for all approximations. The details on the key schedule for 26 and 27 rounds can be
found in �gures 5.8 and 5.9. In particular

M 1 = 4 ; M 2 = 16; jK O j = 32 + 32 = 64 ; jK I j = 12 + 12 = 24 ;

jK O;i j = 16 + 16 = 32 ; jK I;i j = 4 + 4 = 8 for all 128 approximations ;

jkT j = 61 for 26 rounds; jkT j = 68 for 27 rounds:

(5.45)

A simple lower bound on the cost of anr -round PRESENT encryption � E is 2 � 64 � r + 64 binary
operations (since each round requires at the very least adding the round subkey and writing each output
bit for sBoxLayer). For 26 rounds, this is 3392 binary operations. On the other hand, � A ' 128,
� M ' 3 � 64log 2 (3) ' 2143. Plugging these values into Formula 5.33, we �nd that the time complexity of
the analysis phase should be at most 265 full encryptions for 26 rounds and 272 full encryptions for 27
rounds. The search phase time complexity depends on the available data and can be estimated thanks
to the graphs in Figure 5.5. The complexities of both attacks are given in Table 5.1. These attacks can
be easily extended to PRESENT-128.
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K 1

16324864 0

K 2

16324864 0

K 26

16324864 0

K 27

16324864 0

Figure 5.8: Using the key schedule in the key recovery attack on 26-round PRESENT-80 using approxi-
mation set I. In total there are 96 bits of the subkeys which need to be guessed, which have been indicated
by a cross. However, they can all be deduced from thejkT j = 61 bits of key which have been highlighted
in (dark) red. From these bits of key, all the bits in (light) green can be extracted, which includes all the
necessary bits for the attack.

K 1
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K 27
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Figure 5.9: Using the key schedule in the key recovery attack on 27-round PRESENT-80 using approxi-
mation set I, with jkT j = 68.

5.4.1.4 Attacks on 28-round PRESENT-80 and PRESENT-128

Approximation sets II and III can also be extended by two rounds of key recovery at both sides to
construct attacks on up to 28-round PRESENT. As set III has a larger capacity but requires an expensive
key recovery with many active keybits, we found that set II is best suited to attack PRESENT-80 and set
III gives better results on PRESENT-128, where there is more time complexity margin for key guessing.

The parameters for an attack using approximation set II on PRESENT-80, with the key-schedule
analysis represented in �gure 5.10 are:

M 1 = 8 ; M 2 = 32; jK O j = 48 + 32 = 80 ; jK I j = 24 + 16 = 40 ;

jK O;i j � 32 + 16 = 48; jK I;i j � 8 + 4 = 12 ; for all 296 approximations; jkT j = 73:
(5.46)

There are 160 approximations for which the input and output masks have weight 1. For each of these
approximations, we havejK O;i j = 16 + 16 = 32 and jK I;i j = 4 + 4 = 8. Computing the associated 240

experimental correlations has cost 32� 28+32 = 2 45 operations for each approximation, which is negligible
in comparison to the rest of the attack.

For the remaining approximations, the cost should be 48� 212+48 = 2 65:58 operations, which will
be a little too costly. For this reason, we will perform some simple pruning in the last set of Walsh
transforms, using some keybit values which are determined by the key schedule. We note that all these
approximations have an input Sbox maskA or C. A look at the key-recovery diagrams shows that at
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Figure 5.10: Key-recovery on 28-round PRESENT-80 using approximation set II, withjkT j = 73.
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Figure 5.11: Key-recovery on 28-round PRESENT-128 using approximation set III (jK T j = 114).

least 5 active bits of K 1 can be deduced from the active bits ofK 2. Furthermore, some bits of K 29 can
be deduced fromK 1 and K 2. If we consider the matrix description of the two part attack, we can prune
the Walsh Transforms corresponding to the matricesB k1 (input side), thus reducing their cost from 237

to 232:9 operations. It also means that the memory requirement for each approximation is reduced by a
factor of 25. After this �rst pruning, the transforms associated with the last two rounds (or the matrices
Ck2 ) can also be pruned, reducing the complexity of each transform to 216. This allows to keep the time
complexity of the analysis phase below 277 full PRESENT encryptions, and reduces the memory cost to
251 registers.

For an attack using approximation set III on PRESENT-128, with the key-recovery part represented
in �gure 5.11 we have:

M 1 = 16; M 2 = 96; jK O j = 48 + 48 = 96 ; jK I j = 36 + 36 = 72 ;

jK O;i j � 32 + 32 = 64; jK I;i j � 8 + 8 = 16 ; for all 448 approximations; jkT j = 114:
(5.47)

This means that the time complexity of the analysis phase of the attack should be smaller than 2121.
The memory is mainly devoted to the condensed correlation tables corresponding to the largest value
of jK O;i j + jK I;i j, that is, for approximations which require 80 bits of subkey to be guessed. Since the
correlation of these approximations can be condensed into 18 tables, we conclude that the memory cost
is 18� 280 ' 284:6 memory registers of 64 bits. The complexities of both 28-round attacks can be found
in Table 5.1.

We note that in the 28-round attacks in the table we have considered that the full codebook is available,
but it is possible to consider di�erent trade-o�s between the available data and the time complexity of the
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Figure 5.12: Key recovery for one approximation in the 29-round PRESENT-128 attack.

exhaustive search. For instance, in the case of PRESENT-128, ifN = 2 63:5 distinct plaintext-ciphertext
pairs are available, the advantage is 2:8 bits. This translates into an attack with 2 125:2 time complexity.

5.4.1.5 Attack on 29-round PRESENT-128

We will now describe an attack on 29-round PRESENT-128 which is part of [Fl�o22]. It uses approximation
set II over 24 rounds between the 3rd and the 26th rounds. This means we will perform two rounds of
key recovery in the plaintext side and three rounds of key recovery in the ciphertext side. It makes use
of the full pruned FWT key recovery algorithm which was described in Section 5.3.

We consider the computation of the experimental correlations for an example 24-round linear approxi-
mation with input mask 0000000000A00000and output mask 0000000000200000. We will now compute
the time complexity of obtaining the experimental correlation of this approximation for all guesses of the
active keybits using the pruned Walsh transform algorithm. For comparison purposes, we �rst compute
the cost using the Walsh transform without any kind of pruning. There are 32 active keybits in K 1, 8
active keybits in K 2, 4 active keybits in K 28, 16 active keybits in K 29, and 64 active keybits in K 30 (see
the crossed-out bits in Figure 5.12). These add up to a total inner key guess of 28 bits and an outer
key guess of 96 bits. We will thus require 296 memory registers, and the time complexity will be around
96 � 296+28 ' 2130:6 additions/subtractions, which gives very little margin to iterate this procedure over
multiple approximations with a total time complexity below 2 128 equivalent encryptions.

In order to reduce this cost as much as possible, we will consider both the structure of the key recovery
map and the keybit dependency relationships in order to prune both stages of Walsh transforms in the
FFT key recovery algorithm. The key recovery map consists of three parts which are fully independent
from each other (if we ignore the key schedule), each one of which corresponds to one of the three active
bits in the input and output masks.

Both parts corresponding to the input mask are essentially identical. If we denote byS1 the second
component of S (that is, the second output bit) and the four input nibbles by x0; x1; x2; x3, then these
F16

2 � F4
2 �! F2 maps are of the form

F (x3; x2; x1; x0; k) = S1((S1(x3); S1(x2); S1(x1); S1(x0)) � kI ): (5.48)

According to Corollary 5.6, each Walsh coe�cient of these maps is the product of up to �ve coe�cients
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Table 5.5: Restricted Walsh spectra used in the key recovery on 29-round PRESENT-128.

bSS(x )2 F4
2 nX (2; �)

v 0 1 2 3 4 5 6 7 8 9 A B C D E F

X = ? 0 0 4 4� 4 � 4 0 0 4� 4 0 8 0 8 � 4 4
X = f 3; 5; B; Dg 0 0 4 4� 4 � 4 0 0 0 0 0 8 0 8 0 0

bSS(x )2 F4
2 nX (4; �)

v 0 1 2 3 4 5 6 7 8 9 A B C D E F

X = ? 0 0� 4 4� 4 � 4 0 8 � 4 � 4 0� 8 0 0 � 4 4
X = f 1; 3; D; Fg 0 0 0 0� 4 � 4 0 8 � 4 � 4 0� 8 0 0 0 0

bSS(x )2 F4
2 nX (8; �)

v 0 1 2 3 4 5 6 7 8 9 A B C D E F

X = ? 0 0 4� 4 0 0� 4 4 � 4 4 0 0 � 4 4 8 8
X = f 0; 1; 2; 4;

5; 7; 9; Cg
0 0 0� 4 0 0� 4 0 0 4 0 0 � 4 0 8 0

of the Walsh spectrum of S1, bS(�; 2), which has six zeros.

bF (u3; u2; u1; u0; k) = bS(w(u3; u2; u1; u0); 2) � bS(u3; 2) � bS(u2; 2) � bS(u1; 2) � bS(u0; 2): (5.49)

We now look at the part corresponding to the output mask, which is a map F64
2 � F20

2 �! F2

with a similar structure to the previous ones but over three rounds. In round 27, the Walsh coe�cient
dS� 1(F; 2) = bS(2; F) = 4 has a large impact on the number of non-zero Walsh coe�cients of the map. By
removing the plaintexts which lead to an input 3, 5, B or D to this inverse Sbox, this coe�cient becomes
zero. We can thus split all non-zero Walsh coe�cients of this part of the map into two a�ne subspaces
of dimension 48 (instead of a single space of dimension 64). Each a�ne subspace corresponds to one
non-zero coe�cient of Hamming weight 3: dS� 1

x 2 F4
2 nX (B; 2) and dS� 1

x 2 F4
2 nX (D; 2). The \inactive" bits

in each of these subspaces have been surrounded by a thicker outline in Figure 5.12. The cost of this
modi�cation is a reduction of the available data by a factor of 3=4 = 2 � 0:42.

The other aspect of the key recovery which can be used to reduce the time complexity is the key
schedule. For the purposes of pruning the Walsh transforms, we prefer keybit relationships which are
linear or which can describe outer active keybits in terms of inner active keybits. We thus begin by
guessing the 28 inner keybits. There are three bits ofK 30 (part of the outer key guess) which can be
deduced fromK 28 (inner key guess).

We can now compute the time complexity of evaluating the experimental correlation of this approxi-
mation for each key guess. The �rst Walsh transform of the analysis phase is separated into two, and each
one is pruned at the output to an a�ne subspace of dimension 48+32 = 80. The distillation phase, which
is combined with the �rst step of the pruned transforms, costs 2N memory accesses and requires 2� 280

memory registers. The time complexity of the reduced dimension Walsh transforms is 2� 80� 280 ' 287:32

additions. The cost of multiplying by the non-zero Walsh coe�cients can be estimated to be less than�
10
16

� 20
� 2 � 280 ' 267:44 multiplications, where the origin of the 10=16 factor is the fact that bS(2; �) and

dS� 1(�; 2) have six zeroes.
The second pair of Walsh transforms has to be repeated once for each of the 228 inner key guesses.

For each one, we must perform two Walsh transforms which are pruned on the input side to subspaces of
dimension 80 and on the output side to subspaces of dimension 93. It can be shown that the dimension
of X=(X \ U? ) is minimal and equal to 77. Thus, the cost of this second pair of fast Walsh transforms
for all inner key guesses is thus 228 � 2 � 77 � 277 ' 2112:27 additions. The cost of combining both arrays
into the correlation for each key guess is 2120 additions. However, this complexity can be reduced by a
great amount by considering the key schedule. Indeed, 25 bits of the guess atK 1 and three bits of K 28

can be deduced from the guess atK 30, thus reducing the number of necessary additions to just 292.
We would like to draw the reader's attention towards the fact that we have achieved a decrease in the

time complexity by a factor of almost 216 by increasing the data complexity by a much smaller factor of
20:42, illustrating that careful �ltering of the data can lead to very signi�cant gains.

We will now provide an overview of the full attack using the 296 approximations of set II. We will
consider two types of linear approximations depending on the Hamming weight of the input mask, as
their contribution to the time complexity will be di�erent:

ˆ Type I (groups D,G): These are the 160 approximations which have input masks of Hamming
weight 1. The key recovery for these approximations involves 16 bits ofK 1, 4 bits of K 2, 4 bits of
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Figure 5.13: Determining all the active keybits for all approximations (crossed out in the �gure) with as
few guesses as possible. We can deduce the (light) green bits if we know the 123 keybits highlighted in
(dark) red.

K 28, 16 bits of K 29 and 64 bits of K 30. This means we can compute the experimental correlations
for each of these approximations with around 224 � 80 � 280 ' 2110:32 additions and subtractions
without any pruning.

ˆ Type II (groups A,B,C,E,F): These are the 136 approximations with input masks of Hamming
weight 2. There are 16 active bits inK 1, 8 bits in K 2, 4 bits in K 28, 16 bits in K 29, and 64 bits
in K 30. We treat these approximations as in the example approximation: we study the Walsh
spectrum of the active Sbox in round 27 (see Table 5.5).

{ For 48 approximations, the desired input bit to this Sbox corresponds to the mask2, and we
can split the Walsh spectrum of the key recovery map into two a�ne subspaces of dimension
80 by discarding 1/4 of the data.

{ For 40 approximations, the desired input bit is 4, and we can split the spectrum into 2 spaces
of dimension 80 by discarding 1/4 of the data.

{ For the other 48 approximations, the desired input bit to this Sbox corresponds to the mask
8, in which case the spectrum lies on a subspace of dimension 80 after discarding 1/2 of the
data.

For all these approximations, we can compute the experimental correlation with either 2� 228 � 80�
280 ' 2115:32 or 228 � 80� 280 ' 2114:32 additions/subtractions. We ignore possible further reductions
in time complexity given by pruning at the outputs using the key schedule, as they may be di�erent
for each approximation. In total, 2123:08 additions are required. For each approximation, we also
have to combine two arrays into the experimental correlations at a cost of 2120 additions. However,
using the key schedule, we can reduce this number of additions to at most 292 per approximation.

We next compute the parameters of the algorithm related to computing the multiple linear cryptanal-
ysis statistic. We haveM 1 = 4, where two groups are formed by approximations of type I and two groups
are formed by approximations of type II. We have jM 2j = 32, with 8 groups of approximations of type I
and 16 groups of approximations of type II. Considering the key schedule, for the Type II approximations
we need to guess at most 92 bits, and for the Type I at most 88 bits. We can thus perform the �rst
combination step with 136� 292 + 160 � 288 ' 299:2 products and the same number of additions.

Finally, we combine these squared experimental correlations into a single value of the multiple linear
cryptanalysis statistic for each guess of the master key,kT . Figure 5.13 illustrates an e�cient guess of
123 keybits from which all the active keybits in the attack can be deduced. The cost of this step is
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32� 2123 = 2 128 additions. After this we can perform an exhaustive search over the �ve remaining keybits
which will have a time complexity of 2123 encryptions if we aim for a �ve-bit advantage.

We now look at the complexity of the attack:

ˆ Data complexity: We used the model by Blondeau and Nyberg [BN17] which was discussed in
Section 2.4. The model must be modi�ed slightly in order to accommodate the fact that the number
of available plaintexts now depends on the approximation. We �nd that if the whole codebook is
available (264 distinct known plaintexts), we obtain 5 bits of advantage with a 67% probability.

ˆ Time complexity: In this case, the dominant part of the time complexity is the computation of
the �nal multiple linear cryptanalysis statistic and the exhaustive key search. The latter requires
2123 PRESENT encryptions because of the 5-bit advantage. The former requires 2128 additions. If
we assume that a sum requires at most 128 bit operations and a 29-round PRESENT encryption
requires at least 3776, the additions will be equivalent to at most 2123:18 29-round PRESENT
encryptions. The total time complexity of the attack is thus 2 124:06 encryptions.

ˆ Memory complexity: In the distillation phase, 160 � 216+64 + 136 � 2 � 232+48 ' 288:75 registers are
required. The 32 intermediate multiple linear cryptanalysis statistic tables amount to 299:2 memory
registers, which dominate the memory complexity of the attack.

5.4.2 Application to the DES

We now present a variant of Matsui's linear attack [Mat93, Mat94a] on the Data Encryption Stan-
dard [DES77] which was presented in [Fl�o22]. The idea of our improved attack is to remove the last
round from Matsui's linear approximation and to cover it with an additional key recovery round. We
will use a 13-round linear approximation which is identical to the 14-round linear approximation which
is used in [Mat94a] except for the last round. This increases the correlation from� 2� 19:75 to 2� 19:07.
The input mask is (00000000; 01040080) at ( L 1; R1) and the output mask is (21040080; 00000000) at
(L 14; R14). This variant has lower data complexity than the original (2 41:5 vs. 243), but has a larger
memory complexity (238:75 vs. 226:00) due to the larger key guess. It also compares favourably in terms
of data complexity against the conditional linear cryptanalysis variant of the attack introduced by Biham
and Perle [BP18], which has 242 data complexity.

Figure 5.14 indicates the active keybits in the key recovery in rounds 1, 15, and 16. There are 40
active keybits in total: 3 are active in round 1, one is active in round 15, 28 are active in round 16, 3
are active in both rounds 1 and 16, and 5 are active in both rounds 15 and 16. All active keybits are
represented as part ofK , after applying the appropriate key schedule bit rotation. There are 44 active
plaintext/ciphertext bits (four of which are duplicated before the key addition because of the expansion
map). All the active keybits are xored directly with plaintext or ciphertext material. In short, we have
jK O j = 48 and jK I j = 0. An attack using the same version of Algorithm 2 as [Mat94a] would have a
time complexity of O(N ) + 2 44+40 ' 284 operation. An attack based on the FFT without any kind of
internal optimisation or pruning would require O(N ) + 48 � 248 operations.

5.4.2.1 The Walsh Spectrum of the Key Recovery Map

Figure 5.15 shows the full key recovery map for the attack, including all the key material. In other words,
it shows how the value of the linear approximation is computed from the plaintext, ciphertext, and key.
Our aim is to identify the zeroes in this function's Walsh spectrum. We note that all key material is
xored to the plaintext/ciphertext, and that there are seven plaintext/ciphertext bits which are xored at
the end and can be considered separately as the termf 0. The rest of the map consists of two independent
parts if we ignore the key schedule: one corresponds to the �rst round and the other corresponds to the
last two rounds.

In the case of the map for the �rst round, which we will denote by f 1, we can see that it consists of
the application of S5 and the xoring of three of its output bits. If we look at the Walsh spectrum of S5,
we can see that for the output y1 � y2 � y3 we have 50 non-zero coe�cients out of the total 64.

The map for the last two rounds f 2 is a little more complex, as it covers two rounds instead of one.
It is the composition of three maps: the �rst is an F42

2 ! F12
2 map consisting of the application of the six

active Sboxes in round 16 (selecting a single output bit for each), as well as the identity on the six active
bits on the left part of the ciphertext. We then apply a linear F12

2 ! F6
2 map which xors the outputs of

the six sboxes into the untouched ciphertext material. Finally, we apply S5 and xor the four outputs. If
we look at the Walsh spectrum ofS5 with output mask F, we note that there are 32 zeros, one of them
corresponding to the input mask 3F. Table 5.7 shows this speci�c column of the Walsh spectrum.
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Table 5.6: Comparison of selected attacks on the Data Encryption Standard.

Complexity

Type Data Time Memory PSPSPS Source

Di�erential Cryptanalysis 2 47:00 CP 237:00 O (1) 58% [BS92]
Linear Cryptanalysis 243:00 KP 239:00 226:00 50% [Mat94a]
Multiple linear Cryptanalysis 2 42:78 KP 238:86 230:00 85% [BV17]
Conditional Linear Cryptanalysis 242:00 KP 242:00 228:00 90% [BP18]
Linear Cryptanalysis 241:50 KP 242:13 238:75 70% [Fl�o22]
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Figure 5.14: Key recovery in rounds 1, 15 and 16 of the DES. States are represented as divided into
nibbles, except for those before the Sbox layer which are divided in groups of 6 bits. The least signi�cant
bit is the one on the upper right. represents a bit which appears linearly in the linear approximation,
while represents any other active (nonlinear) bit. , , and represent keybits which are active in
rounds 1, 15 and 16, respectively.
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Figure 5.15: Schematic of the key recovery map for the DES attack.

We consider the coe�cients bf 2(u0; : : : ; u5; u6), where u6 corresponds to the six active bits in the
left half of the ciphertext. The mask u6 will be determined by the rest of parts of the mask, as from
Corollary 5.6 we can deduce that

bf 2(u0; : : : ; u5; u6) 6= 0 = ) (u6[i ] = 1  ! ui 6= 0 for all i ): (5.50)

Furthermore, the following expression for the Walsh coe�cient can be deduced:

bf 2(u0; : : : ; u5; ind(u0; : : : ; u5)) =

cS8(u0; 1)cS4(u1; 4)cS6(u2; 1)cS2(u3; 1)cS1(u4; 4)cS3(u5; 4)cS5(ind( u0; : : : ; u5); F);
(5.51)

where ind(u0; : : : ; u5)[i ] = 1 () ui 6= 0. We also collect the following information about the Walsh
spectra of the active Sboxes in the last round:

ˆ cS8( � ; 1) has 15 zeros.

ˆ cS4( � ; 4) has 12 zeros.

ˆ cS6( � ; 1) has 17 zeros.

ˆ cS2( � ; 1) has 20 zeros.

ˆ cS1( � ; 4) has 14 zeros.

ˆ cS3( � ; 4) has 18 zeros.

By adding the number of non-zero coe�cients associated to each value in Table 5.7, we conclude
that despite being a map de�ned in F42

2 , the Walsh spectrum of f 2 only has around 230:31 non-zero
coe�cients. Furthermore, since cS5(3F; F) = 0, u0; : : : ; u5 cannot all be non-zero at the same time. All
non-zero coe�cients belong to at least one of six vector subspaces of dimension 35. Each subspacefUi is
determined by �xing one ui = 0, which is a six bit condition, as well as the bit condition u6[i ] = 0. Since
cS5(3D; F) = 0 we can also remove the subspacefU1.

5.4.2.2 Attack Algorithm and Complexity

Based on the observations we have made on the key recovery map for the attack, we propose the following
attack algorithm:

1. Distillation phase and �rst set of Walsh transforms. The non-zero values of the Walsh spectrum
of the key recovery map form �ve a�ne subspaces, and each subspace will be handled separately.



5.4. Applications 107

Table 5.7: Part of the Walsh spectrum of S5: cS5(�; F).

00 0 08 8 10 � 40 18 � 8 20 0 28 0 30 8 38 0
01 0 09 � 8 11 8 19 � 8 21 0 29 0 31 8 39 0
02 � 8 0A 0 12 0 1A 0 22 � 24 2A 8 32 0 3A � 8
03 � 8 0B 0 13 0 1B 0 23 � 8 2B 8 33 0 3B 8
04 0 0C � 8 14 0 1C 0 24 0 2C 0 34 0 3C 8
05 8 0D 0 15 8 1D 8 25 � 8 2D � 8 35 8 3D 0
06 0 0E � 8 16 0 1E 0 26 0 2E 0 36 0 3E 8
07 � 8 0F 0 17 8 1F � 8 27 � 8 2F � 8 37 � 8 3F 0

The �rst step in the analysis phase will consist of �ve pruned Walsh transform whose inputs are
restricted to a subspaceY of dimension 40 (determined by the duplicate input bits in the key
recovery map) and whose outputs are restricted to subspacesUi = F6

2 � fUi of dimension 41. It can
be shown that dim(Y=(Y \ U?

2 )) = 33, dim( Y=(Y \ U?
0 )) = 35, and dim( Y=(Y \ U?

i )) = 37 for
i = 3 ; 4; 5.

(a) The distillation phase begins by initialising three arrays g3; g4; g5 of length 237, one array g0

of length 235 and one array g2 of length 233.

(b) For each plaintext-ciphertext pair, we increment or decrement one position in each of the �ve
arrays according to the values of the appropriate parts of the plaintext and ciphertext and to
the value of P[39] + P[50] + P[56] + C[7] + C[18] + C[24] + C[29].

(c) We apply a fast Walsh transform on each of the �ve arrays.

The time complexity of these steps is around 6N memory accesses and 3�37�237 +35 �235 +33 �233 '
243:93 additions and subtractions.

2. Multiplying by the Walsh coe�cients. There are 50� 230:31 ' 235:95 non-zero coe�cients of the
Walsh spectrum of the key recovery map in total. They can be easily enumerated by separating
them into 32 sets (one for each non-zero value ofcS5( � ; F)) and looking at the non-zero positions
in the LATs of (up to) 7 other active Sboxes.

(a) We initialise one array h2 of length 238, one array h0 of length 237, and three arraysh3; h4; h5

of length 234 for the second stage of Walsh transforms.

(b) For each of the non-zero Walsh coe�cients, we retrieve the associated output of the �rst Walsh
transform from one of the gi (if the coe�cient lies in more than one of the Ui , we can choose
any one of them). We then multiply it by the coe�cient and add or subtract the result to the
appropriate position the array hi .

The time complexity of this step is 7 � 235:95 ' 238:76 products and the same number of additions.
We note that the majority of the products can be carried out using bit shifts.

3. Second set of Walsh transforms and exhaustive search. The Walsh transforms in the second
set are pruned at the inputs according to the �ve subspacesUi , and at the outputs according
to a subspaceV of dimension 40 which is determined by the key schedule. We can show that
dim(V=(V \ U?

2 )) = 38, dim( V=(V \ U?
0 )) = 37, and dim( V=(V \ U?

i )) = 34 for i = 3 ; 4; 5.

(a) We �rst perform the standard fast Walsh transform on the �ve arrays h0; h2; h3; h4; h5.

(b) For each of the 240 possible key guesses, we add one coordinate from of each of the �ve arrays
to obtain the experimental correlations. We keep the 224 guesses with the highest correlation,
as we aim for an advantage of 16 bits.

(c) For each one of the partial key guesses which were obtained in the previous step, we try all
possibilities of the 16 other keybits exhaustively until either the correct key is found or the
attack fails.

The time complexity of these steps is 38�238+37�237+3 �34�234+5 �240 ' 244:41 additions/subtractions
and 240 trial encryptions.

The data complexity of the attack was once again determined using the model of Blondeau and
Nyberg [BN17] which was discussed in Section 2.4. We obtain a 16 bit advantage with 70% probability
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with N = 2 41:5 data. The memory complexity is dominated by the ten large arrays, together require
239:74 memory registers of 64 bits. This can be reduced to around 238:75 by performing the multiplication
by the Walsh coe�cients in a way in which the gi and the hi do not have to be allocated at the same
time.

For the time complexity, we consider that on a modern processor a DES encryption takes 16 clock
cycles, a product takes 6 clock cycles, and a memory access or an addition take 1 clock cycle. Multiplying
the number of operations of each type by these factors, we obtain

1
16

� 6 � 241:5 +
1
16

�
243:93 + 2 44:41�

+
6
16

� 238:76 + 2 40 ' 242:13 DES encryptions.

This attack is, to the best of our knowledge, the best in terms of data complexity. The time complexity
is high compared to previous attacks but only if the data generation is excluded. The memory complexity
is especially high when compared with previous attacks.

5.4.3 Application to N OEKEON

As an additional example, we will describe some linear attacks on 12-roundNoekeon [DPVAR00]. This
attack was originally presented in [BCF+ 21] as an application of the binary decision tree key guessing
technique. In particular, we made use of the fact that, for some components of theNoekeon Sbox, the
output can be determined by querying only three of the Sbox input values. In this chapter, we will show
that the key recovery algorithm based on Walsh transform pruning can also detect this behaviour and
eventually leads to an equivalent attack algorithm.

5.4.3.1 N OEKEON Speci�cation and Basic Linear Attack

Noekeon is a block cipher which was presented by Daemen et al. ([DPVAR00]) to the NESSIE compe-
tition. It has a block and key length of 128 bits, and its designers suggest using 16 iterated rounds, which
are enumerated from 0 to 15. The designers proposed bothdirect key modeNoekeon and indirect key
mode Noekeon . In direct key mode, the master key itself is used as the round subkey in every round.
In indirect key mode, which is used when related-key attacks are a concern, the working key is obtained
by applying Noekeon with an all-zeros key on the master key itself.

The Noekeon state a consists of four 32-bit words,a[0] to a[3]. The round subkey or working key is
the same for all the rounds. Each round consists of the following transformations:

1. Round constant addition: A round constant RCi is xored to a[0]. The round constants are
determined using the following LFSR:

RC0 = 80; RCi +1 =
�

RCi � 1 if RCi ^ 80 = 0
(RCi � 1) � 1B if RCi ^ 80 6= 0

(5.52)

2. Linear layer: A keyed linear transformation � is applied to the state.

� (a)[0] = a[0] � a[1] � a[3] � a[1] n 8 � a[3] n 8 � a[1] o 8 � a[3] o 8

� k[0] � k[1] � k[3] � k[1] n 8 � k[3] n 8 � k[1] o 8 � k[3] o 8

� (a)[1] = a[1] � a[0] � a[2] � a[0] n 8 � a[2] n 8 � a[0] o 8 � a[2] o 8

� k[1]

� (a)[2] = a[2] � a[1] � a[3] � a[1] n 8 � a[3] n 8 � a[1] o 8 � a[3] o 8

� k[2] � k[1] � k[3] � k[1] n 8 � k[3] n 8 � k[1] o 8 � k[3] o 8

� (a)[3] = a[3] � a[0] � a[2] � a[0] n 8 � a[2] n 8 � a[0] o 8 � a[2] o 8

� k[3]

If we ignore the key addition, the transformation � is involutive. We can consider the working key
is added either before or after� by transforming it into an equivalent key.

3. First shift: A shift operation � 1 is applied to the state:

� 1(a)[0] = a[0] � 1(a)[1] = a[1] n 1

� 1(a)[2] = a[2] n 5 � 1(a)[3] = a[3] n 2
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Algorithm 17: The Noekeon block cipher
Input: A plaintext x of 128 bits, a working keyK of 128 bits, a number of roundsr .
Output: A 128-bit ciphertext y.
y  x;
for i  0 to r � 1 do

y  y � RCi ;
y  � (y; K );
y  � 1(y);
y   (y);
y  � 2(y);

end
y  y � RCr ;
y  � (y; K );
return y;
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Figure 5.16: Four two-round iterative linear trails of Noekeon .

4. Non-linear layer: A non-linear map  is applied to the state. It consists of the parallel application
of a four-bit involutive Sbox:

xxx 0 1 2 3 4 5 6 7 8 9 A B C D E F
S(x)S(x)S(x) 7 A 2 C 4 8 F 0 5 9 1 E 3 D B 6

5. Second shift: The shift operation � 2, which is the inverse of� 1, is applied to the state.

All of the operations � and  are involutive, and that � 2 is the inverse of� 1, which means that each
round of decryption can be performed by swapping the round constant addition to after the application
of � . We use the shorthandb� to denote the involutive map � 1 � � � � 2.

The designers ofNoekeon [DPVAR00] make mention of a nine-round linear trail with correlation
2� 62 which is obtained from an iterative two-round linear trail with correlation 2 � 14. This trail can be
used as a distinguisher between rounds 1 and 9 to mount a 12-round linear attack with the following key
recovery structure:

Round 0z }| { Round 1z }| { Round 9z }| { Round 10z }| { Round 11z }| {
� � 1 
| {z }
Key rec.

� 2 � � 1  � 2 � � � � � 1  � 2 � � 1| {z }
Linear approximation

 � 2 �
| {z }
Key rec.

� 1  � 2| {z }
Peelback

By guessing 24 bits of two transformed working keys, one corresponding to a key addition afterb� in round
0 and the other to a key addition before b� in round 11. This means a guess of 48 keybits in total. The
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Plaintext (after peelback)
28 24 20 16 12 8 4 0


28 24 20 16 12 8 4 0

b� 28 24 20 16 12 8 4 0


28 24 20 16 12 8 4 0

Linear approximation

28 24 20 16 12 8 4 0


28 24 20 16 12 8 4 0
b�

28 24 20 16 12 8 4 0


Ciphertext (after peelback)
28 24 20 16 12 8 4 0

Figure 5.17: Attack on 12-round Noekeon with 2119 data and 2124:5 time complexity.

data complexity is estimated to be around 262�2 = 2 124 known plaintexts. If a distillation table is used
as in [Mat94a], the time complexity is 2124 + 2 48�2 = 2 124.

5.4.3.2 Improved Attacks on 12-round N OEKEON

Our attacks are also based on iterative two-round linear trails with correlation 2� 14. Since all the
transformations in a Noekeon round except for the constant and key additions are invariant under
rotation, we can obtain new trails from known ones by rotating the mask and/or swapping both rounds
of a trail. Using an MILP model (see Chapter 7), we have identi�ed four families of trails, which are
shown in �gure 5.16. We thus have 2� 32 � 4 = 256 di�erent linear trails we could potentially use in our
attacks.

We propose a 12-round attack which is based on a nine-round linear trail which is obtained by
extending the �rst iterative linear trail and has a correlation of 2 � 62, in an analogous way to the previous
linear attack. We make some modi�cations to this linear trail which will reduce the data complexity to
2119:

ˆ Sbox 15 is removed from the �rst round of the linear trail. This leads to an input mask which is
\straddles" rounds 1 and 2, and increases the correlation by a factor of 22.

ˆ In the last round, we substitute the Sbox 15 approximation from 2 ! 2 to 2 ! b, which increases
its correlation from 2� 2 to 2� 1.

ˆ Other modi�cations were made to the Sbox linear approximations in rounds 1 and 14 in order to
minimise the number of active keybits in the key recovery.

The correlation of the linear trail increases from 2� 62 to 2� 59. However, in a key recovery attack, we
would need to guess 92 key bits in the �rst round, 4 in the second, and 48 in the last. Even if an FFT
approach is used, if no pruning is applied, the time complexity surpasses 2144. We look at the properties
of the Sbox:

ˆ In the �rst and last rounds, whenever we need to compute the outputy2 or y3 of an Sbox, we notice
that it only depends on three bits of the input. In [BCF + 21] (see Chapter 6, we used this to reduce
the key guess by one bit in each of these Sboxes. However, when looking at the Walsh spectrum of
S, these properties appear as a hyperplane ofF4

2 which contains all the non-zero Walsh coe�cients.
For example, the fact that the value of the input x3 does not inuence the value ofy3 is equivalent
to the linear equation u3 = 0 for all non-zero values of bS(u; 8).
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Table 5.8: Sbox properties used in theNoekeon attack, as described in [BCF+ 21].

x2 x0 � x1 x0 � x3 y2y2y2

0 0 0 1
0 0 1 1
0 1 0 0
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 1
1 1 1 0

x0 x1 x2 y3y3y3

0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 1
1 0 1 1
1 1 0 1
1 1 1 0

x0 x1 x3 y1y1y1

0 0 0 ?
0 0 1 ?
0 1 0 1
0 1 1 ?
1 0 0 ?
1 0 1 0
1 1 0 0
1 1 1 1

ˆ In [BCF + 21] we also used a slightly more complex property for Sbox 15 in the second round. In
particular, that if only x0; x1 and x3 are known, y1 is still determined for half of the possible inputs.
If all the plaintexts for which y2 is not determined are rejected, then the second input can be ignored
with regard to the key recovery. This property also appears as a hyperplane ofF4

2 which contains
all the non-zero coe�cients of a restricted Walsh spectrum of S.

In [BCF + 21], a 12-round FWT linear key recovery attack was performed with a reduced key guess
of 124 bits. The time complexity was also reduced by using the Walsh transform pruning technique
of [FN20] in order to prune the last set of Walsh transforms at the output side. There are three keybits
which are active in both the �rst and second rounds, as well as six last round key bits which can be
deduced from the �rst round. This allowed a time complexity of

23 �
�
2121 + (121 � 9) � 2121� 9�

' 2124:29 additions. (5.53)

The details of the key recovery are speci�ed in Figure 5.17. Light pink bits represent the masks of
the linear approximation. The active bits for the key recovery are coloured in dark blue. In the plaintext
and the ciphertext side, we have also coloured the Sboxes with reduced 3-bit key guesses in light green.
The six bits of the last round key guess which can be deduced from the �rst round key guess are painted
red.

We must also compare the costs of additions and a 12-roundNoekeon encryptions. A conservative
estimate of 128 operations per Sbox layer or key addition and 64 operations per linear layer leads to
at least 3840 bit operations for a full encryption. An addition 128-bit integers takes around 256 bit
operations. Therefore, its cost is at most one �fteenth of the cost of an encryption. The full time
complexity is thus 2119 + (1 =15) � 2124:29 ' 2120:85 encryptions.

Let us now look at the attack from the perspective of the hyperplanes which cover the Walsh spectrum
of the key recovery map. For each 4-bit guess of the inner key, the Walsh spectrum of the key recovery
map lies in a vector space of dimension 121 of the ambient space of dimension 144. Furthermore, the
Walsh spectrum is independent of one of the bits of the inner key guess, so it can be reduced to just three
bits. The �rst Walsh transform of the algorithm has its outputs restricted to a space of dimension 121,
and the �rst step of the pruned algorithm can be incorporated into the distillation phase. The second
set of Walsh transforms is limited at the input to a subspace of dimension 121 and at the output to a
subspace of dimension 135. The cost of these transforms is 112� 2112 additions each, after checking that
both subspaces are orthogonal. Since the last step of these pruned transforms consists of mere copying of
values, and we are only interested in the highest correlations, we can just �nd them without expanding the
output. The end result is an algorithm with the same complexity as the one we described in [BCF+ 21],
showing that the approach introduced in [Fl�o22] generalises that of [BCF+ 21] for linear cryptanalysis.

Both versions of the attack have a data complexity of around 2119 known plaintext-ciphertext pairs
and a time complexity of 2120:85 encryptions, which is as far as we know the best on 12-roundNoekeon .

5.5 Conclusion and Open Problems

In this chapter we have described all the generalisations and improvements to the classical algorithm
of Collard et al. [CSQ07b] which we proposed in [FN20, Fl�o22]. There are fundamentally three such
improvements:
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Table 5.9: Sbox properties used in theNoekeon attack, in terms of restricted Walsh spectra.

bSS(x )2 F4
2 nX (�; 4)

u 0 1 2 3 4 5 6 7 8 9 A B C D E F

X = ? 0 0 0� 8 0 0 0� 8 0� 8 0 0 0 8 0 0

bSS(x )2 F4
2 nX (�; 8)

u 0 1 2 3 4 5 6 7 8 9 A B C D E F

X = ? 0 8 0 8 0 8 0 � 8 0 0 0 0 0 0 0 0

bSS(x )2 F4
2 nX (�; 2)

u 0 1 2 3 4 5 6 7 8 9 A B C D E F

X = ? 0 � 4 4 0 0 4� 4 0 0 � 4 � 4 8 � 8 � 4 � 4 0
X = f 0; 1; 4; 5;

8; A; C; Eg
0 � 4 4 0 0 0 0 0 0 � 4 � 4 8 0 0 0 0

ˆ A generalised version of the algorithm in which the key recovery map can be divided into multiple
parts. This version adapts to all the scenarios of key recovery over multiple rounds and allows
enough exibility to describe several variants of the attack. In general, we �nd that if jK O j bits of
outer key material and jK I j bits of inner key material have to be guessed, then the time complexity
of the analysis phase isjK O j2jK O j+ jK I j .

ˆ An analysis of the speci�c case of multiple linear cryptanalysis. In particular, we describe an
algorithm which performs partial key guesses for each linear approximation in the distinguisher and
then combines the information for the �nal stage of the attack, using a reduced key guess which
can be optimised according to the key schedule.

ˆ A discussion of the application of Walsh transform pruning techniques to the key recovery algorithm
which can exploit structure in the data, the key guess, and the cipher construction itself. In
particular, we show that under certain conditions the Walsh spectrum of the key recovery map can
be split into several a�ne subspaces of small dimension, thus reducing the time complexity of the
key recovery. We also show that rejecting a small proportion of the data can result in a similar
advantageous situation.

These improvements are then illustrated with linear attack examples on up to 29-round PRESENT
and 12-roundNoekeon , as well as on the DES. In all cases, the new attacks are the best in the literature
in terms of number of rounds and data complexity.

Regarding future research, there are several questions which may prove of interest. The most evident
continuation is the application of these new techniques to other ciphers and attacks. One case in which
we think there may be quite interesting results is that of di�erential-linear cryptanalysis [LH94, BDK03].
Since the same key guess is used for both ciphertexts in each pair, the desired outputs of the last set of
Walsh transforms lie in a vector subspace which is half the dimension of the ambient space. Furthermore,
we believe that more application examples may provide further insight into the nature of this algorithm
and inspire improved variants.

As it may have become clear in Section 5.4, applying these techniques is a fairly technical and involved
task which requires a lot of trial and error as well as intuition so that the appropriate parameters for
the attack are chosen. An automatic tool which outputs an optimal key recovery algorithm and its
computational complexity within a speci�c search space given a linear distinguisher of a block cipher
could be of great use to the community.

The results of Section 5.3 seem to be much more e�ective in the case of ciphers with lightweight
linear layers, and speci�cally those whose linear layers are bit permutations. For this reason, we think
that it would be of great interest to �nd generalisations of the algorithm which apply more readily to
constructions with denser linear layers. One possible direction would be to study the Walsh spectrum
of F in di�erent basis of CFn

2 : although the Walsh spectrum itself may have a lot of non-zero values,
in some cases it becomes very sparse after applying a simple linear transformation. Another approach
would be to try to implement conditional guessing techniques akin to the ones we presented for other
families of attacks in [BCF+ 21].



Chapter 6

Optimised Key Guessing in Sboxes

This chapter consists of a summary of my joint work with Marek Broll, Federico Canale, Nicolas David,
Gregor Leander, Mar��a Naya-Plasencia and Yosuke Todo [BCF+ 21, BCD+ 22] about the optimisation of
key recovery attacks on SPN-type block ciphers using tree descriptions of the Sboxes. This technique is
fairly generic and can thus be applied to a wide variety of attack families, as was showcased by all the
application examples included in [BCF+ 21].
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This chapter is organised as follows. Section 6.1 provides a brief example which motivates the tech-
niques which are proposed in the rest of the chapter. Section 6.2 formalises the ideas which were intro-
duced in the example: we de�ne the trees which will be manipulated, we de�ne appropriate e�ciency
metrics, and establish an algorithm to search for optimal trees. In Section 6.3 we discuss the applica-
tion of these techniques to the two classical families of attacks: di�erential and linear cryptanalysis. In
Section 6.4, we describe a di�erential-linear attack on 12-round Serpent [BAK98] which applies this new
technique. Finally, we provide some insight into possible future research on the topic.

6.1 Motivation and Example

We will �rst provide a small example which will highlight the motivation behind our techniques for the
improvement of key recovery attacks. The aim is to show that in many cases, we can reduce the total
number of bits of information about the key which have to be guessed in order to fully determine some
output(s) of an Sbox. This is achieved by means of representing the desired Boolean function as a binary
decision diagram or BDD [Bry86].

Let us consider the Sbox used in the block cipherNoekeon [DPVAR00], which corresponds to the
nonlinear layer  of the speci�cation (see Subsection 5.4.3.1). The Sbox is given as a lookup table
(reproduced in Table 6.1), while in the original speci�cation it was given as a circuit of logical gates. For
the purposes of key recovery, these kinds of representations are not very useful, as they may obfuscate
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Table 6.1: The inputs of the Noekeon Sbox and the most signi�cant output bit f (x).

xxx 0 1 2 3 4 5 6 7 8 9 A B C D E F
S(x)S(x)S(x) 7 A 2 C 4 8 F 0 5 9 1 E 3 D B 6

x0x0x0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
x1x1x1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
x2x2x2 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
x3x3x3 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

f (x)f (x)f (x) 0 1 0 1 0 1 1 0 0 1 0 1 0 1 1 0

the way in which the inputs of the Sbox determine the outputs. In particular, it is possible that some
bits of the input become irrelevant to some of the outputs after some information about the input is
determined. This kind of behaviour is di�cult to observe directly on a lookup table.

We will consider the function f (x) = h8; S(x)i corresponding to the the most signi�cant bit of the
Sbox output S(x), whose value is also given in Table 6.1. Closer inspection of this table reveals that the
�rst eight values of f are identical to the last eight values. In other words, we �nd that the value of f
is completely independent from the output x3. This property is sometimes called alinear structure of
the Boolean function, since we have a vector spaceL 0 = span f (0; 0; 0; 1)g so that f is constant in all the
�bres x + L 0:

f (x) + f (x + (0 ; 0; 0; 1)) = 0 for all x 2 F4
2: (6.1)

This kind of property constitutes the simplest form of relationship that we want to exploit. However, we
can do better if we also consider linear structures which only hold conditionally.

For example, if we know that x1 = x0 = 0, then the value of f (x) is always 0, and the value ofx2 is
irrelevant. The same applies to the casex1 = 0 and x0 = 1, as it implies that f (x) = 1. We now just
have the casex1 = 1 left to consider. Guessing one extra input bit amongx0; x2 and x3 is not su�cient
to determine the value of f . However, we note that it is su�cient to determine a linear combination of
the remaining bits, as we havef (x) = x0 + x2. This means that we can just consider two additional
cases: ifx1 = 1 and x0 + x2 = 0 we get f (x) = 0 and if x1 = 1 and x0 + x2 = 1, we get f (x) = 1. In all
cases, we are able to determine the value off by querying only two parity bits of the input, as opposed
to the four we would normally expect.

We can represent these strategies for determining the desired output bit with conditional queries to
the inputs using binary trees or binary decision diagrams (BDDs), such as the ones shown in Figure 6.1.
In each node, we query one linear combination of the inputs which is given by a mask� , and we continue
to either of its two children depending on the value of this linear combination. We start from the root of
the tree, and by the time we reach a leaf, we have fully determined the value of the Boolean function. In
the classical literature about BDDs [Bry86], the decision variables at each node are often considered to
be separate input variables to the Boolean function, while here we consider a slightly more general case
in which these decision variables to the nodes can be any linear combination of the inputs.

Although a binary decision diagram is a representation off which can be used to compute its value
for any given input, it is not unique. Indeed, Figure 6.1 shows two di�erent tree representations of the
same function f . We note that as cryptanalysts, we are much more interested in the graph at the top,
since the average number of queries to the inputs is lower. In particular, the �rst tree always queries 2
bits of information about the input, while the second tree queries two bits for half of the possible inputs
and 3 bits for the other half, which means that it requires 2.5 bit queries on average.

Let us step back and think in terms of a key recovery attack now. During an attack, we may need to
compute the output f of the Sbox for a given plaintext and all possible guesses of the key. The input to
f takes the form x + k, where x is �xed, so we need to guessk. Instead of guessingk directly, we can
just consider the values ofh�; x + ki (equivalent to determining h�; k i ) at the nodes on the path which
is taken during the evaluation of f (x + k). In the end, for each �xed x, we �nd that we must consider
a di�erent guess of k for each possible evaluation path through the graph, or, equivalently, one guess for
each leaf of the tree. The largest possible number of leaves for ann-bit Sbox is 2n , which is the number
of di�erent key guesses which are made in a traditional key recovery attack. This means that we can
reduce the time complexity of the attack if we �nd a tree which has a signi�cantly smaller number of
leaves.
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Figure 6.1: Two di�erent binary tree representations of the Boolean function f = h8; S(�)i . We can see
that one is more e�cient than the other, as one requires just two bit guesses for each leaf and the other
requires between 2 and 3.

6.2 Decision Tree Representation of Boolean Functions

We will now formalise the ideas which were outlined in the previous example. The objects we will
manipulate are binary decision trees which represent (vectorial) Boolean functions. Our aim is to provide
a formal de�nition of these trees, as well as a way to quantify the cost of determining the output in terms
of input queries.

De�nition 6.1 (A�ne binary decision tree). An (n; m)-a�ne decision tree is any regular binary tree
whose inner nodes are labelled with elements ofFn

2 and whose leaves (nodes without children) are labelled
with elements ofFm

2 . Given an inner node v, we will denote its label byv:mask, and its two children by
v:up and v:down. Given a leaf l , we will denote its label byl:value. As usual, we will identify a tree and
its root node r for convenience, and write v 2 r whenever av is a node of the treer . Given a tree r ,
we will denote the depth of the nodev as depth(r; v ), where depth(r; r ) = 0 and the children of a nodev
have depthdepth(r; v ) + 1 .

Given any tree which �ts the previous de�nition, we can de�ne an associated vectorial Boolean function
from Fn

2 to Fm
2 which is evaluated by following a path starting at the root node and ending at one of the

leaves. More precisely:

De�nition 6.2. Given an (n; m)-a�ne decision tree r we can construct an associated vectorial Boolean
function r : Fn

2 ! Fm
2 . Given any x 2 Fn

2 we de�ne its image byr , which we'll denote r (x), using the
following recursive de�nition:

1. If r is a leaf, then r (x) = r:value.

2. If r is an inner node and hr:mask; xi = 0 , r (x) = r:up(x).

3. If r is an inner node and hr:mask; xi = 1 , r (x) = r:down(x).

Given f : Fn
2 ! Fm

2 , if r (x) = f (x) for all x, we say that r is an evaluation tree for f , and write r � f .
We say two treesr; s are equivalent and write r � s if r (x) = s(x) for all x 2 Fn

2 .

For any given Boolean function f , a multitude of di�erent evaluation trees exist, as we saw in Fig-
ure 6.1. This means that we must devise some way to quanti�ably measure the relative e�ectiveness of
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di�erent evaluation trees of the same function. Furthermore, we wish to come up with algorithms which
will �nd optimal evaluation trees for these metrics given any input vectorial Boolean function.

We start with the �rst problem, and initially propose the following intuitive de�nition.

De�nition 6.3 (Expected input queries). Let r be an a�ne binary decision tree. We de�ne its average
or expected number of input queriesas the expected value of the depth of the leaf reached in the evaluation
of r when the inputx is uniformly distributed in Fn

2 . If l (x) denotes the leaf at the end of the path through
the tree used in the evaluation ofx 2 Fn

2 , we have:

avgdepth(r ) = Exp x (depth(r; l (x))) =
1
2n

X

x 2 Fn
2

depth(r; l (x)) : (6.2)

This quantity measures the number of times, on average, that we will have to query a parity bit of
the input x before the value off is fully determined. If we evaluate a Boolean function directly from a
lookup table, this number of queries is equal to the total number of input bits n. Please note that the
expected number of queries is de�ned as the average over the possible inputs, and not over the leaves
of the tree. Indeed, the depth of shallower leaves contributes with a heavier weight, as these leaves are
reached by a larger proportion of the possible inputs than the deeper leaves.

In order to simplify these de�nitions, we can assume that the a�ne binary decision trees don't have
any redundant labels. More precisely, we will consider thatv:mask forms a linearly independent set
with all the masks from its successive ancestor nodes. Indeed, ifv:mask was a linear combination of
previously queried masks, then the valuehv:mask; xi would be determined and all the inputs would go
to the same child node. Assuming that the tree has no such redundant nodes, a leaf of depthd is used
in the evaluation of precisely 2n � d inputs, and therefore contributes to the average depth with a weight
of 2� d. This leads to the following alternative formula for the expected number of queries:

avgdepth(r ) =
X

l 2 r
l leaf

depth(r; l (x))2 � depth( r;l (x )) : (6.3)

However, while avgdepth(r ) can be useful to represent, for example, the computational cost of evalu-
ating a function using the tree r , it is not very helpful for the purposes of cryptanalysis. In the case of a
key recovery attack, we are interested in the number of di�erent guesses of the key that we will have to
perform, independently of the number of bits of the key which are determined in each of the individual
guesses. For this reason, we propose the following alternative metric:

De�nition 6.4 (Number of leaves). Given an a�ne binary decision tree r , we denote its total number
of leavesby:

nbleaves(r ) = jl 2 r : l is a leafj (6.4)

The number of leaves of an evaluation tree of a function thus denotes the number of possible di�erent
paths which can be taken when evaluating the function, and its value for a standard evaluation is 2n . In
the example of the previous section, in Figure 6.1, we see that for the top treer 1 we have nbleaves(r 1) = 4
and for the bottom tree r 2 we have nbleaves(r 2) = 6.

Finally, we will consider a third metric, which measures the total dimension of the space of parity
bits which may be queried in the evaluation of any input:

De�nition 6.5 (Domain size). The actual linear domain of an a�ne binary decision tree r is the space
spanned by all inner node labels:

Dom(r ) = span f v:mask: v is an inner node of r g: (6.5)

We call its dimension the domain sizeof r :

domsize(r ) = dim (Dom( r )) : (6.6)

For the standard evaluation of a Boolean function, the domain size is equal ton, as the actual linear
domain is the full spaceFn

2 . In both trees from Figure 6.1, we �nd that we obtain the same actual linear
domain Dom(r ) despite both of the trees having di�erent labels, and it consists of all the vectors� of the
form � = (0 ; � ; � ; � ). In particular, in both cases the domain size is equal to 3, instead of the expected 4.

We can also look at these metrics from the perspective of the associated Boolean function instead of
the trees. Given a Boolean functionf : Fn

2 �! Fm
2 , we wish to �nd a�ne binary decision diagrams which

minimise these cost metrics. For this reason, we de�ne the optimal average depth, the optimal number
of leaves, and the optimal domain size:
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De�nition 6.6. Let f : Fn
2 �! Fm

2 be a vectorial Boolean function. We de�ne its optimal average depth,
its optimal number of leaves, and its optimal domain size as:

avgdopt(f ) = min
r tree
r � f

avgdepth(r ) (6.7)

nblopt( f ) = min
r tree
r � f

nbleaves(r ) (6.8)

domopt(f ) = min
r tree
r � f

domsize(r ) (6.9)

Given the target Boolean function f , we say that any tree which achieves minimal average depth is
avgdepth� minimal, any tree which minimises the number of leaves is callednbleaves� minimal, and any
tree which optimises the domain size is calleddomsize� minimal.

We are interested in �nding trees which optimise at least one of these metrics, focusing mainly on the
latter two as they are the most interesting to cryptanalysis. As we will see in the next section, we do not
need to consider the two problems separately, as optimising nbleaves will also optimise domsize.

6.2.1 Relationship between the Complexity Metrics

We will now try to understand the previous metrics in more depth, so that we can later explain the
relationships between them. The �rst step will be to describe exactly which input valuesx 2 Fn

2 will end
up evaluated in the same leafl of the tree r when evaluating the associated Boolean function. As the
evaluation of r for a given input x consists of computing a sequence of inner productshr:mask; xi along
the path from the root to a leaf, the inputs x which end up in the same leaf are characterised by the
speci�c values of these inner products. Given a nodeN of a tree r , we denote byD(N ) the vector space
spanned by the set of all labels on the path from the root to that node, excludingN itself.

D (N ) = span f v:mask : v is on the path from r to N; v 6= N g (6.10)

In other words, D (N ) tells us which inner products have been evaluated in order to reach it. Since
evaluating all the inner products on the path also determines the values of their linear combinations, we
consider the span of these labels. We will also denote byN:space the set of all inputsx 2 Fn

2 such that the
path through the diagram taken when evaluating r (x) contains N . We can describeN:space as an a�ne
subspace of the formN:space = V(N ) + a(N ), where V (N ) � Fn

2 is a vector subspace anda(N ) 2 Fn
2

is the shift from the origin. We note that, since V (N ) consists of all vectorsx such that h�; x i = 0 for
all � 2 D(N ), the relationship V (N ) = D(N )? holds. This leads to an alternative interpretation of the
actual linear domain:

Lemma 6.7. Let r be an a�ne binary decision tree. We have

Dom(r )? =
\

N 2 r

V(N ) =
\

N 2 r
N leaf

V(N ): (6.11)

Proof. Let's rewrite Dom( r ) in terms of the grouped labelsD(N ):

Dom(r ) = span

(
[

N 2 r

D(N )

)

=
X

N 2 r

D(N );

and considering the orthogonal spaces we get

Dom(r )? =
\

N 2 r

D(N )? =
\

N 2 r

V(N ):

Since D(N2) � D (N1) whenever N2 is a descendant ofN1, we deduce that V (L ) � V (N ) if L is a leaf
and N is one of its ancestors. This means that we can restrict the intersection to just the leaves of the
tree.

We can also study the actual linear domain in terms of 0-linear structures [Eve87] (please note that
the de�nition which will be used here is slightly di�erent from the original). We can think of 0 � linear
structures as truncated di�erentials which lead to a zero output di�erence with probability one:
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De�nition 6.8 (Linear Structures). The set of 0� linear structures of f : Fn
2 ! Fm

2 is

LS0(f ) = f � : 8x 2 Fn
2 ; f (x) + f (x + �) = 0 g: (6.12)

It is clear from the de�nition that LS 0 is always a vector subspace ofFn
2 .

Let us now return to the de�nition of Dom( r ), and let � 2 Dom(r )? be a vector orthogonal to the
actual linear domain. Given two inputs x; y 2 Fn

2 so that x + y = �, we note that at any node N
in the evaluation tree, we will have hN:mask; yi = hN:mask; xi + hN:mask; � i = hv:mask; xi since � is
orthogonal to v:mask. In other words, we havex + y 2

T
N 2 r V(N ), and � is a 0 � linear structure of r .

This not only means that r (x) = r (y), but also that x and y will follow the same path through the tree
during evaluation.

Lemma 6.9. For any a�ne binary decision tree r we have

Dom(r )? � LS0: (6.13)

The space of 0� linear structures LS0 is an intrinsic property of Boolean functions and in particular is
independent of which decision tree we use to evaluate them. As a consequence, we obtain a simple lower
bound for the optimal dimension of the actual linear domain domopt(f ) of any function f . Furthermore,
this bound is tight:

Theorem 6.10. Let f : Fn
2 ! Fm

2 be any vectorial Boolean function, and letr be an(n; m)� a�ne decision
tree of f which is optimal with respect tonbleaves. Then the following equality holds

LS0(f ) = Dom( r )? : (6.14)

As a consequence, we have

domopt(f ) = n � dim (LS0(f )) = domsize(r ): (6.15)

Before delving into the proof for this result, which will occupy the rest of this subsection, we will
explain its consequences. First, it guarantees that any tree which is optimal with respect to the number
of leaves is actually also optimal with respect to the actual domain size. Second, it shows that the lower
bound on the actual domain size given by the 0� linear structures of f can always be achieved by an
evaluation tree. Finally, we can use it to optimise the search algorithms for optimal trees, as we can
reduce the search for optimal trees off modulo LS0(f ) to obtain a smaller search space which requires
less computational cost.

Finally, we would like to reproduce the following result from [BCF+ 21], which shows that the optimal
complexity metrics for a given Boolean function f are invariant under a�ne equivalence:

Theorem 6.11. Let r be an (n; m)� a�ne decision tree which evaluates a function f : Fn
2 ! Fm

2 , let
� : Fm

2 ! Fm
2 be a permutation andB : Fn

2 ! Fn
2 a bijective a�ne map. We can construct a tree s which

evaluatesg = � � f � B which has the same complexity parametersavgdepth, nbleaves, and domsize.

Corollary 6.12. The parametersavgdopt(f ), nblopt( f ) domopt( f ) are all invariant under a�ne equiva-
lence of vectorial Boolean functions.

The proof of these results can be found in [BCF+ 21].

6.2.1.1 Proof of Theorem 6.10

The proof of the theorem is based on the idea that, given an evaluation treer which has some node
whose label belongs to a 0� linear structure, we can remove this node from the tree without altering the
function it evaluates, thus reducing the number of leaves of the tree. This means that any evaluation tree
which uses input masks which are in LS0 will not be optimal. We start by proving the following technical
result:

Lemma 6.13. If v is a node in an a�ne binary decision tree, v:left:space = V + a, v:right :space = V + b
and a + b 2 LS0, then we can swapv for argmint 2f v: right ;v: left gnbleaves(t) and update the labels to obtain
a tree which evaluates to the same Boolean function but has a smallernbleaves.

Proof. We �rst note that given the spaces v:space of all the nodes in the evaluation tree, we can easily
determine the labelsv:mask of each node. As a result, we can think of the tree in terms of the subspaces
which lead to each branch instead of the linear mask at each node. We also can assume, without loss of
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generality, that nbleaves(v:left) � nbleaves(v:right). Since a + b 2 LS0, we know that f (x) = f (x + a + b)
for all x 2 V + a. This means that we can swapv:right for a copy of v:left with the subspaces associated
to every node shifted byb. Finally, we note that it is possible to substitute v for a copy of v:left where
the subspacesw:space = W + c for all w 2 v:left are swapped for spanf W; a + bg + c. If x 2 V + a, the
path taken in the new tree will lead to the same result asv:left becauseW + c � spanf W; a + bg + c for
all the pertinent W . Similarly, for all x 2 V + b the path taken is equivalent to the one taken in v:right.
Since we have e�ectively removed the branchv:right from the tree, we can also conclude that the total
number of leaves has diminished.

This auxiliary lemma has the following consequence:

Lemma 6.14. For every nodev of an nbleaves� optimal tree r we haveLS0 � V (v).

Proof. We know from the previous lemma that, if two sister nodes ofr have associated spaces which
di�er by an element of LS0, then we can transform the tree into an equivalent one which has a smaller
number of leaves, sor cannot be nbleaves-optimal. Let us now consider any � 2 LS0, and any nodeN ,
and try to show that � 2 V = V(N ). We will proceed by contradiction, so let us assume that � 62V .
This means that (� + N:space)\ N:space = ? , becauseV is the director subspace ofN:space. There
must therefore be some node further up the tree where the evaluation paths ofN:space and � + N:space
separate. That is, there exists some nodev so that N:space� v:space andN:space + � � v:space, but
where, without loss of generality, N:space� v:left:space and � + N:space� v:right :space. However,
this would mean that v:right :space = U + a; v:left:space = U + b; a+ b = � 2 LS0, which contradicts
optimality according to the previous lemma.

This result concludes the proof of Theorem 6.10.

6.2.2 Tree Search Algorithm

Let us now consider the problem of describing algorithms which search for optimal trees for a given
vectorial Boolean function f : Fn

2 �! Fm
2 . On paper, we can just de�ne a recursive algorithm which goes

through all possible values for the root label� = r:mask and then calls the same algorithm to construct
optimal trees for r: left and r: right, which will model the two parts of the function f jh�;x i =0 and f jh�;x i =1 ,
whose director subspaces are isomorphic toFn � 1

2 . This recurrent step is iterated until the resulting parts
of the function are constant. Since we are only interested in �nding optimal trees, we can apply several
optimisations which can greatly reduce the space of the exhaustive search. These improvements mainly
consist of removing equivalent trees from the search (that is, trees which will share the same properties)
and to perform early abort checks so that several bad trees can be discarded at a time.

ˆ We already know that when building a tree and choosing the mask labels for each node, we can
always ignore all the possible masks which are linear combinations of masks which appear earlier
in the evaluation path, as these masks provide no additional information about the input. Fur-
thermore, two labels which only di�er from each other by a linear combination of previous masks
will divide the inputs in the same two subspaces, which means that we only have to consider one
such label. Formally, we consider that the label for the nodev can is chosen in the quotient space
Fn

2 =D(v). This quotient space is parametrised using a complement space ofD(v). The algorithm
including this optimisation is written in pseudocode as Algorithm 18.

ˆ We can also apply a simple early abort technique: if a subtree of depthd has more than 2n � d

leaves, all trees containing it can be removed from the search, as they are necessarily redundant
and cannot be nbleaves� optimal. Furthermore, we can provide an upper bound for the desired
value of nbleaves and reject all subtrees which will unavoidably result in trees with a larger number
of leaves.

ˆ If f has non-trivial 0� linear structures, we can reduce the search problem modulo LS0. Indeed, we
can search for trees for the functiong : Fn

2 =LS0 �! Fm
2 with g(x + LS 0) = f (x). This optimisation

also applies to all the recursive calls to the subtree routine.

We will �nally briey discuss the performance of this algorithm. On a standard PC, we were able to
successfully run experiments on randomly-generated Boolean functions onFn

2 with n as large as 7 after
implementing all the optimisations which are mentioned above. In the case of dimension 4 it was actually
possible to run the algorithm without optimisations, thus generating all the trees and allowing us to �lter
them afterwards. The average running times for the optimised algorithm on a 2.3GHz desktop CPU are
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Algorithm 18: Listing all evaluation trees of a Boolean function
Input: f : Fn

2 �! Fm
2 .

Output: A list of trees for f .
return ListTrees (f; Fn

2 ; Fn
2 );

Procedure ListTrees (f; X; Y ) is
Input: A Boolean function f : Fn

2 �! Fm
2 , two a�ne subpaces X; Y � Fn

2 ,
X = U + c � Y = V + c, where U; V are vector subspaces andc 2 Fn

2 .
Output: A list of trees for f jX .
L  fg ;
if f jX is constant then

Add a tree consisting of a single leafl with label l:value = f (c) to L ;
else

Obtain W � Fn
2 such that W � U? = V ;

forall � 2 W n f 0g do
U0  f x 2 U : h�; x i = 0g;
Choosec0 2 U n U0;
b  h c; � i ;
X b  U0 + c; X 1+ b  U0 + c0+ c;
Initialize a tree with root r and r:mask = � ;
L left  ListTrees (f; X 0; X ); L right  ListTrees (f; X 1; X );
forall r tree : (r: left; r: right) 2 L left � L right do Add r to L ;

end
end
return L;

end

Table 6.2: Average running times for the tree search depending on the input dimension.

nnn 4 5 6 7 8
Runtime 4ms 190ms 21s 1.7h < 3 weeks (estimated)

summarised in Table 6.2. In the case of 8-bit functions, which is of great interest to the �eld due to the
prevalence of 8-bit Sboxes, we estimate that the running time on such a standard PC should be of a few
weeks at most. An implementation of this algorithm, which was kindly created by Marek Broll, can be
found at https://github.com/rub-hgi/ConditionsLib .

6.3 Application to Key Recovery Attacks

This section provides some general ideas as to how the tree technique which has been explained in the
previous pages can be applied to several common cryptanalysis scenarios. In particular, we will study two
important cases in key recovery attacks: generating pairs with the appropriate internal input di�erence
for di�erential cryptanalysis, and linear key recovery attacks.

These two examples are not exhaustive, but we consider that they are quite illustrative and behave
in a signi�cantly di�erent way from other attacks. Indeed, in attacks where the aim is to determine some
parts of the state and where the plaintext-ciphertext pairs can be analysed independently, the technique
can be applied directly without any adaptations. For example, in a meet-in-the-middle attack, since the
objective is to determine some internal bits of the cipher for a single plaintext, the tree technique is a
natural �t. Indeed, using descriptions of the truncated Sbox outputs as a�ne binary decision trees, we
obtain an e�cient partitioning of the keyspace which reduces the overall size of the search space from
2j k j (where k is the required key guess) to the product of the number of leaves of the trees for each Sbox.

In cases in which the key addition is not performed on the full state, such as that of GIFT [BPP+ 17],
we can use custom cost metrics for the trees.

6.3.1 Di�erential Cryptanalysis

The application of the tree technique to di�erential cryptanalysis and other related attacks is a bit more
complicated. In addition to determining the values of some bits, we sometimes have to determine a
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Figure 6.2: Finding plaintext pairs which will produce the desired internal input di�erence.

di�erence in some part of an internal state. This means that we have to carefully consider exactly which
properties of the state we want to determine, and �nd optimal trees which describe these properties
e�ciently. We will consider several situations which might appear in this kind of attack.

6.3.1.1 Constructing Di�erential Pairs

We consider a di�erential attack which features key recovery on the �rst round of a key-alternating block
cipher. We wish to create plaintext pairs (x; x 0) for which the active Sboxes in the �rst round � have the
appropriate output di�erences � so that the second round will receive the correct input di�erence for a
di�erential distinguisher (see Figure 6.2):

� (x + k) + � (x0+ k) = � : (6.16)

The �rst version of this problem we will consider is that of completing a pair. Given x, we want to �nd
x0 with the smallest possible guess ofk so that we can guarantee that the di�erence � holds. We note
that

x0 = � � 1(� (x + k) + �) + k; (6.17)

which suggests de�ning the function f � : Fn
2 �! Fn

2 given by

f � (y) = � � 1(� (y) + �) : (6.18)

Given a binary decision tree for f � , we can obtain the value ofx0 + k from a reduced number of bits of
x + k. Sincex is already known, we just need to guess some bits ofk. These guessed bits ofk can also
be used to obtain some parity bits ofx0 by xoring.

This technique can still miss some \evidently useful" relations, however. For example, if there is a
probability 1 di�erential � 7! � through � , we havef � (y) = y + � . In this case, the tree analysis suggests
that we need to guess all the bits of the key, when key-guessing is actually unnecessary sincex0 = x + � .
In general, computing the value of an expression of the formh�; (x0 + k) + ( x + k)i doesn't require any
key guesses. We can �nd useful properties of this type by studying the trees of the function

F� (y) = f � (y) + y: (6.19)

These trees provide \direct" information about x0 (as x is known) where the only required bits of k are
those used in the binary decision diagram, and it also detects any information aboutx0 which can be
obtained without any key guesses. The cost of the complete guessing is the number of leaves of the tree.

The function F� can also be used in the preliminary sieving of a list of pairs (x; x 0). Indeed, if
� = x + x0 is not in the image of this map, then this pair can never produce the correct input di�erence
� independently of the key, and can be discarded. The same technique can be used to perform more
accurate sieving on the ciphertext side.

Finally, we consider the version of the problem in which we are given a pair (x; x 0) so that � = x + x0 2
F� (Fn

2 ) is known, and we want to �nd a key guessk under which the output di�erence � will hold. We
note that under these constraints, the valid inputs which produce the di�erence � are given by the
condition x + k 2 F � 1

� (� ). In fact, upon closer inspection, we notice that jF � 1
� (� )j=2n is the di�erential

probability DP( �
�
7�! �).

We de�ne the function g�
� : Fn

2 �! F2 given by the property

g�
� (x) = 0 () x 2 F � 1

� (� ): (6.20)

In other words, g�
� (x) = 0 if and only if � (x) + � (x + � ) = �. We can once again compute a tree

description of g�
� so that we can compute its value with as little information on k as possible (again,

we will need nblopt di�erent guesses). This can be applied to each valid value of� , thus diminishing
the average cost of key guessing over all� 2 Fn

2 . It can also be applied when the di�erence � is not
completely �xed, as given a truncated di�erence � we can still de�ne

g�
� (x) = 0 () � (x) + � (x + � ) 2 � : (6.21)
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6.3.1.2 Determining Input Di�erences over Two Rounds

We will next consider the case of attacks featuring two or more consecutive rounds of key guessing. In
this case, in addition to determining some of the di�erences at the output of the �rst round, we will also
require some output values in order to guarantee the appropriate output di�erences in the second round.
In this case, we �rst consider a guessing tree which determines the output di�erence of the �rst round as
described in the previous subsection, and then we can use another tree to determine the output values.
In the case of the second tree, we can limit the search space to trees which use the bits which are already
determined as masks for the �rst nodes.

Another improvement which can be applied in this kind of situation is what we have called key
absorption. The idea is to use the fact that binary decision trees often express the value of the function
as a linear combination of the inputs (for example, given two sister leaves with a shared parentp, the
value of the function is either hp:mask; xi or 1 + hp:mask; xi . This means that, for the speci�c x for which
evaluation passes through this node, one bit of the key guess will appear linearly on the value of the
function. This bit can be carried over to the next round, and will be xored to some other keybit. Instead
of guessing the two bits separately, we can instead guess their XOR.

We consider two consecutive rounds of key guessing, and will denote byk the round key of the �rst
round and by � the round key of the second one. Given a pair of plaintexts (x; x 0), the �rst operation
is the addition of the �rst round subkey k, which gives us the pair (x � k; x0 � k) at the input of the
�rst Sbox layer. We will denote by ( y; y0) the output of this Sbox layer. Some linear transformation L
is applied next, (z; z0) = ( L (z); L (z0)). The input to the second Sbox layer is thus (z + �; z 0 + � ), and
we will denote by (t; t 0) the output of the second Sbox layer. We assume that in order to determine the
output di�erence to the second Sbox layer t + t0, we must know the value of the input bit z0 + � 0. For
some mask� , we have

z0 + � 0 = L 0(y) + � 0 = h�; y i + � 0:

Normally, we would guess the keybit� 0 directly and compute h�; y i using a tree description for the �rst
Sbox layer. However, there will be some sets of inputs (x; x 0) for which this value h�; y i is equal (up to a
constant) to a linear combination h; x + ki , which means that we would have

z0 + � 0 = h; x + ki + � 0:

In this case, guessing the linear combinationh; k i + � 0 allows us to determine the value ofz0 + � 0 with
a key guess which is e�ectively one less bit than if we considered both rounds separately. We cannot
absorb the same keybit twice, so it is important to keep track of all the bits which have been absorbed
in the second round so that we make no mistakes.

6.3.2 Linear Cryptanalysis

Although this generalised tree-based approach can e�ectively reduce the time complexity of many key-
recovery attack families, there are cases in which other accelerations may provide better results, and
a method must be picked. Indeed, in the case of linear cryptanalysis, a set of tools based on the fast
Walsh transform exists, as discussed in detail in Chapter 5. The aforementioned chapter also discusses
how the speci�c properties of the key recovery map can be exploited to the advantage of the attacker, in
particular, zeroes in the Walsh spectrum of the Sboxes can be leveraged in order to avoid unnecessary
computations. This set of techniques, as opposed to binary decision diagrams, is speci�cally tailored to
linear cryptanalysis. However, we will briey discuss the use of the tree description in the case of linear
attacks for the sake of completeness.

We start from the classical Matsui implementation of Algorithm 2 which, for a set of N known
plaintext-ciphertext pairs and a key guess ofjkj bits, has a time complexity of O

�
N 2j k j

�
operations. We

can construct a tree for the S-box layer which has a number of leaves nblopt� 2j k j which is smaller than
the total number of key guesses. For each plaintext, the total space of key guesses is partitioned into
nblopt regions, each one of which corresponds to a di�erent leaf of the tree. These regions are di�erent
for each plaintext. We thus have to keep a separate set of nblopt key guess counters for each of these
plaintext groupings. Once all the data has been processed, we can combine these di�erent tables into
full guesses ofk bits of the key, until the complete guess with the highest counter can be located. This
means we can reduce the time complexity of this kind of attack toO (N � nblopt) + O

�
2j k j

�
.

We next consider the linear attack with separate distillation and analysis phases with time complexity
O(N )+ O

�
22jk j

�
as in [Mat94a]. We can construct some binary decision trees for the Sboxes, but we �nd

that the distilled table still has to be of size 2domopt , even if the number of key guesses for each element of
the table can be reduced to just nblopt. This is because the distillation table must contain the necessary
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Table 6.3: Summary of (working) 12-round attacks on 256-bit Serpent. Some of the complexities of
previous attacks have been adjusted, see 6.4.1.

Complexity

Rounds Type Data Time Memory Source

0 ! 11 Multidimensional linear 2125:8 2253:8 2125:8 [NWW11, MC13]
0 ! 11 Multidimensional linear 2125:8 2242 2236 [NWW11, MC13]
4 ! 15 Di�erential-linear 2 127 2251 2127 [LLL21]
0 ! 11 Di�erential-linear 2 127:92 2233:55 2127:92 [BCD+ 22], this
0 ! 11 Di�erential-linear 2 125:74 2236:91 2125:74 [BCD+ 22], this
0 ! 11 Di�erential-linear 2 118:40 2242:93 2118:40 [BCD+ 22], this

Table 6.4: The Serpent Sboxes.

xxx 0 1 2 3 4 5 6 7 8 9 A B C D E F

S0(x)S0(x)S0(x) 3 8 F 1 A 6 5 B E D 4 2 7 0 9 C
S1(x)S1(x)S1(x) F C 2 7 9 0 5 A 1 B E 8 6 D 3 4
S2(x)S2(x)S2(x) 8 6 7 9 3 C A F D 1 E 4 0 B 5 2
S3(x)S3(x)S3(x) 0 F B 8 C 9 6 3 D 1 2 4 A 7 5 E
S4(x)S4(x)S4(x) 1 F 8 3 C 0 B 6 2 5 4 A 9 E 7 D
S5(x)S5(x)S5(x) F 5 2 B 4 A 9 C 0 3 E 8 D 6 7 1
S6(x)S6(x)S6(x) 7 2 C 5 8 4 6 B E 9 1 F D 3 A 0
S7(x)S7(x)S7(x) 1 D F 0 E 8 2 B 7 4 C A 9 3 5 6

plaintext information for every possible key guess. The best time complexity reduction we can achieve
on this attack algorithm is thus O(N ) + O

�
nblopt � 2domopt

�
+ O

�
2j k j

�
.

Regarding the FFT linear key recovery attack based on the fast Walsh transform, we can reduce
the time complexity to O

�
domopt � 2domopt

�
. However, the linear structures of a Boolean function will

appear in its Walsh spectrum as vector subspaces which contain all the non-zero Walsh coe�cients, as
was highlighted in the Noekeon attack (see Subsection 5.4.3). Furthermore, Walsh transform pruning
can exploit additional properties which are not detected by domopt. For this reason, we think that Walsh
transform pruning works better in this case.

6.4 Di�erential-linear Attack on Reduced-round Serpent

In this section of the chapter, we will cover an application example which we introduced in [BCD+ 22]. It
is a di�erential-linear attack on 12-round Serpent [BAK98]. Other attack examples were also presented
in [BCF + 21] and its supplementary material, such as a related-key rectangle attack on GIFT, a meet-
in-the-middle attack on PRESENT, a di�erential attack on RECTANGLE, and the linear attack on
Noekeon which was described in Section 5.4.3.

The 12-round di�erential-linear attacks on 256-bit Serpent, which are compared to previous attacks
in Table 6.3, are based on a 12-round di�erential-linear attack which was proposed by Dunkelman et
al. [DIK08]. This attack is shown to be awed. We �rst propose a way to correct the error without using
decision trees with a time complexity barely smaller than exhaustive search, and then we use the trees
to propose an improved version with reduced data and time complexities.

6.4.1 Serpent Speci�cation and Previous Cryptanalysis

Serpent is a block cipher which was introduced by Biham, Anderson and Knudsen [BAK98]. It's designed
as a key-alternating block cipher with an internal state of 128 bits. It admits 128, 192 or 256-bit keys.
The encryption map consists of a round function which is iterated 32 times. The round function consists
of three steps: �rst the state is XORed with key material, then a layer of of 4-bit Sboxes is applied, and
the round ends with a linear transformation. The cipher makes use of 8 di�erent Sboxes (see Table 6.4)
which are alternated between di�erent rounds.

The 128-bit internal state X is represented by four 32-bit words denotedX 0; X 1; X 2 and X 3, with
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Algorithm 19: The Serpent block cipher
Input: A 128-bit plaintext P, 33 round subkeysK 0; : : : ; K 32.
Output: A 128-bit ciphertext C.
bB0  IP (P);
for i  0 to 30 do

bB i +1  LT ( bSi (X � bK i ));
end
bB32  bSi (X � bK i ) � bK 32;
return IP � 1( bB32);

X j [i ] being the i -th leftmost bit of word j . The 32 rounds are numbered 0 to 31. We denote bybB i the
full 128-bit state at round i . Each round consists of the following four steps:

ˆ Key mixing: A 128 bit subkey is XORed to the internal state. The subkey at round i will be
denoted by bK i .

ˆ Sbox Layer: Di�erent Sboxes are used depending on the round, in particularSi mod 8 is used at
round i . The Sbox Layer operation consists of the application of 32 copies of the Sbox to the internal
state. For eachi 2 f 0; : : : ; 31g we perform the appropriate Sbox transformation to the 4-bit string
(X 0[i ]; X 1[i ]; X 2[i ]; X 3[i ]). The parallel application of the Sbox in round i will be denoted bSi .

ˆ Linear transformation: The linear operation is denoted byLT and consists of the steps:

X 0  X 0 n 13; X 2  X 2 n 3;

X 1  X 1 � X 0 � X 2; X 3  X 3 � X 2 � (X 0 � 3);

X 1  X 1 n 1; X 3  X 3 n 7;

X 0  X 0 � X 1 � X 3; X 2  X 2 � X 3 � (X 1 � 7);

X 0  X 0 n 5; X 2  X 2 n 22;

In round 31 this linear transformation is omitted and an additional whitening subkey bK 32 is XORed
to the state instead.

The cipher operates as Algorithm 19, whereIP denotes a �xed initial permutation.
The key schedule turns the 256-bit user keyK into 33 128-bit round subkeys, which are treated as

132 32-bit words of key material. The user key is �rst rearranged into a prekey sequence of 8 32-bit words
K = w� 8w� 7 � � � w� 1. The sequence is extended using the recurrence:

wi = ( wi � 8 � wi � 5 � wi � 1 � � � i ) n 11; 0 � i � 131;

where � = 0x9e3779b9. We then build the sequenceki from wi using the Sboxes:

f k0; k33; k66; k99g = S3(w0; w33; w66; w99)

f k1; k34; k67; k100g = S2(w1; w34; w67; w100)

� � �

f k31; k64; k97; k130g = S4(w31; w64; w97; w130)

f k32; k65; k98; k131g = S3(w32; w65; w98; w131)

We then distribute the 32-bit words kj to build the 128-bit subkeys K i :

K i = f k4i ; k4i +1 ; k4i +2 ; k4i +3 g

The round key cK i is the result of the application of the �xed initial permutation IP to K i , hence
cK i = IP (K i ).

Serpent has been the target of multiple reduced-round cryptanalysis e�orts, including linear [BDK01a,
CSQ07b], multiple and multidimensional linear [CSQ07a, CHN08, NWW11], nonlinear [MC13], (ampli-
�ed) boomerang [KKS00, BDK01a, BDK02b, BDK02a] and di�erential-linear [BDK03, DIK08, LLL21]
attacks. We will now briey discuss the best of these attacks, which we consider to be the ones which
claim to attack 12 rounds of the 256-bit key version of Serpent (see Table 6.3).Unfortunately, some of
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these published attacks are awed or have wrong complexity estimations. In some cases the mistakes
have already been described in the literature, but not for all of them. We contacted the authors of all
the concerned papers and had them con�rm that their original complexity estimates were indeed too
optimistic.

The �rst claimed 12-round attack was proposed by Dunkelman et al. [DIK08], who proposed some
di�erential-linear attacks on 11 and 12-round Serpent. However, we have found that the 12-round attack
is incorrect, as was also found independently by Liu et al. [LLL21]. The attack extends the 11-round
variant by adding a 112-keybit guess in the �rst round. However, this guess is not enough, as although
the di�erence in the state after the �rst round is determined, the input values of the active Sboxes in
the second round are unknown, and they are required by the 11-round attack. The attacks we presented
in [BCD + 22] and reproduced later in this section are amended versions of this attack, as they are based
on the same distinguisher.

A family of multidimensional linear attacks on up to 12 rounds was presented by Nguyen et al.
[NWW11]. The complexity estimates for these attacks were found to be overly optimistic [MC13], as
they rely on an overestimated capacity, erroneous time complexity conversion to full encryptions, and
small advantage and success probability. Of the two proposed variants, the complexities of the �rst were
corrected, while the second variant was found to be invalid and no corrected version was described. We
have found, however, that the corrected memory complexity for the �rst attack given in [MC13] was also
incorrect. The attack consists of 2128 repetitions of the 11-round attack, once for each guess of the last
round subkey. We can choose between a memory complexity of 2125:813 to store the data but with a larger
time complexity of 2253:813, or a large memory complexity of 2236 with the same time complexity. The
authors of [NWW11] were contacted, but they were unable to provide any further insight. The authors
of [LLL21] were also contacted and agreed with our assessment in a personal communication.

Independently of our work, Liu et al. have proposed a new 12-round di�erential-linear attack [LLL21]
using an algebraic approach. In the original paper, the authors claimed a memory of 299, which ignores
the cost of storing the data (as each plaintext-ciphertext pair has to be accessed multiple times). We
contacted the authors, who agree with this correction.

6.4.2 Fixing the Attack of Dunkelman et al.

We will �rst present a corrected version of the awed 12-round attack from [DIK08] which considers
the correct di�usion in the key recovery rounds along with the idea introduced in [BLT20] of generating
multiple good di�erential pairs. We use the same di�erential-linear distinguisher as the awed 12-round
attack. The attack is built around a \central" distinguisher which starts with a �xed di�erence at the
beginning of round 2, progresses through a three-round truncated di�erential with probability p = 2 � 6,
and then ends with a �ve-round linear trail with correlation q = 2 � 21 (we remove the last round of the
original distinguisher). The expected correlation for the di�erential-linear distinguisher is thus pq2 =
2� 48. However, experiments with the correlation of the transition rounds between the di�erential and
the linear trail suggest that the actual correlation should be at least 2� 46:75. Our aim for the 12-round
attack is to e�ectively extend this distinguisher by two rounds at the top and two rounds at the bottom.

We �rst try to extend this distinguisher by adding an extra round to the di�erential at the top and
an extra round to the linear trail at the bottom. If we consider an optimal di�erential transition for each
active Sbox in round 1 (with probability 2 � 12) and an optimal linear approximation for each active Sbox
in round 10 (with correlation 2 � 5) without any key recovery, the data needed for a reasonable probability
of success would be more than 22�(48 :75+12+2 �5) = 2 141:5, which surpasses the size of the codebook. This
version of the attack is illustrated in �gure 6.3.

Our �rst improvement is inspired by the ideas proposed in [BLT20] in the context of ARX, which we
adapt to SPN constructions, and aims to improve the di�erential probability by ensuring that some parts
of the di�erential transition always hold. We will make sure that some of the di�erential transitions in
round 1 hold for all the data by determining the input values to these Sboxes, instead of only the input
di�erences. In fact, the input di�erence to these round 1 Sboxes is considered not to be �xed, as we are
only interested in the output di�erence. The end result is that the input di�erence to the di�erential
is staggered between rounds 1 and 2. This has a cost in additional key recovery bits, but allows us to
reduce the data complexity.

In the base attack there are �ve active Sboxes (11,14,17,18 and 31) in round 1, which then activate
20 Sboxes in round 0. In other words, we have to guess 80 bits ofbK 0 in order to obtain the desired
di�erence at the beginning of round 1. The aim now is to choose some Sboxes in round 1 for which we
will also determine the input values, and to do so in a way which optimizes the number of additional
keybit guesses. We therefore look at each of the active Sboxes in round 1 and see which additional
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000X 0000 X000 0X00 00X0 X00X0000 00X0#23
S3

000B 0000 B000 0B00 00B0 200E 0000 0010#22
LT

R11

0000 1000 0000 0000 5000 0100 0010 0001#21
S2

0000 A000 0000 0000 1000 0B00 00B0 000B#20
LT

R10 ; q10 = 2 � 5

0010 0001 0000 1000 0100 0000 0000 0000#19
S1

0010 000B 0000 B000 0A00 0000 0000 0000#18
LT

R9 ; q9 = 2 � 6

0000 0000 0000 0000 0000 1000 0100 0010#17
S0

0000 0000 0000 0000 0000 1000 0B00 00A0#16
LT

R8 ; q8 = 2 � 5

0000 0010 0001 0000 0000 0000 0000 0000#15
S7

0000 00A0 0001 0000 0000 0000 0000 0000#14
LT

R7 ; q7 = 2 � 4

0000 0000 0000 0000 0000 0000 1000 0000#13
S6

0000 0000 0000 0000 0000 0000 8000 0000#12
LT

R6 ; q6 = 2 � 2

0040 0000 0000 0000 0000 0000 0000 0008#11
S5

0020 0000 0000 0000 0000 0000 0000 0002#10
LT

R5 ; q5 = 2 � 4
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S3

0040 0000 0000 0000 0000 0000 0000 0000#6
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R3 ; p3 = 2 � 1
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S2

0000 0000 0000 0000 0000 0000 4005 0000#4
LT

R2 ; p2 = 2 � 5

2000 0000 0000 01A0 0E00 4000 0000 0000#3
S1

5000 0000 0000 0C10 0800 9000 0000 0000#2
LT

R1 ; p1 = 2 � 12
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Figure 6.3: The basic di�erential-linear attack on 12-round Serpent obtained by extending the distin-
guisher, which requires more data than the whole codebook. The zero nibble di�erences and masks are
written in grey to improve readability. Nibble di�erences and masks marked by X are undetermined. The
nibble di�erence * is undetermined, but is zero in the rightmost bit.

Sboxes in round 0 would become active if we decide to guess the input values as well as the di�erences.
These additional active Sboxes in round 0 are given in Table 6.5. It is clear that our e�orts should be
directed towards Sboxes 11, 17,18 and 31, as they leave the most inactive Sboxes. Sboxes 31 and 17 are
particularly interesting as the di�erential probability is smaller. Giving this treatment to the four Sboxes
would make all Sboxes except for 23 active in round 1, so we need to �nd a compromise.

Given these considerations we decide to determine the input values to Sboxes 31, 18 and 17, and to
additionally impose two conditions on the input di�erences which reject some of the data but make the
key recovery less costly. We �rst impose a 1-bit condition to the di�erence in state #2 by requiring the
di�erence in bit x3 in column 17 to be equal to 0. This rejects half of the plaintext pairs, but reduces
the number of active bits in the previous round. This condition is compatible with the original nibble
di�erence, which was 1. In addition, in column 31 we only consider di�erences in which the di�erence
in x0 is zero. This condition is not compatible with the original nibble di�erence of 5 and rejects 3=4
of the plaintexts, but makes column 29 in the previous round inactive. In the end, we keep 2� 3 of the
plaintext pairs, which means we can generate up to 2124 di�erential pairs for each key guess from the
whole codebook. This new version of the di�erential is shown in Figure 6.4.

In addition to the 76 active keybits corresponding to determining the di�erence at the input to round
1 (4 bits are gained with respect to the original 80 because column 29 is no longer inactive), determining
the input values to Sboxes 31, 18 and 17 requires guessing all the rest of the round subkeybK 0 except for
Sboxes 23 and 29, which are inactive. This implies a 120 bit key guess in round 0 plus the 12 active bits
in round 1 which correspond to Sboxes 31, 18 and 17. In the end, the amount of pairs required by the
attack is reduced by a factor of 22�(3+3+2) � 3 = 2 13 with respect to the previous version.

The following pair generation procedure is repeated until enough pairs are available:

1. Generate a random plaintext x.

2. Guess 120 bits ofbK 0 and 12 bits of bK 1. With these we can compute the outputs ofS1 in columns
17, 18 and 31, which will be denoted byy[17]; y[18] and y[31], respectively.



6.4. Di�erential-linear Attack on Reduced-round Serpent 127

000X 00X0 XX000X00 00X0 X00XX0X0X0XX#23
S3

000X 00X0 XX000X00 00X0 X00XX0X0X0XX#22
LT

R11

0000 1000 0000 0000 5000 0100 0010 000X#21
S2

0000 A000 0000 0000 1000 0B00 00B0 000B#20
LT

R10 ; q10 = 2 � 4

0010 0001 0000 1000 0100 0000 0000 0000#19
S1

0010 000B 0000 B000 0A00 0000 0000 0000#18
LT

R9 ; q9 = 2 � 6

0000 0000 0000 0000 0000 1000 0100 0010#17
S0

0000 0000 0000 0000 0000 1000 0B00 00A0#16
LT

R8 ; q8 = 2 � 5

0000 0010 0001 0000 0000 0000 0000 0000#15
S7

0000 00A0 0001 0000 0000 0000 0000 0000#14
LT

R7 ; q7 = 2 � 4

0000 0000 0000 0000 0000 0000 1000 0000#13
S6

0000 0000 0000 0000 0000 0000 8000 0000#12
LT

R6 ; q6 = 2 � 2

0040 0000 0000 0000 0000 0000 0000 0008#11
S5

0020 0000 0000 0000 0000 0000 0000 0002#10
LT

R5 ; q5 = 2 � 4

0??0 0?00 0?00 0000 000? 00?0 ??-? ?0?0#9
S4

0??0 0?00 0?00 0000 000? 00?0 ??-? ?0?0#8
LT

R4

00*0 0000 0000 0000 0000 0000 0000 0000#7
S3

0040 0000 0000 0000 0000 0000 0000 0000#6
LT

R3 ; p3 = 2 � 1

0000 0000 0000 0000 0000 0000 A004 0000#5
S2

0000 0000 0000 0000 0000 0000 4005 0000#4
LT

R2 ; p2 = 2 � 5

2000 0000 0000 01A0 0E00 4000 0000 0000#3
S1

@0000000 0000 0$#0 0800 9000 0000 0000#2
LT

R1 ; p1 = 2 � 4

XX0XXXXX0XXXXXXXXXXXXXXXXXXXXXXX#1
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Figure 6.4: The slightly improved di�erential-linear attack on 12-round Serpent with staggered key-
recovery. The nibble di�erence $ is undetermined but is one in the leftmost bit x3 because of the
di�erential properties of S1. The nibble di�erence @is undetermined but is zero in the rightmost bit x0.
The nibble di�erence # is undetermined but is zero in the leftmost bit x3.

3. These four nibbles at the output of S1 are used to compute

�[17] = S� 1
1 (y[17]) + S� 1

1 (y[17] + A); (6.22)

�[18] = S� 1
1 (y[18]) + S� 1

1 (y[18] + 1); (6.23)

�[31] = S� 1
1 (y[31]) + S� 1

1 (y[31] + 2); (6.24)

which are the input di�erences to these Sboxes which will produce the desired output di�erences.
If �[17] 3 = 1 or �[31] 0 = 1, we reject the plaintext for this key guess.

4. Together with the �xed input di�erences �[11] = 9 and �[14] = 8, we have obtained the appropriate
input di�erence for round 1, which we denote �.

5. The associated plaintext isx0 = S� 1
0 (S0(x + bK 0) + LT � 1(�)) + bK 0.

Next, we will have a look at round 10 to try and improve the correlation of the linear trail by
staggering the output mask between rounds 9 and 10, similarly to what was done for the input di�erence.
For each of the �ve active Sboxes (0,5,10,15,27), we determine which Sboxes would remain inactive in
round 11 if we determined the full value at the output instead of just the parity bit associated to the
linear approximation. The results are shown in Table 6.6. We decide to determine the full output of Sbox
0 and consider the other four active Sboxes in round 10 as part of the di�erential-linear distinguisher. In
this situation, there are 13 active Sboxes in the last round, which means that we need to guess 4� 13 = 52
keybits of bK 12, and 4 bits of bK 11.

The key recovery in the linear part can be performed e�ciently by using the Walsh transform technique
of Chapter 5, at a cost of 2� 52� 22�52 additions/subtractions and 22�52 products for each key guess in the
di�erential pair generation and each of the 24 key guesses in round 10.

In order to properly evaluate the time complexity, we need to compare the cost of the basic operations
of the attack against 12-round Serpent encryptions. We �rst focus on the pair generation and the
distillation phase of the FFT algorithm. For each generated plaintext, we perform a two round encryption
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Table 6.5: The �ve Sbox di�erential transitions in round 1, and the Sboxes which remain inactive in
round 0 if we determine the full 4-bit input to each of these Sboxes.

R1
Sbox

Di�.
Prob.

Sbox Inactivity

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

None - X X X X X X X X X X X X

11 2� 2 X X X X X X

14 2� 2 X X X

17 2� 3 X X X X X

18 2� 2 X X X X X

31 2� 3 X X X X

Table 6.6: The �ve Sbox linear approximations in round 10, and the Sboxes which remain inactive in
round 11 if we determine the full 4-bit output to each of these Sboxes.

R10
Sbox

Corr.
Sbox Inactivity

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

None - X X X X X X X X X X X X X X X X X X X X X X X X X

0 2� 1 X X X X X X X X X X X X X X X X X X X

5 2� 1 X X X X X X X X X X X X X X X X X

10 2� 1 X X X X X X X X X X X X X X X X X

15 2� 1 X X X X X X X X X X X X X X X X X X

27 2� 1 X X X X X X X X X X X X X X X X X

at the beginning and a one round decryption at the end. However, the partial encryption can be performed
for one plaintext x and the result can be reused for all input values of the two inactive Sboxes in round
0. The �ltering step requires us to process 23 plaintexts to �nd one which satis�es the desired conditions.
The average cost of processing each plaintext pair is thus (2� 8 � 23 � 2=12 + 1=12) = 2 � 3:50 encryptions.

For the comparison of the cost of the arithmetic operations of the Walsh transform to a 12-round
encryption, we note that we can consider 128� 3 � 12 = 4608 as a lower bound for the number of bit
operations in a 12-round Serpent encryption. On the other hand, a 128-bit addition can be performed
with 256 bit operations and a 128-bit product with 128 � log2(128) ' 961 bit operations. We obtain a
worst-case 2� 4:17 factor for the additions and 2� 2:26 for the products.

Given the distinguisher's correlation of 2� 48:75� 4� 2�4 = 2 � 60:75, and using the model from [BN16],
we obtain that with 2 123:96 pairs, (2127:96 data before sieving), an advantage of 15 bits is obtained with
probability 0 :1. The time complexity of the attack is as follows:

2120 � 212
| {z }

Top key guess

�
�

2� 3:5 � 2123:96 + 2 4 �
�
2� 4:17 � 104 + 2� 2:26�

� 2104

| {z }
Bottom key guess

�
+ 2 256� 15 ' 2252:46 (6.25)

encryptions. We need 2127:96 memory registers to store the data, and an additional 2104 registers for the
distillation tables of the FFT. The overall memory complexity is thus around 2 127:96.

6.4.3 Improved Attack using BDDs

This subsection discusses the application of the binary tree technique to the �xed version of the 12-round
attack, which before optimisation has a time complexity of 2252:46 encryptions, which is barely smaller
than exhaustive search. The reduction in time complexity is achieved by a careful analysis of the key
recovery in the �rst two rounds, as well as a small improvement to the linear approximation of round 10
using conditional linear cryptanalysis [BP18].

We start by looking at the con�guration of required di�erences and values at the output of S0 in
the �rst round, which is represented in detail in Figure 6.5. The �gure contains both the di�erences
(top half) and the values (bottom half) which are required at the output of the S0 layer (state #1 in
Figure 6.4). The colours of the columns (also indexed with lower case letters froma to f ) indicate where
we can reduce the amount of keybits we guess below four.



6.4. Di�erential-linear Attack on Reduced-round Serpent 129

31 18 17 18 31 18 17 18 14 18 17 18 31 14 11
31 18 17 18 17 18 14 11 31

31 31 18 17 18 17 18 17 17 18 17 31 11
17 11 11 31 18 17 14 18
State afterS0, di�erences:

� y3

� y2

� y1

� y0

012345678910111213141516171819202122232425262728293031

State afterS0, values: � : 171; 310 � � : 172; 182 � : 170; 180 � � : 170; 183 y : 172; 310 y y : 172; 182

y3

y2

y1

y0

012345678910111213141516171819202122232425262728293031

313 182172310 183173 180170 312

312312 311 182172 310313 182 yy y 181171 180 �� 173312 180170

311 310 182172 181171 180170 312

� 170 183173 180170312 311 310310 313182172182 �� � 180

a d b a f f c d b e b e e c c e f

17 Variable di�erence from Sbox 17/18/31
Fixed di�erence from Sbox 11/1411

170 Value fromy0=y1=y2=y3 in Sbox 17/18/31

a Inactive columns
b No di�erence, 1 output value
c No di�erence, 2 output values

d No values, variable output di�erence
e Fixed di�erence, 1 or 2 output values

f Variable di�erence, 1 to 3 values

GAIN
2� 8:00

2� 6:83

2� 4:68

2� 2:48

2� 4:32

2� 2:56

Figure 6.5: Reducing the required keybit guesses in the �rst round.

On the top half, the bits represented by cells which have a number written inside will inuence the
S1 input di�erence in state #2 to the Sbox of that number. The bits which inuence columns 11 and 14
will always exhibit a di�erence between both plaintexts in a pair, and are shaded to indicate this. The
bits which inuence columns 11, 17 and 31 may have a di�erence which is either zero or 1 depending on
the input di�erence to these Sboxes.

On the bottom half, if an indexed number ab is written inside a cell, then the bit associated to this
cell will inuence the value of bit b of the input of Sbox a in state #2. Symbols are used when more than
one such bit is inuenced. We only need the values associated to columns 31; 18 and 17 as for the other
two Sboxes we only require the input di�erence.

We consider all the active Sboxes in state #1, immediately after the application ofS0. There are six
categories of columns which we consider \of interest", and they depend on the outputs which are required
for the attack. For each case, we construct an optimal a�ne binary decision diagram, and also study
the possibility of key absorption into the next round. In each of the categories, we are going to compute
the multiplicative time factor that we gain with respect to guessing the full �rst round subkey bK 0. For
a single Sbox, this gain factor is equal to nblopt=24 if no key absorption is considered, and nblopt=25 if
key absorption is used.

ˆ Columns of type a (yellow): There are 2 columns, 29 and 23, which are inactive and need no key
guessing at all (the same as in the previous attack). These provide a gain factor of 2� 8 with respect
to a full subkey guess.

ˆ Columns of type b (orange): In columns 26, 14 and 10 we require no output di�erences, but we
need to determine a single output bit from each.

{ Column 26: We only need y0, which we can determine with a gain factor of 6=16 using the
tree depicted in Figure 6.6a.

{ Column 14: We only needy2, which can be determined with a gain factor of 6=16 using the
tree depicted in Figure 6.6b.

{ Column 10: We only needy3, which can be determined with a gain factor of 4=16 using the
tree depicted in Figure 6.6c.

We obtain a total gain factor of 6
16 � 6

16 � 4
16 ' 2� 4:83 for these columns. In addition, we can absorb

the last bit guess of some of the columns into the next round. As bitx3 of column 17 in the input
to S1 is associated to the outputs of both Sboxes 10 and 26 inS0, we can only do this twice (for
the S1 input bits corresponding to x3 in column 17 and x1 in column 18). The overall gain factor
with respect to a full subkey guess is thus 2� 4:83 � 2� 2 = 2 � 6:83.
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Figure 6.6: Trees used in the columns of typeb.

9

E

4

1 0

8

3 2

6

C

2 3

4

0 1

(a) Column 19

1

C

A

1 3

8

2

0 3

2

A

4

0 2

8

1 4

3 0

(b) Column 3

F

8

4

0 1

6

3 1

E

8

2 0

4

3 2

(c) Column 2

Figure 6.7: Trees used in the columns of typec

1

2

C 8

5 7

A

E 8

5 7

(a) � = 4

A

1

C

E 8

9 2

A

8

4 5

4

2 9

5

(b) � = A

9

C

2 2

8

1 A

8

8 3

E

B 4

8

A 3

8

1 8

(c) � = C

A

1

C

8

9 2

E

4

8

1 5

5 4

9 2

(d) � = E

9

C

2

8

7 C

8

E 5

F

E

4

8

C 5

8

7 E

D

(e) � = 8
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Figure 6.9: The tree used in column 20.
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ˆ Columns of type c (red): In columns 19, 3 and 2, we require no output di�erence, but two output
bits are needed. We proceed as in the previous case, but considering both bits at the same time.

{ Column 19: We needy1 and y3. Using the tree in Figure 6.7a, and absorbing one keybit into
the next round (x2 from column 17), we obtain a gain of 2� 2.

{ Column 3: We needy0 and y2. Using the tree in Figure 6.7b, the gain is 2� 0:68.

{ Column 2: We needy2 and y3. As can be seen in the tree shown in Figure 6.7c, the situation
is very similar to that of column 19. We can also absorb one keybit, eitherx0 from column 17
or x2 from column 31. The gain factor is thus also 2� 2.

Combining the gains from these Sboxes we obtain a total factor of 2� 4:68.

ˆ Columns of type d (pink): Columns 28 and 15 only require the output di�erence, but this di�erence
is not �xed. This means that we have to average the costs for each di�erence.

{ Column 28: There are four possible output di�erences: 0, 4, A or E, which appear with
probability 1/4. This can be deduced from the DDT of S1, the output di�erences for columns
18 and 31, and the fact that both � x1 and � x3 come from the di�erence � x2 in column 18.
We �rst guess the parts of the �rst round subkey which determine the values at the inputs of
columns 18 and 31, so that we know which di�erence we want at the output of column 28.
This is only possible because we only need the output di�erences from these two columns, and
no actual bit values.
We look at the trees for the functions F� shown in Figure 6.8. As an example, when the
desired output di�erence is 4, the tree has 6 leaves. For the other two nonzero di�erences, the
number of leaves is 8. The overall cost becomes:

1
4

6 +
1
4

8 +
1
4

23 +
1
4

� 1 ' 22:52

instead of 24, which implies a gain factor of 2� 1:48.

{ Column 15: We have two possible output di�erences: 4 and C(as the input di�erence � x3 in
column 18 is always 1). For the di�erence4 the number of leaves is 6, and forCit is 10, which
gives a total gain factor of 6=2+10 =2

24 = 2 � 1.

Both gain factors multiply to 2 � 2:48.

ˆ Columns of type e (turquoise): In columns 11, 8, 7 and 1 we have a �xed di�erence, and we also
need to determine some output values. We will once again look at the trees for the functionsF� ,
and incorporate the cost of determining the output bits.

{ Column 1: We have a �xed output di�erence of � = 1 and we want to determine bit y1.
If we consider function F1, we can see that there are 8 possible input di�erences� : 3, 6, 9,
C, B, A, E or F. In order to determine whether a pair (x; x � � ) leads to the desired output
di�erence 1, we always need to guess three key bits: this is because for any �xed� the set
f x : S0(x) � S0(x � � ) = 1g is an a�ne space (of dimension 1) and therefore can be described
by three linear conditions. In all the cases, these three keybits required to determine whether
a pair is a good pair are also enough to determiney1. Column 1 therefore has a gain factor of
2� 1.

{ Column 7: We proceed in the same way. In some cases, the input di�erences de�ne an a�ne
space of dimension 2 instead of 3, which means that the gain factor is slightly better at 2� 1:13.

{ Column 8: In this case the four input bits are needed, but the key bit x3 of column 31 can be
absorbed, and the gain factor is 2� 1.

{ Column 11: The four input bits need to be guessed for each input di�erence, but in half of
the cases two of the key guesses will independently determine the two needed output values.
In particular, we can use this to absorby3, which corresponds to bit x3 of column 18. The bit
y1, corresponding to bit x0 of column 17, can be absorbed in the half of cases in which it was
not used for the absorption in column 2. The overall gain factor for column 11 is 2� 1:19.

In total, these columns generate a gain factor of 2� 4:32.

ˆ Columns of type f (purple): In columns 22, 20 and 0, we require an optional output di�erence of
a single bit as well as some output values. Depending on the value of this variable di�erence, we
may encounter one of the cases which are already considered.
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Table 6.7: The conditional linear approximation of S2.

(y2; y0) 6= (1 ; 1) y2 = y0 = 1

xxx 0 1 3 4 5 6 9 A B C D F 2 7 8 E
S2(x)S2(x)S2(x) 8 6 9 3 C A 1 E 4 0 B 2 7 F D 5

hB; x i � h 1; S2(x)ihB; x i � h 1; S2(x)ihB; x i � h 1; S2(x)i 0 1 1 1 1 1 1 0 1 1 1 1 0 1 0 1

{ Column 22: We have two possible output di�erences: 0 and 4, and we needy0 and y2.
When the di�erence is 0, we can just use the tree from Figure 6.7b, which gives a factor of
10=16, while when the di�erence is 4, the case is similar to that of column 8 (type e), and
we obtain a gain factor of 1=2 by absorbing the bit x0 of column 31. The average gain is
1=2 � 10

16 + 1=2 � 2� 1 = 2 � 0:83.

{ Column 20: We have two possible output di�erences: 0 and 8, and we needy0, y1 and y3.
When the di�erence is 0, an optimal tree for these three bits is given in Figure 6.9. From this
we obtain a gain factor of 1=2 � 2� 0:42 + 1=2 = 2 � 0:19:

{ Column 0: The possible output di�erences are0 and 1, and we wish to determiney0. The
situation for the di�erence 0 is the same as that of column 26 (type b), and we can even
absorb bit x0 of column 18. When the di�erence is 1, we recover a similar case as for columns
of type e, having in this case a gain factor of 1=2. The gain factor of this column is therefore
1=2 � 6

16 � 1=2 + 1=2 � 1=2 = 2 � 1:54.

This gives a total gain factor for these columns of 2� 2:56.

Since the bottleneck of the previous attack was the exhaustive search step, we also need to somehow
improve the correlation of the di�erential-linear distinguisher so that we can increase the advantage. We
can improve the last round of the linear approximation using conditional linear cryptanalysis [BP18],
which was briey discussed in 2.3.3.

We consider the SboxS2, which is used in round 10, and the linear approximationhB; xi � h 1; S2(x)i ,
which is the one which appears in column 10. As we can see in Table 6.7, if we consider the whole domain,
the correlation is 4� 12

16 = � 1
2 . However, under the condition (y2; y0) 6= (1 ; 1) the correlation increases to

2� 10
12 = � 2

3 .
We apply this conditional linear approximation to column 10 in round 10. This would improve the

overall data complexity by a factor of
�

2=3
1=2

� 4
' 21:66. As we have to discard the 1=4 ciphertext pairs

which do not verify the condition, we only keep a proportion of (3=4)2 = 2 � 0:83. With this we can
reduce the data complexity by a factor of 20:83� 1:66, resulting in a total 2123:13 � 24 = 2 127:13. However,
since our objective is to improve the time complexity, we instead keep a similar data complexity of
2123:92 � 24 = 2 127:92 but we increase the advantage to 23 at the same success probability of 0.1.

Regarding the key recovery in the �nal rounds, the only change with respect to the previous attack
is that we require the output bit y2 of column 10 in round 10. This additional bit means that column 6
in the next round becomes active, thus increasing the number of active keybits in the last round to 56.

The data and memory complexities of this version of the attack are 2127:92. If we consider all the gain
factors we have accumulated, the time complexity of the key recovery step is

2140� 8� 6:83� 4:68� 2:48� 4:32� 2:56 �
�
2� 3:5 � 2123:92 + 2 4 �

�
2� 4:17 � 112 + 2� 2:26�

� 2112 �
' 2231:91 (6.26)

equivalent encryptions, while the exhaustive search has cost 2256� 23. The total time complexity is thus
around 2233:55 12-round encryptions.

6.4.4 Other Complexity Trade-o�s

We can reduce the data and memory complexities of the attack by relaxing one of the bit conditions
imposed on the di�erence in state #2 which �ltered the data, at the cost of increasing the time complexity.
For example, by removing the condition on the di�erence in column 31, the data complexity is reduced
by a factor 22. This changes the output di�erences of columns 29, 26 and 13 of round 0.

ˆ Column 29: It was previously a column of type a with a gain factor of 2� 4, but it now becomes
a column of type e. For the 3/4 of the cases where the previous bit condition in column 31 no
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longer holds, we must look atF8, whose optimal tree is shown in Figure 6.8e. The new cost for this
column is 1=4� 1 + 3=4� 10 = 22:954, which results in a more modest gain factor of 22:954� 4 = 2 � 1:04.

ˆ Column 26: It was previously a column of type b with a gain factor of 6=16 = 2� 1:415, which will
now only apply to the 1=4 of the data for which the bit condition in column 31 holds. For the other
3=4, the guessing cost is 12=16, giving us an average cost of 1=4 � 6 + 3=4 � 12 = 23:39, and a new
gain factor of 2� 0:6.

ˆ Column 13: Since we didn't use any optimisations on this column, the change doesn't have an
inuence in the time complexity.

By considering the new gain factors and readjusting the data complexity and advantage, as well as
the cost of generating each pair, we obtain a time complexity of

2140� 4� 1:04� 5:40� 0:6� 4:68� 2:48� 4:32� 2:56 �
�
2� 3:56 � 2123:74 + 2 4 �

�
2� 4:17 � 112 + 2� 2:26�

� 2112 �
(6.27)

equivalent encryptions for the key recovery and 2256� 21 encryptions for the exhaustive search, which result
in an overall time complexity of 2236:31. This time the data and memory complexities are 2123:74 � 22 =
2125:74.

We propose an additional trade-o� which gives the best data complexity. We determine the full input
values to columns 31, 18, 17 and 11 (instead of just 11, 17 and 18), and impose no conditions on their
input di�erences. We can proceed as in the previous attack, and we obtain:

ˆ One column of type a: 23, with a gain factor of 2� 4.

ˆ Three columns of typec: 19, 3 and 2, with gain factors 2� 1:41, 2� 0:415 and 2� 0:415.

ˆ Three columns of typee: 8, 7 and 0, with gain factors 2� 1:678, 21:41 and 2� 1:54.

ˆ Four columns of type f : 29, 26, 22, 12, with gain factors 2� 1:607, 2� 1:192, 2� 1:35, 2� 1.

This gives a total gain factor of 2� 16:023 with respect to a full subkey guess. We will not consider the
conditional linear property, as the Walsh transforms substitutes the exhaustive search as the bottleneck
of the attack. In the end, for a data and memory complexity of 2118:40, we can achieve an advantage of
16 bits with probability 0.1, which results in a time complexity of

2128+16 � 16:023 �
�
2� 3:57 � 2118:40 + 2 4 �

�
2� 4:17 � 2104 + 2� 2:26�

� 2104 �
+ 2 256� 16 = 2 242:93

equivalent 12-round Serpent encryptions.

6.5 Conclusion and Open Problems

The tree-based techniques which exploit the properties of Sboxes in order to improve the time complexity
of key recovery attacks have been successfully applied to a variety of attacks of di�erent families on
multiple ciphers, as shown in Table 6.8, which summarises all the applications we described in [BCF+ 21,
BCD+ 22]. All of these attacks were obtained by optimising the key recovery step of existing attacks (in
other words, we recycled distinguishers from the literature). We speculate that it might be possible that
these optimisations might also allow more e�ective distinguishers to be used than would be otherwise
possible, which would in turn result in an improvement to the data complexity as well.

At the time of writing, the main limitation of this approach is the cost of �nding optimal trees for large
Sboxes of more than 8 bits. This doesn't just exclude some constructions, but it also makes the process of
application to a given attack quite technical, as the cryptanalyst needs to try a lot of di�erent approaches
until one of them works. Ideally, we would like to be able to process large parts of the cipher construction
automatically. This would require algorithms for �nding optimal trees which are more e�cient than the
one we have already described.

Finally, we would like to propose some open problems regarding the theory of the description of
Sboxes as a�ne BDDs. In particular, we think that it would be interesting to �nd lower bounds for
the complexity metrics for the di�erent families of functions which appear in cryptology - for instance,
balanced functions. Another problem is that of exploring the relationship between avgdepth and nbleaves.
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Table 6.8: Overview of the di�erent attacks which were described in [BCF+ 21, BCD+ 22]. [JZZD20] was
the best attack on GIFT-64 at the time of writing [BCF + 21]. An attack on 26-round GIFT was presented
in [SWW21].

Base attack New attack

Cipher nnn ��� rrr Type Data Time Source Data Time Source Best?

Noekeon 128 128 12 Linear 2124 2124 [DPVAR00] 2119 2122:14 [BCF+ 21] Yes

GIFT 64 128 25
Related-key
rectangle

263:78 2120:92 [JZZD20] 262:73 299:18 [BCF+ 21] No

RECTANGLE 64 80 18 Di�erential 2 64 278:88 [ZBL+ 14] 264 264 [BCF+ 21] Yes

PRESENT 64 80 8
Sieve-in-
the-middle

26 273:42 [CNV13] 26 272:91 [BCF+ 21] No

Serpent 128 256 12
Di�erential-
linear

- - [DIK08] 2127:92 2233:55 [BCD+ 22] Time

Serpent 128 256 12 " - - [DIK08] 2127:92 2236:91 [BCD+ 22] No
Serpent 128 256 12 " - - [DIK08] 2118:40 2242:93 [BCD+ 22] Data



Chapter 7

Finding Linear Approximations of Gimli
using MILP Methods

This chapter contains a more thorough explanation of the techniques used to �nd linear approximations
of reduced-round variants of theGimli permutation in the co-authored paper with Ga•etan Leurent, Mar��a
Naya-Plasencia, L�eo Perrin, Andr�e Schrottenloher and Ferdinand Sibleyras [FLN+ 20]. In [FLN+ 21],
we described a linear approximation of the full 24-round permutation. These linear approximations
were found by solving Mixed-integer Linear Programming (MILP) optimisation problems using the SCIP
solver [VG18].
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A short overview of bit-oriented MILP models of linear trails and di�erential characteristics for SPNs
is provided in Section 7.1. It covers the general way these models are constructed and used, and very
briey discusses the simplest ways in which linear transformations and Sboxes can be incorporated into
them. Section 7.2 focuses on theGimli permutation, containing its speci�cation and an explanation of
how the MILP model describing the linear trails of the SP-box was constructed. Finally, it provides a
step-by-step description of the process by which the 24-round linear trail ofGimli was constructed.

7.1 MILP-based Di�erential/Linear Trail Search

The term Mixed-integer Linear Programming or MILP refers to optimisation problems in which all
constraints as well as the objective function are linear (hence the \linear programming" part), with the
added twist that some or all of the decision variables are only allowed to take integer values instead of
real values (hence the \mixed-integer" part).

De�nition 7.1. A Mixed-integer Linear Programming or MILP problem is an optimisation problem which
can be rewritten in the following canonical form by choosing a matrixA 2 GL(Rm ; Rn ), a vector c 2 Rn ,
and a subsetS � f 1; : : : ; ng appropriately:

Find x 2 Rn verifying

8
<

:

Ax � 0
x � 0
x i 2 Z if i 2 S

which maximiseshc; xi : (7.1)
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