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École Doctorale Informatique, Télécommunications et Électronique de
Paris

@

Inria - Paris

@

Thesis Report
to obtain the degree of docteur d’université
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Abstract

The origin of the idea of adding intelligence to basic objects and making them communi-
cate has been lost to history. But in recent times, the emergence of the Internet as a global
communication network has also motived the use of its architecture and protocols to con-
nect objects (such as the soda vending machine famously connected to the ARPANET in
the 1980s).

In the past two decades, many technological enhancements have been developed to
enable the “Internet of Things” (IoT). A scenario of a typical IoT network is to connect
embedded devices composed of environmental sensors, microcontrollers, and communica-
tion hardware, to a central collection node. The set of data gathered by these nodes will
increasingly help in analyzing and precisely understanding the phenomenons and behaviors
occurring in this environment. The applications of IoT technologies are endless because
they are adaptable to almost any system that can provide information about its status, oper-
ation, and the environment and that one needs to monitor and control at a distance. Smart
cities, healthcare, industrial automation, and wearable technology are some IoT applica-
tions that promise to make our life safer and easier.

Some research and technology challenges need to be addressed for the implementation
and full popularization of IoT applications including deployment, networking, security,
resilience, and power control. This massive demand for connection in IoT networks will
introduce new challenges in terms of connectivity, reliability, and technology. At the radio
network level, IoT networks represent a huge inflow of various devices that communicate
through the same shared radio medium. However, many of these devices are difficult to
secure and handle. One major challenge to deploying IoT networks is the lack of efficient
solutions that allow for a massive number of connections while meeting the low-latency
and low-cost demands at the same time.

In addition, recently, there has been a trend towards long-range communications sys-
tems for the IoT, including cellular networks. For many use cases, such as massive machine-
type communications (mMTC), performance can be gained by moving away from the clas-
sical model of connection establishment and adopting grant-free, random access methods.
Associated with physical layer techniques such as Successive Interference Cancellation
(SIC), or Non-Orthogonal Multiple Access (NOMA), the performance of random access
can be dramatically improved, giving rise to novel random access protocol designs.

In this thesis, we focus on one of the modern candidates for random access protocols
“well-fitted” to the IoT: Irregular Repetition Slotted ALOHA (IRSA) [1]. As solutions are
needed to overcome the challenges of IoT, we study the IRSA random access scheme from
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new points of view and we start with an analysis of the performance of different variations
through the density evolution tool. Precisely, we start by revisiting the scenario of the IRSA
protocol in the case of Multiple Packet Reception (MPR) capability at the receiver. Then,
we study IRSA in different scenarios where more realistic assumptions are considered, such
as IRSA with multiple transmissions powers, with capture effect, and with decoding errors.
In the second part of the thesis, we concentrate on learning and dynamically adjusting IRSA
protocol parameters. First, we analyze the protocol performance in a centralized approach
through a variant of Reinforcement Learning and in a distributed approach through Game
Theory. We also optimize short frame length IRSA through a Deep Reinforcement Learn-
ing approach. Finally, we introduce a sensing capability to IRSA, in line with carrier sense
principles, and we tentatively explore how one can learn part of sensing protocols with the
help of Deep Learning tools.

Keywords: Random Access, mMTC, IoT, Coded Slotted Aloha (CSA), Irregular Repe-
tition Slotted Aloha (IRSA), Successive Interference Cancellation (SIC), Density Evolution
(DE), Machine Learning (ML).



Résumé de Thèse

L’origine concernant l’idée d’ajouter de l’intelligence aux objets de base et de les faire com-
muniquer n’est pas connue précisément. Mais ces derniers temps, l’émergence d’Internet
en tant que réseau de communication global a aussi motivé l’utilisation de son architec-
ture et de ses protocoles pour connecter des objets. C’est par exemple le cas célèbre du
distributeur automatique de sodas connecté à l’ARPANET dans les années 1980.

Au cours des deux dernières décennies, de nombreuses améliorations technologiques
ont été développées pour rendre possible l’Internet des objets (IoT). Un scénario d’un
réseau IoT typique consiste à connecter des dispositifs embarqués composés de capteurs
environnementaux, de microcontrôleurs et de matériel de communication à un nœud de
collecte central. L’ensemble des données recueillies par ces nœuds permettra d’analyser et
de comprendre précisément les phénomènes et comportements se produisant dans cet en-
vironnement. Les applications des technologies IoT sont infinies, car elles sont adaptables
à presque tous les systèmes, que l’on doit surveiller et contrôler à distance, pouvant fournir
des informations sur son état, son fonctionnement et son environnement. Les villes intelli-
gentes, les soins, l’automatisation industrielle et la technologie portable sont quelques-unes
des applications de l’IoT qui promettent de rendre notre vie plus sûre et plus facile.

Certains défis en matière de recherche et de technologie doivent être relevés pour la
mise en œuvre et la large dissémination des applications de l’IoT comme le déploiement,
la mise en réseau, la sécurité, la résilience et le contrôle de l’alimentation des équipements.
Cette demande massive de connexion dans les réseaux IoT introduit de nouveaux défis en
termes de connectivité, de fiabilité et de technologie. Au niveau de la radio, les réseaux
IoT représentent un énorme afflux de divers appareils qui communiquent via le même sup-
port radio partagé. Cependant, bon nombre de ces appareils sont difficiles à sécuriser et
à manipuler. L’un des principaux défis du déploiement des réseaux IoT est le manque de
solutions efficaces qui permettent un nombre massif de connexions tout en répondant en
même temps aux exigences de faible latence et de faible coût.

De plus, il y a eu récemment une tendance vers des systèmes de communication à
longue portée pour l’IoT et aussi pour les réseaux cellulaires. Pour de nombreux cas
d’utilisation, tels que les communications massives de type machine (mMTC), les per-
formances peuvent être améliorées en s’éloignant du modèle classique d’établissement de
connexion et en adoptant des méthodes d’accès aléatoire sans attribution prédéterminée.
Associé à des techniques de couche physique telles que l’annulation successive des in-
terférences (SIC) ou l’accès multiple non orthogonal (NOMA), les performances de l’accès
aléatoire peuvent être améliorées, donnant lieu à de nouvelles conceptions de protocoles
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d’accès aléatoire.
Dans cette thèse, nous nous concentrons sur l’un des candidats modernes pour les pro-

tocoles d’accès aléatoire bien adaptés à l’IoT : ALOHA à répétition irrégulière (IRSA) [1].
Comme des solutions sont nécessaires pour surmonter les défis de l’IoT, nous étudions le
schéma d’accès aléatoire IRSA sous de nouveaux points de vue et nous commençons par
une analyse des performances des différentes variantes grâce à l’outil de l’évolution de la
densité du débit. Précisément, nous commençons par revisiter le scénario du protocole
IRSA avec la capacité de réception de paquets multiples (MPR) au niveau du récepteur.
Ensuite, nous étudions IRSA dans différents scénarios où des hypothèses plus réalistes
sont considérées comme : IRSA avec plusieurs puissances de transmission, avec effet de
capture et avec des erreurs de décodage. Dans la deuxième partie de la thèse, nous nous
concentrons sur l’apprentissage et l’ajustement dynamique des paramètres du protocole
IRSA. Dans un premier temps, nous analysons les performances du protocole dans une
approche centralisée via une variante de l’Apprentissage par Renforcement et dans une
approche distribuée via la Théorie des Jeux. Nous optimisons également IRSA avec une
courte longueur de trame grâce à une approche d’apprentissage par renforcement profond.
Enfin, nous introduisons pour IRSA une capacité de détection, fonctionnant suivant les
principes de la détection de porteuse, et nous explorons comment peut-on apprendre une
partie des protocoles de détection à l’aide d’outils d’apprentissage profond.

Mots clés : accès aléatoire, mMTC, IoT, Coded Slotted Aloha (CSA), Irregular Repeti-
tion Slotted Aloha (IRSA), Successive Interference Cancellation (SIC), Density Evolution
(DE), Machine Learning (ML).
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Chapter 1
Introduction

1.1 Background and Motivations

The Internet of Things (IoT) is a system of interrelated devices connected to the Internet

to transfer data among each other and with servers. It applies to more than just sensors

or devices: it focuses on entire use cases. Smart buildings, connected cars, and industrial

automata are examples of applications, where things need to “talk to each other”, through

complex interactions. Fig. 1.1 shows some of the existing IoT applications. The IoT can

also exploit interactions between the user and the environment from one side and between

the components of the environment from the other side. We expect to see huge growth

in the number of IoT-connected devices to reach hundreds of billions during the next few

years. Making this smart network effective requires that the necessary technologies are

designed properly to meet its requirements and overcome its challenges. One of these key

IoT technologies is communications.

Indeed, driven by the necessity and the prominence of IoT applications in everyday life,

massive Machine Type Communication (mMTC) has emerged as a fundamental part of

future communications. mMTC is a fundamental use case of IoT, where a massive number

of devices transmit short packets in a sporadic way to the base station (BS). The sporadic

traffic pattern and the small size of transmitted packets are the new features of mMTC

that make the existing connection protocols and technologies insufficient to support the

massive connectivity. The inevitable need for new connection technologies for mMTC has

triggered over the recent years a lot of interest, leading to countless new research directions

to design efficient new protocols for mMTC applications. In turn, the need for such mMTC

-supported protocols has led to the development of very sophisticated PHY and MAC layer

technologies that can better exploit the wireless channel.

6
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ALOHA-based solutions have also arisen as a promising candidate for mMTC applica-

tions. These solutions provide a competitive performance compared to that of their coordi-

nated counterparts in terms of throughput and reliability, leading the way for the application

of modern RA protocols to many IoT scenarios of 5G and beyond [3]. The main idea of

these protocols is to allow transmitters to send multiple copies of their packets towards the

base station (BS). At the receiver, Successive Interference Cancellation (SIC) is applied to

resolve collisions. It is possible to combine SIC with other advanced physical layer tech-

niques to recover the packets. Despite that the research behind the applications of modern

random access protocols for mMTC has shown a remarkable gain in terms of supported

network load and achieved throughput, further study is necessary to understand their true

potential in IoT networks and beyond 5G.

Figure 1.1: Illustration of some IoT applications

1.2 Thesis Objectives and Contributions

Motivated by the importance of IoT networks in our future, and the insistent need to solve

the communication problem for mMTC, the main objective of this thesis is to propose

a communication protocol for IoT applications that increases the achieved performance,

enables massive scalability, and overcomes the shortcomings of other suggested protocols.

In this context, we extensively studied the problem of multiple access in IoT and the main

existing solutions in the literature. We focus on modern random access type of solutions,



1.2 Thesis Objectives and Contributions 8

mainly a new family of protocols [4], which has been lately considered as a promising

solution for the particular setting of IoT. One such modern RA is the focus of this thesis,

coined Irregular Repetition Slotted Aloha (IRSA) [1], and its generalization with coding,

coined Coded Slotted Aloha (CSA) [5]. It has become the focus of IoT protocol designers

since it has been shown to asymptotically reach the optimal throughput of one retrieved

packet per slot [6], in the classical random access collision model (where the maximum

throughput of slotted ALOHA is 1
e ). Despite that IRSA has been proposed in 2011 [1],

there is a substantial literature about its possible promised application for IoT networks.

Additionally, many IRSA variants have been proposed to enhance its performance, making

sometimes a good use of the advanced physical layer techniques.

The first contribution of this thesis, presented in Chapter 3, studies the IRSA variant

with K multiple packet reception (K-MPR), called K-IRSA. We extensively revisit the case

of IRSA with MPR. One of our major results is the proof that K-IRSA cannot reach the

natural bound of throughput of K retrieved packets per slot, and we prove a new, lower

bound for its performance. We also give a simple expression for its excellent loss rate

at lower loads. The results also hint that the method for finding the optimal parameters

(soliton distribution families [6]) for IRSA (1-IRSA), might not work for K-IRSA with

K > 1. Finally, we show how to compute numerically optimal parameters for K-IRSA.

The second contribution of this thesis is presented in Chapter 4. We focus on the sce-

nario of an IoT network where the packets of different nodes are received with different

powers at the base station, either per design due to different transmission powers, or in-

duced by the fact that the nodes are at different distances from the base station. In such a

scenario, the capture effect emerges at the receiver, which in turn enhances the IRSA perfor-

mance. We propose a version of IRSA called Multi-Power IRSA, and develop the needed

mathematical tools to evaluate it. We analyze the protocol behavior, explore the achievable

throughput and its associated gain, and show the excellent performance of Multi-Power

IRSA.

In Chapter 5, we study a novel extension of IRSA, taking into account realistic effects,

namely errors due to an imperfect SIC process. The main contribution of this chapter is to

propose a method to obtain the optimal distributions (in terms of maximum load threshold,

or equivalently, throughput) under the assumption of SIC errors.

Recently, the approaches based on Reinforcement Learning (RL) have appeared as

promising solutions to IRSA performance issues, especially considering that optimizing

IRSA parameters is not an easily solved problem. Motivated by these reasons, in Chap-

ter 6, we use a form of centralized reinforcement learning approach for that purpose. We
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adopt one specific variant of RL, Regret Minimization, to learn the protocol parameters.

Our proposed variant shows the excellent performance of IRSA when it is optimized with

Regret Minimization.

Then, we study the IRSA random access scheme in a distributed and competitive set-

ting in Chapter 7. To that aim, we adopt a distributed game-theoretic approach where two

classes of IoT devices learn autonomously their optimal IRSA protocol parameters to op-

timize selfishly their own effective throughput. The main contribution of this chapter is to

show that our IRSA game attains the Nash equilibrium (NE) via the “better reply” strategy

in some general conditions.

Motivated by the need to optimize IRSA for short frame length, and the shift to an ML-

based protocol design, we propose in Chapter 8, a Deep Reinforcement Learning (DRL)

approach to optimize IRSA for small frame sizes. Our DRL approach is close to the optimal

throughput that we calculated through Differential Evolution (DE). The proposed DRL

approach in this chapter is a base for the proposed IRSA variant in the next chapter.

The final contribution of this thesis is in Chapter 9. In this chapter, we propose DS-

IRSA, a Deep Learning Sensing-based IRSA variant, where we add a sensing phase before

IRSA transmission. The goal of introducing the sensing for IRSA is to learn how to best

interact to synchronize the nodes in the transmission phase to avoid collisions. Our pro-

posed protocol has been shown to achieve higher throughput than classical IRSA protocol

or any other Deep Learning-based IRSA variant.

1.3 Thesis Outline

The thesis is organized as follows:

Chapter 2 presents the background and an overview of the existing work performed

in the content of mMTC and IoT needs, specifically the communication problem. It also

highlights and overviews the fundamental properties of CSA protocols, in particular IRSA.

Chapter 3 revisits a new variant of IRSA, “K-IRSA”, which combines the design of

IRSA with the capability of K multiple packet reception at the receiver. The main goal is to

find optimal degree distributions for K-IRSA and to find some bounds on its performance.

Chapter 4 studies the scenario of an IoT network with capture effect at the receiver. Un-

der this assumption, it presents an analysis of IRSA behavior using a new density evolution

(a mathematical tool used in IRSA), which is based on dividing nodes into classes with

different powers.

In Chapter 5, we study the design of IRSA protocol, accounting for a non-zero proba-
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bility of error due to imperfect Interference Cancellation (IC). We adapt and optimize the

density evolution to analyze IRSA under this assumption.

Chapter 6 proposes a new variant of IRSA protocol, “IRSA-RM”, which uses a re-

inforcement learning approach, specifically, Regret Minimization to learn the protocol pa-

rameters. We explain why it is selected, and how to apply it to our problem with centralized

offline learning.

In Chapter 7, we study IRSA in a distributed setting. We use a distributed game-

theoretic approach to optimize the protocol parameters. The distributed approach is mod-

eled as a non-cooperative game where the two classes compete and optimize autonomously

and selfishly their own throughput.

Chapter 8 presents a DRL approach to optimize IRSA for short frame length. We for-

malize the problem of finding an optimal codebook for IRSA as an optimization problem.

We also point out the difficulties of solving mathematically or analytically this problem for

IRSA with ≥ 10 users. Then, we justify through simulations that our DRL approach is an

excellent solution to optimize IRSA with short frame length.

The main idea of Chapter 9 is to introduce sensing capability to the nodes, aiming to

find some form of coordination between them. A deep reinforcement learning approach is

used to optimize the transmission strategy of IRSA using the collected information through

the sensing phase.

Finally, Chapter 10 concludes the thesis and proposes some future perspectives.
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Chapter 2
State of the Art

2.1 IoT Overview

The Internet of Things can be defined as making every network-enabled device connected.

The concept of “Things” from the network infrastructure perspective refers to any real

or virtual network-connected components such as sensors, machines, or intelligent soft-

ware devices. The purpose of the IoT network is to connect the maximum of devices in a

given environment so that the huge set of data produced by these devices will help us to

understand this environment. IoT offers a great opportunity to collect data about our sur-

roundings, saving us time, work, and money in many applications. As a result, IoT-related

technologies allow to dramatically improve existing applications and pave the way for new

ones.

The applications of IoT can explain the fast development and the growing integration of

IoT in our life. Healthcare, smart cities, infrastructural-related, commercial, environmental

and industrial applications are a few of application domains for IoT [7]. IoT represents a

vast influx of new devices from different environments which intend to connect, in addition

to that many of these devices are difficult to secure and manage. Generally, this massive

growth of IoT networks will introduce new challenges in terms of business, society, and

technology.

One of the main challenges of IoT is related to communications. When considering

cellular wireless networks, one difficulty is to ensure efficient connectivity for all devices in

dense networks of massive numbers of nodes with irregular traffic demands. The traditional

paradigm of resource reservation in cellular networks becomes inefficient when the traffic is

infrequent, unpredictable, and limited to a few packets per node. One can think about going

further and designing new physical layer and Medium Access Control (MAC) protocols

12
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for IoT networks and alternately, many of the research and development efforts went into

adapting existing cellular networks protocols in such a way that fits the new requirements

of IoT as in LTE-M and NB-IoT [8]. A variety of wireless connectivity technologies to

support different use cases in the IoT setting will be discussed in the next section.

2.2 IoT Communication Challenges

2.2.1 Introduction

In the past few decades, the fast technological evolution has led to the use of groundbreak-

ing communication technologies to exchange information and connect people worldwide.

Machine to Machine communication, also abbreviated as M2M is a type of communication

between devices or machines without or with a little human interaction. Starting from the

early 20th century, M2M has started by using wired signaling. Later on, a wealth of radio-

communication technologies had been introduced during that century to connect devices,

including three notable families during the 90ies: Wi-Fi [9], second-generation cellular

networks, along with wireless sensor networks [10].

In particular, with the cellular world, M2M communication has moved from wired to

wireless communication, leading to different cellular generations that support M2M com-

munications. This fast development helped to connect more devices together and has made

wireless connectivity universally available in wide areas, and ultimately in entire countries.

Recently, there has been a trend from both academia and industry to continuously improve

towards massive connectivity between machines and between humans and machines. Ac-

cording to Statistica [11] report, in 2025, the total number of connected devices in the world

will be approximately 75.44 billion. This huge expected number of connected devices un-

derlies the new communication paradigm that is defined now as massive Machine-Type

Communications (mMTC). Current and future cellular generations are expected to support

Machine-Type Communication (MTC) services along with Human-Type Communication

(HTC) services. mMTC is one of the key technologies for the fifth generation of wireless

communication (5G) and beyond. mMTC has been defined along with enhanced Mobile

Broadband (eMBB) and Ultra-Reliable Low-Latency Communications (URLLC) by the

International Telecommunication Union (ITU) and third Generation Partnership Project

(3GPP) [12]. Each of these three network use cases has been defined based on the diver-

sity of the connected devices and the needed Quality of Service (QoS). Enhanced Mobile

Broadband (eMBB) is the extension of the services enabled by the 4G Long Term Evolu-



2.2 IoT Communication Challenges 14

tion (LTE) networks. It is a data-driven use case where high data rates are required across

a wide coverage area. eMBB usage refers to Human-Type Communications (HTC), where

the number of devices is lower and the volume of exchanged data per device is large [13].

Large-scale events, public transportation, hot spots are some possible applications of eMBB

to provide broadband access everywhere. URLLC service was introduced in 5G to support

low latency (e.g., 1 ms) and high reliability (e.g., 99.999%) use cases. Examples include

public safety, emergency applications, remote surgery, autonomous cars, and industrial au-

tomation.

On the contrary, mMTC and URLLC use cases of the IoT exhibit very different features

from the HTC [13]. This remarkable shift from HTC toward mMTC is mainly driven by

the fast expansion of the IoT. The Internet of Things is expected to provide communication

capabilities to billions of objects. It encompasses heterogeneous types of devices, applica-

tions, requirements, and it introduces new challenges with respect to security, scalability,

and connection technologies. In dense networks, the target for connection density should

be 1, 000, 000 devices/km2 in urban environment [14]. In massive IoT or mMTC, the data

is transmitted in small-size packets, with high energy efficiency requirements, with no or

partial human intervention. The different features of the mMTC traffic have changed the

design of physical/medium-access-control layers protocols. Nowadays, the massive con-

nectivity challenge is one of the richest research topics for academia and industry. In the

next section, we describe various options of wireless technologies to provide massive con-

nectivity for mMTC applications. In [13], an advanced classification of these technologies

has been proposed based on [15], which classifies IoT connection technologies based on the

coverage range and QoS requirements. Short-range wireless technologies, such as WiFi,

Bluetooth, and Zigbee, are examples of the technologies that support short-range connec-

tivity with limited QoS, e.g. low data rate and security requirements typically applicable to

a home or indoor environment and are not well suited to dense deployments. Meanwhile,

unlicensed Low Power Wide Area Networks (LPWAN), provided by, for example, Sigfox

and LoRa, have been developed for MTC applications addressing the ultra-low-end device

segment, with very limited throughput and QoS requirements, but with the advantage of a

longer range of communication [15].

2.2.2 Wireless Connectivity Standards for mMTC

The IoT framework includes different use cases that can be supported by different wire-

less connectivity standards. Each standard addresses the mMTC problem differently. In

the non-cellular applications, LPWANs solutions, such as LoRaWAN and Sigfox, have
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Figure 2.1: Illustration of sparse user activity in massive MTC

been popular for mMTC. However, they have low data-rates and the deployment of these

technologies requires end-to-end establishment of a dedicated access network and core in-

frastructure, and can suffer from interference and competition in the unlicensed spectrum.

In the cellular world, 3GPP has introduced different technologies to support the require-

ments of emerging mMTC applications that need excellent coverage and high support for

mobile users. These suggested technologies lead to a range of cellular solutions that pro-

vide low-power connectivity over a wide area. Examples of these technologies include: (a).

Extended Coverage GSM (EC-GSM) which maps new data and control channels over the

traditional GSM, (b). LTE for MTC (LTE-M) which is a type of LPWAN radio technology

standard to provide a wide range of cellular devices and services with low power function-

alities, (c). Narrow-Band IoT (NB-IoT), which is a LPWAN radio technology standard that

focuses on indoor coverage, low cost, long battery life, and high connection density, and

that goes further than LTE-M in the spirit of trading lower throughput and higher latency

for lower energy consumption, (d). Current efforts in 3GPPP with the release-17 study item

on 5G NR Light.

These technologies promise to provide an excellent coverage, high mobility support,

high data rates, high reliability and low latency. The development of these technologies

is carried on and is driven towards low-power IoT applications. The current challenges

that face the evolution of such cellular technologies for mMTC are the need for devices of

lower cost with improved battery life and better coverage. Some described standards use

the traditional multiple access techniques, e.g. Code-Division Multiple Access (CDMA),
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Polarization-Division Multiple Access (PDMA), modern multiple access techniques such

as Non-Orthogonal Multiple Access (NOMA), modern random access protocols, etc., to

provide multiple access to the wireless channel and to enhance the communications in IoT.

Some used techniques will be the focus of the next section.

2.2.3 Massive Connectivity Techniques

In this section, we introduce various connectivity technologies that can be used for IoT

networks. We also shed the light on the main technical challenges behind using some

existing connectivity technologies for mMTC and IoT.

One of the main challenges to providing massive connectivity is the limited number

of available channel resources. The present Multiple Access (MA) techniques allocate the

radio resources either for one user/device as in Orthogonal MA (OMA) or for multiple

users/devices as in Non-Orthogonal Multiple Access (NOMA). NOMA is considered as

one of the promising technologies to enable massive connectivity as it supports sharing

the same radio resource by different users/devices and can effectively increase the number

of multiple access channels without any bandwidth expansion. The key idea of NOMA

for massive access is to allow different signals to overlap over the same time-frequency

resource via Power-Domain Multiplexing (PDM) or Code Domain Multiplexing (CDM).

At the base station, Successive Interference Cancellation (SIC) can be used to perform

separate decoding for each signal. Most of the studies of applying NOMA technology for

massive connectivity scenarios are done from the HTC perspective [16], where a limited

number of users are considered to be already connected to the base station. Consequently,

existing detection algorithms, decoding strategies, and interference reduction techniques,

need to be revisited, especially for ultra-dense networks, where capacity maximization is

the key objective. On the other hand, optimizing what is called factor graph needs to

be considered for a good trade-off between overloading factor and receiver complexity in

code-domain NOMA [16].

Another important challenge is the way the device will access the radio resource. In

existing wireless networks, each device reserves time slots before the transmission of its

packets. The reservation is done through a contention-based random access phase, where

the device sends a request for reservation.1 In the current settings, this process is considered

as one of the main deadlocks of employing current connection technologies to mMTC,

as it is a source of excessive delay and signaling overhead. An alternative solution is

1Note that this is the principle of the Random Access Channel (RACH), which is used by wireless nodes

to access the mobile network.
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to use grant-free/contention-based schemes, where devices can transmit the data directly

without passing through the random access grant process to reserve resources. This process

can be seen as a merging between the random access phase and the data transmission.

In this context, grant-free/contention-based transmission using NOMA is considered as a

promising alternative [16].

Along with the inefficient radio resource allocation and usage, the bottleneck of existing

technologies for the massive connectivity challenge is indeed related to the high signaling

overhead. Fig. 2.1 shows the sporadic nature of mMTC traffic, as each device is active only

when it has a packet to send. This feature of mMTC traffic has led to various compressive

Grant-Free RA (cGFRA) schemes, as in [17] and [18]. The sparse user activity allows

formulating the activity detection problem as a Compressive Sensing (CS) problem and the

use of CS algorithms to solve it [16]. The principle of the cGFRA schemes is to spread the

wireless signal of each device with a unique binary sequence or a sparse sequence to in-

crease the number of supported mMTC devices. However, the performance of the cGFRA

schemes degrades roughly when the number of active users is larger than the coherence

interval, or the preamble sequence length.

In parallel, a new family of protocols, often labeled as modern random access [4], has

been lately considered as a promising solution to provide massive connectivity for IoT.

The background for these protocols is related to the idea of modifying the random access

scheme of ALOHA in [19]. The modified random access scheme is known as Diversity

ALOHA, where active users are allowed to send multiple copies of their packets over the

shared medium. The goal is to receive at least one of these copies successfully at the des-

tination, despite the increased channel load that can cause more collisions. The modern

random access protocols adopt the same idea, but with the integration of new protocol de-

sign concepts with the usage of advanced physical layer techniques. Combining advanced

system processing along with modern detection techniques (e.g., multi-user detection and

Successive Interference Cancellation, SIC), can enhance the performance of RA, making it

possible to support mMTC applications.

Differing from the NOMA literature, and in the tradition of random access literature,

these schemes sometimes assume idealized physical layer assumptions (perfect user iden-

tification, perfect packet reception, perfect SIC, collision channel, . . . ). This is for several

reasons: one of them is that the obtained results can be compared to the rich, existing, ran-

dom access literature. Another reason is that studying accurately the full system down to

every detail, such as modulation, detection, fading, SIC errors, error-correcting codes, etc.

could lead to a system where the impact of each design parameter may become unclear, and
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where the performance of the system might only be obtained numerically. Related to that,

a precise description of the system makes the results dependent on the assumed technology,

with the benefit of being more accurate, but at the expense of potentially invalidating them

when one part of the system is modified (e.g. CDMA to OFDM), or when the technology

naturally improves or changes. The last reason is that once results have been obtained with

some idealized assumptions, they can serve as excellent benchmarks when more realistic

assumptions are introduced and can offer optimistic (or pessimistic) bounds. These results

can help to measure the gap between ideal and realistic assumptions, and also assess how

much can be gained by closing this gap if technology is improved.

The idealized assumptions have been also applied in the context of studying modern

variants of random access methods for the design of IoT protocols to satisfy the critical

requirements of IoT applications. One such method is the focus of this thesis.

2.3 Literature Overview

A recent family of modern random access protocols [20], frequently referred to as the

Coded Slotted Aloha (CSA) family, is a good candidate to address the massive connectivity

issue in IoT networks. It has become the target of IoT protocol designers’ attention since

it has been shown to asymptotically reach the optimal throughput of one retrieved packet

per slot [6] compared to the classical random access collision model where the maximum

throughput is 1
e for slotted ALOHA.2

The main underlying principle of these protocols is to make each terminal physically

send multiple copies of the same MAC packet (also called replicas), with identical preamble

and payload information bits. The payload contains signaling information concerning the

temporal positions of the corresponding replicas of each packet. This enables an iterative

decoding process whereby successive interference cancellation (SIC) is applied to resolve

collisions between different packets by physically removing the signal of a successfully

decoded packet, at the position of its replicas.

2.3.1 General Family of IRSA Protocols

This operating mode has been introduced by Contention Resolution Diversity Slotted Aloha

(CRDSA) [21] where time is divided into frames. Each frame is divided into slots of equal

2Note that a classical collision model, here, is when two or more packets arrive simultaneously at a

receiver that can handle only one at any given time.
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sizes. Each packet is sent twice in the random-access frame. The slots with single replicas

are considered always as successfully decoded. SIC is used to subtract the decoded packet

and retrieve it from its other position on the frame. The resulting throughput is up to

T ≈ 0.55 packets/slot.

In Irregular Repetition Slotted Aloha (IRSA) [1], the number of repetitions can be dif-

ferent for different users (i.e. it can be randomly selected from a predefined probability dis-

tribution). The SIC process is similar to the decoding process of low-density parity-check

(LDPC) codes. This allows applying the analytical tools of LDPC codes (namely, density

evolution) to analyze and then optimize the asymptotic performance of IRSA as pioneered

by [1]. Part of the research of IRSA and its variants focuses on optimizing the probability

distribution used to randomly select the repetition degree of each user. Indeed, in the orig-

inal IRSA article [1], thanks to the developed analysis tools, a probability distribution that

could reach asymptotically the throughput of ≈ 0.97 packet/slot (reached when the frame

size grows towards infinity) was numerically found. Shortly after, by exploiting the same

tools, but furthering the analogy with LDPC codes, [6] proved that the soliton distribution

is also suited to IRSA, and would yield asymptotically a throughput of 1 packet/slot. This

is the maximum that can be obtained with a classical collision model.

The authors of [5, 22] introduce Coded Slotted ALOHA (CSA) which is a generalized

version of IRSA. In CSA, each data block of a user is split into several packets before

applying a packet-oriented linear block code yielding coded packets, instead of simply

using a repetition code like IRSA. The linear block code is selected from a predefined set,

according to a code probability distribution. The code rate is defined as the inverse of

the average number of packets repetitions for IRSA and as the average code rate of the

linear block codes for CSA. Then, in CSA, each slot and each packet is divided into k

segments and each packet is randomly coded with a code of rate k
n where n is drawn from a

probability distribution for each user in each frame. On the receiver side, SIC is integrated

with decoding of the local component codes to recover collisions.

2.3.2 Variants of IRSA Protocol

Recently, many studies conducted research on CSA-type modern random access protocols

due to their expected advantages in terms of improving the random access of devices in

IoT networks and providing high efficiency. The family of Coded Slotted ALOHA (CSA)

protocols is very generic: it can be applied as soon as packets are repeated, and the receiver

is equipped with SIC. For that reason, there have been many variations of the CSA pro-

tocols. As indicated, IRSA is known to reach asymptotically the maximum throughput of
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1 [packet/slot] in a collision model; but it turns out that it is even possible to go beyond

this performance, with more realistic model assumptions. Thus, some CSA family varia-

tions have explored different system assumptions; for instance, different realistic channel

conditions or modern physical layer designs that have been proved to enhance the proto-

col performance. In this section, we describe some of such studies that have considered

Multiple Packet Reception (MPR) at the receiver, varying transmission powers, fading and

erasure channels, leading to potentially beneficial capture effects. Because properties such

as fading are usually associated with packet losses, some other related research studies

have assessed their negative impact and have handled the decoding imperfection due to

transmissions or SIC errors.

First, IRSA schemes, for receivers capable of decoding multiple colliding packets jointly,

have been introduced in multiple research works. Usually, the capability of the receiver to

receive K packets at the same time is referred to as K-MPR and can be usually achieved

in a wireless network with some diversity technique [23]. Note that K-MPR would allow

significant throughput gain, but from an information-theoretic capacity perspective, one

would expect that it requires an equivalent decrease in individual capacity by a factor K or

greater.

[24], studied the effect of K-MPR (under the name of multiuser detection) on Irregular

Repetition Slotted ALOHA (IRSA) which increases the chance of decoding more pack-

ets under large system loads. It has been shown by simulations that a multiuser detector

supports larger loads for a low number of slots jointly processed. Another work in [2]

has tackled the K-MPR capabilities at the receiver for Coded Slotted Aloha (CSA). Their

converse bound on the asymptotic normalized load threshold of coded slotted ALOHA

schemes (G/K) appears to increase with K. They also numerically show for K = 1, K = 2

and K = 3 that some IRSA schemes, seem to achieve a performance close to K [pack-

ets/slot]. This shows that exploiting the K-MPR capability is maybe useful, even if the

amount of resources required to achieve it scales linearly with K. In [25], an optimized

transmission probability distribution was analytically derived for IRSA with 2-MPR.

Another major question in CSA literature is the achievable throughput in realistic net-

work scenarios, considering fading, limited frame length, decoding errors, or the probabil-

ity to lose some packets. At the physical layer level, the highest-power packet might be

successfully recovered despite the presence of other interfering packets. This is called the

capture effect. The capture effect may be exploited to recover the underlying packets by

removing the recovered high-power packets. In [26], the analysis of IRSA considered a

block fading channel model, and also assumed capture effect at the receiver. New density
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evolution equations are required to study such a scenario. The work optimized some rep-

etition degree distributions in a finite frame length setting. The derived distributions are

shown to achieve throughputs largely exceeding 1 [packet/slot]. In [27], Extended IRSA

(E-IRSA) has been proposed as an extended operation of IRSA that exploits the capture ef-

fect to perform iterative decoding. Intra-slot SIC has been applied to decode more than one

collided packet per slot. Simulation results show that the E-IRSA protocol allows reaching

the maximum theoretical throughput even in scenarios where the number of active users is

higher than the number of slots per frame. CSA performance has been evaluated assuming

a fading channel in [28–30]. The impact of the capture effect on the SIC-enabled slotted

ALOHA framework has been also addressed in [31, 32]. In general, the capture effect,

combined with SIC, helps to increase throughput.

A related direction of studies of modern random access protocols is to consider the

control of the transmission power. Packet replicas can also be transmitted in different power

levels that are deliberately chosen to exploit the capture effect at the receiver. In this case,

when intra-SIC dominates, packet collisions can be resolved in the power domain. New

density evolution should be formulated in this case. In [33], a packet is transmitted with

a power level chosen according to a power-choice distribution, such that multiple packets

sent by different nodes might be decoded at the receiver in a single slot, by ensuring that

their Signal-to-Interference-and-Noise Ratio (SINR) is above the decoding threshold of the

successive interference cancellation receiver. In [34], an optimal Power-Limited IRSA (PL-

IRSA) has been proposed as a variant of IRSA for the Internet-of-Things (IoT)-oriented

satellite networks. A developed density evolution analysis considering total transmission

power constraints and iterative IC processing has been derived to compute the PLR of PL-

IRSA and to find the optimal degree distributions that maximize the normalized throughput.

The work concludes that different total transmit power constraints and code rates can lead to

completely different optimal degree distributions. Therefore, optimal degree distributions

should be calculated according to the total transmit power constraint and code rate for

practical implementations. A novel paradigm whereby devices adapt their data rates and/or

transmit powers based on their chosen repetition degrees has been introduced in [35]. In

[36], another approach is proposed to improve the throughput of the IRSA protocol. The

total transmit power of all the users is considered to be the same, while the transmit power

of a replica is determined by the number of replicas. The transmit power of each replica of

different users can also be different. The study did not consider channel fading.

Another IRSA variant using temporal diversity and the capture effect has been intro-

duced in [37]. The work optimized the repetition degree distribution along with the param-
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eter of power control to maximize the total system throughput. In general, adjusting the

transmission power is an excellent way to control the capture effect and further improve

the performance. When modeling IRSA or CSA protocols (e.g., with density evolution),

a common assumption in the CSA literature is that interference cancellation (IC) can al-

ways be applied perfectly and added that a singleton packet (the packet that is alone on the

slot) can be successfully decoded with probability 1. Nevertheless, there have been some

studies with the assumption of SIC imperfection. Two possible causes: the first one is

that there might have been transmission errors, such as one replica being subject to strong

fading and being received with very low power (leading to a “packet erasure”), or alter-

nately the presence of interference on one slot (leading to a “slot erasure”). The second one

can be errors in signal parameters’ estimation (amplitude, phase, frequency offset) before

the decoding that might lead to incorrect signal subtraction (cancellation). After each SIC

operation, residual energy is present due to the imperfection of the cancellation process.

The residual energy would accumulate, and SIC errors would become more likely as the

number of SIC operations on the same slot increases. CSA over a packet erasure channel

and a slot erasure channel has been studied and optimized in [38, 39]. [40] presented a

framework to design degree distributions for finite frame length CSA system with different

classes of users, which have different error rate requirements. The classes are assigned dif-

ferent distributions. The work shows that multi-class CSA is capable of providing different

levels of protection at high channel loads, as well as a smaller average decoding delay for

better-protected users.

Combining one of the CSA protocols with NOMA has also been widely inspected.

Literally, CSA protocols are “non-orthogonal” and hence are NOMA methods. But in

general, compared to CSA, many of the proposed NOMA methods in the literature have

more detailed assumptions on the physical layer. This might owe to the act that NOMA had

been a study item in the 3GPP for 5G Release 16 (see for instance [41]), and has often been

studied in that context. Thus compared to plain CSA or plain IRSA, some NOMA methods

can include features such as joint-decoding, multichannel transmissions, pilot-based user

detection, etc.; although it can also happen that some NOMA methods are equivalent to

some CSA methods. In [42] a scalable, energy-efficient pure ALOHA with power domain

non-orthogonal multiple access (NOMA) has been proposed. The results of combining

ALOHA and NOMA show that there is a greater than linear increase in throughput as the

number of active IoT devices increases. In [43], the transmission power of each packet was

chosen by a power distribution, where discrete power levels pre-determined by the NOMA

method have been used to send replicas. It is shown that the proposed scheme in [43]
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can outperform the existing IRSA schemes. Another combination of slotted-ALOHA and

NOMA has been proposed in [44]. NOMA has been also combined with multichannel

ALOHA in [45, 46].

In the next section, we introduce the IRSA protocol fundamentals, and we explain in

detail its decoding process.

2.4 Irregular Repetition Slotted Aloha (IRSA)

We adopt a system model commonly found in the IRSA literature. An IoT network with M

user nodes contending to send their packets to a single base station through a connectionless

random access scheme. The time is divided into slots of equal length, and successive

slots are regrouped in fixed-size frames of N slots. The load is defined by, G = M
N and it

measures the average number of users per slot. We focus on one frame and assume that

each user has exactly one data packet to transmit in the frame. A collision channel model is

assumed to study IRSA. The collision channel model has been widely used for designing

IRSA schemes, where packets in a collision are lost and packets without a collision are

successfully decoded [43].

2.4.1 IRSA Concept

IRSA works as follows: Each user sends his packet ` times within the same MAC frame,

where the repetition rate of each user is selected randomly from a probability distribution

Λ defined by L +1 probabilities : (Λi)i=2,...,L. Λi is the probability that the packet is repeated

i times. At the end of the frame, the receiver attempts to decode the packets: each time that

a packet is successfully received, e.g. only one transmission is present on the slot, IRSA

will use SIC to remove the physical copy of this packet on all other slots. This process is

iterative, as new decoding opportunities can appear.

In the example of Fig. 2.2, 5 users are transmitting in a frame of 5 slots; the packet of

user D can be recovered on the slot 4. When its copy is physically subtracted from the slot

5, the packet of user B on the slot 5 can be recovered and removed from slots 1, 2 and 3.

Then, the packet of user A on slot 3 could be decoded and its copies on slots 1 and 2 could

be extracted. Finally, the packets of users C and E form a stopping set as they sent two

copies on the same two slots, so they can not be decoded.
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Figure 2.2: IRSA representation: transmissions of users in slots (top), coding theory repre-

sentation to model the decoding process (Tanner graph, bottom). Note that transmissions

are in the same frequency channel, hence when two users are transmitting on the same slot,

there is a collision.

2.4.2 IRSA Decoding Process Modeling

In [1], Liva introduced, by analogy with the decoding of LDPC codes (on a binary erasure

channel [20]) the way to analyze the decoding process of IRSA as follows: as for codes,

one can construct a Tanner graph, that is, a bipartite graph G(B, S , E), where B is the set

of burst nodes (corresponding to users), S , is the set of slot nodes (corresponding to slots)

and E is the set of edges. An edge connects a burst node bi ∈ B and to a slot node s j ∈ S ,

if and only if a replica of the i-th burst is transmitted in the j-th slot. The number of edges

connected to a node is referred to as the node degree.

Fig. 2.2 (on the bottom) shows an example of a graph representation of the IRSA. The

circles correspond to the burst nodes, while the rectangles correspond to the slot nodes.

The IC process starts by searching for the slots where only one replica was sent (degree-1

slots), which are also known as singletons, and decoding these replicas. If the burst that is

transmitted on a certain slot is revealed, the corresponding edge is labeled by ’1’, otherwise,

it is labeled by ’0’ (or equivalently, it is removed). The contribution of each revealed burst

is removed from the other slots, where a replica of this burst was transmitted through SIC.

Thus, we can say that the first iteration has ended.
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After the first iteration, new singletons can be recovered. The IC process can be blocked

if, in one iteration, no singletons could be recovered. The analysis of IRSA assumes that

we can always decode singletons where no collision has happened and then, we can remove

their contributions in other slots.

2.4.3 Density Evolution

Density evolution (DE) is a method to analyze the asymptotic performance of different

(framed) variants of IRSA protocol. It is based on an analogy with LDPC codes for which

DE was initially introduced, as an analytical tool for analyzing the asymptotic network

capability to approach the error-correcting codes [47]. DE helps to track the iterative de-

coding process and have an estimation of the number of decoded packets at the end of the

process. Using DE and given the system parameters Λ,M,N, we can answer the following

question: can we expect to recover all packets, or how many of them?

As we have already shown, the iterative decoding process of IRSA can be represented

by the Tanner graph. A general approach to analyze random graphs with a given degree

distribution [48] is to introduce a form of a generating function as
∑∞

k=0 pkxk [49]. This

form of function helps for calculating various local and global quantities on large unipartite

undirected graphs with an arbitrary probability distribution of the degrees of their vertices

(nodes) [50].

Following [1], and the traditions of the LDPC coding literature (see [47, Eq. 3.21] for

instance), we define the polynomial representations (probability generating functions) of

burst- and slot-perspective degree distributions which will be helpful for further calcula-

tions:

Λ(x) ,
`=L∑
`=0

Λ`x` and Ψ(x) ,
`=N∑
`=0

Ψ`x` (2.1)

where Λ`, is the probability that a user will send ` replicas of his packet, and Ψ` is the

probability that a slot has ` collided packets. Λ′(1) =
∑
`Λ` is the average burst repe-

tition rate. We define the rate R as R , 1
Λ′(1) . Notice, in IRSA, the “rate” R is loosely

connected to throughput since with SIC, removed replicas do not consume slots. On the

other hand, it is strongly connected to the energy-efficiency, as the average energy cost

would be proportional to 1/R. The probability that one user sends a packet on a given slot

is: Λ′(1)
N = G

RM . Then Ψ` follows a binomial distribution Bin(M, G
RM ). When M → ∞, the

distribution (Ψ`)`≥0 becomes a Poisson distribution with a parameter G
R . 3

3It is actually an application of the classical Poisson approximation, i.e., the Poisson distribution with
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If we take a random edge and consider the burst node that it connects to, such an edge

arrives at the burst node with a probability proportional to the degree of that node. There-

fore, the burst node associated with a random edge itself has a probability distribution of

degree proportional to `Λ`. The correctly normalized probability generating function for

the degrees of the burst nodes sampled in the described way is given by:

1∑
` Λ``

∑
`

Λ``x` = x
Λ′(x)
Λ′(1)

(2.2)

If we start at a random burst node and pick one of its edges: we are interested in the

distribution of the number of remaining edges that the burst node has. This distribution

is generated by the function in Eq. (2.2) except for less than one power of x, since it is

only the distribution of the number of the remaining edges. It is customary [47] to use

instead of the corresponding edge distributions from the burst and slot perspective which

are respectively:

λ(x) ,
∑
`

λ`x`−1 =
Λ′(x)
Λ′(1)

and ρ(x) ,
∑
`

ρ`x`−1 =
Ψ′(x)
Ψ′(1)

(2.3)

where λ` is the probability that an edge connected to a burst node of degree `, and ρ` is

the probability that an edge connected to a slot node of degree ` and they are given by the

following definitions:

λ` =
`Λ`∑
` `Λ`

and ρ` =
`Ψ`∑
` `Ψ`

(2.4)

Note that the rate could be also defined as: R ,
∑
`
λ`
`

.

When M → ∞, from the Poisson approximation of (Ψ`)`≥0, we have ρ(x)→ e−
G
R (1−x).

For further clarification, the burst and edge probability distributions are computed for

the example shown in Fig. 2.4.

Still following [1], the decoding process is iterative and is modeled probabilistically,

tracking variables representing probabilities that the decoding information (slot content) is

unknown over iterations. Each edge in Fig. 2.2 connects one slot node, and one burst node.

Let p be the probability that a randomly selected edge is connected to a burst node that is

not recovered yet, and q is the probability that a randomly selected edge is connected to an

unknown slot node.

We can decode the packet of a user if a replica of this packet has been decoded at least

once on any other slot. Hence:

q = p`−1 (2.5)

parameter µ = αβ can be used as an approximation of the binomial distribution Bin(α, β) for large α and

small β. In our case, α = M, β = G
RM and µ = G

R .
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Similarly, in classical IRSA, we can remove the collision on the last edge which connects

to a slot node of degree `, if we have already removed the ` − 1 contributions of the other

collided packets on the same slot. Hence:

(1 − p) = (1 − q)`−1 (2.6)

Fig. 2.3 illustrates how to obtain the DE equations in Eq. (2.5) and Eq. (2.6).

The above described one iteration from p to q and then back from q to p, assuming an

imaginary graph where all nodes would have the same degree `. Density evolution aims

to find the limit (minimum) values of p and q after several (infinitely many) iterations on

all the edges of any general Tanner graph obtained from a given probability distribution Λ

(thus not only Tanner graphs with nodes with fixed degree `).

Burst
node

.....

    
.....

Figure 2.3: A simple illustration of basic density evolution equations

Following the tree analysis argument of [51], by averaging the two expressions in

Eq. (2.5) and Eq. (2.6) on all possible degrees, we get respectively:

q̄ =
∑
`

λ` p̄`−1 (2.7)

p̄ = 1 −
∑
`

ρ` (1 − q̄)`−1 (2.8)

For simplicity, we note the average probabilities p̄ and q̄ over all the edges and their evolu-

tion through iterative decoding as: pi and qi at iteration i. Then, we can derive the evolution

of the average probabilities during the i-th iteration as:

qi = fb(pi−1) and pi = fs(qi), thus pi = fs( fb(pi−1)) (2.9)

with, functions corresponding to [1], for classical IRSA:

fb(p) = λ(p) and fs(q) = 1 − ρ(1 − q) (2.10)

when M → ∞: fs(q)→ F(
G
R

q) with F(x) , 1 − e−x (2.11)
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Figure 2.4: Example of the decoding process of IRSA with Density Evolution parameters

p∗ and q∗

Note that the sequence (pi)i=0,...,∞ characterizes how many of the edges in the graph

correspond to undecoded users at each iteration i. Note that the sequence (qi)i=0,...,∞ can

equivalently be considered. Initial values are q0 = 1, hence p0 = 1 − ρ(0). Alternately,

picking p0 = 1 just shifts the sequence by one, as it implies that q1 = λ(1) = 1.
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Fig. 2.4 shows a detailed example of the decoding process of 4 users who compete

for 4 slots. The users are using the degree 2 for 3
4 of the time and the degree 3 for 1

4

of the time. In this example, we illustrate the computation of the burst degree and the

edge degree distributions, and we follow in detail the decoding process with the density

evolution parameters. The equivalent Tanner graph represents the users in circles, the slots

in rectangles, and the transmissions of the users on the slots as 9 edges between the users

and the slots. The number of edges represents the number of sent packets on the radio

access frame. An important piece of information should be noted: the values of p∗i and q∗i
given in the Fig. 2.4 are the actual empirical values computed on this specific instance of a

Tanner graph. The values of pi and qi obtained from Eq. (2.9) are estimates (expectations)

of these p∗i and q∗i for random instances of all such Tanner graphs, when furthermore Λ and

load G are kept fixed, but frame size becomes infinitely large.

• The degree distributions: The user degree distribution, based on the presented defi-

nition in Eq. (2.1), is given as: Λ(x) = 3
4 x2 + 1

4 x3. Now considering the edge degree

distribution of the edges, the probability that a randomly selected edge is connected to a

node of degree k is proportional to kNk, where: k is the node degree and Nk is the number

of degree k nodes. Thus, the probability that a randomly selected edge is connected to

a burst node of degree 2 is λ2 = 2×N2∑
i iNi

= 2×3
2×3+3×1 = 6

9 , as there are 3 burst nodes that

have a degree 2. Following the same manner: λ3 = 2×N3∑
i iNi

= 3×1
2×3+3×1 = 3

9 . Therefore, the

edge degree distribution from the burst perspective, based on the presented definition in

Eq. (2.3), is given as: λ(x) = 6
9 x + 3

9 x2, which also can be computed directly by taking

the first derivative of Λ(x) and normalizing, as in Eq. (2.3).

Equivalently, we can compute the edge distribution from the slot node perspective. The

probability that a randomly selected edge is connected to a slot node of degree ` is also

proportional to `N`, where N` is the number of the slot nodes that have a degree `. Thus,

the probability that a randomly selected edge is connected to a slot node of degree 1

is ρ1 = 1
9 , as there is only one edge out of 9 edges connected to a degree 1 slot node.

Consequently, the probability that a randomly selected edge is connected to a slot node of

degree 2 is ρ2 = 1×2
9 and to a slot node of degree 3 is ρ3 = 6

9 . As a result, the edge degree

distribution from the user perspective, based on the presented definition in Eq. 2.3, is

give as: ρ(x) = 1
9 + 2

9 x + 6
9 x2.

• The decoding process: Before the decoding starts, the probability that a randomly se-

lected edge is unknown q0, or the probability that a randomly selected edge can not be

revealed p0 are initialized as previously described, i.e. either q0 = 1 or p0 = 1.

Now, back to density evolution: how can one estimate whether that all the packets will
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be ultimately decoded? From the decoding point of view, and for an infinite frame size, we

will be able to decode if the probabilities pi are decreasing towards zero, which requires

that pi < pi−1. When M → ∞, pi = F(G
Rλ(pi−1)), thus this is obtained when (necessary

condition):

F(
G
R
λ(x)) < x for all x ∈ (0, 1) (2.12)

Given the parameters (Λ, G, . . . ), one can simply check the curve, e.g. equation (2.12),

to determine if and where the decoding process will stop (asymptotically for M → ∞).

Following [1], one main property is that: given Λ, there exists a load threshold G∗, such

that, when the frame size converges towards infinity (M → ∞), for any load G < G∗, all

the packets are decoded with vanishing error probability. G∗ depends on the choice of the

distribution Λ. Finding the Λ with the largest G∗ is our prime interest.

For later reference, Table 2.1 summarizes the main system parameters and variables

used in this thesis.

2.4.4 General Problem Statement for IRSA

Many studies have explored and analyzed the performance of IRSA in an IoT network. The

main purpose of these studies is generally to find and study a better variant of this protocol.

Given any IRSA system, the goal is often to find an optimized user degree distribution that

maximizes a certain metric (throughput, achievable load,..., etc.). This problem is usually

formulated as an optimization problem, which can be described as follows:

maximize
(Λi)

O(Λ0,Λ1, ..,ΛD) (P1)

subject to 0 ≤ Λi ≤ 1 ∀i
i=D∑
i=0

Λi = 1

where O is the system criteria that needs to be optimized and D is the maximum de-

gree. Depending on the system model, more constraints can be added to the optimization

problem. Notice that the system is initially a stochastic optimization problem, as the perfor-

mance depends on the random variables of the users’ arrivals and their degree selections.

The mentioned Density Evolution (DE) method allows analyzing the expectation of the

asymptotic performance of different (framed) variants of the IRSA protocol deterministi-

cally. For several IRSA variants, the problem may still be difficult to solve, for example,

in the case of the non-convexity or non-linearity of the constraints. But the optimization
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Table 2.1: Main Parameters and Variables

General IRSA Notations

Notation Description
M Number of users
N Number of slots

IRSA Performance Metrics and Objectives

Notation Description
G Load of the system: G , M

N

T Throughput of the system: T , S
N , where S is the

number of decoded users
PLR Packet loss rate (PLR): the proportion of non-decoded

users at the end of the iterative process, PLR ,

G (1 − PLR(G))
G∗ Load threshold: the maximum load below which (al-

most) all the packets are decoded when M → ∞

Density Evolution Analysis

Notation Description
Λ Burst node degree distribution: Λ(x) ,

∑
` Λ`x`

ψ Slot node degree distribution: Ψ(x) ,
∑
` Ψ`x`

λ Polynomial representation of the burst edge degree

distribution: λ(x) ,
∑̀
λ`x`−1

ρ Polynomial representation of the slot edge degree dis-

tribution: ρ(x) ,
∑̀
ρ`x`−1

R Rate of the distribution: The rate defines the average

packet repetition rate. R , 1
Λ′(1)

pi Probability that a randomly chosen edge (modeling a

packet) cannot be retrieved at the i-th iteration of the

iterative process by applying SIC on its slot
qi Probability that a randomly chosen edge cannot be

decoded at the i-th iteration of the iterative decoding

process.

problem formulation may be useful. In the following chapters, for some variants of IRSA,

we will adapt the OP described in (P1) to optimize the performance of IRSA.
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2.5 Conclusion

Our starting point is the Internet of Things (IoT). It is a recent set of technologies that cre-

ates connections between billions of devices and machines to enable them to communicate

and exchange data. The main challenge for future IoT networks is the need to provide

connectivity for IoT devices with stringent latency requirements. Therefore, the massive

connectivity has become one of the main use cases to study for future IoT applications.

In this chapter, we highlighted the importance of IoT, we referred to its benefits, and

we addressed the challenges on which this thesis focuses, mainly, the massive connectivity.

We described the features and the requirements of massive connectivity problem (also de-

noted mMTC). Then, we presented the main wireless connectivity standards, and in what

directions they are evolving to provide solutions for the mMTC problem. We also described

some main wireless techniques, mainly, random access techniques that have been used for

many suggested wireless standards. In this thesis, we focus on one of these techniques,

which is the family of modern random access of protocols, CSA, and fundamentally, one

of the recent protocols IRSA. We showed in detail the concept underlying and the operation

of this protocol, in addition to its decoding process modeling.

In the rest of the thesis, the behavior and variations of the IRSA protocol will be our

focus.



Chapter 3
IRSA with Multiple Packet Reception

3.1 Introduction

As mentioned previously, the main topic of the thesis is on the family of protocols IRSA and

CSA. In the first part of the thesis, and in this chapter in particular, we are exploring how,

and how much, one can go beyond the “optimal” performance of IRSA of 1 [packet/slot] by

adopting more realistic assumptions of communication channels. Indeed, some recent pub-

lications [2,24,52] have focused on specific variants of CSA protocols to handle the massive

connectivity issue assuming a different model of the collision channel: in these new vari-

ants, the receiver has the capability of simultaneously decoding more than one packet from

multiple concurrent transmissions, denoted Multiple Packet Reception [53] (MPR). MPR

is the capability of simultaneous decoding of more than one packet from multiple concur-

rent transmissions. There are several techniques to allow simultaneous decoding of packets

on a receiver [54]. In [23], a classification based on transmitter perspective, trans-receiver

perspective, and receiver perspective has been introduced. Orthogonal multiplexing sys-

tems such as Time Division Multiple Access (TDMA), Code Division Multiple Access

(CDMA) or Orthogonal Frequency Divion Multiple Access (OFDMA) are examples of

multiuser techniques that combine different users’ signals by using different time slices,

orthogonal codes and multiple frequency ranges respectively [55]. From a transceiver per-

spective, to enable MPR, transmitters and receivers should cooperate on some operations.

Multiantenna MIMO systems [56] can achieve MPR by exploiting the spatial diversity of

the transmissions. Alternately, the MPR capability can be shifted from the transmitter to

the receiver by using a bank of Matched Filters to decode packets coded with spreading

codes that does not need to be orthogonal.

The ability to decode K or fewer packets simultaneously is usually denoted K-MPR,

33
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and a derivative of the collision channel described in Section 2.4 can be introduced as the

K-MPR collision channel, where packets are retrieved if and only if less than or exactly K

packets are transmitted on the same slot.

The importance of combining multiple packet reception feature with IRSA comes from

the fact that MPR exploits the structure of the interfering signals, which increases the num-

ber of users that the system can sustain. We point out in Section 3.2.3 some studies of

CSA protocols with MPR capability. These studies have proved that equipped IRSA with

MPR increases the chance of decoding more packets under large system loads. But, to our

knowledge, there have been no existing result that provides optimal degree distributions

that reach K packets per slot, equivalently to the soliton distribution that attains the bound

of 1 [packet/slot] for classical IRSA under a collision channel model.

Motivated by this observation, in this chapter we focus on IRSA with K-MPR. It is

denoted K-IRSA, and supposes that the transmissions occur in fixed slots (as for slot-

ted ALOHA). Considering the throughput, under this K-MPR collision channel model,

K-IRSA can recover at most K packets per slot. Classical IRSA, which is 1-IRSA, asymp-

totically reaches this performance [6]. Hence, a natural question arises: can K-IRSA reach

the bound of K? With which distributions? as, K-MPR can typically be obtained at a cost

of a decrease in modulation rate by a factor K.

Previous studies have explored the question, [2, 24], by describing a non-asymptotic

bound for K-IRSA, and numerically exhibiting some specific modification of CSA. These

studies show results close to their bound for K = 3 and 4, but they are not able to fully

answer the question of the exact bound, and of reaching it with K-IRSA.

The main contribution of this chapter is to prove that classical K-IRSA cannot actually

reach this bound of K packet per slot, even in the asymptotic case (when frame size grows

towards infinity). A new bound is provided. The results also hint that the method for

finding the optimal soliton distribution families [6] for IRSA (1-IRSA), might not work for

K-IRSA with K > 1. Furthermore, we formulate an efficient search for optimal K-IRSA

parameters (namely the probability distributions) using a sequence of linear programs, and

we show numerically how the new bound can be approached by the computed distributions.

To complement the work, this chapter also studies the behavior of K-IRSA for low loads:

we provide a simple asymptotic expression for the loss rate at low loads (the error floor),

evidencing that increasing K dramatically decreases it.
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Figure 3.1: Example with 2-IRSA (K=2)

3.2 System Overview and Related Work

3.2.1 System Description

We adopt the IRSA system model explained in Section 2.4. For the K-IRSA variant, we

modify it, and we assume that the receiver has K multiple packet reception capability. At

the end of the frame, the K-MPR receiver attempts to decode the packets: each time that

there are K or fewer packets on the slot, the K-MPR receiver can retrieve the packets (this

is the K-MPR collision channel model). Then, K-IRSA will use SIC to remove the physical

copy of the decoded packets at their positions on other slots. This process is iterative, as

new decoding opportunities can appear.

The example, shown in Fig. 3.1, illustrates 6 users transmitting their packets in a frame

of 4 slots. The users are using IRSA protocol to send their packets towards a 2-MPR

receiver. As the figure shows, 1
3 of the time, the users use the degree 3, and 2

3 of the

time, the users repeat their packets two times. The decoding process starts by searching

for singletons (slots of a single transmission) or the slots of two colliding packets (as the

receiver has 2-MPR capability).

As in Section 2.4.3, we can consider the sequences of probabilities pi, qi, the prob-

abilities that a random edge connected to one burst node or a slot node is unknown or
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unrevealed. We start with no packet decoded: p0 = 1 and thus q1 = 1. In this section, we

also denote the empirical probabilities obtained on the instance of the graph obtained in

Fig. 3.1 as p∗i , q∗i .

At the first decoding iteration, user F on slot 4 is decoded and the edge between this

user and the slot 4 can be revealed. Consequently, the probability that one edge cannot

be retrieved from the slot perspective, p∗, after the first iteration is 13
14 . This probability

represents the number of unrevealed edges in the corresponding bipartite graph over the

total number of initial edges in the graph. In the second iteration, the two other copies

of user F on slots 1 and 3 can be extracted. This makes the probability that an edge is

unknown from the user perspective equal to q∗2 = 11
14 , which represents:

The number of total edges − The number of retrieved edges
The number of total edges

The revealing of the packet of user, F followed by its removal with SIC on the slot 3,

leaves 2 collisions from users D and E on the slot 3. As the receiver is 2-MPR type, the two

collided packets on slot 3 can be decoded, and their copies on slots: user D on slot 1, and

user E on slots 1, 2 can be removed. This process of iterative decoding continues until all

packets are decoded, or the decoding process is blocked by a stopping set. In this example,

users A, B and C sent their packets twice on the same slots 1 and 2. This creates a stopping

set of three colliding users on the slots 1 and 2, making it impossible to retrieve the packets

of those users.

3.2.2 Density Evolution

We use density evolution equations to track the decoding process of K-IRSA (see Sec-

tion 2.4.3). For that aim, we need to adapt the density evolution equations for the K-MPR

scenario.

For later mathematical convenience, and given the system parameters Λ,M,N and K,

we reintroduce the concept of burst- and slot-perspective degree distributions, which was

already presented in Chapter 2, mainly in Section 2.4.3. We will use the set of basic IRSA

model equations in Table 3.1 for later analysis.

In the next section, we will highlight the main works on combing CSA protocols with

MPR. Then, we will update and formulate the density evolution equations in Table 3.1 for

the K-MPR case.
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General IRSA Notations

Equation Reference
Λ(x) ,

∑
` Λ`x` Burst node degree distribution in Eq. (2.1)

Ψ(x) ,
∑
` Ψ`x` Slot node degree distribution in Eq. (2.1)

λ(x) ,
∑̀
λ`x`−1 Polynomial representation of the burst edge degree

distribution in Eq. (2.3)
ρ(x) ,

∑̀
ρ`x`−1 Polynomial representation of the slot edge degree dis-

tribution in Eq. (2.3 )

q = p`−1 Probability on the edge towards a slot node in

Eq. (2.5)
(1 − p) = (1 − q)`−1 Probability on the edge towards a burst node in

Eq. (2.6)

qi = fb(pi−1) and pi = fs(qi) In Eq. (2.9)
when M → ∞: fs(q)→ F(G

R q) Asympotic expression from Eq. (2.11)
with F(x) , 1 − e−x

Table 3.1: Density Evolution equations used for K-IRSA analysis

3.2.3 K-IRSA Related Work

In this section, we give insights about existing research studies that applied MPR to enhance

the performance of CSA protocols. We also present the analysis of the conditions under

which the K-MPR receiver is able to decode the packets successfully.

Different variants of IRSA and CSA have been studied, often by establishing new func-

tions fb(q) and fs(p) (and F(x)) for Eq. (2.12) for the density evolution.

A random selected edge connected to a slot node of degree ` can be revealed with

probability 1 − p, after the first iteration, if the total number of unrevealed edges of the

slot node is less than or equal to K. Therefore, in case of K-MPR receiver, the functions in

Eq. (2.5) and Eq. (2.6) become:

q = p`

1 − p =

min(K,`)−1∑
k=0

(
` − 1

k

)
qk (1 − q)l−k−1

(3.1)

[24] analyzed IRSA with K-MPR for the case of an infinite user population. They

show that providing the receiver with multi-user detection capability allows larger load in

the systems with low number of slots per frame. By averaging on all possible connected
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edges, their density evolution equations in Eq. (3.1) correspond to:

fb(p) = λ(p) and fs(q) = 1 −
K−1∑
k=0

ρ(k)(1 − q)
k!

qk (3.2)

where ρ(k)(x)is the k-th derivative of ρ(x)

fs(q)→ FK(
G
R

q) with FK(x) , 1 − e−x
K−1∑
k=0

xk

k!
(3.3)

when M → ∞

A major question is the performance of IRSA and K-IRSA: it is obvious that K-IRSA

can at most recover K different users per slots, which thus yields an upper bound of the

load threshold of G∗/K ≤ 1. But: what is the maximum load up to which we can decode

all packets G∗ and what is the distribution Λ that can reach it? [6] proved that for K = 1

(IRSA), the load threshold is asymptotically G∗ → 1 for a sequence of (truncated) soliton

distributions. In [24], IRSA was studied in an infinite setting, considering that the receiver

has K-MPR capability. Simulation results have been done for finite number of users have

shown that multiuser detection capability at the receiver allows larger loads on the system

with low number of slots per frame, which in turn reduces the total transmission delay and

power consumption. Some distributions were experimented with various values of K, and

the load threshold was found to be G∗/K between 0.8 and 0.96 (their [24, Fig. 4]).

[2] developed a bound on the asymptotic load threshold of Coded Slotted ALOHA

(CSA) schemes with K-MPR, that also applies to K-IRSA. They give examples close to

the bound but this was not obtained for plain K-IRSA itself, but a variant using Spatially-

Coupled CSA (SC-CSA) [57], with a more structured slot selection.

Their bound [2, (17)] in (3.4) yields G∗/K → 1 when R→ 0:

G∗

K
≤ 1 −

1
K

e−
G∗
R

K−1∑
k=0

K − k
k!

(
G∗

R

)k

(3.4)

SC-CSA has an interesting performance, and it has other variants such as Irregular

Repetition Spatially-Coupled Slotted ALOHA (IRSC-SA), which have also been proposed

and analyzed recently in [58]. But all these variants require “super-frames” (i.e. frames of

frames), thus typically require several orders of magnitude more slots, hence our continued

focus is on K-IRSA1.
1for instance [58, Figure 6] presents simulation results of L = 40 super-frames of ×400 slots= 16, 000

slots. In [58, Table 1] SC-SA performance of 0.9585 with d = 4 with L = 30 or L = 40 super-frames is still

well below the result 0.9767 of [57] for super-frames of L = 200 sub-frames. Hence, possibly super-frames

of ≥ 100, 000 slots in practice
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In 2021, a recent work (in progress) [25] has studied some families of repetition prob-

ability distribution for K-IRSA (based on an approximation for GΛ′(x)): they are able to

find good distributions, and propose an algorithm to search for the optimal parameters for

that family of distributions for K-MPR with K = 2. They obtain an optimized distribution

in their [25, Eq.(11))] that achieves G∗ = 1.68. This is still below our own results (see

later).

3.2.4 IRSA and K-IRSA (Error Floor): Related Work and Results

In IRSA and K-IRSA, the decoding process is still subject to failure due to stopping sets

in a similar way to LDPC codes [1], due to the presence of cycles in the Tanner graph (see

Fig. 3.5). Stopping sets have a negative impact on the decoder performance and lead to

an error floor of the decoding failure probability. Previous works including [52] present a

finite length analysis of frameless ALOHA with K-IRSA in the error floor region. Their

recursive approach obtains the decoder state probabilities, allowing to compute numerically

the Packet Error Rate (PER), also denoted Packet Loss Rate (PLR). Another analysis of the

error floor due to stopping sets of CSA for finite frame lengths over the packet erasure

channel based on combinatorics was presented in [39], among others.

3.3 Finding Optimal Distributions

3.3.1 Objectives and Notations

In this section, we provide a method that finds one distribution Λ(x) (e.g., to find λ(x) first)

with the highest load threshold G∗ when the number of coefficients is limited by n (e.g.

Λi = 0,∀i > n).We denote the distribution by LK
n , and the load threshold by GK

n . Notice

that n is also the maximum number of replicas sent by a user and K is the maximum number

of colliding packets that could be decoded at the same time by K-MPR a receiver.

3.3.2 Formulating an Optimization Problem

We start from condition (2.12) on λ(x), G, and R and apply it to the iteration functions for

K-IRSA (3.3). We obtain the following inequality for the case where K = 2:

F2(
G
R
λ(x)) < x =⇒ 1 − e−

G
R λ(x)(1 +

G
R
λ(x)) < x (3.5)
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Taking the limit case of equality, we are able to find this closed formula for the function

that satisfies the following equality:

λ(x) =
R
G

h2(x) with h2(x) = −W−1

(
x − 1

e

)
− 1 (3.6)

where h2(x) is expressed in terms of one of the branches of the Lambert W function. The

Lambert function [59] is the inverse of the function w 7→ wew = z , thus the function

w(z)ew(z) = z , is a multivalued function defined in general for z complex and assuming

complex values of W(z). For z ∈ [−1
e , 0[, there are two real branches, one of which, satisfy-

ing W(z) ≤ −1, is denoted W−1(z), which is used here.

As it satisfies the equality, the function h2(x) still provides a bound for any Λ distribu-

tion. Indeed, any G, λ satisfying (3.5) must satisfy λ(x) < R
G h2(x) equivalently.

This can be generalized for any K:

λ(x) <
R
G

hK(x) for x ∈]0, 1[ with hK(x) , F−1
K (x) (3.7)

Notice that F−1
K cannot be written in closed form for K > 2 (or would require “Gener-

alized Lambert functions”), and has the derivative dF−1
K

dx (x)→ +∞ when x→ 0+ for K ≥ 2.

3.3.3 On the Solutions of the Optimization Problem

One optimal family of solutions for 1-IRSA is based on the soliton distribution [6]. It can

be found in the following way (as presented in [60, slide 35]): consider Eq. (3.7), that has

a simple expression for K = 1. Indeed, h1(x) = − log(1 − x). Then, it is possible to write

a Taylor series of h1(x) in x = 0 and find an expression for the coefficients of λi (and Λi)

assuming the equality in Eq. (3.7), and recover the soliton distribution(s).

It would seem interesting to apply the same method with h2(x): It seems that taking the

power series of h2(x), and by truncating it, we should be able to find functions λ(x) that

correspond to (near) optimal distributions. However, h2(x) does not have a proper power

series as its derivative in 0 is infinite (and behaves like α
√

x near 0+).

Similarly, the fact that dF−1
K

dx (x) → +∞ when x → 0+ for K ≥ 2, shows that, in general,

unfortunately, one cannot expect to write Taylor series in 0+, and then easily analytically

derive some optimal distributions. Highlighting this difficulty is one of the contributions

of this thesis, and it is also the reason why, in the following, we focus on finding optimal

distributions numerically.
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3.3.4 Finding LK
n Through Its Optimal Edge Distribution λ(x)

We start by fixing n, and search for LK
n through its edge distribution λ(x). λ(x) verifies the

bound formulated in (3.7) and provides the largest load threshold G∗: it is an optimization

problem.

The conditions on λ(x) can be derived from the following:

• The condition λ(1) = 1 (because it is a probability distribution)

• The property that R is actually expressed in terms of (λi)i as: R = R(λ) = 1
2λ2 + 1

3λ3 +

. . . + 1
nλn

• The left inequality in (3.7), multiplied by G

This yields the following optimization problem on the variables G, λ2, λ3 . . .λn (in

IRSA and K-IRSA: λ1 = 0):

Maximize
(λi)

G (P2)

subject to C1 : 0 ≤ λi ≤ 1 ∀i

C2 :
i=n∑
i=2

λi = 1

C3 : G
i=n∑
i=2

λixi−1 < (
i=n∑
i=2

λi

i
)hK(x),∀x ∈]0, 1[

Now, by using a technique introduced for LDPC codes, the last inequality of (P2) can

be transformed into multiple inequalities by taking a finite set of values for x, (see for

instance [61, Sec. 3.18, p114]). Furthermore, when G is fixed, this is a linear program in

the variables (λi)i=2...n, and thus can be efficiently solved.

Hence, our efficient technique is to perform a bisection on G: once G is fixed, we

solve the linear program (P2) with arbitrary objective function (such as maximize R(λ)), finding

whether the constraints can be satisfied, and if so, finding one λ. The largest G admissible

through bisection 2 yields LK
n and GK

n .

We present the pseudo-code of this procedure in Algorithm 1. The algorithm takes

as input ε, the error tolerance at termination of the bisection search. The initial values

Gmin ← 0 and Gmax ← K are chosen so that Gmin is feasible and Gmax is a theoretical upper-

bound of G∗pmin
. The bisection search stops whenever a solution ε-close to the optimal is

found. This only requires O(log2(1/ε)) iterations.

2Indeed, the method has been proposed for LDPC codes as in [61, Sec. 3.18, p114], but the equivalent of

G is considered fixed, hence it was a straightforward linear program. Here we have to introduce this bisection.
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Algorithm 1 Load maximization bisection search
input: ε
initialization: Gmin ← 0, Gmax ← K

1: while Gmax −Gmin > ε do
2: G ← (Gmin + Gmax) /2

3: Run a linear solver to check the feasibility of P2 given a load G

4: if P2 is feasible then
5: Gmin ← G

6: else
7: Gmax ← G

8: end if
9: end while

10: return Gmin

Note that at the end of this chapter, we show in tables Table 3.3, Table 3.4, Table 3.5,

Table 3.6 and Table 3.7, some optimized distributions LK
n with the corresponding maxi-

mum achieved load GK
n for 1, 2, 3, 4 and 5-MPR respectively. We also provide additional

optimal distributions for 2-MPR and 3-MPR in case of high-degree coefficient distributions

in Table 3.8.

3.3.5 Numerical Results of Optimal Distributions

In this section, we explore the behavior of the optimal LK
n numerically. By solving the

described problem in (P2) which was presented in the previous section, we obtain optimal

edge degree distributions for different number of coefficients and different K. The load

threshold GK
n of these distributions will be analyzed later. But because the distributions are

obtained through an optimization program with constraints, most insight can be obtained

by considering how tightly the solutions meet these constraints. Ultimately, notice that the

primary constraint is derived from the inequality (3.7) that is λ(x) < R
G hK(x). To check for

tightness, we equivalently scale (normalize) the λ(x) from numerically computed optimal

solutions LK
n , as G

R × λ(x) and compare them to hK(x), in Fig. 3.2. The y-axis represents

the normalized edge degree distribution h(p) = GΛ′(1)λ(p), while the x-axis represents

the different values of p for which the OP was solved. It can be seen from Fig. 3.2a and

Fig. 3.2b that as we increase the number of coefficients, we get closer to the bound. But

one can notice that, there is always a gap between the bound and the scaled λ(x) of optimal

distributions, increasing with K (K = 3 vs K = 2).
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Figure 3.2: h2 and h3 compared to rescaled λ(x)

To confirm this effect, Fig. 3.3 directly shows the differences between each such optimal

edge distribution and the theoretical bound: hK(x)−G
Rλ(x) for 2-MPR; we can see that in the

range x ∈ [0.6, 1], scaled distributions are getting closer to hK(x) as n increases. However,

this is not the case in [0, 0.6], and they seem to converge quickly to a curve above 0 (e.g.

for n > 3).

Fig 3.2a shows optimal normalized edge degree distributions for 2-MPR case and for

different number of coefficients compared with the bound which was found in Eq. (3.5).

The y-axis represents the normalized edge degree distribution GΛ′(1)λ(p), while the x-axis

represents the different values of p for which the OP was solved. This graph shows the

relation between the probability p and the normalized λ(p) where, qnormalized = GΛ′(1)λ(p).
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Figure 3.3: For 2-MPR, and for different n: difference between h2(x) and λ(x) of L3
n:

h2(x) − G
Rλ(x)
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Figure 3.4: Differences between optimal degree distributions and theorical bound for K-

MPR=3

Table 3.2 shows some optimal degree distributions for different K-MPR values. Note

that the distributions for K = 1 are similar to the distributions found in [Table 1, [62]], and

the values of G.

3.4 Performance Bound

3.4.1 A New Bound on the Load Threshold of K-IRSA

The empirical results of the previous section made clear (through Fig. 3.3) that there always

exists a gap between any scaled λ(x) and the function hK that it should approach, for values

x until around x = 0.5. One question is whether the existence of this gap can be proven, and
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K n Distribution Λ(x)=LK
n G=GK

n

1 4 0.51988x2 + 0.48012x4 0.8683

1 8 0.509x2 + 0.271x3 + 0.220x8 0.9407

1 16 0.5144x2 + 0.1827x3 + 0.1975x5 + 0.1054x16 0.9711

2 11 0.8793x2 + 0.0003x7 + 0.1204x11 1.8992

3 11 0.929x2 + 0.071x11 2.7247

4 11 0.9514x2 + 0.0486x11 3.4889

Table 3.2: Examples of computed optimal distributions

whether it always exists for any Λ, for any K-MPR case. This may answer the proposed

question in our introduction: can K-IRSA reach the bound of G∗ = K?

The two following theorems of this section provide answers.

Theorem 1 There exist a value xK , and a function θK(x), such that for any x ∈]0, xK[ and

λ,R,G satisfying the necessary condition (3.7): the gap between the bound, hK(x) and any

normalized edge degree distribution, G
Rλ(x) verifies: hK(x) − G

Rλ(x) > θK(x) > 0

Proof: Consider the point M(xK , yK = hK(xK)) on the curve hK(x) such that the tangent

of hK in this point passes through the origin O(0, 0).

The function hK(x) is always above the tangent up to this point M.

This can be analyzed and proved by introducing the function which computes the gap

between hK and that specific tangent in M:

θK(x) , hK(x) − h′K(xK)x (3.8)

This function will pass in zero for the first time, and then in M, i.e:

θK(xK) , hK(xK) − h′K(xK)xK = 0

By looking at this function in O(0, 0), we can deduce that hK(x) is above the tangent near

zero, since: h′K(x) → ∞ for x → 0+. By combining the two facts: (a). the function θK(x)

is positive in zero and (b). the function θK(x) is zero in M, then, it can not be negative

in ]0, xK[, since it would pass through zero, which is in contradiction with the fact that it

passes through zero for the first time in M. Then θK(x) > 0 for 0 < x < xK .

Consider any valid edge degree distribution λ(x) (and associated G < G∗, R). λ is

always a convex function (as a polynomial with only positive coefficients). Thus, in the

range 0 < x < xK , λ(x) is below the line passing through points (0, 0) to (xK , λ(xK)), which

is the tangent passing through points (0, 0) to (xK , hK(xK)). Now, considering that: our
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bound hK(x) is always above its tangent in M, and any λ(x) is below the tangent passing

in O(0, 0) and in M, the gap between hK(x) and λ(x) must always exist. This proves the

theorem.

The theorem also explicitly gives one such function θK(x) in (3.8), and the method to

compute xK , e.g. xK satisfies:

hK(xK) = h′K(xK)xK (3.9)

Notice that in the general case K > 2, hK has no closed form, but using the definition

hK = F−1
K , one can write h′K(x) = 1/F′k(hK(x)) and find xK . For K = 2, x2 is the solution of

the following equation (which yields x2 = 0.535...):

(x2 − 1 + eW−1( x2−1
e )+1)(W−1(

x2 − 1
e

) + 1) − x2 = 0 (3.10)

One of our main result is then the following theorem:

Theorem 2 With K-IRSA, and for K > 0, the maximum load threshold verifies G∗/K ≤

1 − ∆K where ∆K > 0

Proof: Consider any λ(x) and its associated load threshold G∗ and R. For any G < G∗,

using a similar technique to [2], we compute areas: we define the “gap” as the area between

hK and G
Rλ(x) as in Fig. 3.3 (and Fig. 3.2a).

AK =

∫ x=1

x=0
(hK(x) −

G
R
λ(x))dx (3.11)

First
∫ x=1

x=0
G
Rλ(x)dx = G

R

[
1

Λ′(1)Λ(x)dx
]1

0
= GΛ(1) = G. Then for K = 2, we can directly

compute

∫ 1

0
h2(x)dx = −

∫ 1

0
(W−1(

x − 1
e

) + 1)dx = 2

while for all K, we can compute the integral considering hK = F−1
K and computing the

integral area from the symmetric graph of FK instead.

∫ 1

0
hK(x)dx =

∫ ∞

0
(1 − FK(y))dy =

∫ ∞

0
e−y

K−1∑
i=0

yi

i!
dy =

−e−y(
K−1∑
i=0

(K − i)yi

i!
)

∞
0

= K

Hence AK = K −G. On the other hand, the inequality from theorem 1, implies:
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AK ≥

∫ x=xK

x=0
(hK(x) −

G
R
λ(x))dx >

∫ xK

0
θK(x)dx

Combining the two, we obtain:

G/K < 1 − ∆K with ∆K ,
1
K

∫ xK

0
θK(x)dx (3.12)

true for any λ and valid G, which proves the theorem.

Theorem 1 and Theorem 2 provide a way to compute ∆K . First compute xK through equa-

tion (3.9), then ∆K with (3.12) using the definition of θK in (3.8) simplified with (3.9). For

instance for K = 2, we obtain 2∆2 = 0.0553.., hence a bound G∗ ≤ 1.9448

3.4.2 Error Floor Approximation

In this section, we propose approximations of the error floor of K-IRSA, that is, the PLR

persists even when the load is low. Although the Multiple Packet Reception capability at

the receiver can enhance the performance of IRSA, the decoding process is still subject to

failure due to stopping sets similarly to LDPC codes, where a finite frame length scheme

can impose an error floor due to the presence of stopping sets (cycles) in the graph. This re-

sults that the PLR steadily decreases in the form of a curve as the G∗/K condition becomes

better.

Compared to [52], we stay in the framed version of K-IRSA, and obtain closed formu-

las, and compared to [39], we consider K-IRSA (not just IRSA), and our expressions can

be simpler through further “urn and ball” approximations [63].

We start from their observations: in K-IRSA, at low channel loads, a most probable

stopping set occurs when at least K + 1, degree-2 users send their packets on the same two

slots (see [39, 52] and others). The probability of having such a stopping set is the same as

having at least K + 1 users in the same “virtual” square in Fig. 3.5.(b), where each square

represents the choice of two unordered slots. The total number of all possible choices of

two unordered slots for each user (number of squares) is m =
(

N
2

)
.
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Figure 3.5: Most probable stopping set for 2-MPR (left)

The problem of user distribution in the squares corresponds to the classic urns and

balls problem(s) in the probability literature [63]. The squares can be seen as urns, and

the users can be seen as balls randomly thrown in urns. With M∗ users, the probability of

having mr squares (urns) such that each square contains exactly r users (collisions) is given

by [63, pp. 114 –116]:

Pr [Mr = mr] =

m−mr∑
k=0

(−1)k
(
mr + k

mr

)
S mr+k

where:

S k =

(
m
k

)
M∗!

(r! )k(M∗ − kr)!
(m − k)M∗−kr

mM∗

These expressions are, in general, difficult to evaluate. In the following, we use well-

known approximations, considering limiting cases such as m → ∞ and M∗ → ∞. [63,

pp. 315–320] has surveyed results for the approximation of the distribution of Mr with

r ≥ 2. We use the notation of [63] but except denoting their λ as `, and their M as M∗,

applied to our problem:

α ,
M∗

m
=

2M∗

N(N − 1)
; ar ,

αr

r!
e−α and `r , mar (3.13)

In our case, only users transmitting exactly two replicas are considered for stopping

sets, so M∗ ≈ Λ2M. And M∗ → ∞, α → 0 (at fixed load g∗ = M∗/N) and `r → 0 (hence

bounded). [63, Table 6.1 p320] has reproduced a summary of asymptotic distributions of

Mr depending on α and `r (quoting Kolchin), and for us, the case is: Mr has an asymptotic

Poisson distribution with parameter `r. Then, the packet loss rate (PLR) of all users is

approximated as:

PLR =
1
M

r=∞∑
r=K+1

u=∞∑
u=1

ur Pr[Mr = u] ≈
r=∞∑

r=K+1

u=∞∑
u=1

ur
M
`u

r e−`r

u!
(3.14)
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At low loads, a simpler expression is obtained by considering only the dominant term,

e.g., for r = K + 1, u = 1:

PLR ≈
(K + 1)`K+1

M
e−`K+1 =

Λ2α
K

K!
e−αe−`K+1 (3.15)

3.5 Experimental Results and Numerical Insights

Our first focus is the asymptotic performance of K-IRSA on the normalized load threshold

G∗/K, which is bounded absolutely by 1. Remember that, it is a metric of interest be-

cause it represents the limit up to which K-IRSA can be used with vanishing packet losses

(when M → ∞). Thus, it also corresponds to the maximum throughput of K-IRSA as

“decoded packet/slot” with vanishing packet losses. To understand the performance, for

K = 2, 3, 4, 5, we varied the maximum degree of Λ: n = 2, . . . 100. Then, we computed,

as previously, each optimal distribution LK
n with the same method as in Section 3.3, and

its associated load threshold G∗ and rate R. In Fig. 3.6, we represent the numerical results

of the normalized load G∗/K for these distributions LK
n as plain lines with points. We also

represent the bound of [2] computed from Eq. (3.4) as dotted lines (from the rate also in

Fig. 3.6). Finally, we represent our bound: 1 − ∆k, which was computed as in Section 3.4.

It appears as thick horizontal lines in Fig. 3.6.
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Figure 3.6: Normalized load threshold G∗/K; dotted lines represent optimal G∗/K from

LK
n , that are optimal distributions Λ (with max. degree n, which varies on the x-axis); thick

horizontal lines represent our bound 1 − ∆K from theorem 1; dotted lines near line y = 1

represent the bound of [2] with the rate R of LK
n
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We are then able to observe that: first, the known bound Eq. (3.4) is useful for higher

rates as found in CSA for which it was first introduced, here, becomes quickly too loose

for the optimal LK
n . Indeed, the dotted lines representing it are close to 1 for n ≥ 20. Our

bound 1−∆K is closer to the actual performance G∗/K of the optimal distributions LK
n , and

thus captures well their asymptotic behavior. Finally, one can observe that the performance

of K-IRSA gradually decreases as K increases, and moves away from 1, contrary to what

could have been previously thought. Computing for large K = 50, we get 1 − ∆50 =

0.6555.... An open question is whether that new bound is asymptotically reached by LK
n ?.

Another open question is related to the rate R: G∗/K → 1 implied R → 0, but we proved

that G∗/K 6→ 1 for K-IRSA, hence this might be revisited.
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Figure 3.7: Rate R of optimal distribution LK
n when max. degree n increases

Fig. 3.6 compares the optimal load G∗ with the number of coefficients used in the edge

distribution for different cases of K-MPR. It is obvious that using a high degree edge dis-

tribution for any case of K-MPR will increase the maximum load and this is due to the fact

that G =
Ψ′(1)
Λ′(1) =

Ψ′(1)
1∑ λi

i

, so that when we increase the number of coefficients, the average

number of replicas (i.e. the rate) will increase, which yields in the increasing of the load.

Note that in [25], the maximum achieved load for 2-MPR case is 1.68, hence, G∗/K = 0.84,

which is less from our obtained results for 2-MPR case.

Fig. 3.7, shows the evolution of the rate R of LK
n with n for different K-MPR cases.

Each curve shows the same behavior of decreasing when the number of coefficients is

increasing. It is unclear whether the rate R converges towards 0. Still, we conjecture it is
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the case (based on observing the last inequality of the optimization problem (P2) and the

constraints on λi).

Notice also that the (relatively) higher rate of the distributions for higher K, implies

better energy-efficiency.
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Figure 3.8: Comparing between the error floor for different KMPR cases obtained by sim-

ulations and the asymptotic error floor

The previous results focused on the performance of K-IRSA in terms of throughput,

thus G/K∗. Additionally, we implemented a K-IRSA simulator in Python, validated it

through density evolution (finding similar curves to the literature such as in [1]). Then,

we have studied the probability for one packet not to be decoded (packet loss rate, PLR).

We selected a frame of size M = 100, different values of K, using optimal distributions

of degree 11 from Table 3.2 (L2
11, L3

11, L4
11), and varied the normalized load G/K. The

simulation results are in Fig. 3.8 (with 10, 000 to 640, 000 simulations per point) with also

corresponding plots of our approximation Eq. (3.14). First, as one can see, the approx-

imation is very close to the actual performance at low load (should be a lower bound).

Further, for all data points of our simulated scenarios, comparing numerically Eq. (3.14)

to Eq. (3.15), we observed a relative difference of less than 5%; and we also observed

α < 0.0769, and `K+1 < 0.0357 (thus e−α > 0.92 and e−`K+1 > 0.96).
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Then, at lower loads, the PLR itself appears to decrease by one or two orders of mag-

nitude as K increases. Indeed, the event of “K + 1 or more users selecting the same 3

slots” has a very small probability to happen at low loads, and this is the reason why we

considered only degree-2 users in our PLR analysis. This dramatic decrease of PLR shows

that, for reliable communications, K-IRSA with K > 1 is a good choice. Eq. (3.15) helps

to understand why: with e−α and e−`K+1 close to 1, almost all variation in Eq. (3.15) will

come from the other factors. Keeping G fixed, assuming Λ2 does not vary (too much),

we observe: (a) an increase of K by 1 yields a multiplication of the PLR by a factor α
K+1

essentially, hence a strong decrease knowing that α � 1; and also (b) a relative increase of

the frame size N by a factor of η > 1 (with an identical increase of the number of users),

leads to a division of the PLR by a factor ≈ ηK . Both facts are notable for design.

Finally, note a different link between the low(er) error floor of K-IRSA with the fact

that K-IRSA cannot reach the bound G∗/K = 1 (for K > 1): the fact that at low loads

K users are unlikely to be undecoded is linked to the fact that fs(q) from Eq. (3.2), and

as a consequence FK , quickly approaches 0 for q near 0, e.g. O(x2). In turn, it results in

an infinite derivative in 0+ for hK = F−1
K . The infinite derivative causes concavity and the

impossibility to tightly approach it with a polynomial with positive coefficients and a bound

G∗/K < 1. Thus, this presents a tradeoff between throughput and reliability.

3.6 Conclusion

In this chapter, K-IRSA was studied. It is an essential aspect of investigating how to im-

prove IRSA performance given that modern transmissions methods can increase receiver

diversity and provide for an equivalent of the K-MPR ability. Additionally, the optimal

performance of K-IRSA is not as well known/investigated as the optimal performance of

IRSA.

We presented inequalities that should be verified by K-IRSA degree distributions, and

provided some insights about why it is more difficult to find analytically optimal ones for

K ≥ 2. We presented a method to compute optimal K-IRSA degree distributions LK
n with

a given maximum degree n based on these inequalities.

A new, tighter bound Eq. (3.12) for the load threshold (G∗/K) was proven, showing

that plain K-IRSA cannot reach the known asymptotic bound G∗/K = 1 for K > 1. Open

questions are whether the tighter bound Eq. (3.12) can be reached and whether the rate R

converges towards 0. Numerical results illustrate that optimal degree distributions tend to

approach this bound. We also analyzed the error floor behavior of K-IRSA and provided
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an insightful approximation Eq. (3.15) of the PLR at low loads, and showing its excellent

performance, and giving some insights on how PLR decreases with K or with an increase

of the frame size.
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K = 1 L
(1)
2 1.0000x2 G

(2)
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1 = 0.8240
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1 = 0.8977

K = 1 L
(1)
6 0.5465x2 + 0.1662x3 + 0.2873x6 G

(6)
1 = 0.9153

K = 1 L
(1)
7 0.5322x2 + 0.2230x3 + 0.2448x7 G

(7)
1 = 0.9301

K = 1 L
(1)
8 0.5094x2 + 0.2708x3 + 0.2198x8 G

(8)
1 = 0.9407

K = 1 L
(1)
9 0.4833x2 + 0.3144x3 + 0.2023x9 G

(9)
1 = 0.9479

K = 1 L
(1)
10 0.4936x2 + 0.2515x3 + 0.0782x4 + 0.1766x10 G

(10)
1 = 0.9528

K = 1 L
(1)
20 0.5039x2 +0.2179x3 +0.0335x5 +0.1620x6 +0.0827x20 G

(20)
1 = 0.9771

K = 1 L
(1)
30 0.5079x2+0.1619x3+0.1072x4+0.0493x5+0.0354x8+

0.0839x9 + 0.0544x30

G
(30)
1 = 0.9847

K = 1 L
(1)
40 0.5039x2 + 0.1878x3 + 0.0108x4 + 0.1603x5 +

0.0693x11 + 0.0278x12 + 0.0401x40

G
(40)
1 = 0.9886

K = 1 L
(1)
50 0.5046x2+0.1663x3+0.1012x4+0.0764x6+0.0467x7+

0.0511x14 + 0.0219x15 + 0.0318x50

G
(50)
1 = 0.9909

K = 1 L
(1)
60 0.5039x2+0.1656x3+0.0947x4+0.0440x5+0.0572x7+

0.0470x8 + 0.0561x17 + 0.0054x18 + 0.0262x60

G
(60)
1 = 0.9924

K = 1 L
(1)
70 0.5031x2+0.1701x3+0.0688x4+0.0908x5+0.0325x8+

0.0606x9 + 0.0517x20 + 0.0224x70

G
(70)
1 = 0.9935

K = 1 L
(1)
80 0.5023x2+0.1746x3+0.0514x4+0.1135x5+0.0577x9+

0.0342x10 + 0.0200x22 + 0.0268x23 + 0.0196x80

G
(80)
1 = 0.9943

K = 1 L
(1)
100 0.5023x2+0.1658x3+0.0984x4+0.1023x6+0.0073x7+

0.0183x11 + 0.0532x12 + 0.0264x28 + 0.0106x29 +

0.0155x100

G
(100)
1 = 0.9955

Table 3.3: Optimized repetition degree distributions for 1-MPR with the associated maxi-

mum achieved load
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K = 2 L
(2)
2 1.0000x2 G

(2)
2 = 1.6755

K = 2 L
(2)
3 0.7487x2 + 0.2513x3 G

(3)
2 = 1.7170

K = 2 L
(2)
4 0.8170x2 + 0.1830x4 G

(4)
2 = 1.7487

K = 2 L
(2)
5 0.8430x2 + 0.1570x5 G

(5)
2 = 1.7793

K = 2 L
(2)
6 0.8597x2 + 0.1403x6 G

(6)
2 = 1.8080

K = 2 L
(2)
7 0.8690x2 + 0.1310x7 G

(7)
2 = 1.8349

K = 2 L
(2)
8 0.8759x2 + 0.1241x8 G

(8)
2 = 1.8602

K = 2 L
(2)
9 0.8796x2 + 0.1203x9 G

(9)
2 = 1.8831

K = 2 L
(2)
10 0.8788x2 + 0.1212x10 G

(10)
2 = 1.8952

K = 2 L
(2)
20 0.8650x2 + 0.0930x8 + 0.0420x20 G

(20)
2 = 1.9097

K = 2 L
(2)
30 0.8606x2 + 0.0484x8 + 0.0633x9 + 0.0277x30 G

(30)
2 = 1.9195

K = 2 L
(2)
40 0.8596x2 + 0.1167x9 + 0.0003x10 + 0.0234x40 G

(40)
2 = 1.9271

K = 2 L
(2)
50 0.8606x2 + 0.0630x9 + 0.0554x10 + 0.0210x50 G

(50)
2 = 1.9300

K = 2 L
(2)
60 0.8602x2 + 0.0633x9 + 0.0537x10 + 0.0051x28 +

0.0010x29 + 0.0166x60

G
(60)
2 = 1.9310

K = 2 L
(2)
70 0.8588x2 + 0.0934x9 + 0.0220x10 + 0.0131x29 +

0.0128x70

G
(70)
2 = 1.9318

K = 2 L
(2)
80 0.8584x2 + 0.0939x9 + 0.0212x10 + 0.0090x30 +

0.0065x31 + 0.0110x80

G
(80)
2 = 1.9325

K = 2 L
(2)
90 0.8573x2 + 0.1145x9 + 0.0062x30 + 0.0125x31 +

0.0095x90

G
(90)
2 = 1.9332

K = 2 L
(2)
100 0.8569x2 + 0.1148x9 + 0.0014x31 + 0.0183x32 +

0.0085x100

G
(100)
2 = 1.9338

Table 3.4: Optimized repetition degree distributions for 2-MPR with the associated maxi-

mum achieved load
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K = 3 L
(3)
2 1.0000x2 G

(2)
3 = 2.5747

K = 3 L
(3)
3 0.9830x2 + 0.0170x3 G

(3)
3 = 2.5752

K = 3 L
(3)
4 0.9425x2 + 0.0575x4 G

(4)
3 = 2.5855

K = 3 L
(3)
5 0.9317x2 + 0.0683x5 G

(5)
3 = 2.6030

K = 3 L
(3)
6 0.9300x2 + 0.0700x6 G

(6)
3 = 2.6229

K = 3 L
(3)
7 0.9278x2 + 0.0722x7 G

(7)
3 = 2.6439

K = 3 L
(3)
8 0.9261x2 + 0.0739x8 G

(8)
3 = 2.6648

K = 3 L
(3)
9 0.9273x2 + 0.0727x9 G

(9)
3 = 2.6853

K = 3 L
(3)
10 0.9282x2 + 0.0718x10 G

(10)
3 = 2.7053

K = 3 L
(3)
20 0.9280x2 + 0.0248x12 + 0.0171x13 + 0.0301x20 G

(20)
3 = 2.7618

K = 3 L
(3)
30 0.9238x2 + 0.0580x12 + 0.0182x30 G

(30)
3 = 2.7662

K = 3 L
(3)
40 0.9212x2 + 0.0582x12 + 0.0062x13 + 0.0144x40 G

(40)
3 = 2.7710

K = 3 L
(3)
50 0.9201x2 + 0.0385x12 + 0.0292x13 + 0.0122x50 G

(50)
3 = 2.7755

K = 3 L
(3)
60 0.9190x2 + 0.0261x12 + 0.0437x13 + 0.0112x60 G

(60)
3 = 2.7794

K = 3 L
(3)
70 0.9195x2 + 0.0672x13 + 0.0027x14 + 0.0107x70 G

(70)
3 = 2.7819

K = 3 L
(3)
80 0.9200x2 + 0.0378x13 + 0.0322x14 + 0.0100x80 G

(80)
3 = 2.7829

K = 3 L
(3)
90 0.9202x2 + 0.0293x13 + 0.0406x14 + 0.0007x52 +

0.0092x90

G
(90)
3 = 2.7833

K = 3 L
(3)
100 0.9201x2 + 0.0307x13 + 0.0389x14 + 0.0032x55 +

0.0072x100

G
(100)
3 = 2.7836

Table 3.5: Optimized repetition degree distributions for 3-MPR with the associated maxi-

mum achieved load
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K = 4 L
(4)
2 1.0000x2 G

(2)
4 = 3.3997

K = 4 L
(4)
3 1.0000x2 G

(3)
4 = 3.3997

K = 4 L
(4)
4 1.0000x2 G

(4)
4 = 3.3997

K = 4 L
(4)
5 0.9841x2 + 0.0159x5 G

(5)
4 = 3.4020

K = 4 L
(4)
6 0.9719x2 + 0.0281x6 G

(6)
4 = 3.4112

K = 4 L
(4)
7 0.9629x2 + 0.0371x7 G

(7)
4 = 3.4244

K = 4 L
(4)
8 0.9562x2 + 0.0438x8 G

(8)
4 = 3.4396

K = 4 L
(4)
9 0.9543x2 + 0.0457x9 G

(9)
4 = 3.4556

K = 4 L
(4)
10 0.9525x2 + 0.0475x10 G

(10)
4 = 3.4722

K = 4 L
(4)
20 0.9515x2 + 0.0269x18 + 0.0216x20 G

(20)
4 = 3.5652

K = 4 L
(4)
30 0.9496x2 + 0.0379x16 + 0.0125x30 G

(30)
4 = 3.5664

K = 4 L
(4)
40 0.9484x2 + 0.0421x16 + 0.0096x40 G

(40)
4 = 3.5691

K = 4 L
(4)
50 0.9465x2 + 0.0189x15 + 0.0260x16 + 0.0086x50 G

(50)
4 = 3.5720

K = 4 L
(4)
60 0.9459x2 + 0.0083x15 + 0.0381x16 + 0.0076x60 G

(60)
4 = 3.5749

K = 4 L
(4)
70 0.9453x2 + 0.0003x15 + 0.0474x16 + 0.0070x70 G

(70)
4 = 3.5776

K = 4 L
(4)
80 0.9443x2 + 0.0038x15 + 0.0451x16 + 0.0068x80 G

(80)
4 = 3.5801

K = 4 L
(4)
90 0.9443x2 + 0.0387x16 + 0.0103x17 + 0.0067x90 G

(90)
4 = 3.5819

K = 4 L
(4)
100 0.9446x2 + 0.0183x16 + 0.0306x17 + 0.0064x100 G

(100)
4 = 3.5828

Table 3.6: Optimized repetition degree distributions for 4-MPR with the associated maxi-

mum achieved load
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K = 5 L
(5)
2 1.0000x2 G

(2)
5 = 4.1828

K = 5 L
(5)
3 1.0000x2 G

(3)
5 = 4.1828

K = 5 L
(5)
4 1.0000x2 G

(4)
5 = 4.1828

K = 5 L
(5)
5 1.0000x2 G

(5)
5 = 4.1828

K = 5 L
(5)
6 1.0000x2 G

(6)
5 = 4.1828

K = 5 L
(5)
7 0.9871x2 + 0.0129x7 G

(7)
5 = 4.1873

K = 5 L
(5)
8 0.9769x2 + 0.0231x8 G

(8)
5 = 4.1959

K = 5 L
(5)
9 0.9729x2 + 0.0271x9 G

(9)
5 = 4.2067

K = 5 L
(5)
10 0.9697x2 + 0.0303x10 G

(10)
5 = 4.2193

K = 5 L
(5)
20 0.9624x2 + 0.0001x19 + 0.0375x20 G

(20)
5 = 4.3323

K = 5 L
(5)
30 0.9629x2 + 0.0312x21 + 0.0058x30 G

(30)
5 = 4.3349

K = 5 L
(5)
40 0.9619x2 + 0.0121x19 + 0.0192x20 + 0.0068x40 G

(40)
5 = 4.3362

K = 5 L
(5)
50 0.9608x2 + 0.0328x19 + 0.0064x50 G

(50)
5 = 4.3379

K = 5 L
(5)
60 0.9602x2 + 0.0342x19 + 0.0056x60 G

(60)
5 = 4.3399

K = 5 L
(5)
70 0.9593x2 + 0.0099x18 + 0.0254x19 + 0.0054x70 G

(70)
5 = 4.3420

K = 5 L
(5)
80 0.9589x2 + 0.0043x18 + 0.0318x19 + 0.0050x80 G

(80)
5 = 4.3440

K = 5 L
(5)
90 0.9585x2 + 0.0365x19 + 0.0048x90 G

(90)
5 = 4.3459

K = 5 L
(5)
100 0.9580x2 + 0.0373x19 + 0.0047x100 G

(100)
5 = 4.3477

Table 3.7: Optimized repetition degree distributions for 5-MPR with the associated maxi-

mum achieved load
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K = 2 L
(2)
100 0.8569x2 + 0.1148x9 + 0.0014x31 + 0.0183x32 +

0.0085x100

G
(100)
2 = 1.9338

K = 2 L
(2)
200 0.8566x2 + 0.0872x9 + 0.0296x10 + 0.0084x40 +

0.0126x41 + 0.0007x79 + 0.0048x200

G
(200)
2 = 1.9368

K = 2 L
(2)
300 0.8559x2 + 0.0982x9 + 0.0179x10 + 0.0205x37 +

0.0035x104 + 0.0013x105 + 0.0027x300

G
(300)
2 = 1.9375

K = 2 L
(2)
400 0.8553x2 + 0.1070x9 + 0.0088x10 + 0.0169x36 +

0.0044x37 + 0.0045x117 + 0.0011x118 + 0.0020x400

G
(400)
2 = 1.9380

K = 2 L
(2)
500 0.8556x2 + 0.0980x9 + 0.0182x10 + 0.0052x37 +

0.0159x38 + 0.0002x130 + 0.0052x131 + 0.0017x500

G
(500)
2 = 1.9383

K = 3 L
(3)
100 0.9201x2 + 0.0307x13 + 0.0389x14 + 0.0032x55 +

0.0072x100

G
(100)
3 = 2.7836

K = 3 L
(3)
200 0.9182x2 + 0.0690x13 + 0.0005x57 + 0.0092x58 +

0.0031x200

G
(200)
3 = 2.7858

K = 3 L
(3)
300 0.9177x2 + 0.0691x13 + 0.0003x14 + 0.0096x64 +

0.0009x65 + 0.0024x300

G
(300)
3 = 2.7871

K = 3 L
(3)
400 0.9178x2 + 0.0602x13 + 0.0093x14 + 0.0039x66 +

0.0062x67 + 0.0006x167 + 0.0019x400

G
(400)
3 = 2.7875

K = 3 L
(3)
500 0.9175x2 + 0.0681x13 + 0.0013x14 + 0.0101x63 +

0.0010x189 + 0.0008x190 + 0.0012x500

G
(500)
3 = 2.7877

Table 3.8: Optimized repetition degree distributions of high maximum degree for 2-MPR

and 3-MPR with the associated maximum achieved load



Chapter 4
Multi-Power IRSA

4.1 Introduction

Multiple previous studies of IRSA protocol have explored the question of: How can we

enhance the performance of IRSA? One way to increase the achieved throughput of this

protocol is through capture. The capture effect happens when multiple signals collide at

the receiver with different received powers. The colliding signals could have different or

equal transmission powers, but they arrive with different power levels at the receiver. These

differences are the results of propagation phenomena, such as fading, shadowing and the

near-far effect [31]. Prior work about the impact of capture effect on wireless networks

has assumed overlapping of two or more signals in one of two situations. In the first sit-

uation, the strong signals can be always recovered despite the presence of other colliding

signals on the same slot. In the second situation, the weak signals arrive before the strong

signals, resulting in both signals capturing the channel and being lost because the strong

signals corrupt the weak signals [64]. The choice of modulation, channel fading and noise,

interference from co-channels and space diversity will also affect the capture effect at the

receiver.

CSA protocols have been widely studied under the capture effect. The main assumption

is that captures occur when two (or more) packets are received with sufficiently different

powers. The packet with the highest power is recovered first, and then the second after SIC.

This paves the way for potentially achieving T > 1. An important point is that the capture

effect combines very well with the SIC mechanism that is assumed at the core of IRSA: it

inherently increases the possibility of packet retrieval (followed by SIC), without requiring

any fundamental change of the IRSA base functioning.

Motivated by the fact that the capture effect is a natural result of a realistic assumption of

60
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communication channel, in this chapter, we focus on the scenario of an IoT network where

the packets of different nodes are received with different powers at the base station. The

difference in the signals’ received powers is either per design due to different transmission

power, or induced by the fact that the nodes are at different distances from the base station,

thus they encounter different fading coefficients. We presented a new direction in analyzing

IRSA: basically, one node has always the same transmission power. This changes the

behavior of the protocol, and makes the density evolution (arguably) more difficult. We

analyze the protocol behavior using a new density evolution, which is based on dividing

nodes into classes with different received powers.

By computing the probability to decode a packet in the presence of the interference, we

explore the achievable throughput and its associated gain and show the excellent perfor-

mance of Multi-Power IRSA.

4.1.1 Capture, Related Work and Our Approach Multi-Power IRSA

In a heterogeneous setting, where IoT nodes are placed in different positions from the

base station, the different path loss factors experienced from different channel conditions

naturally give rise to the capture effect at the receiver. The effect of such path loss in

wireless communication has been extensively studied. By developing stochastic geometry

methods, in [65], the received interference and capture probability from a set of nodes in a

uniform wireless network is computed (without SIC). Other studies [66] have considered

the case of capture effect with the ability of performing SIC at the receiver for the CSA

protocol family. The stability of a slotted ALOHA system with capture effect is evaluated

in [31], where terminals are divided into two groups and the capture effect is modelled

by capture probabilities. In [32], a study of Irregular Repetition Slotted Aloha (IRSA) in

the presence of capture effect and SIC was presented: there, the transmission power is

identical for all users and the difference of received power is entirely caused by path loss

from distance.

Several works on the CSA family have considered the impact of the capture effect on

the protocol performance. Some of these studies have not changed the transmission power,

but only considered the different received power signals due to capture effect. In [26], the

analysis of IRSA assumed capture effect at the receiver. The work has optimized some

repetition degree distributions in a finite frame length setting. The derived distributions are

shown to achieve throughput largely exceeding 1 [packet/slot]. [27], proposes Extended

IRSA (E-IRSA) as an extended version of IRSA that exploits the capture effect to perform

SIC at the receiver. Intra-slot SIC has been applied to decode more than one collided packet
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per slot. Simulation results show that E-IRSA protocol allows reaching the maximum

theoretical throughput even in scenarios where the number of active users is higher than

the number of slots per frame.

CSA performance has been also evaluated assuming a fading channel in [28–30]. The

impact of the capture effect on the SIC-enabled slotted ALOHA framework has been also

addressed in [31, 32]. In general, the capture effect, combined with SIC, helps to increase

throughput.

Several schemes where the transmitter power is changed at each transmission have been

introduced. They appear to be a natural generalization of IRSA: for each transmission, the

users randomly select their degree, and then they randomly select their slots; they could

randomly or deterministically select their transmission power as well.

In [43], a NOMA-Based IRSA scheme with different transmission powers is proposed,

and typical Density Evolution is used for studying the system while the Differential Evo-

lution method is used for optimizing the parameters. In [67], CRDSA with transmit power

diversity has been considered. The transmission power distribution was optimized by dif-

ferential evolution with respect to a total power budget to enhance the throughput.

Our approach called Multi-Power IRSA (MP-IRSA) differs from previous work by intro-

ducing the important differences that the replicas of the same packet have the same power,

and that the users are grouped into classes corresponding to identical received power. MP-

IRSA is well-suited to heterogeneous IoT networks, e.g. the signals of the farthest termi-

nals arrive at the base station with lower strength, and they might be grouped in classes

with lower power: their adjusted transmission power stays low, providing energy savings.

MP-IRSA allows the phenomenon of cascading decoding, which can increase the through-

put.

We analyze MP-IRSA through a new variant of multi-class density evolution that relies

on the grouping of users with the same received signal power into one class. With that, we

are able to study experimentally the performance of the protocol: the influence of each user

class on the decoding process and the performance of the other classes are also studied.

The impact of the density and the power of the class on the achievable throughput and the

maximum load is analyzed.

In the next section, we describe the system model of MP-IRSA with capture effect at

the receiver, and we provide an illustrated example.
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Figure 4.1: Example of MP-IRSA, with Λ2 = 2
3 and Λ3 = 13 - and of the decoding process

4.2 Principle of IRSA with Capture and Multiple Classes

We start from the IRSA system model as in Section 2.4, and introduce some changes. We

consider κ classes of Mc users for each class, c ∈ K where K = {1, 2, . . . , κ} is the set of

classes.

Each class contains users whose signals are received with the same power by the base

station. Each user has one single packet to transmit (all packets have identical sizes and fit

a slot). In line with IRSA system model: one considers a frame of size N slots. Each user

transmits identical copies of its packet on randomly chosen slots. The number of replicas

is picked by each user at the beginning of the frame from a random discrete distribution Λc

which is common for all users of the same class c, in our assumption. Precisely, we define:

Λc,i , Pr(a user of class c repeats his packet i times) (4.1)

At the end of the frame, the receiver receives the superposition of the physical signals

sent by collided users on each slot. The major departure from classical IRSA is that the

collision channel model is changed. We abstract the collision model as:
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consider a given slot, where n1 + n2 + . . . + nk replicas that had been sent from k classes,

with ni being the number of users of class i transmitting on that slot. Let us denote the

number of replicas of class i that can be recovered in the presence of the interference of

other classes as Di(n1, n2, . . . nk). Here, we also adopt an intra-class collision model, i.e.

whenever more than two users of the same class are on one slot (ni ≥ 2), no packet from

class i can be recovered on the slot. Packets from other classes, however, might sometimes

still be recovered when their received power is higher.

The decoding process is iterative [1], and we consider the following rules while per-

forming the decoding of class i:

• We consider all slots containing exactly one packet from class i. In each of these slots,

this packet can be recovered if the interference from other classes is sufficiently small

(lower than a given threshold).

• Once one packet has been recovered on a certain slot, the copies of this packet can be

removed from other slots at the physical signal level by Successive Interference Cancel-

lation (SIC).

A simple example is given in Fig. 4.1a (with Tanner graph in Fig. 4.1b: bipartite graph

with burst nodes as circles, slot nodes as rectangles and one edge for each transmission),

and the detailed explanation of the steps of the decoding process is shown in Fig. 4.1. This

figure shows two classes, with 3 nodes in each class where the received power of class

2 (in yellow) is lower than the received power of class 1 (in blue). The transmissions

from the two classes are colliding on the slots: 2, 3 and 4. The decoding process starts

with class 1 (Fig. 4.1c) as follows: the intra-class decoding starts first by searching for the

packets without collisions (singletons). The packet of burst node A of class 1 is a singleton

received on slot node 1, so it is decoded and removed from its replicas positions on slot

nodes 2 and 3 as shown in Fig. 4.1d and Fig. 4.1e. The removal of the packet from burst

node A on slot node 2 makes the packet of burst node B on slot node 2 colliding only

with a replica from the burst node D from class 2. Since the received power of class 2 is

considerably lower than the received power of class 1, the packet of burst node B could still

be considered as a singleton. In this case with an “under-threshold” interference from class

2, it is in turn decoded and removed from slot nodes 2 and 3 as well as shown in Fig. 4.1f

and Fig. 4.1g. Removing the packet of burst node B from slot node 3 makes the packet of

burst node C decodable even in the presence of a replica of burst node E from class 2. Note

that the packets of class 1 can be removed in the presence of under-threshold interference

from class 2 but the opposite is not true. The same process of iterative decoding of class 2

continues (Fig. 4.1k) by removing the packets of burst nodes D and E on slot nodes 4 and
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5, as shown in Fig. 4.1l and Fig. 4.1m and recovering user F in Fig. 4.1n. Note that in this

example, performing the decoding of class 2 packets is impossible before the decoding of

class 1 packets (Fig. 4.1j).

In classical IRSA [1], there is only one class. In our work, various decoding order

strategies can be adopted depending on the moment at which we switch from decoding

packets from one class to decoding packets from another class. When all packets have

been retrieved, or no packet from any class can be decoded anymore, the decoding process

is considered to be ended. Note that the decoding order matters only for the modeling (or

simulation) of the decoding process, as a real MP-IRSA decoder would retrieve any packet

on a slot where capture is possible; but the important point is that all the strategies will lead

to the same final state, hence all orders, including the ones easing the analysis, are equally

valid.

In the next section, we explain in detail our new density evolution equations for IRSA with

power classes (MP-IRSA).

4.3 Density Evolution of MP-IRSA

In line with the basic density evolution equations in Section 2.4.3, we provide a new density

evolution formulation for MP-IRSA, and use it later for our performance analysis. The

concept of degree distributions remains the same for MP-IRSA however, we introduce a

different node degree distribution for each class. The following function is introduced to

represent the repetition degree distribution for class c:

Λc(x) =

L∑
i=0

Λc,ixi with Λc,i defined in Eq. (4.1)

The edge degree distribution from the user perspective λ(x), defined in Eq. (2.3), be-

comes related to the class of user. On the other hand, The edge degree distribution from

the slot perspective ρ(x) remains the same as in Eq. (2.3), as the slots are not grouped in

classes. We define the edge degree distribution as the following:

λc(x) =

L∑
i=0

λc,ixi−1, ρ(x) =

M∑
i=0

ρixi−1

λc,i defines the probability that a randomly selected edge from the Tanner graph in Fig. 4.1b

is connected to a burst node of class c which has a degree i.

ρi defines the probability that an edge is connected to a slot node of degree i.
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We consider a random edge corresponding to one given user of class c transmitting on

a random slot:

• qc,i is the probability that the edge which is connected to one user of class c is not known.

• pc,i is the probability the edge that connects a user of class c to a random slot is not

revealed.

where: i is the iteration number.

The last packet from the class c on a slot can be recovered if all the packets from the

same class and the classes with a higher power have been already decoded in the previous

iterations: (
1 − pc,i

)
= δc

(
1 − qc,i

)`−1 (4.2)

Where: δc is the probability that a packet from class c can be decoded in the presence

of interference from other classes, and:

δc = fc
(
q1,i, q2,i, ....., qc−1,i

)
(4.3)

Where fc is the function of the probability of the unknown edges of all classes, which

will be clearly defined in Eq. (4.8) in the next section. A packet from class c can be

recovered if there is at least one copy of this packet that has been decoded on another slot:

qc,i = p`−1
c,i−1 (4.4)

Using the polynomial representations of burst degree and edge degree distributions, we can

average the edge probabilities for class c in (4.2) and (4.4) as follows:

pc,i = 1 − δc · ρ
(
1 − λc

(
pc,i−1

))
(4.5)

By letting M → ∞ (asymptotic case), we can write:

pc,i = 1 − δce−
Gc
Rc
λc(pc,i−1) (4.6)

Where: Gc is the load of class c which can be defined as the average number of users per

slot of class c, i.e, Gc = Mc
N . Rc is the rate of class c and is defined as Rc ,

1
Λ′c(1) . The

necessary condition to decode more packets in each class at each decoding iteration is :

pc,i < pc,i−1 which can be written more precisely using (4.6) as follows:

1 − δce−
Gc
Rc
λc(pc) < pc (4.7)

Given the parameters (Gc,Λc, δc) for each class c ∈ K, one can simply follow the evolution

of the decoding process to ultimately estimate the number of decoded packets at the end of
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the decoding process and also to identify the best degree distribution to be given to each

class in order to achieve the highest load.

In the next section, we write and discuss the mathematical formula of the probability

δc, that a packet from class c can be decoded in the presence of interference from other

classes.

4.4 Inter-Class Interference Model

In a heterogeneous IRSA setting, where capture effect is considered, the analysis of the

decoding process of a packet from a given class c has to take into account two types of

packets: the packets from other classes for any class n ∈ K with n , c (considered as

interference) that collide on the same slot and also collisions from the same-power packets

(same class c). Thus, the density evolution of a class-based IRSA links two interference

models: intra-class interference that can be studied and processed as in classical IRSA in [1]

and inter-class interference that appears in the factor δc for each class. In case of capture

at the receiver, the weaker signals are ignored when decoding the strong signal. This gives

a condition on the inter-class interference on each slot which affects the decoding process,

and it can be expressed as:

δc = Pr



κ∑
n = 1

n , c

XnΠn ≤ Th


(4.8)

where: Πn is the received power of class n, Xn is a random variable representing the number

of undecoded packets from class n on the slot, and Th is the interference threshold (SINR)

beyond which a packet can be decoded. Indeed, Eq. (4.8) integrates the interference with

the effect of path loss and fading on the received power, which has been widely covered

in wireless networks. One can wonder if there is a simple distribution model for such

interference, but when the nodes are placed on different distance radius around the base

station, no simple, closed-formula, mathematical models could fit the left part of Eq. (4.8).

Notice that Eq. (4.8) is linked to stochastic geometry [65], in particular when the received

power directly depends on distance but also depends on the stage of the decoding process.

We can write that Xn follows a Poisson distribution with a mean Bn which represents
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the average number of undecoded users from class n on the slot:

Bn =
λn(qn)Mn

∑
` `Λn,`

N
(4.9)

Where: λn(qn) represents the probability that an edge on class n has not been revealed and

Mn is the total number of users in class n. The sum
∑
` `Λn,`, represents the average number

of replicas of a packet in class n. The left side of the inequality in (4.8) is a sum of scaled

Poisson random variables, which generally has not a closed formula for its distribution.

However, a good approximation can be computed numerically, which is what we do in

this chapter. In the next section, we provide an analytical analysis for MP-IRSA through

simulations.

4.5 Numerical Results

We mainly focus on the asymptotic performance of MP-IRSA using our density evolution,

which is based on classes (Section 4.3). The primary goal is to show that isolating the users

with the same received power in a class and taking into account the interference from other

classes has a strong and notable impact on the decoding process, since the classes with

high received power have more probability to be decoded first, and followed by decoding

lower-power classes and so on. Indeed, results evidence a cascading effect on the decoding

process starting from the highest-power class to the lowest-power class. Our second ob-

jective is to compare the throughput of MP-IRSA with the optimized multi-power CRDSA

which was proposed in [67] and also to confirm that it has higher than the throughput of

classical IRSA in [1]. This emphasizes the importance of favoring captures into the system

design. Our third objective is to explore the impact of the various parameters and of their

numerical values.

In our numerical experiences, we study the influence of the number of classes, the

density of each class (defined as the proportion of the users in that class, e.g. density 30%

or 0.3 means that 30% of all the users are in that class), and the (transmission) power of

each class on the achievable throughput and its associated gain, in different scenarios. In the

legends of the figures, c1, c2 denote class 1, class 2 respectively, d denotes the density and

p denotes the transmission power. In our analysis, the users’ degree distribution for IRSA

is the soliton distribution from [6]. As the main goal of this work is to study the impact

of different power IRSA classes, we have used the same soliton distribution for all classes,

since it has been proven to achieve a throughput of 1 [packet/slot] in a different setting with

a collision channel model. The selection of the optimized class degree distribution is out of
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Figure 4.2: The throughput of 2 classes with different powers and identical density 50%. Each

color is for one scenario with 2 classes.

the scope of this work. We gradually increase the load (x-axis of the curves) and plot the

corresponding throughput for each class. The total throughput of the network will be the

sum of the throughput of all classes.

Fig. 4.2 shows the throughput achieved by IRSA for two equal density classes and

different powers. We tested three different cases with a power difference between both

classes corresponding to 10 dB, 20 dB, and 30 dB respectively. Typical of IRSA, the curve

starts to grow linearly (with near 0% loss) until a threshold, after which the throughput falls

quickly.

For a sufficiently large power difference, i.e. with P = 100 (+20 dB) or with P = 1000

(+30 dB), the maximum achieved throughput is the near-maximal value: Tmax = 0.894 for

the first class and Tmax = 0.904 for the second class. This means that the total throughput is

1.798 = 0.894 + 0.904, a near-doubling of the 1 [packet/slot] bound without capture. This

illustrates from the cascading effect of MP-IRSA with high power difference: the decoder

can finish decoding the packets of the highest power class (intra-class decoding) almost

entirely as if the other class does not exist, and then moves to decode the packets of next

class (inter-class decoding).

This phenomenon cannot occur with smaller power differences, and this is illustrated

for P = 10: where Tmax = 0.673 for both classes. The decoding process of class 2 can

be blocked by class 1, and the receiver probably will have to decode by cycling back and
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forth between the classes. The maximum total throughput is 1.346, significantly less than

before.
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Figure 4.3: The throughput of 2 classes of CRDSA with 2, 3 and 4 repetitions with different

powers and similar densities

Fig. 4.3 shows the performance of two classes with CRDSA with 2, 3, and 4 repetitions

respectively. The goal of this comparison is to confirm that IRSA can perform better than

CRDSA, as in the classical case, as was shown in [1, 6], and confirm this even in the case

of classes. With the power of classes set to Pc1 = 1, Pc2 = 100, the best degree for CRDSA

appears to be 3 as in CRDSA without capture. For that value, IRSA indeed still performs

better than CRDSA which achieves a maximum throughput equal to 0.814. The cascading

effect for CRDSA degree 3 and 4 as for IRSA can be also estimated.

To understand more the impact of the power difference between the classes on the sys-

tem performance, we study the case of 6 classes with a geometrical difference in power and

for different SIR levels, as in Fig. 4.4. One of the key factors that affect system throughput

is user differentiation. As before, when the classes have more difference in power, the ob-

tained throughput can be higher. This is related to the fact that the created interference from

one class to another is more tolerable in the SIC receiver as seen in Fig. 4.4a, Fig. 4.4b,

Fig. 4.4c and Fig. 4.4d (for clarity, the results of only 5 classes out of 6 are plotted). Inter-

estingly, for a geometric factor of 6 (see Fig. 4.4c), the total throughput with 6 classes is

almost 5 (> 0.8 × 6). This implies that it is almost as if there were 6 cascading decoding,
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Figure 4.4: The throughput of IRSA with 6 classes and geometrical difference in power

and equal densities and SIR = 1

with more than 80% successfully used slots for each class. For smaller geometric factors,

the total throughput falls dramatically less, and adding more intermediate classes seems to

sometimes decrease performances.
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Another important key factor is the receiver sensitivity (i.e, the SIR threshold Th, that

we will refer to as simply “the SIR”). Fig. 4.4d shows a throughput of Tmax = 0.966, in a

case where SIR = 1, while the throughput degrades almost to the half Tmax = 0.469 when

the SIR is 4 times greater (Fig. 4.4f). This can be seen easily by considering a packet from

the class 3 and one of its interferes in both cases. In case of SIR = 1, the collision between 8

packets from class 2 and one packet from class 3 can be still decoded since S IR = 512
8×64 = 1,

while in case of SIR = 4, the packet of class 3 can be decoded in case of interference with

one or two packets at maximum from class 2.

Fig. 4.5 shows the importance of the number of classes on the achieved throughput and

the associated gain. The performance degrades notably when there are more classes in the

network, as in Fig. 4.5c due to the increase in the interference between the classes. The

total throughput is around 2.7, 2.0, and, 1.6 respectively. It appears as if the intermediate

classes were blocking the cascading effect. Thus, the number of classes should be chosen

after taking into account different parameters, including the received power range and the

needed SIR.
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Figure 4.5: The effect of increasing the number of classes in the same power range
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Figure 4.6: The effect of different densities of the classes

Another critical factor is the users’ densities in each class. Fig. 4.6 shows different

scenarios with different users’ densities. Recalling that the decoding process starts from

the highest power class, Fig. 4.6a illustrates what occurs when the highest power class has

also the highest density. The effect of the class density is not clear in this case: even though

the power ratio between classes is 10, lower power classes are often blocking high power

one (as in Fig. 4.2).

The impact of class density is clearer in Fig. 4.6b and Fig. 4.6c, where the highest

power class (in yellow) is more affected by the interference from the other classes (87.5%

and 95% of the users are interfering with class 1). As shown in both figures, the decoding

of the highest power class continues correctly (linearly) up to a certain load, and then it

degrades slowly, affected by the high interference from other high-density classes. Two

observations can be made: in those cases, for high values of the load, the lower power

classes unnecessarily “jam” the channel, because their packet success rate goes to 0; but on

the other hand, when the degradation of the throughput of higher classes is not reached, the

system is interesting as it introduces a form of priority between users.
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4.6 Conclusion

In this chapter, we formally introduced Multi-Power IRSA (MP-IRSA), as a random access

method, when the replicas of different users are transmitted/received with different powers.

We introduced a new density evolution variant based on grouping users into classes: it

allows analyzing the performance of MP-IRSA. Multi-power IRSA proves to be a better

choice than CRDSA and classical IRSA and confirms the benefits of the capture effect at

the receiver well beyond the IRSA limit of 1 [packet/slot]. The impact of different system

factors on the achieved throughput and the associated load was extensively studied. First,

the power difference between the classes and the number of classes plays a huge role in

the decoding process, and we observe the best results when the power difference is large:

decoding is cascading (one class after the other), instead of cycling (switching between

different classes). The receiver sensitivity and the density of each class are other important

factors that we studied.

Another key factor that we did not explore is the repetition degree distribution: we

used the same soliton distribution for all classes. Finding methods to optimize a common

degree distribution for all classes or multiple degree distributions for multiple classes, and

studying its impact, is a possible future work. Overall, diversity in power is the second

method studied in this thesis for the performance improvement of IRSA, after K-MPR.

Notice that K-IRSA can provide an upper bound of MP-IRSA, by considering how many

packets from different classes can be possibly decoded on the same slot, by capture and

intra-slot SIC alone. In that sense, the two chapters are complementary.



Chapter 5
Design of IRSA with Interference

Cancellation Errors

5.1 Introduction

In the previous chapters, as in many IRSA research works, some idealized transmission

models have been used, without necessarily taking into account various errors, such as

transmission errors or other kinds of errors that could affect the achieved throughput. In

particular, IRSA has been widely studied with a common assumption is that interference

cancellation can always be applied perfectly. In common IRSA literature, a transmit-

ted packet is denoted a singleton packet when there are no packets left from other users

that were transmitted in the same slot, possibly after having performed some interference

cancellations. Additionally, a singleton packet is considered to be successfully decoded

with probability 1. In practical communication systems and signal processing under noise

and imperfection, the probability of interference cancellation error is in general non-zero.

Channel estimation errors, caused possibly by Doppler shift or noise on the pilot signals,

can lead to dramatic degradation of the system performance. These estimation errors cause

an imperfect cancellation of the signal which in turn accumulate as undesirable energy, that

causes decoding errors and degrades the performance.

In this chapter, we study the design of IRSA protocol, accounting for a non-zero prob-

ability of error due to imperfect interference cancellation (IC). This is one of the sources

of errors that can be taken into account, and it complements the existing research work on

IRSA studying transmission errors [38]. We will consider that the probability of correctly

retrieving a packet decreases after every interference cancellation iteration applied to the

packets in a slot. Moreover, since all packets of a user can be lost due to interference can-

75
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cellation failure, there is a non-zero probability that a user’s information is completely lost

at the end of the iterative process. For this reason, similarly to [38], a user recovery ratio

α will be introduced and used as a new parameter for the system in our analysis. The load

of the system will be optimized concerning the desired user recovery ratio. We analyze

the convergence of density evolution, and we searched for the user degree distribution that

maximizes the channel load. A new parameter is introduced to model the packet loss rate

of the system, which is non-zero due to potential IC errors. We investigate the trade-off be-

tween optimal load and packet loss rate, which sheds light on new optimal distributions that

outperform the known ones in presence of IC errors. Finally, we show that our asymptotic

analytical results are consistent with simulations obtained on a finite number of slots.

5.2 System Overview and Related Work

In this section, we will study the impact of SIC errors and optimize the design of IRSA

under this more realistic and general model. We will also shed the light on the related work

of IRSA with decoding errors, and then we will formulate our main problem to optimize

the performance of IRSA while taking into account the SIC errors.

5.2.1 Successive Interference Cancellation Model

The succession of interference subtractions may lead to the wrong retrieval of a packet.

A wrongly retrieved packet would result in a packet loss and cannot be used to subtract

interference for other remaining packets on the slot.

Let ` be the number of packets collided in a slot. We denote by w` the probability that

a packet can be correctly retrieved after SIC (i.e., by eliminating the other ` − 1 packets

collided in the slot). We consider the case of an exponential error due to SIC:

w` , γ
`−1, (5.1)

where γ is defined as the interference cancellation efficiency (or SIC efficiency) for our

model. γ is the probability to correctly cancel the interference of one packet on one slot,

and this probability is independent of the other packets in the slot.

Note that γ = 1 would lead to the classical model of SIC without error studied in [68],

which is a special case of Eq. (5.1). [1, Appendix A] proposes a short generalization of the

density evolution for IRSA for the case where the `th packet is retrieved with an arbitrary

probability w`: when applied to the special case of IRSA, our later equations can also be
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derived from [1, Eq. (9)]. These extensions of density evolution that consider errors were

not exploited in [1], neither in an optimization problem nor through numerical results.

The above loss model Eq. (5.1) is an idealized model of the SIC process. More accurate

modeling of the physical layer inter-slot SIC process has been described in [1]. Specifically,

before any SIC operation, the signal parameters (amplitude, phase, frequency offset) might

need to be estimated. Estimation errors could happen, and they lead to incorrect signal

subtraction (cancellation). After each SIC operation, residual energy is present due to the

fact that the imperfection of the cancellation process. The residual energy would accumu-

late as the number of SIC operations on the same slot increases. Estimation errors and

residual energy due to imperfect cancellation could lead to significant SIC failure proba-

bility. [1, Appendix B] and [68, Appendix A] observe that under their respective physical

layer models and assumptions, the packet error rate is 10−2 and 10−3 respectively after

` − 1 = 7 SIC operations. This has been a reasonable justification for the assumption of

perfect SIC in some literature. However, for instance, operating at lower Eb/N0 (see [1, Fig.

9] or [68, Fig. 10]), or maybe other reasons (could be having a larger frame which may

need more SIC operations), would lead to an increase of those probabilities.

Our simplified model in Eq. (5.1), is essential, a model where each SIC operation has

the same probability 1 − γ to be the breaking point after which the residual packets can no

longer be recovered. Some reasons could be: the accumulation of random residual energy

errors, or an infrequent large error in the estimation of the parameters of transmission

(phase, amplitude, carrier frequency offset) due to a random event. In other words, 1 − γ is

the probability that a packet cannot be correctly subtracted in a slot when SIC is applied.

As a consequence, the probability to retrieve a packet on a certain slot, through canceling

the interference from the other ` − 1 colliding packets, is given by γ`−1. This explains the

above expression of the exponential error in Eq. (5.1). This model also corresponds to an

approximation, where γ would be selected to be the average SIC efficiency observed from

a real SIC model.

In practice, γ is not expected to be constant with `. For instance, considering the data

points of the curve from [1, Fig. 9] for Eb/N0 = 1.5 dB (resp. Eb/N0 = 1.8 dB), one

can observe a variation of the estimated value1 of 1 − γ of more than 40% (taking one

value of Eb/N0 on the curve, and looking at the values of PER for various numbers of

1By denoting PER j the Packet Error Rate (PER) after j SIC operations, and writing PER j = 1 − γ j
j(1 −

PER0), one can compute an estimate of γ j from the data point for j + 1 bursts in the curve of [1, Fig. 9]; with

PER0 being the PER for the AWGN channel without SIC. For Eb/N0 = 1.5 dB (resp. Eb/N0 = 1.8 dB), one

obtains the estimates: γ1 = 1−0.9×10−2, γ3 = 1−1.1×10−2, γ7 = 1−0.8×10−2 (resp. γ1 = 1−1.2×10−4, γ3 =

1 − 1.7 × 10−4, γ7 = 1 − 1.6 × 10−4).
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colliding packets). This is an idealized physical layer simulation, and one might expect

greater variations with real hardware. On the other hand, notice that an increase of γ after

numerous SICs might also be mitigated by the fact that most packets are recovered after a

limited number of SICs (typically less than 5). This is the effect of SIC errors in the later

iterations of the decoding process, which also needs to be assessed.

Some other prior works have accurately studied the impact of errors in IRSA decod-

ing. For instance, the impact of imperfect CSI with PDMA/IRSA [69], or equivalently

estimation errors with MARSALA/CRDSA [70,71]. Although sophisticated parameter es-

timation methods are used, and mathematical expressions are obtained, they do not easily

translate into a simple model of SIC failure probability. This is due to that they have to

be iterated in a manner that parallels the IRSA/CRDSA decoding process, and the results

are obtained by simulations. Alternately, some insights could be gained from surveys, for

instance, one survey of SIC for OFDM [72] and one survey of Power-Domain NOMA [73]

which relies also on SIC. However, for the richer NOMA literature, the latter noted that “Al-

though there exist works that analytically study the SIC error propagation in basic MIMO

systems, there is no prominent research that provides a mathematical understanding of the

effect of imperfect SIC on NOMA schemes.” We reiterate their conclusion that this would

constitute an interesting research direction, and in this chapter, we focus on our idealized

SIC failure model in Eq. (5.1) as a first approximation that allows us to still capture the

effects of SIC failures.

5.2.2 Performance Metrics and Objectives

Our goal is to maximize the number of users in the channel while minimizing the amount of

packet loss. Note that we use the same notations as in Section 2.4. To assess the efficiency

of the different parameters, several performance metrics are introduced. G , M
N is the load

of the system, in other words, the number of users per slot, which is to be maximized. Let

S be the number of decoded users at the end of the iterative process, where S ≤ M. Then,

T , S
N is called the throughput of the system. T is always less than or equal to G and T = G

if and only if all users have been correctly decoded. Finally, we have the packet loss rate

(PLR) of the system:

PLR , 1 −
S
M
, (5.2)

which is the proportion of non-decoded users at the end of the iterative process, that we

aim to minimize. It is clear that we can also write PLR = 1 − T
G .

Since all packets of a user are may be lost due to SIC failure, there is a non-zero prob-
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ability that a user’s information is completely lost at the end of the iterative process. This

has been observed in the literature studying IRSA or CSA in presence of channel losses,

see [26, 38, 39] for instance. Thus, unlike IRSA or CSA without losses, there no longer

exists a proper load threshold G∗ below which all users’ data blocks are retrieved with

probability converging to one. To remedy for that, [26] defines the asymptotic decoding

threshold, and equivalently [38] defines the user recovery ratio, that both help to redefine

the idea of load threshold.

Following [38], the user recovery ratio α is also introduced in our system model, as a

new parameter to be addressed. α is defined as the target ratio of decoded users at the end

of the process, or in other terms, the wanted (minimum) probability that a user’s data block

is decoded successfully. Clearly, 1−α is then the ratio of non-decoded users, i.e., the PLR.

Then, we define a load threshold G∗α, which is the maximum load such that a maximum

ratio of 1 − α users is non-decoded. Mathematically, we define:

G∗α(Λ, γ) , max
{

G : 1 −
T (Λ,G)

G
≤ 1 − α

}
(5.3)

where γ is fixed. Λ is the main parameter to optimize in order to achieve the highest G∗α,

and IRSA optimization consists in solving the following optimization problem:

Problem 1 Given α ∈ (0, 1), γ ∈ (0, 1), find a degree distribution Λ∗ that maximizes

G∗α(Λ, γ), that is:

Λ∗ = arg max
Λ

G∗α(Λ, γ) (5.4)

corresponding to [38, Eq. (4) and Eq. (5)].

In [26], the scheme of IRSA with captures has also been studied and a similar optimiza-

tion problem to Eq. (5.3) has been solved to obtain the optimal repetition strategies that

maximize the throughput given a target packet loss rate (PLR). In our work, we consider

the interference cancellation failures that limit the number of maximum retrieved users

and then, we extend it to derive the equivalent density evolution with a numerical approx-

imation for finite frames. Furthermore, we provide a complete performance evaluation for

given values of parameters such as the probability of SIC error supported by comprehensive

simulations.

Notice that the system described above will be analytically studied when the frame size

is infinite, i.e. N → ∞, in the first place. We will then compare the derived analytic results

to simulation results (in Section 5.5) which are obtained in a finite setting, where N = 1000.
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5.3 Density Evolution Analysis

Note that the terminology and equations used in this section are inline with the basic den-

sity evolution equations in Section 2.4.3. We reformulate the following density evolution

equations to fit the described scenario of IRSA with errors:

• Burst-perspective degree distribution Λ(x) ,
∑
` Λ`x`

• Slot-perspective degree distribution Ψ(x) ,
∑
` Ψ`x`

• Burst-perspective edge distribution : λ(x) ,
∑
` λ`x`−1 =

Λ′(x)
Λ′(1)

• Slot-perspective edge distribution ρ(x) ,
∑
` ρ`x`−1 =

Ψ′(x)
Ψ′(1)

• The rate of the distribution Λ: R , 1∑̀
Λ``

= 1
Λ′(1)

• We take a random edge, and we look at one of its connected bursts, the probability that

this randomly chosen edge cannot be retrieved at the i-th iteration of the iterative process

by applying SIC on its slot: pi (see Fig. 2.3).

• We take a random edge, and we look at one of its connected slots, the probability that

this randomly chosen edge cannot be decoded at the i-th iteration of the iterative process

for the corresponding user: qi.

Using Eq. (2.4), we see that
∑̀ λ`

`
=

∑̀
Λ`∑̀
Λ``

= 1
Λ′(1) , and we get from the edge perspective:

R =

L∑
`=2

λ`
`
, (5.5)

which shows that R is linear in λ, that will be helpful for the formulation of a linear opti-

mization problem. Note that L is the degree of the polynomial Λ, and that the index ` starts

with the value ` = 2, up to the value ` = L, as in [1]. Finally, we define the average number

of packets per slot as:

ν , GΛ′(1) ,
G
R

(5.6)

In error-free IRSA, the goal is to maximize G such that one still has limi→∞ pi = 0, and

as a result limi→∞ qi = 0 [1]. From the definition of p, a convergence towards 0 means

all packets have been decoded with probability 1. As common in the IRSA and CSA

literature (see for instance [2, 24, 26, 38, 68, 74]) and Section 3.2.3, we reuse some already

known reasoning on the density evolution of pi and qi in similar contexts, but adapt them

due to the changes in the settings, and obtain new density evolution equations (such as

Eq. (5.11)). For this model of IRSA with decoding errors, the study of the convergence is

similar but more complicated since we cannot guarantee the decoding of all users due to γ,

as indicated in Section 5.2.2. Indeed, the definition of p is skewed by the error on SIC that

makes the convergence towards zero impossible: there is a non-zero probability to fail to
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retrieve all packets after SIC. We update the two equations from Eq. (2.9), also referred to

as extrinsic information transfer (EXIT) functions, also in [68,75] which help to model the

evolution of {pi}i≥0 and {qi}i≥0, and combine them to study the monotonicity of {pi}i≥0 and

its convergence.

To retrieve a packet by applying SIC in a slot, all the other colliding packets must have

been retrieved with SIC correctly carried out. Thus, by fixing `, the number of packets

colliding in a slot, and instead of Eq. (2.6), the probability to retrieve the last packet with

SIC is:

1 − pi = w`(1 − qi)`−1 (5.7)

as shown in [1, Eqn. (8)].

In our case, with the specific w` that we defined in Eq. (5.1), we have: 1 − pi = (γ(1 −

qi))`−1, and we can obtain new closed-form expressions by taking the average over `:

1 − pi =
∑
`

ρ`(γ(1 − qi))`−1 = ρ(γ(1 − qi)) (5.8)

that replaces Eq. (2.8).

The slot degree distribution ψ(x) corresponds to the distribution of the number of users

per slot when there are M users, each of them, transmitting an average of ν
M packets in

one given slot. 2 It is the Binomial distribution B(M, ν
M ), hence: ψ` =

(
M
`

)
( ν

M )`(1 − ν
M )M−`.

Following a reasoning from the IRSA literature,3 proposed in [1]:

ψ(x) =

`=M∑
`=0

ψ`x` =

`=M∑
`=0

(
M
`

) (
ν

M

)` (
1 −

ν

M

)M−`
x`

= (1 −
ν

M
(1 − x))M

4. When M → ∞, while ν is fixed:

lim
M→∞

ψ(x) = lim
M→∞

(1 −
ν

M
(1 − x))M = e−ν(1−x)

Coincidentally, lim
M→∞

ψ′(x) = νe−ν(1−x). Thus, we can deduce the following property for

ρ(x) using Eq. (2.4):

lim
M→∞

ρ(x) = lim
M→∞

ψ′(x)
ψ′(1)

=
νe−ν(1−x)

νe0 = e−ν(1−x)

2ν is the average number of replicas per slot from all users. It is divided by M, the number of users, to see

how many replicas one user transmits per slot. We expect it is� 1
3It is actually an application of the classical Poisson approximation, i.e., the Poisson distribution with

parameter µ = αβ can be used as an approximation of the binomial distribution B(α, β) for large α and small

β. In our case, α = M, β = n
M and µ = n.

4Note that: (x + y)n =
∑n

k=0

(
n
k

)
xn−kyk
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This yields the approximation: ρ(x) ≈ e−ν(1−x), where ν = G
R , as in [1, Eqn. (5)]. Note that

this formula becomes exact when M tends to infinity.

Using Eq. (5.8), our first EXIT equation can be written as:

pi = fSIC,s(qi) with fSIC,s(q) = 1 − e−ν(1−γ+γq) (5.9)

and fSIC,s(q) replaces fs(q) in Eq. (2.9) and Eq. (2.10).

The second EXIT equation is unchanged and, as in Eq. (2.9) and Eq. (2.10), we have

qi = fb(pi−1) = λ(pi−1). (5.10)

We will see its usefulness later. Again, the EXIT function Eq. (5.10) is the same as in

error-free IRSA, whereas the EXIT function Eq. (5.9) is different: it takes into account the

risk of erroneous SIC. We combine Eq. (5.9) and, Eq. (5.10) which yields our following

new recurrence relation:

pi = 1 − e−ν(1−γ+γλ(pi−1)) (5.11)

As usual, the convergence condition of the sequence is: pi+1 < pi,∀i. However, since

there is a non-zero probability of failing to recover every edge due to SIC error, it is impos-

sible to have pi → 0 for γ < 1. Thus, we define an error limit pmin, as the expected limit of

the sequence {pi}i≥0. Note that pmin is related to the average probability of failing to decode

a packet in a slot at the end of the process5. The iterative process converges if and only if:

p > 1 − e−ν(1−γ+γλ(p)), ∀ p ∈ (pmin, 1]

The convergence equation can be re-written as:

λ(p) < −
1
γ

R
G

ln(1 − p) +
γ − 1
γ

, ∀ p ∈ (pmin, 1) (5.12)

The above inequality Eq. (5.12) is linear in λ since R is linear in λ, according to Eq. (5.5).

As a consequence, it can be solved using standard linear optimization solvers. Notice that

when p → 0, Eq. (5.12) will lead to −1−γ
γ

> 0 which is strictly impossible for γ < 1.

This confirms that for fixed G and Λ, there is an interval for p close to zero where the

inequality cannot be satisfied. This observation justifies mathematically that the limit of

the sequence {pi}i≥0 is strictly greater than zero. It can also be noted that in the error-free

case, the inequality is: λ(p) < − R
G ln(1 − p),∀p ∈ (0, 1), which is a special case of our

problem with errors: the optimal load of the system has to be lower in our configuration.
5We use the notation pmin in this chapter to emphasize that a minimal error limit is expected due to IC

errors; later, we will use p∞, e.g in Eq. (7.1).
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An initial idea would be to fix the user recovery ratio α and find the corresponding

optimal load G∗α and code probability distribution, satisfying Eq. (5.3) and Eq. (5.4). Note

that α and pmin are both related to the packet loss rate PLR. In this asymptotic setting, and

recalling that α is defined as the target ratio of decoded users at the end of the process, there

exists a direct mapping between α and pmin which is:

PLR = 1 − α = Λ(pmin) (5.13)

The probability that a packet is not decoded after a certain number of iterations is given by

the probability that all the edges connected to the corresponding user node are unrevealed.

If a node has ` connections, such probability is p`. By taking the average on all possible

node degrees: PLR =
∑
` Λ`p` = Λ(p).

If we were to solve the optimization problem for a given α, we would need to reverse the

function, λ, resulting in non-linear constraints. For this reason, we study the optimization

problem, which consists in finding the optimal G∗pmin
and Λ for a fixed and given pmin as

a parameter. Since pmin and the PLR are directly related by an increasing function Λ, we

show, in the next section, how the PLR can be computed from pmin. In Section 5.5, we will

confirm by simulations that this relation is also valid for finite frames.

5.3.1 Linear Programming Formulation

We derive a linear optimization problem from the convergence equation Eq. (5.12), which

is formulated as follows:

Maximize
λi

G (P3)

subject to: C1 : ∀i ∈ [2, ..., L], 0 ≤ λi ≤ 1,

C2 :
L∑

i=2

λi = 1,

C3 : Gλ(p) < −
1
γ

R ln(1 − p) + G
γ − 1
γ

,

∀ p ∈ (pmin, 1) .

It is a refinement of the optimization problem (P2) for 1-MPR described in the Section 3.3.4.

The objective is to maximize the system load G. Constraints C1 and C2 are mandatory to

make sure λ is a probability distribution, while C3 comes from Eq. (5.12). To limit our-

selves to a finite number of inequalities, we use a technique introduced for low-density

parity-check codes (LDPC) [76] which consists in taking a finite set of values of p, by

discretizing the interval (pmin, 1) into steps of size s.
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Since R is linear in λ, the feasibility problem (i.e., checking whether C1, C2 and C3 are

feasible) is linear in λ. Increasing G leads to an increase in the left-hand term of C3, and

there is a maximum load threshold G∗pmin
such that the problem is not feasible for G > G∗pmin

.

We proceed by bisection on G: for each value of G, we check whether the problem is

feasible and increase or decrease G accordingly. The pseudocode of the bisection algorithm

is illustrated in the Algorithm 1 of the Section 3.3.4. We follow the same steps as in the

Algorithm 1 except that we replace the problem (P2) with the problem (P3), that is mostly,

the constraint C3. Through this procedure, the objective converges to the value of the

maximum threshold G∗pmin
. The solver returns an optimal λ, which is then mapped to the

corresponding degree probability distribution Λ thanks to Eq. (2.4).

A common approach found in the literature to solve load maximization problems is to

use the differential evolution heuristic. Differential Evolution (DE) is a population-based

metaheuristic search algorithm that optimizes a problem by iteratively improving a candi-

date solution based on an evolutionary process. However, this method is not guaranteed to

find the optimal distributions. Indeed, we see that Table 3.2 contains distributions (e.g., for

K = 1 and degree n = 8 and n = 16) slightly outperforming the ones found by differen-

tial evolution in [1, Table I]. Another advantage of our linear solver is that the precision

of the solution can be controlled by the number of bisection steps and the discretization

granularity s.

5.4 Design of IRSA with SIC errors

5.4.1 Suggested Solutions of the Optimization Problem (P3)

We apply Python CVXPY linear solver [77] on the optimization problem (P3), and study

the impact parameters to optimize the design of IRSA. The error tolerance at termination

of the bisection search ε is set to, 0.001 while the discretization step s is set to 0.02.

The SIC efficiency γ is a parameter imposed by the system. We explore the impact of

its influence in Fig. 5.1. We selected the reference value γ = 0.99 (and we are varying

γ around this value, e.g. from 0.8 to 0.999): it is approximately one order of magnitude

higher than the mentioned results in [1, Appendix B] and [68, Appendix A], whose phys-

ical layer simulations report a fairly low decoding error rate (10−2 and 10−3 after 7 SIC

operations). It corresponds to one use case of IRSA for high-reliability communications

(as in URLLC [78]). Considering only the impact of the imperfect channel state informa-

tion (CSI), from [69] for instance, we know that the reliability of the SIC process can be

improved to approach the performance of perfect CSI. This can be done by using a dedi-
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Figure 5.1: Influence of parameter γ: Maximum load threshold G∗pmin
versus pmin for IRSA

unconstrained R and different γ.

cated pilots-based channel estimation with OFDM at the expense of having to operate at

higher SNR.

The main parameter to study and to optimize is the error limit, pmin, which is related to

the PLR by Eq. (5.13).

Our first result is in Fig. 5.1. We plot the maximum load threshold G∗ as a function of

the parameter pmin for different values of the parameter γ under study, and fix all the other

parameters to preset values: ε = 0.001, s = 0.02 and L = 15.

Due to the relation between pmin and the PLR, the x-axis representing pmin can be seen

as an increasing function of the packet loss rate. In Fig. 5.1, we study the influence of this

SIC efficiency on the system performance. The curves have similar shapes, an increase in

pmin leads to an increase in the maximum load G∗pmin
since the problem is less constrained.

The curves also all have an inflection point, the load increases significantly below this point

and saturates around 0.9 after, for higher γ. If we decrease γ, the maximal load threshold

decreases and is reached for a higher pmin.

In Fig. 5.1, pmin is the exact variable used when solving the optimization problem,

and one can observe directly the impact of pmin on the performance of the system. For

reference, we plot the relation between pmin and the PLR of the optimal solution for that

pmin in Fig. 5.2.
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5.5 Simulation Results with Optimized Distributions

In the previous section, the optimization problem helps us find various distributions Λpmin

that provide different trade-offs between load threshold and error. The results are obtained

considering density evolution is valid asymptotically when the number of users and slots

tends to infinity. Now we want to confirm our results in a finite setting, by computer sim-

ulations. Although the PLRs found analytically are low, we observe orders of magnitude

differences between them, and we will see that they are much more important and cannot

be neglected when N is finite. For the following observations, we fix the number of users

to N = 1000 and study the PLR as a function of the load of the system, averaged over 1000

simulations and set γ = 0.99.

Fig. 5.3 is the plot of the PLR as a function of the load in the case of IRSA for several

distributions: Λ0.02, Λ0.05 and Λ0.1 for pmin = 0.02, 0.05 and 0.1, respectively, and also the

optimal error-free distribution. The distributions Λ with high pmin perform better above a

certain load threshold, corresponding to the optimal load of the distribution. For instance,

the load threshold of Λ0.1 is 0.85, and it is the load where this distribution starts to perform

better than the others. However, when the load is below the threshold, the distributions

for a lower pmin achieve a lower PLR PL and have better performance. This confirms that

the distributions are optimal only for a specific load: other distributions may be preferable

when the load of the system varies. The optimal loads are also lower in the finite setting:

around 0.85 for a tolerated PLR of 10−2 instead of 0.9. Finally, we can see that the optimal

error-free distribution performs poorly: it is the best distribution for G > 0.9 but the PLR
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Figure 5.3: PLR versus load G for IRSA, γ = 0.99, N = 1000 and different distributions Λ.

is already above 10−1. For a load below 0.9, the distributions Λpmin perform better. The

relation between pmin and the PLR is also confirmed by this figure.
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Figure 5.4: Systematic study of simulations for low γ = 0.9, with distributions designed

with various γ and pmin. The PLR is on top, and the throughput is on bottom.
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To explore further the previous idea, a more systematic study of the behavior of the

optimized distributions was done, when γ is set to a relatively low value γ = 0.9 and

with smaller frame size, that is with N = 100. Different distributions are computed and

used in the simulations. On purpose, they are not necessarily designed for the γ = 0.9

that is actually used in the simulations. By extensively varying pmin and γ, the intent is to

have an arguably representative subset of all the optimal solutions that can be found by the

problem (P3). The results are represented in Fig. 5.4. From the results of the throughput,

one can identify roughly two sets of distributions: some with relatively good performance,

and some with clearly lower performance. Naturally, the best distributions are the ones

designed for the γ = 0.9, but as can be guessed, optimizing with a too low γ (i.e. γ = 0.8)

or designing for a too ambitious pmin (low values such as pmin = 0.012) are two reasons

that equally result ultimately in lower performance.

For readability, Fig. 5.5 extracts only a few distributions from the large computed sub-

set, and considers more values of the actual γ: γ = 0.8, 0.9, 0.95 and 0.99. We see that, of

course, distributions designed with the proper γ outperform the others. For γ closer to 1,

the effect of mismatch in the design of γ is less severe. Finally, the maximum throughput

obtained by the different distributions, for the different γ are complementary results from

the Fig. 5.1: we observe a maximum throughput between 0.5 (for γ = 0.8) and 0.7 (for

γ = 0.99)
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Figure 5.5: Influence of parameter γ: simulations with low γ, with distributions designed

with various γ and pmin.
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5.6 Conclusion

In this chapter, we studied a novel extension of Irregular Repetition Slotted Aloha (IRSA),

taking into account realistic effects, namely errors due to an imperfect SIC process. With

these new assumptions and new modeling, we proposed a method to obtain the optimal

distributions (in terms of maximum load threshold, or equivalently, throughput) for given

values of parameters such as the probability of SIC error. This is accomplished by first

deriving new density evolution equations, then formulating an optimization problem, that

can be solved efficiently through different techniques that we proposed, including recourse

to underlying linear optimization problems.

Then, starting from a preset system configuration, through numerically obtained distri-

butions, we introduced a parameter pmin, which allows us to extract new distributions Λpmin ,

that each of them is optimal for a certain load G and a certain packet loss rate PLR. We

studied the impact of the SIC efficiency γ on the maximum load threshold and the packet

loss rate PLR. Choosing a distribution with a high load threshold is at the expense of hav-

ing a high PLR as well. These PLRs are dramatically increased if SIC error is taken into

account.



Chapter 6
A Regret Minimization Approach to

Irregular Repetition Slotted Aloha

6.1 Introduction

During the last decade, there has been a trend to use Machine Learning (ML) applications

for wireless networks [79]. Machine learning has succeeded in getting academic and indus-

trial attention as a promising collection of methods that allows devices to be able to learn,

automate and optimize without human intervention. Recently, promising approaches of ML

have been proposed to enable intelligent features to 5G. Indeed, the promise is that ML ap-

proaches allow to automatically learn the system parameters, predict future scenarios, and

adapt to dynamic environments [80]. Machine learning has been proposed as an efficient

tool to allow nodes to learn how to coordinate their transmissions such that the network

throughput is maximized. ML approaches are classified into three main categories, Su-

pervised Learning (SL), Unsupervised Learning (UL), and Reinforcement Learning (RL).

Other secondary machine learning approaches such as Markov models, Heuristics, Con-

trollers can also be found in use with 5G applications. In [80], the applications of the tools

of each category of ML in wireless networks, specifically in cellular networks, have been

surveyed.

Reinforcement learning (RL) is a method by which a learning agent learns from the

consequences of its actions in a real or simulated environment, by means of rewards and

penalizing. RL has been widely applied to ALOHA [81–83] and slotted ALOHA [84]

mainly to avoid collisions, improve the throughput and increase energy efficiency. RL

methods have been also applied to mitigate collisions in NOMA systems and improve the

system throughput [85, 86].

92
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Motivated by the importance of RL as a promising solution to improve transmission

strategies for MAC layer protocols, in this chapter, we present a reinforcement learning

approach for optimizing the performance of IRSA protocol. The main objective of this

work is to address the IRSA access scheme according to a centralized approach. Users

are grouped in classes of different priorities, where users of one class share the same de-

gree distribution. In this centralized approach, global optimization of degree distributions

is computed offline on a central controller, namely the base station. This centralized op-

timization problem is typically non-convex. We adopt one specific variant of a method

related to reinforcement learning, Regret Minimization, to learn the protocol parameters.

We explain why it is selected, how to apply it to our problem with centralized learning,

and finally, we provide both simulation results and insights into the learning process. The

results obtained show the excellent performance of IRSA when it is optimized with Regret

Minimization.

6.2 Related Work

In the literature, several research directions have addressed topics that are related to mod-

ern random access protocols. Naturally, there also exists an extensive literature on random

access protocols themselves that date back over several decades. In this section, we fo-

cus on modern random access, and on research studies that applied various reinforcement

learning techniques. We identify the following related topics where machine learning tech-

niques have been used: cognitive networks with spectrum sensing, classic random access

protocols in IoT networks, and finally, more specific machine learning approaches to pro-

tocols of the IRSA family itself, or NOMA-based protocols. In the following, we describe

some of the related articles that have covered these topics.

In cognitive networks, Dynamic Spectrum Access is a wireless network paradigm where

the users exploit their knowledge of the environment to successfully access a shared medium

and maximize their throughput. The problem of dynamic spectrum access for wireless net-

works has been recently explored with machine learning techniques in [87] and [88]. It is

shown that the problems of joint user association and spectrum access are typically combi-

natorial and non-convex, and require near-complete and accurate information to obtain the

optimal strategy.

According to [89], developing efficient learning approaches to optimize medium access

has been the center of attention of many research works. In particular, Deep Q-Learning

(DQN) provides promising solutions for the Dynamic Spectrum Access problem, specif-
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ically, for IoT networks. In [90], a novel distributed dynamic spectrum access algorithm

based on deep multi-user reinforcement learning (DRL) has been proposed. The users

transmit over shared channels using a random access protocol. Time is slotted, but no SIC

is used in the receiver to resolve collisions. In the proposed approach, every user maps their

current state (the history of selected actions and past network state observations) to a cer-

tain action (use of a shared orthogonal channel) based on a trained deep-Q network. Their

objective is to maximize a certain network utility. The used utility functions are the user

sum rate, and it is also competitive in the sense that each user aims to maximize its rate.

The proposed algorithm enables the user to learn good policies in an online, distributed

manner.

The authors of [91] address the problem of collisions and idle time of random access

protocols by designing a fully distributed IoT protocol to improve the device access to the

shared medium. The proposed online learning scheme is based on designing optimized dic-

tionaries of transmission patterns to avoid collisions between users. The dictionary contains

a subset of the possible binary vectors of a length equal to the total number of slots in the

frame. The goal is to select an optimized set of transmission patterns from the dictionary,

where the dictionary is common to all users and the probabilities to use the transmission

patterns. The scheme provides some URLLC guarantees for IoT applications that require

the same time latency, energy efficiency, and low coordination overhead.

Dynamic multi-channel access was also considered in [92], where the user selects a

channel, at each time slot, from multiple correlated channels. Each user can observe the

state of the chosen channel only at a given time slot, which means that the current state of

the system is not fully observable, hence the problem is modeled as a Partially Observable

Markov Decision Process (POMDP). The study aims to design an adaptive DQN frame-

work that can adapt to time variations and maximize the long-term expected reward for

each user.

Another work direction for designing efficient IoT protocols is to enhance existing

MAC protocols so that they fit the new requirements of IoT networks. Optimizing the

performance of MAC protocols has been addressed in many research studies over the last

forty years. Some of these studies have introduced machine learning techniques to variants

of the ALOHA protocol family. A novel Q-learning based on Informed Receiving Protocol

has been introduced in [93]. ALOHA-QIR provides some intelligence to the nodes to ac-

cess the slots that have a lower probability of collision. The nodes keep hoping to different

slots to learn the optimum ones. In this ALOHA variant, the nodes keep listening during

the hopping while the receiver is informed by the preferred slots of each node by sending



6.3 System Model and Assumptions 95

“ping packets”, so the receiver can turn them off when needed. The classical Q-learning

algorithm with a simple reward design (±1) is used to learn the optimum slots to select.

The proposed approach helps to achieve over twice the maximum throughput of Slotted

ALOHA.

In [94], the IRSA protocol is optimized using online learning. By considering the base

station as the decision-maker, the performance of IRSA is optimized by maximizing a util-

ity function that reflects the number of decoded packets. The problem of optimal resource

allocation (slots allocation) is formalized as a Multi-Armed-Bandit (MAB) problem. The

authors use the Bayesian UCB algorithm to solve the MAB problem and compare it with

other commonly used methods. The degree distribution is also optimized by fixing the

degrees and optimizing the probabilities of selecting them (e.g., of the form Λ2,Λ3,Λ8).

In [95], finite length IRSA is also optimized through a Q-learning approach.

In the next section, we present the IRSA model with a reinforcement learning approach

to optimize its performance.

6.3 System Model and Assumptions

6.3.1 System Description

We consider IRSA as an access protocol for users (devices) sharing a communication chan-

nel to a single base station. The access time of the channel is divided into slots of equal

duration. The duration of the slot is equal to the time needed to transmit a packet (includ-

ing propagation delays, etc.). In this system, however, we assume that a frameless IRSA is

used (as in [74]), as opposed to the framed, classical version of the IRSA protocols (as the

classical model that we have presented in section 2.4). In framed IRSA, there is a frame

of a predefined length, where each user randomly selects slots, and at the end of which the

decoding is performed. In frameless IRSA, there is a very large set of slots, potentially

infinite. In our model, for practical reasons, this set of slots always has a fixed size of

M slots, and it is called a contention round. We divide the contention round into virtual

frames, where each virtual frame size is much shorter than the contention round (in our

simulation it is 30% of the contention round). When the user decides to send a packet, the

user is associated with a virtual frame. The active user sends the replicas of its packet only

during the virtual frame period. The goal of introducing the virtual frame is to facilitate the

decoding process and rewards computations, which will be explained more precisely in the

next section.



6.4 IRSA-RM: IRSA Based on Regret Minimization 96

Figure 6.1: IRSA frameless structure

At each time slot, the number of active users is determined by a Poisson arrival rate

µ (e.g. the number of active users on one slot is a random variable Na with distribution

Pr(Na = k) =
µke−µ

µ! ). In our case, to be consistent with the literature and with the rest of the

thesis, the arrival rate µ is also denoted network load G.1 It is the average number of active

users on one slot. Each active user selects a repetition degree to use from a set of multiple

allowed degrees which are identical for all users. At the base station, SIC is used to resolve

the collisions. Figure 6.1 shows the frameless IRSA structure with all active users and their

associated virtual frames where they are allowed to send their packets. Virtual frames can

overlap and the transmissions from different active users can cause collisions, as seen in the

figure. Unlike the classical IRSA decoding, (explained in section 2.4.2), the base station

performs online decoding by starting a decoding iteration after each received slot, instead

of waiting for the whole frame to end and then starting the decoding process.

6.4 IRSA-RM: IRSA Based on Regret Minimization

6.4.1 Problem Formalization

We adopt the frameless IRSA structure (explained in section 6.3). For simplicity of presen-

tation, we formulate the problem with two classes of users. The two classes have different

access priorities. The users of the same class share the same degree distribution (Λi,c).

The base station uses SIC to perform the slot-by-slot online decoding. Our objective is to

find the best degree distribution for a known Poisson arrival rate µ = G, that maximizes

the weighted throughput of both classes. Formally, our problem could be written as an

optimization problem derived from the problem (P1):

1Note that, in this chapter, we consider that the arrival rate of active users follows a Poisson distribution,

while it is fixed in the rest of the thesis
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maximize
(Λi)

αC0TC0(ΛC0) + αC1TC1(ΛC1) (P4)

subject to 0 ≤ ΛCi, j ≤ 1 ∀ j ∈ [0, 1, 2, ..,D]
j=D∑
j=0

ΛCi, j = 1

Where: TCi is the throughput of the class Ci, which measures the average number of

decoded packets of this class. αC0 , αC1 are constant weights indicating the importance of

the throughput for each class.

One can think of solving such a problem by using the DE tool since frameless IRSA trans-

mission and decoding using SIC can still be represented by a bipartite graph [74]. Since

the BS performs the decoding for each slot, a part of the bipartite graph will be available at

any time, thus the density evolution equations will not necessarily represent the decoding

state in the middle of the contention round. Because classical DE [1] is valid only asymp-

totically and the finite length analysis can be computationally expensive, we adopt another

direction in this chapter, for this variant of IRSA.

In the next section, we propose a new learning framework for optimizing the transmis-

sion strategy of frameless IRSA. We consider a method of offline learning. We assume

multiagent settings, and we apply the method of Regret Minimization, where each user

wants to minimize its regret by taking better next decisions.

6.4.2 Reinforcement Learning Approaches and Regret Minimization

In this section, we use Reinforcement Learning (RL) to find good solutions of the problem

described in (P4). A classic reference on reinforcement learning in general is [96]. As in

many network problems, the decisions taken by one node, device, or one user can be mod-

eled as a Markov Decision Process (MDP) [96, section 3]: each participant in the network

is an agent, that makes decisions, denoted as actions, based on some current state from

the environment. Rewards for each taken action are computed and are used to adjust the

future choice of actions. Classical algorithms such as Q-Learning [96, section 6.5], Multi-

Armed Bandits [96, section 2], and others, are well-known examples of such reinforcement

learning algorithms.

Applying those to random access introduces several challenges: the first one is that

there are several agents instead of just one (Multi-Agent Reinforcement Learning, MARL,

see [96, section 15.10]); the second one is that, by definition of random access, each agent
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only knows part of the network state, if only because it does not know the actions of other

agents (Partially Observable Markov Decision Process, POMDP, see [96, section 17.3]).

Learning in a multiagent setting is indeed a complex task: the impact of the deci-

sion taken by one agent may depend on the decisions taken by other agents in the sys-

tem. Thus, first, classical RL approaches for a single agent can create difficulties, such as

non-stationarity and oscillations when applied to multiagent systems. Second, controlling

multiple agents poses additional challenges compared to single-agent systems such as the

definition of the collective goal of the agents, the heterogeneity of the agents, the ability to

operate with many agents, and partial observability [97].

Frameless IRSA is such a multi-agent system, subject to partial observability. Numer-

ous learning approaches have been proposed in the literature to handle POMDP, including

Deep Reinforcement Learning (DRL) [97].

Many of the algorithms proposed in the literature lose their proof of convergence in

a MARL setting, and there does not necessarily exist a general theory characterizing the

cases under which every MARL algorithm is successful [98]. Their convergence or non-

convergence dynamics is a topic of study by itself, with also strong links with game the-

ory [98, 99]. Indeed, while applying Q-Learning to frameless IRSA, we experienced non-

convergence, which led us to select an algorithm whose multi-agent dynamics have been

well studied: Regret Minimization (RM) [100].

Regret Minimization is an algorithm where each agent maintains a set of weights for

actions. Once normalized, the weights indicate the probability that the agent selects each

action. At a given time, after the action selection by one agent according to weights, each

such action i changes the environment state and has a corresponding reward which is pro-

vided by the environment. At the same given time, an optimal action could have been

played by the agent instead, which would have resulted in an optimal reward r. The dif-

ference between the optimal reward ropt and the actual reward ri gives the loss of the agent

at that given time: `i = ropt − ri, which is a measure of regret for selecting action i. The

Polynomial Weights algorithm is one of the Regret Minimization algorithms that assign

weights for each action and uses the “loss” concept to update the weights after each play-
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ing round [100]. Formally, it is as follows [100, page 13]:

Initially: w(1)
i = 1 and p(1)

i =
1
|X|

for i ∈ X

At time t − 1: an action i ∈ X is selected according to (p(t−1)
j ) j∈X

the reward of action i is computed: r(t−1)
i

the potential reward of the best action is: r(t−1)
opt

the loss is computed as: `(t−1)
i = r(t−1)

opt − r(t−1)
i

Update for time t: w(t)
i = w(t−1)

i (1 − η`(t−1)
i )

p(t)
i =

w(t)
i∑

iεX w(t)
i

(6.1)

with:
X: the set of possible actions.

w(1)
i : the initial associated weight to the action i.

w(t)
i : the associated weight to the action i at time t.

p(1)
i : the initial probability of using an action i among the |X| actions available.

p(t)
i : the probability of using an action i at time t.

η: the learning parameter (akin to a learning rate).

The weights update is based on two main parameters: the learning parameter to control

the speed of the weight changes, and the loss, which specifies the impact of the played

action by computing how far the played action was from optimality. The weights of the

actions are used to compute the probability of using each of the actions in the next playing

round.

Notice that richer variants of Regret Minimization have been proposed, such as Coun-

terfactual Regret Minimization (CFR) [101]; with IRSA, they might be suited for agents

with richer interactions, for instance, agents taking decisions on the transmission of each

replica (instead of selecting a degree once).

6.4.3 Applying of Regret Minimization to Frameless IRSA

Returning to our initial problem, we assume that the network consists of users competing

in the same slotted wireless channel to transmit packets towards one base station using the

frameless IRSA protocol. Users are grouped into classes of different priorities. The users

of one class also share the same degree distribution. As mentioned above, each user has

partial observability about the network, because it does not know on which slots the other

agents are transmitting (nor about collisions). However, they have additional information:
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an important assumption is that the base station is maintaining a discretized estimate Ḡ of

the load G = µ (the agent Poisson arrival rate) in the system and broadcasting it to each

agent.

Our objective is to maximize the total throughput of users, for each given network load

G; where the throughput of each class is weighted by a different factor (so that some classes

carry more weight, as a priority mechanism). We assume that each active agent, who has

a packet to send, is associated with a virtual frame to send the packet and its replicas. It

is interesting to look at the base station perspective: it observes singletons on some slots,

collisions on some other slots, and performs SIC for each packet already decoded.

We adapt the Polynomial Weight RM algorithm detailed in Eq. (6.1) to solve our prob-

lem. To emphasize the learning aspect, here, the term “agent” will be used as an equivalent

to “user”. In order to map the problem features to RM, we have the following assumptions

and system model:

• A centralized offline learning approach based on Regret Minimization is considered. Nu-

merous simulations or episodes (as in Q-Learning) are run. Each episode corresponds to a

long contention round. It is intended that after learning has finished, the weights could be

used in an actual network, or in our case, are actually used as node degree distributions Λ

in further simulations without learning (see Section 6.5).

• The base station is assumed to broadcast a discretized estimate Ḡ (with a finite number of

possible values) of the actual load G: currently Ḡ is the measured average number of users

per slot since the beginning of the contention round.

• The action of each agent is: selecting the number of repetitions (the degree) for their

packet.

• As per Polynomial Weights RM, each of the agents maintains weight tables (denoted w)

which are used to compute the probability of selecting each action, akin to a probability

distribution Λ. We extend it: one different table of weights is used depending on some

state. The agents consider the load estimate given by the base station as the environment

state, and it is discretized to constitute a finite set of possible states. For each different

discretized load estimate, the agent uses and updates a different set of weights (wi(Ḡ))i∈X.

• Additionally, the agents of the same class are sharing the same weight tables (w table)

in the learning process. Updates of the weights after each selected action are thus shared

within agents of one class2. The goal of using the same w table for all the agents of the

same class is to drive the agents inside one class to act cooperatively, and to work in a

2Note that then the learning also behaves as if one class would be one agent by itself. The algorithm and

our implementation, also works with non-shared tables.
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Figure 6.2: Reward computation and update delays

coordinated manner towards the collective goal. This may depart from usual assumptions

in RM and evolutionary dynamics.

•At the moment an agent selects a degree, the results of this action are unknown until some

time has elapsed (see Section. 6.4.4). Thus, an approach with delayed reward computation

and updates similar to n-step Sarsa [96, Section 7.2] is used.

• The main challenge for applying the Polynomial Weight algorithm is to compute the loss.

The loss computation is directly related to the rewards’ calculation. As our goal is to op-

timize the joint throughput, we opt to directly link the rewards to the number of decoded

agents in each class and set “reward = number of decoded agents”. Defining an IRSA re-

ward is otherwise difficult.3

• The number of decoded and non-decoded users is available at the global simulator level

during our centralized learning process.

We further detail delayed updates and reward computation in the following sections.

6.4.4 Delayed Updates

Each agent sends within its virtual frame size and the base station decodes slot by slot.

Therefore, the base station needs to wait, at least, for the end of the virtual frame to decide

if one agent can be decoded or not. Hence, to accurately compute a reward, one delay

needs to be introduced: this is illustrated in Fig. 6.2. As shown in the figure, agent A starts

to be active at time τ and sends its packets using the action i, e.g. sending i replicas, (i = 4

in this case), within the associated virtual frame spanning the time from τ to τ + VFA − 1.

Only at time τ+VFA, one can be certain that all replicas of A have been sent. But decoding

3Due to the credit assignment problem.
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can be further delayed: during this virtual frame, other agents could become active and

transmit in overlapping virtual frames (possibly shifted in time, see Fig. 6.1) and could

induce collisions that need to be resolved in order to recover one of the replicas of A. But

in turn, those other agents might collide with agents whose virtual frames are occurring

even later, etc.4 For practical purposes, an additional decoding delay denoted ∆ has to be

introduced after which the base station would consider the slots definitely non-decodable.

As a result, in our simulator, we compute the rewards of an action selected at time τ, only

at time t = τ + VFA + ∆, and perform the RM weight update at that time. This is similar to

n-step Sarsa [96, section 7.2], with n = VFA + ∆.

6.4.5 Reward and Loss Computation

We assume that there are two classes C0 and C1, and that the class C0 always has a higher

priority than the class C1. This priority difference is introduced in the reward computation

of each class. As the base station decodes the slots up to time t (see Fig. 6.2), it computes

the number of decoded agents of each class up to the time t. The associated reward of an

agent A that played an action i at the time τ is computed at the time t as follows:

ri(A) = PC0,t if A ∈ C0

ri(A) = αPC1,t + (1 − α)PC0,t if A ∈ C1

(6.2)

where:

ri(A): is the associated reward of action i from the agent A in the class C.

PC,t: is the number of decoded packets of agents of class C up to time t.

α: is the parameter that weights the priority of classes.

From Eq. (6.2), notice that as α is smaller, the priority of class C0 is higher. Notice

also that the reward of each agent is computed based on the collective amount of decoded

packets of all agents (of the same class), and hence they act cooperatively. This is in

opposition to the selfish behavior of the agents if the reward was based exclusively on the

individual performance of each agent.5

Now, more importantly, in IRSA, reward computation is difficult, because the decoding

process is iterative: it is difficult to assert if an individual action is responsible for unde-

coded packets. A straightforward reward is used here: essentially the number of decoded

packets (or a function of it). In other RL algorithms, this would not work, as the reward

4It is indeed possible to construct a frameless IRSA scenario where one user can be only decoded after an

arbitrarily large delay.
5Note that, with respect to Problem (P4), this corresponds to: αC1 = α, αC0 = 1 − α
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would grow linearly with time. In RM, however, only the loss (regret) is used for the up-

dates, and it is the difference of reward between the best action and the taken action. In our

case, the loss translates as the number of packets that the taken action had prevented from

being decoded, which is exactly the meaningful information.

But then in addition to computing the actual reward using Eq. (6.2), corresponding

to the played action i, it is necessary to compute the optimal reward that the agent could

receive if it played the optimal action at the time τ. This has a cost and increases complexity.

In the case of a single-agent system, with no delay in update computation, the optimal

reward can also be computed at a time t by trying all possible actions at a playing time t−1

and considering the action that yields the maximum reward as the optimal action to take at

the time t − 1. If the action space is large, this process could already be costly.

However, it is more complicated in a multi-agent system where 1) reward computation

is delayed (here: by necessity), 2) where other agents are also interacting in the environ-

ment in the interval between the action of one node and its associated reward computation.

To handle this, in practice, we maintain one main simulation where each selected action by
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Figure 6.3: Alternate simulations for agents A, B, C, and D

one agent is performed. But we also maintain alternate simulations (equivalent to “alter-

nate realities” in mundane terms), that differ from the main simulation only by one action

of one agent. Each action of an agent indeed results in creating one new associated al-

ternate simulation for each of its other possible actions (initialized as a copy of the main

simulation). At the time of the reward computation for the agent, the reward is computed in

each of its alternate simulations: since in its alternate simulations the only difference is the

action of the agent (not those of other agents), the difference of reward between different
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actions can be immediately ascribed to the actions themselves. Fig. 6.3 illustrates alternate

simulations, in a scenario where 3 actions 1, 2, 3 are possible, and where agent A selects

action 3, agent B selects action 2, agent C selects action 1, and agent D selects action 2 in

the main simulation. The alternate simulations correspond to simulations where one agent

selects each of the 2 alternate actions.

Consider an agent A of class C that selected an action i ∈ X at a time τ. Its optimal

reward is computed as follows:

ropt(A) = max
j∈X

r j(A) with X = {0, 1, . . . ,D} (6.3)

And the loss of playing an action i, by an agent A at time τ is computed using the

following equation:

`i(A) =
ropt(A) − ri(A)

N
(6.4)

where:

ri, is the associated reward of action i, which is computed using Eq. (6.2) and the knowledge

of the class C of node A.

N: is a normalizing factor, taken to be the total number of users in the system.

We summarize the design of our offline regret minimization-based learning algorithm:

it is an adaptation of n-step Sarsa [96, section 7.2], where the Q table update is replaced by

the weight update from the Polynomial Weights Regret Minimization Eq. (6.1), and where

agents of the same class, share the same weights.

6.5 Numerical Results

In this section, the performance achieved by IRSA-RM as a random access MAC protocol

is illustrated through simulations. There are two phases: first, the learning phase, whose

objective is to obtain good degree distributions; second, the performance evaluation of

these distributions, as is common in IRSA evaluation.

We developed our own simulator for IRSA and RM. For all results, a contention round

of M = 500 slots is used, the virtual frame size is set to VF = 150 slots, while the decoding

delay is ∆ = 50 slots. For all simulations, both classes have equal arrival rates. The

maximum possible degree (action) is D = 10. Different cases of class priority are studied;

the results are always obtained for two classes, and two different values of the priority
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parameter: α = 0.1 and α = 0.3 for Eq. (6.2). In both cases, the class C0 has a higher

priority than the class C1.

We start with the learning phase, whose objective is to find good degree distributions

with respect to the described optimization problem in (P4), interpreted through Eq. (6.2).

In this phase, agents are restricted to one fixed subset X of actions from the set of all

possible actions X ⊂ {0, 1, 2, . . . ,D}. Several such subsets are selected. For each action

subset, several learning processes are run: the total user Poisson arrival rate G = µ is fixed

during each of them, and one learning process is run for each G taken from 0.1 to 1.2

with step 0.1. At the end of each learning process, for each class C, the RM algorithm

yields some weights (wC,i(Ḡ))i∈X from which probabilities of selecting actions are derived

(pC,i(Ḡ))i∈X which are directly interpreted as lambda distributions (e.g. ΛRM
i (X,C, Ḡ) ,

pC,i(Ḡ)). Each learning process is run for E = 5000 episodes, and the learning rate η is set

to 0.04.
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Figure 6.4: Scaled throughput comparison between different set of actions and an external

distribution (Λ2 = 0.5,Λ3 = 0.28,Λ8 = 0.22)
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We then compute the performance when applying the obtained distributions. Our main

metric is the throughput, e.g. how many decoded packets are recovered per slot. We evalu-

ate the throughput for different loads: but for these simulations, the load does not represent

a Poisson arrival rate, but an exact load G = N
M , e.g. there are G × M users exactly, as is

common in IRSA performance evaluation. We represent throughput versus load in figures,

as is done in [1, Fig. 5] for instance.

For each selected action set, the throughputs of each of the classes C0 and C1 are com-

puted from an average of 300 simulations for a given load G. Note also that for a given

load G, one uses the distribution (ΛRM
i (X,C, Ḡ))i∈X obtained in the learning phase by first

selecting the Ḡ ∈ {0.1, 0.2, 0.3 . . . 1.2} closer to G. The scaled throughputs are represented

in Fig. 6.4. The scaling factor is 2, to account for the fact that the actual load of one class

is 1
2G, and to make it comparable to classical IRSA (without classes). Thus, the graph for

a “perfect” random access protocol would be a line y = x for x ∈ [0, 1]. The priority pa-

rameter α is set to 0.1: this means that the agents of class C1 would trade 10 lost packets of

class C1 for one successfully decoded packet of class C0.

We selected various action sets with different features: some with a continuous set of

degrees (0, 1, 2, 3, 4), some with high degrees, and some with a mix of both high and low

degrees. The reported results of simulations are for actions that are representative of what

had been observed in general. As the class C1 tends to a strategy that weights 10 times

more than the throughput of the class C0, we expect it to choose the actions that limit the

collisions with the packets of the class C0, if possible, until around the throughput of class

C0 is somewhere 5× to 10× higher.

Fig. 6.4 reports the results for 4 different action sets. We are interested in assessing

the quality of the priority mechanism introduced by having different distributions for the

classes: it can be measured from the gap between the achievable throughput of the two

classes. From the results (confirmed by others not presented here), we find that the first

defining feature is the inclusion or not of action 0 in the action set: Fig. 6.4a and Fig. 6.4b

represent results from two different subsets of actions that include action 0. We can see that

the usual sharp decrease of throughput with IRSA around G = 1, does not occur for class

C0: only the throughput of class C1 decreases at higher loads. The priority mechanism

is thus working very well, as class C1 leaves room for class C0, indeed as its distribution

is: ΛRM({0, 1, 2, 3, 4}, 1, 1.2) = (Λ0 = 0.594,Λ1 = 0.088,Λ2 = 0.086,Λ3 = 0.101,Λ4 = 0.130), with Λ0 =

0.594, around 60% of its transmissions are suppressed at load G = 1.2.

In Fig. 6.4c and Fig. 6.4d, we used different actions sets, this time without action 0.

We observe that this time, the class C1 experiences the classical IRSA sharp decrease at a
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higher load. Introducing action=1 in the set, seems to slightly allow differentiation between

classes: for action set X = {1, 3, 6}, Λ1(C0) = 0.412 and Λ1(C1) = 0.590, therefore a no-

ticeable amount of packet transmission is just one single transmission (e.g. no repetition).

Transmissions with such degree=1 colliding on the same slot cannot be retrieved by SIC,

hence automatically resulting in lost packets (and lost slots). Therefore, at higher loads, the

protocol has to find a balance between this phenomenon (wasting slots), and higher degree

repetitions, that can benefit from SIC, but also risk blocking several slots, if undecoded.

Action 1 appears safer, from the shown values of Λ1.
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Figure 6.5: Scaled throughput comparison between a different set of actions and an external

distribution (Λ2 = 0.5,Λ3 = 0.28,Λ8 = 0.22) from [1]

In [1], a framework for finding degree distributions was proposed for framed IRSA,

using Density Evolution (for deterministic performance evaluation), and using Differential
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Evolution (as a heuristic for finding a solution of (P1)): this method aims to find the dis-

tribution with the highest load threshold G∗, that is, the load up to which packet loss is

vanishingly small when frame size increases towards infinity. These distributions are good

comparison points, even though they are optimized for a different context. Fig. 6.5 shows

the comparison between the achieved throughput by IRSA-RM with two classes and the

achieved throughput by using the IRSA degree distribution Λ2 = 0.5,Λ3 = 0.28,Λ8 = 0.22

from [1] (named there “Λ3(x)”) which we refer to as “external distribution”. Fig. 6.5a

shows a higher achieved throughput for the class C0 using the learned set of actions {0, 1, 2, 4, 6}

with IRSA-RM compared to an external distribution. This is due to the priority mechanism:

using the action 0, for a sizeable amount of time, the class C1 leaves free slots for the class

C0. This same effect appears in Fig. 6.5b, thanks to degree = 1. In contrast, the achieved

throughput for both classes in Fig. 6.5c and Fig. 6.5d is comparable to the throughput of the

external distribution (always close, and for load g > 0.8, better as 1
4 of the points, otherwise

worse). Both IRSA-RM and the external distribution achieve the same maximum load of

0.8. This comparison proves that our learning algorithm operates very well in its objective

of finding good distributions.
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Figure 6.6: Scaled throughput comparison for different set of actions and different priority

parameter values

Next, we study the impact of the priority parameter α on the achieved throughput in

both classes. In Fig. 6.6a, we compare the achieved throughput of both classes where

α = 0.1 and α = 0.3 when using the action set {0, 7, 9}. As previously in Fig. 6.4a, with

α = 0.1, and action 0 in the action set, the priority mechanisms work well. The gap between

the achievable throughput of both classes decreases (in blue) when α is increased to 0.3,
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Figure 6.7: The convergence of the probabilities of taking the actions for both classes and

for different sets of actions

as expected. Indeed, the coefficient Λ0(C1, g = 1.2) decreases from 0.759 to 0.591 (hence

action 0 is less used). When the action 0 is not available, as in Fig. 6.6b with action set

{1, 3, 5}, the best option for the class C1 to increase the throughput of the other class is to

choose the action 1 (as Λ1(C1) = 0.594 for G = 1.2, α = 0.1). As explained previously, the

impact is still limited as shown by the small gap, and small difference when α = 0.3 (and

Λ1(C1) = 0.538 for G = 1.2, α = 0.3). Indeed, the class C1 has no other choice than to send

at least one replica, which will always occupy some slot(s).

Finally, Fig. 6.7 reports the convergence of the RM learning process. The learning

parameter was set to η = 0.04. Recall that the learning algorithm updates the weights of

the actions (wi)i∈X for each selected action after the proper update delay, and that these

weights are used to compute the probabilities (pi)i∈X of selecting each action according to

Eq. (6.1). Again, these are equivalent to a degree distribution Λ. In Fig. 6.7a, for a network
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load G = 0.8 and α = 0.1, we show the evolution of the probabilities during the learning

for the action set {0, 1, 3, 6} at the end of each episode. The probabilities of selecting the

smaller degrees 0 and 1 are dropping, while the probabilities to use the larger degrees 3

and 6 are rising. The changes stop around the episode, 3300 where the probabilities start

to plateau (it is also true for class C1). Disregarding action 0 (and to some extent, action

1) is the result of class C0 attempting to maximize its throughput. On the other hand,

probabilities of action 0 and 1 have the inverse behavior for class C1; notice that because

G is not so high, action 0 is still not the most selected. In Fig. 6.7c and Fig. 6.7d, we show

the convergence of the probabilities for another set of actions without action 0 and for a

network load G = 0.7 and α = 0.1. The probabilities show a form of convergence around

episodes 3100 − 3200 for both classes. Notice that the learning rate could be a function

of the episodes as in “1/(episode index)” for instance, but for practical purposes, our fixed

learning parameter appears sufficient for our learning phase.

6.6 Conclusion

In this chapter, we studied the random access protocol, Irregular Repetition Slotted Aloha

(IRSA) in its frameless version. We adapted a reinforcement learning approach based on

Regret Minimization (RM) to optimize the transmission strategy of this protocol, and thus

proposed the protocol IRSA-RM. RM is well suited to IRSA, as in both cases, one uses a

set of probabilities of selecting a given number of repetitions Λ. The learning is performed

offline: it learns the main protocol parameters (the user degree distribution) for a set of

predefined network loads. After the learning phase, the parameters can be later used in

a network: assuming that the estimate of the load is broadcast by the base station, each

device will select the set of parameters that were learned with the closest load. We de-

tailed precisely the mapping between our problem, optimizing IRSA, and the centralized

learning approach with RM, including delayed updates, reward computation, alternate sim-

ulations, the introduction of priority classes, etc. Simulation results show a high level of

performance of IRSA when it is optimized with Regret Minimization, and how IRSA-RM

behaves for different types of actions (degrees) sets. Future work will include considering

richer actions, maybe more sophisticated RM techniques, and applying Deep Reinforce-

ment Learning techniques (see Chapter 8 and Chapter 9).



Chapter 7
A Game Theoretic Approach for IRSA

7.1 Introduction

In this chapter, we study the properties and the behavior of the IRSA random access when

users might select different IRSA protocol parameters. This is modeled through a game

theory approach, where users are competing. The main objective is to address the IRSA ac-

cess scheme according to a competitive distributed approach. Users are grouped in classes,

where users of one class share the same degree distribution, and each class has a fixed traf-

fic load. The distributed approach occurs when the classes autonomously and selfishly set

their degree probabilities to improve their effective throughput. This is naturally modeled

as a non-cooperative game. The objective of this chapter is to study in detail this competi-

tion from a game-theoretic perspective. The main questions that we are addressing are the

following:

• If users (classes) are freely setting their own IRSA parameters, is the performance of

IRSA noticeably impacted?

• Can we prove that users’ competition will not result in permanent oscillations?

We answer the questions by studying the existence of a Nash Equilibrium (NE), that

we prove under some conditions. We also prove the convergence of the game towards

this Nash Equilibrium. In addition, we provide illustrative numerical results, including the

observed convergence speed and the price of anarchy. Notably, we show that unrestricted

class competition results in no loss of efficiency in many cases, and in very low loss of

efficiency in the worst cases (less than 2%).

Through extensive simulations, we assess the efficiency of the distributed approach,

optimized through Game Theory. We also show that our IRSA game attains the Nash

equilibrium via the “better reply” strategy, and quantify the cost of having users competing,

111
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that is, the price of anarchy in comparison with a centralized approach. Our results imply

that user competition does not fundamentally impact the performance of the IRSA protocol

when the traffic load is fixed.

7.2 Related Work

As mentioned previously, there exists extensive literature on random access protocols them-

selves, dating back to over several decades. In this section, we focus on research studies

that applied various game theoretic techniques to some random access protocols.

In a multiple access scheme, nodes can either cooperate or compete to achieve their

objectives (e.g., optimal throughput, latency,...). Consequently, game theory has become a

very useful mathematical tool to model and analyze multiple access schemes in wireless

networks, and to obtain solutions for resource allocation, channel assignment, power con-

trol, and cooperation enforcement among the nodes. We can find two major game-theoretic

approaches to model multiple access schemes: non-cooperative and cooperative game ap-

proaches [102]. In a non-cooperative game, the actions of the players are based on their

payoff only. In a cooperative game, players establish an enforceable agreement in their

group such that the game is between competing groups of players.

Game theory has been applied to random access for designing new random access pro-

tocols for future wireless applications. In [103], a general game-theoretic framework for

designing contention-based medium access control has been presented. The behavior of

selfish users who would want to transmit in every slot to get their packets successfully de-

livered to the receiver has also been addressed using game-theoretic approaches, as in [104]

and [105]. Game theory has been also applied to study the random access scenarios with

power control. A variant of ALOHA involving two transmission power levels has been pre-

sented in [106]. The authors have presented two non-cooperative optimization concepts:

the Nash Equilibrium (NE) and the Evolutionary Stable Strategy. In [107], a multiple ac-

cess game for ALOHA with (power-domain) NOMA has been formulated. The payoff

function is based on an energy efficiency metric. The mixed-strategy Nash equilibrium has

been derived for each user’s transmission or access probability. It has been shown that

the probability of transmissions can approach one as the reward of successful transmission

increases. Therefore, the throughput does not approach zero, as in ALOHA, despite the

packet collisions because the power levels of users are different thanks to NOMA.

The work in [108] exploits game-theoretic tools to study a non-cooperative IRSA game,

and to our knowledge, this pioneering work [108] is also the only existing prior work to
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study IRSA from a game theory perspective. The described scenario involves a system

of selfish, uncoordinated users, where each user tries to maximize its successful decoding

probability. The study aims to define an access cost that allows the degree distribution of

users to be a Nash equilibrium. Thus, interestingly, the main idea is to change the cost

function so that the existence of a Nash equilibrium is proven, and it would be in the best

interest of users to follow it. However, no proof was provided that the best response algo-

rithm can attain the Nash equilibria of the game. In addition, the fact that the operator does

modify the users’ utility function through pricing to enforce a predefined degree distribu-

tion may arguably seem a little artificial. Indeed, in any system, the network operator can

enforce any particular user behavior by incurring a large penalty through cost and billing

for deviating from the operator-dictated behavior. Then [108] still left open the question

of the behavior of the IRSA protocol when users are competing and are left to their own

devices, which is the topic that we are addressing.

7.3 System Model and Assumptions

7.3.1 System Description

In this chapter, we consider a system model, similarly to the one in [1, 108], and the one

described in Section 2.4.3.

We still assume a collision channel model: two or more transmissions on the same

slot result in a collision where no packet can be retrieved, whereas a single transmission

(singleton) is always perfectly recovered. Fading effects are ignored. We assume that the

SIC process is performed perfectly. We also consider that all packets arrive successfully at

the receiver. It is possible to adopt more realistic assumptions on fading (see [26] and [109]

for instance), on SIC errors due to residual energy after removing the signal from the slot

(see Chapter 5), etc., and this would be a subject of future work. We observe that even with

the simplifying assumptions, our game-theoretic analysis has merits, otherwise, it would

easily become intractable.

7.3.2 Density Evolution

7.3.2.1 Notations for Density Evolution

We adopt the density evolution equations described in Section 2.4.3. Table 7.1 summarizes

the basic DE equations used to model IRSA iterative decoding process. These equations
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General IRSA Notations

Equation Reference
Λ(x) ,

∑
` Λ`x` Burst node degree distribution in Eq. (2.1)

Ψ(x) ,
∑
` Ψ`x` Slot node degree distribution in Eq. (2.1)

λ(x) ,
∑̀
λ`x`−1 Polynomial representation of the burst edge degree

distribution in Eq. (2.3)
ρ(x) ,

∑̀
ρ`x`−1 Polynomial representation of the slot edge degree dis-

tribution in Eq. (2.3)

q = p`−1 Probability on the edge towards a slot node in

Eq. (2.5)
(1 − p) = (1 − q)`−1 Probability on the edge towards a burst node in

Eq. (2.6)

qi = fb(pi−1) and pi = fs(qi) In Eq. (2.9)
when M → ∞: fs(q)→ F(G

R q) Asympotic expression from Eq. (2.11)
with F(x) , 1 − e−x

Table 7.1: Density Evolution equations used for K-IRSA analysis

are going to be used later to analyze the convergence of the iterative decoding process

through the density evolution equations (in particular Eq. (2.9)). Remember that the se-

quence (pi)i=0,...,∞ characterizes how many of the edges in the graph correspond to unde-

coded users at each iteration i. Note that the sequence (qi)i=0,...,∞ can equivalently be con-

sidered. Initial values are q0 = 1, hence p0 = 1 − ρ(0). Alternately, picking p0 = 1 just

shifts the sequence by one, as it implies that q1 = λ(1) = 1.

We will also study some properties of these iterated equations.

7.3.2.2 Convergence and Properties of Iterated Equations

To be able to finely analyze the performance of IRSA, we prove some properties of the

density evolution iterations, some of which are known for LDPC-codes [61], but need to

be transposed to IRSA:

• The sequence (pi) i∈N is decreasing:

Lemma 1 (Decreasing of the sequence (pi)i∈N with respect to iterations)
For all the iterations i = 1, 2, 3, ..., pi = F(pi−1; G,Λ) is a monotone, decreasing, se-

quence.
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Proof: By induction: if for some i ≥ 1 : pi ≤ pi−1, then:

pi ≤ pi−1

⇒ F(pi) = pi+1 ≤ F(pi−1) = pi

(since F is monotone increasing with p)

⇒ pi+1 ≤ pi≤ pi−1

Now consider p0 = 1 and p1 = F(p0; G,Λ). We have, p1 = 1−e−GΛ′(p0) < 1 thus p1 < p0,

the induction hypothesis for i = 1. This proves the monotonicity and decreasing of the

sequence {pi}i≥0.

Notice that the sequence is also lower bounded by, 0 and hence it must converge.

• The sequence (pi) i∈N converges towards a limit p∞: Similarly to the proof in [61, Sect.

3.10] and specifically [61, Lemma 3.55] “Monotonicity with Respect to Iteration”, we

can now prove in Theorem 1 that the sequence (pi) i∈N is decreasing, and it converges

towards a limit.

Theorem 1 (Convergence of the sequence (pi)i∈N) The sequence (pi)i∈N is decreasing

and converges towards a limit p∞, that is the fixed point of the equation:

p∞ = F(p∞; G,Λ) with F(x; G,Λ) = 1 − e−GΛ′(x) (7.1)

Proof: From Lemma 1, (pi)i∈N is a decreasing sequence. In addition, it is lower-bounded

by 0, and F(x; G,Λ) is continuous in x. Then the Theorem is a direct consequence of

fixed-point theorems.

• The function F defined in Table 7.1 is a monotone function:

Lemma 2 (Monotonicity (increasing) of F(x; G,Λ) with respect to x)
Let (Λ, λ) be the node and edge degree distribution pair. The function F(x; G,Λ) defined

in Eq. (2.11) is monotone, increasing with its argument x.

Proof: Consider some x∗ ∈ [0, 1] and x ∈ [0, 1] with x∗ > x:

x∗ > x⇒ λ(x∗) > λ(x) (since λ(x) is a polynomial with only positive coefficients)

⇒ −GΛ′(1)λ(x∗) < −GΛ′(1)λ(x)⇒ −e−GΛ′(1)λ(x∗) > −e−GΛ′(1)λ(x)

⇒ 1 − e−GΛ′(1)λ(x∗) > 1 − e−GΛ′(1)λ(x) ⇒ 1 − e−GΛ′(p∗) > 1 − e−GΛ′(p)

⇒ F(x∗; G,Λ) > F(x; G,Λ)
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and thus F(x; G,Λ) is monotone increasing with x for any x ∈ [0, 1].

As a conclusion, Lemma 2 proves that F is a monotone function, Lemma 1 proves

that the sequence is decreasing. An important consequence is given by the Theorem 1 that

proves that:

The sequence (pi)i∈N is decreasing and converges towards a limit p∞, that is

the fixed point of the equation:

p∞ = F(p∞; G,Λ) (7.2)

with F defined in Eq. (2.11).

7.3.2.3 Performance Metrics from Density Evolution

As explained in previous section, the evolution of probabilities and their limit, the fixed

point p∞, gives an indication of the amount of decoded users. It is valid when the frame

size M grows infinitely and can be a good approximation for a large finite frame size [1].

The two main performance metrics of density evolution that we use in this work are defined

from p∞ as follows:

(a). p∞: the fixed point of Eq. (7.2) in Theorem 1. It is a function of Λ and G. It can be

mapped to the probability of a packet loss at the end of the decoding process. In more

detail, as indicated in [1], p∞ is the probability that an edge in the bipartite graph of

Fig. 2.3 is unrevealed at the end of the decoding process.

(b). The Packet Loss Rate (PLR): since the probability that a packet is not decoded after a

certain number of decoding iterations is given by the probability that all its replicas are

unrevealed, if the user node has ` replicas, then the probability that a packet of this user

node is lost at the final iteration is p`−1
∞ . By averaging on all the possible degrees, we

have:

PLR(p∞) = Λ(p∞) (7.3)

See [1, footnote 13].

(c). The throughput: the expression of the effective throughput (i.e the goodput) is the load

multiplied by the PLR:

T (Λ) , G · (1 − Λ(p∞)) (7.4)

It measures the average number of decoded packets per slot. With a collision model, it

verifies T ≤ 1, and without losses T = G.
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Notice that because we assume that the load G is constant (e.g. consider IoT applica-

tions where nodes are sending packets with fixed average rate), the throughput is essentially

a proxy for the PLR.

7.3.2.4 Performance Metrics with Several Classes

We extend the results of the previous section to a system that has two different classes C0

and C1 and a fixed global load G. Each user is assumed to belong to exactly one class,

and all users of one class c are assumed to use the same degree distribution
(
Λc,i

)
i≥2. ΛC0

and ΛC1 are the degree distributions of the classes, C0 and C1, respectively. We introduce

α ∈ [0, 1], a parameter that indicates the proportion of the users that are in class C0 (α = 1
2

implies that users are split equally among both classes).

We define Λavg(x), the average degree distribution of both classes, as:

Λavg(x) = αΛc0 (x) + (1 − α)Λc1 (x) (7.5)

The system behaves as if there was only one class of users, with load G, and degree distri-

bution Λavg.

Then p∞ is obtained as the fixed point of p∞ = F(p∞; G,Λavg). The throughput of the

two classes is different and is obtained respectively as:

TC0(ΛC0 ,Λavg) = ΛC0(p∞)

TC1(ΛC1 ,Λavg) = ΛC1(p∞)
(7.6)

These results can be generalized to more than one class.

7.3.3 Optimal Formulation for IRSA

Before addressing the non-cooperative version with competing users, we first recall that the

optimization problem for a centralized IRSA has been explained in (P1) (Section 2.4.4).

These preliminaries provide a performance baseline for the non-cooperative setting, and

also illustrate the optimization of IRSA in general.

7.3.3.1 Optimal Formulation for a One-Class IRSA Scenario

In the classical IRSA system of one class of users, the aim is to find the best degree dis-

tribution that maximizes the system throughput at a given network load G. In classical

IRSA, the degree distribution also starts from degree 2, i.e. Λ0 = Λ1 = 0. We describe the

optimization problem as follows:
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maximize
(Λi)

T (Λ) (P5)

subject to 0 ≤ Λi ≤ 1 ∀i ∈ {2, 3, . . . ,D}
i=D∑
i=2

Λi = 1

where Λ is the degree distribution shared between all users, and T is the system through-

put, which measures the normalized number of decoded packets per slot. When using den-

sity evolution, and assuming asymptotically large frame size, T is given by Eq. (7.4), which

implies computing p∞(Λ,G) from Eq. (7.2).

7.3.3.2 Optimal Formulation for a Two-Class IRSA Scenario

We extend the optimal formulation of the previous section, to a system that has two different

classes C0 and C1 and a fixed global load G. Using the performance metrics for multiple

classes from Section 7.3.2.4, we can rewrite the optimization problem (P5) for a class

selfishly optimizing its own throughput as

maximize
(Λc,i)

Tc(Λc,Λavg) (P6)

subject to 0 ≤ Λc,i ≤ 1 ∀i ∈ {2, . . . ,D}
i=D∑
i=2

Λc,i = 1

The described problem in (P6) can be solved by using the expression of the throughput

in Eq. (7.6).

7.4 The Class-based IRSA Non-Cooperative Game

In this section, we study the autonomous behavior of competing classes of users that en-

gage in a non-cooperative strategic IRSA game. Non-cooperative game theory models the

interactions between players competing for common resources. Here, the classes of users

are the decision-makers or players of the game that seek selfishly to maximize their own

throughput. We define a multi-player game G between n classes of users. Each class is

assumed to make its decisions without knowing the decisions of other classes.
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7.4.1 Formalization of the Non-Cooperative IRSA Game

The IRSA non-cooperative game G = 〈K, S ,T 〉 can be described as follows:

• A finite set of classes K = (C0, ...,Cn−1).

• For each class c ∈ K, the space of pure strategies S c is formed by the Cartesian product

of each set of pure strategies S c = S c,2 × ... × S c,L, where L is the maximal degree.

• An action of each player (i.e. class) consists in selecting one distribution Λc for a set of

frames, where Λc ∈ S c represents a user degree distribution Λc = {Λc,2, ...Λc,L}. As Λc,k

is the probability of repeating a packet k times for a user in class c, then Λc,k ∈ [0, 1], for

k ∈ {2, .., L}.

Furthermore, as previously, the general degree distribution (strategy) of one class c can

be written in polynomial form as follows:

Λc(x) =

L∑
`=2

Λc,`x` = Λc,2x2 + Λc,3x3 + .. + Λc,LxL (7.7)

• A strategy profile Λ = (Λ0, ...,Λn−1) specifies the strategies of all players and S = S 0 ×

... × S n−1 is the set of all strategies.

• A set of utility functions, T = (T0(Λ),T1(Λ), ...,Tn−1(Λ)) where each utility function

quantifies players’ utility for a given strategy profile Λ, where Tc : S c → Rmeasures the

preference of the strategy Λc ∈ S c played by a player c.

Each player (class) intends to select the strategy (the degree distribution) that maximizes

their utility function. The utility function of a player c ∈ K that plays strategy Λc ∈ S c is

the Throughput of this player, defined as:

Tc(Λc) = G · (1 − PLRc(Λc)) (7.8)

where PLRc is the packet loss rate of class c users, and G is the total network load.

When G is constant, maximizing the throughput is equivalent to minimizing the Packet

Loss Rate (PLR), as in Eq. (7.6). This corresponds to an optimization problem as in

Section 7.3.3.2 written with an arbitrary number of classes.

7.4.2 Two-Classes IRSA game

We consider two classes of users. The two major components of the devised two-players

IRSA game are as follows:

• A finite set of players, denoted by K, c ∈ K is a class of users. For clarity, we coin the

two classes as class C0 and class C1 respectively, i.e. K = {C0,C1}.

• Accordingly, the strategy space of class C0 (resp. class C1) is denoted by S C0 (resp. S C1).
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The total network load is defined as G =
MC0 +MC1

N , where N is the number of slots in the

frame and MC0 (resp. MC1) is the number of users in class C0 (resp. the number of users in

class C1). We also define α =
MC0
M as the proportion of class C0 users over the total number

of users M (hence (1 − α) is the proportion of C1 users) as in Section 7.3.2.4.

Definition 1 (Restricted IRSA game) We define a restricted IRSA game where only two

coefficients in the degree distribution are non-zero for all the strategy sets of the two play-

ers: we denote respectively by ` > m > 1 with m , `, the two non-zero degrees:

ΛC0(x) = ΛC0,m · x
m + ΛC0,` · x

` = ΛC0,m · (xm − x`) + x` (7.9)

where the last equality comes from the fact that ΛC0,m + ΛC0,` = 1. We note for convenience

sc = Λc,m, accordingly:

Λc(x) = scxm + (1 − sc)x` (7.10)

and Tc(sc) = G · (1 − PLRc(sc)) (7.11)

where ` and m are the non-zero constant integers representing the repetition degrees of the

game with ` > m.

(P1) in Section 2.4.4 explains the main purpose behind IRSA optimization. Any en-

hancement in this protocol could be translated into an optimization problem that maximizes

a given system metric (load, achieved throughput, ...) or minimizes the impact of a given

drawback (delay, PLR, ...). In the IRSA game, instead of maximizing the total throughput

as in (P5), each player aims to maximize their own throughput function in Eq. (7.11), for a

given network load.

7.4.3 Nash Equilibrium of the IRSA Game

In this section, we establish the needed proof to show that the user degree distribution

Λ(x) could be a Nash equilibrium (NE) for the 2-classes strategic IRSA game under some

conditions. We first use the classic definition of the Nash equilibrium as the point where

no player will gain by changing their strategy unilaterally. In our case, it corresponds to:

Definition 2 (Nash equilibrium for IRSA strategic game) A Nash equilibrium (NE) for

the 2-classes IRSA strategic game is a strategy (degree distribution), Λ∗ = (Λ∗c,Λ
∗
−c) such

that:

Tc(Λ∗c,Λ
∗
−c) ≥ Tc(Λ̃c,Λ

∗
−c) ∀Λ̃c ∈ S c (7.12)

Where Λ∗c is the strategy of class c ∈ {C0,C1} and Λ∗−c is the strategy of the other class(es).
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NE describes the operating point which is stable in terms of local efficiency for all players.

Therefore, in our IRSA game, we seek to study the existence of pure NEs and how to attain

them.

Consider the 2-classes IRSA game, defined as a static strategic non-cooperative game

with complete information and a finite set of players (2 players). There exist several ways

to establish the existence of a Nash equilibrium, one of which is the Debreu-Fan-Glicksberg

theorem (see for instance the overview in [110]): with our notations, (a) if ∀c ∈ {C0,C1}, S c

is a compact and convex set, (b) the utility function Tc(Λc) is a continuous function in the

profile of strategies S and (c) it is quasi-concave in the set of a player c own strategies S c,

then the game has at least one pure NE, according to this Debreu-Fan-Glicksberg theorem.

We actually prove this supposition in the following Theorem 2:

Theorem 2 (Existence of NE for the 2-classes restricted IRSA game for large G) The two-

players restricted IRSA game admits a Nash equilibrium when G → ∞. In other words,

there exists a load limit G1 > 0, such that for any load G ≥ G1, the game always admits at

least one pure Nash equilibrium.

Proof:

For our proof of the NE existence, we split the proof into three Lemmas, described later,

that establish the previous conditions (a), (b), and (c). Lemma 3 is provided to prove that

the set of strategies of our 2-classes IRSA game is compact and convex. Lemma 4 proves

that the utility function defined in Eq. (7.11) is continuous in the profile of strategies S

under some conditions. And finally, Lemma 5 shows that the utility function of any player

c is quasi-concave in their own strategy, with c ∈ {C0,C1}, for all G greater than a fixed

limit G0. As a consequence, the conditions of the Debreu-Glicksberg-Fan (1952) theorem

are satisfied, which proves the existence of a Nash equilibrium.

7.4.4 Analysis of the Utility Function

In this section, we present the three necessary lemmas to prove Theorem 2.

Lemma 3 Let S c be the set of strategies of the player c ∈ {C0,C1}, where each strategy is

a degree distribution Λc(x) written as:

S c ,
{
Λc(x)

∣∣∣∣ Λc(x) = scxm + (1 − sc)x`,∀sc ∈ [0, 1]
}

Then the set S c is compact and convex.

Proof: All properties are obtained from the fact that S c is a segment of the plane R2 (and for

non-restricted IRSA games, it would be the intersection of a hypercube and a hyperplane
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in Rm). It is easy to show that the set is compact:
1. The set S c is closed and
2. The set S c is bounded and
3. The set is convex:
(a) ∀si, s j ∈ S c:

0 ≤ si ≤ 1,⇒ 0 ≤ θsi ≤ θ

0 ≤ s j ≤ 1,⇒ 0 ≤ (1 − θ) s j ≤ (1 − θ)

⇒ 0 ≤ θsi + (1 − θ) s j ≤ 1, each component of the new vector will be in [0, 1].

(b) ∀si, s j ∈ S c:

si + (1 − si) = 1⇒ θsi + θ(1 − si) = θ

s j + (1 − s j) = 1⇒ (1 − θ)s j + (1 − θ)(1 − s j) = 1 − θ

By combining both:

θsi + θ(1 − si) + (1 − θ)s j + (1 − θ)(1 − s j) = 1, the sum of all components of the new vector

is equal to one.

From (a) and (b), we conclude that the set S c is convex.

The second and third conditions to have a pure NE are relative to the utility function

described in Eq. (7.11). Alongside Lemma 3, we need to show that the utility function

for any class c ∈ {C0,C1} is continuous in any strategy (proven in Corollary 1) and quasi-

concave in its own strategy sc ∈ S c (proven in Lemma 5).

As the player utility is a function of their throughput, we use the results and definitions

from density evolution from Sections 7.3.2.3 and 7.3.2.4, to examine some properties of the

utility function. The value of the fixed point p∞ depends on the strategies of both players

s0 = ΛC0 , s1 = ΛC1 and also on the load G, and hence can be written as p∞(s0, s1,G).

In the following Lemma, we prove that, except for some set of points S(s0, s1,G), p∞
is continuous in the strategy of one player s0 (actually the stronger result is that p∞ is

continuously differentiable). This lemma is a first step to prove that the utility function is

also continuous in s0.

Lemma 4 (Continuity and differentiability of p∞(s0)) Considering that s1 and G are fixed,

p∞(s0) (which becomes then a function of one variable s0), is a continuously differentiable

function except on a set of points coined S(s0, s1,G). This set of points S(s0, s1,G) ⊂ [0, 1]

corresponds to the points where some expression g(s0, p∞(s0)) equates to zero.

Proof: We consider here that s1 and G are kept constant, and p∞ (also denoted p in this

proof for simplicity) is then a function of a single variable (the strategy of one player) s0,
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as well as all the quantities considered in this proof. We make use of the implicit function

theorem, [111, Th. 1.3.1] on p∞(s0) which is defined by the fixed point equation Eq. (7.2).

The main expression of the implicit function theorem is intuitively obtained by consid-

ering p∞ as a solution of the implicit equation H(p) = 0. This is equivalent to the fixed

point equation Eq. (7.2) when introducing the notation H(p) = F(p; G,Λ) − p, and then

computing the total derivative of (i.e. chain rule for) the equation H(p) = 0. Remember

that here the only variable is s0, and p depends on s0. Differentiating both sides of H(p) = 0

with respect to s0 gives the well-known expression, e.g. [111, Eq. (1.13)]:

dH
ds0

=
∂H
∂s0

∂s0

∂s0
+
∂H
∂p

∂p
∂s0

(7.13)

Thus:
dH
ds0

= 0⇒
∂p
∂s0

= −

∂H
∂s0

∂H
∂p

(7.14)

The derivative of p exists only for s0 for which the denominator is not zero, so that the

solution p(s0) is continuously differentiable in a neighborhood of s0.

Now, using the definition H(p) , 1 − e−GΛ′(p) − p, we compute:

∂H
∂s0

= Gα(mpm−1 − `p`−1)e−GΛ′(p)

considering that:

Λ(p) = α(s0 pm + (1 − s0)p`) + (1 − α)(s1 pm + (1 − s1)p`)

And since H(p) = 0, hence 1 − p = e−GΛ′(p), we obtain:

∂H
∂s0

= Gα(1 − p)(mpm−1 − `p`−1) (7.15)

Taking the derivative of the function H(p) with respect to p:

∂H
∂p

= G(1 − p) · α
[
(m(m − 1)s0 pm−2 + `(` − 1)(1 − s0)p`−2)

]
+G(1 − p) · (1 − α)

[
(m(m − 1)s1 pm−2 + `(` − 1)(1 − s1)p`−2)

]
− 1 (7.16)

Solving equation (7.16) = 0 helps to find the roots where the derivative of H(Λ, p) is

zero, and for these roots, the derivative of p defined in Eq. (7.14) does not exist. In other

words, this gives us the set:

S(s0, s1,G) = {s0 ∈ [0, 1] | Eq. (7.16)=0 is verified}.
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In addition, let us consider an interval [a, b], where S(s0, s1,G) ∩ [a, b] = ∅. For any

x ∈ [a, b], then p∞ is continuously differentiable in an open set around x [111, Th. 1.3.1].

Thus, p∞ must be continuously differentiable in the whole interval [a, b].

Corollary 1 (Continuity and differentiability of the utility function) Considering that s1

and G are fixed, the utility function defined in Eq. (7.8) could be written as TC0(s0) =

G(1 − (s0 pm
∞ + (1 − s0)p`∞)). The utility function (as a function of one variable s0) is a

continuously differentiable function except on some set of points S(s0, s1,G), as it is a com-

position of continuous functions.

Lemma 5 (Monotonicity of the utility function) Considering that s1 and G are fixed, Let

TC0(s0) = G(1 − ΛC0(s0)) = G(1 − (s0 pm
∞ + (1 − s0)p`∞)), be the utility function of class C0,

playing a strategy s0 ∈ S C0 where p∞ is a fixed point given by the solution of the Eq. (7.2).

When G → ∞, TC0 becomes a monotone function (increasing) with s0.

Proof: Differentiating TC0(s0) with respect to s0 yields:

dTC0

ds0
= −G

[
pm
∞ − p`∞ +

∂p∞
∂s0

(
s0mpm−1

∞ + (1 − s0)`p`−1
∞

)]
The expression ∂p∞

∂s0
appearing here can be obtained from Lemma 4, using Eq. (7.15),

Eq. (7.16) and for any s0 < S(s0, s1,G), it is:

∂p∞
∂s0

= −Gα(1 − p∞)(mpm−1
∞ − `p`−1

∞ )/ {
G(1 − p∞) · α

[
(m(m − 1)s0 pm−2

∞ + `(` − 1)(1 − s0)p`−2
∞ )

]
+G(1 − p∞) · (1 − α)

[
(m(m − 1)s1 pm−2

∞ + `(` − 1)(1 − s1)p`−2
∞ )

]
− 1}

When G → ∞, we will prove that p∞ → 1; for convenience, we do a change of variable

of p∞ to ε, defined as p∞ , 1 − ε. This allows us to study such limits. However, one

technicality is that we need to prove bounds and limits independently of the values of s0

and s1. We introduce the following variants of the Bachmann-Landau notation (the family

of Big O Notations), to be able to express this, as follows:

• Assuming G → ∞:

• f (x; s0, s1) = õ(g(x; s0, s1)) [ f is dominated by g asympotically]

=⇒ ∀η > 0∃N such that ∀x ≥ N∀(s0, s1) ∈ [0, 1]2 :

| f (x; s0, s1)|≤ η|g(x; s0, s1)|
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• (x; s0, s1) = Θ̃(g(x; s0, s1)) [ f is bounded both above and below by g asympotically]

=⇒ ∃k1 > 0∃k2 > 0∃N : ∀x ≥ N,∀(s0, s1) ∈ [0, 1]2 :

k1g(x; s0, s1) ≤ f (x; s0, s1) ≤ k2g(x; s0, s1)

Notice the only difference with classical Bachmann-Landau notation definitions o(x)

and Θ(x), are the “∀(s0, s1)”.

Our first preliminary proof is on the limit of Gε. For fixed s0 ∈ [0, 1] and s1 ∈ [0, 1],

we have:

lim
G→∞

ε
(a)
= lim

G→∞
G(1 − p∞)

(b)
= lim

G→∞
G(1 − (1 − e−GΛ′(p∞)))

(c)
= lim

G→∞
Ge−GΛ′(p∞) (d)

= 0

where (a) is by definition of ε, (b) is because p∞ is the fixed point of Eq. (7.2), (c) is

immediate, (d) is because Λ′(x) is bounded by Λ′(x) ≤ max(`,m) = ` for any x ∈ [0, 1] and

because limG→∞Ge−G·K = 0 for any constant K > 0.

The key part in the previous reasoning (d), is the use of the bound: Λ′(x) ≤ Λ′(1) ≤ `, valid

for any x ∈ [0, 1]. This bound does not depend on s0 and s1, hence the same reasoning can

be applied, to maxs0,s1 p∞, and thus this proves the following slightly more general result,

independent of s0 and s1:

lim
G→∞

(
max

(s0,s1)∈[0,1]2
Gε

)
= 0 (7.17)

or with our notation: when G → ∞,Gε = õ(1) (7.18)

Notice that this is a stronger result that implies the following: when G → ∞, ε = õ(1) or in

other terms, p∞ = 1 + õ(1).

Armed with these definitions, and preliminary results, we can write
∂TC0
∂s0

with a Taylor

expansion of (1 − ε)` and (1 − ε)m:

∂TC0

∂s0
= G

{
−(1 − mε) + (1 − `ε) + õ(ε)

+Gαε(m − `) · [s0m(1 − mε + ε) + (1 − s0)`(1 − `ε + ε) + õ(ε)]/ (
Gα

[(
m2 − m

)
s0ε +

(
`2 − `

)
(1 − s0) ε + õ(ε)

]
+G (1 − α)

[(
m2 − m

)
s1ε +

(
`2 − `

)
(1 − s1) ε + õ(ε)

]
− 1

)}
Hence:

∂TC0

∂s0
= Gε(m − ` + õ(1))

[
1 +

Gα (s0m + (1 − s0)` + õ(1))
Gε(D + õ(1)) − 1

]
+ õ(1) (7.19)
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with D = α
[(

m2 − m
)

s0 +
(
`2 − `

)
(1 − s0)

]
+ (1 − α)

[(
m2 − m

)
s1 +

(
`2 − `

)
(1 − s1)

]
(7.20)

Now considering again the different parts of the expression Eq. (7.19) when G → ∞:

• Gε(D + õ(1)) − 1 = −1 + õ(1) because Gε = õ(1)

• Therefore Gα(s0m+(1−s0)`)
GεD−1 = −Θ̃(G)

• Hence: 1 +
Gα(s0m+(1−s0)`)

GεD−1 = −Θ̃(G)

• Thus finally:
∂TC0
∂s0

= −Gε(m − ` + õ(1))Θ̃(G)

We have the sign of every quantity involved in the product in the last expression, when

G → ∞: it is ultimately positive. Therefore, we conclude that:

∃G0 > 0 : ∀G > G0,∀s0 ∈ [0, 1],∀s1 ∈ [0, 1],
∂TC0

∂s0
> 0 (7.21)

And this proves that there exists a G0 > 0, such that the utility function is a monotone

(increasing) function with s0 for any G ≥ G0.

The three Lemmas of this section prove the Theorem 3.

7.4.5 Attaining Pure Nash Equilibrium

The Theorem 3 established the proof of the existence of (at least) one pure Nash equilib-

rium. In this section, we are interested in the dynamics of the game, and the convergence to

a Nash equilibrium. We start by introducing the dynamics of the game by indicating how

players adapt their strategies.

The better reply strategy of a player c is the one that improves their utility given other

players’ strategies. A better reply dynamics scheme consists of a sequence of rounds, where

each class c chooses a better reply to the strategies of other classes in the previous round, but

not necessarily the best one.1 In the first round, the choice of each player is a better strategy

based on their arbitrary belief about what the other players will choose. In some games,

the sequence of strategies generated by better reply dynamics converges to a NE, regard-

less of the players’ initial strategies. It is the case for our game G = 〈K = {C0,C1}, S ,T 〉

as, according to [112], two-player generic quasi-concave games have the ”Weak Finite

Improvement Property” (WFIP).

1The strategy of choosing the best one, corresponds instead to the classical ”best response” dynamics, for

which the same hypotheses detailed later are not sufficient to establish convergence.
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Property 1 (Convergence of Better Reply under WFIP [112]) Consider a two-player game

G = 〈K = {C0,C1}, S ,T 〉, each player c ∈ K has a one dimensional, compact, convex

strategy set S c, and a utility function Tc that is twice continuously differentiable in sc,

∀c ∈ {C0,C1} and quasi-concave with respect to sc ∈ S c.

Then the game has the weak FIP, and this implies that from any action profile there is a

finite sequence of single-player improvements leading to a Nash equilibrium [112].

We apply this property to our problem, which builds upon Theorem 2, by providing

proof for convergence towards NE:

Theorem 3 (Convergence to Nash equilibrium for 2-classes restricted IRSA game for large G)
There exists a load limit G1 > 0, such that for any load G > G1, the two-classes restricted

IRSA game will converge to a Nash equilibrium when iterating better reply dynamics.

Proof: Under the assumption that G → ∞, the existence of the NE is established by

Theorem 2 for G > G1 for some G1 > 0. Also, according to Lemma 3, Lemma 5, and

Corollary 1, our game is a generic two players quasi-concave game. And for G > G1, Tc is

actually not only continuously differentiable but, according to the analytic implicit function

theorem [111, Section 6.1], infinitely differentiable. Hence, the conditions of Property 1 are

satisfied, and therefore, following [112], better reply dynamics are guaranteed to converge

to pure NEs for G > G1.

7.4.6 Generalizations of the Two-Classes Restricted IRSA game

The existence of a Nash equilibrium and the convergence to the Nash equilibrium were

established for the two-classes restricted IRSA games. One important question would be:

how to generalize the results?

For the case of the n-classes restricted IRSA game (with n ≥ 3): the performance

of the system is obtained as previously, by computing a global average distribution Λavg

(generalizing the Eq. (7.5)), and the global p∞. When one class optimizes its utility, the

system actually behaves as if all the other n−1 classes are equivalent to a single competing

class, and the Theorem 2 can be generalized. On the other hand, the convergence to a

Nash equilibrium is no longer established, as the result on the WFIP that we are using is

specifically for a two-player game [112].

The second case is the general IRSA game as opposed to the restricted IRSA game

of definition 1: here, players have multivariate utility functions, and results on the quasi-

concavity are more difficult to establish. The issue is that the utility is computed from a
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multivariate implicit function p∞ (which is also not always guaranteed to be continuous).

Hence, it is an open problem, but our numerical results at the end of the Section 7.5 show

that the general IRSA game is behaving similarly to the restricted IRSA game.

7.5 Numerical Results

In the following, we assess the performance of the distributed IRSA game, described in

Section 7.4, and present numerical verification that it attains Nash equilibrium via the bet-

ter reply strategy. We assume a collision channel with fixed-size frames (sufficiently large

so that the density evolution results are close to the actual performance). The users select

the slots uniformly at random, however, they first select the number of packet repetitions

according to their degree distributions. The performance is evaluated through density evo-

lution. The network load is varied between G = 0 and G = 2.

In Fig. 7.1, we show the optimal throughput of a single class of users using the IRSA

protocol with two coefficients for two degrees (m, `), as in restricted IRSA (definition 1).

In Fig. 7.1a, we consider one single class which always uses a degree m = 2 and another

degree ` chosen from {3, 4, . . . 8}. We formulate the centralized optimization problem (P5)

and numerically compute the optimal throughput in Python with the scipy differential

evolution algorithm. We compare the obtained optimal throughput for each pair of degrees.

For each pair, there is a maximum value for the obtained throughput before it starts to drop

rapidly, and then, it continues to decrease slowly with the increase of load. In fact, we

focus on the part where this sudden decrease occurs. In Fig. 7.1b, we zoom in on this phe-

nomenon, where we can see clearly the impact of the discontinuity of the utility function

for some values of the load (the sudden decrease: at least a discontinuity for its derivative).

We proved in Corollary 1 that the utility function (the throughput) is continuously differ-

entiable except for some points. Thus, the highlighted decrease in Fig. 7.1b is certainly

indirectly due to the discontinuity of the throughput in one of those points, itself due to a

discontinuity of p∞ in the same points.

The same phenomenon happens in Fig. 7.1c, if the unique class uses degree m = 3 and

another degree ` from {4, 5, . . . , 8}. We observe that the discontinuity occurs earlier, and

the throughput at high loads is lower. The maximum achieved loads when using a degree

2 and another degree are higher than the maximum achieved loads when using a degree 3

and another degree. Therefore, it is generally better to pick degree 2 and another degree

(higher than 3). For the rest of the results, we will focus on the distributions with m = 2. In

Fig. 7.1d, we show clearly the discontinuity region of Fig. 7.1c where the throughput drops
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Figure 7.1: The optimized throughput for one class using two degrees for all loads

rapidly for some loads. The study of the optimal utility function helps to select the right

pair of degrees for a given load.

Notice that for IRSA games for two-classes instead, and for instance if the selected

degrees for both classes are (m = 2, ` = 6) for a load of G = 0.93 (see the red curve in

Fig. 7.1b), many classical results from game theory cannot be directly applied owing to

the fact that the utility function of the pair (m = 2, ` = 6) is discontinuous for that load as

evidenced indirectly by Fig. 7.3. Indeed, the game no longer verifies the set of conditions in

Property 1 because of the discontinuity of the utility function. In other words, the existence

of a Nash equilibrium is no longer guaranteed. Note that the convergence of the two-classes

IRSA game to a stable point was nevertheless always empirically observed (through best

reply dynamics), as shown later. Precisely, the utility function of one class, described

in Eq. (7.8), is a function of p∞. In Lemma 4, we have studied the continuity and the

differentiability of p∞(s0). The proof of Lemma 4 affirms that: for some points S (s0, s1,G),
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Figure 7.2: Comparison between the achieved packet loss rate of both players (classes), C0

and C1, when using Best Response and Better Reply strategies

the probability p∞ might have a discontinuity (due to a potentially infinite derivative) in s0.

Alongside this proof, we went further in our simulations to study the behavior of p∞ in the

discontinuity region. For the same example, with a pair of degrees (m = 2, ` = 6) and a

load of G = 0.93, we highlight in Fig. 7.3 the discontinuity of p∞ in the strategy of the first

player s0 for several possible strategies of the second player s1.

The important question is whether the restricted IRSA game can attain Nash equilibria.

We have proven in Theorem 2 a sufficient condition for the convergence of better reply

to NE, i.e.: G ≥ G1; where G1 originates from Lemma 5 and verifies that ∀G > G1, and

for any s0, s1, TC0 will be continuous, and its derivative is positive. For (m = 2, ` = 6), we

numerically searched for G1 for which the property is verified. We identify the smallest

value of G1: G1 ≈ 1.295. We also observed for G ≥ 0.938 . . ., S(s0, s1,G) = ∅, i.e. p∞
and TC0 are continuous. In the following, we experiment with all values of G ∈ [0, 2], to

explore whether convergence is still always experimentally observed. We explore the con-

vergence towards Nash equilibrium points using the better reply algorithm, implemented

in the following way: the two players (classes) select in turn a better reply based on the

knowledge of the other player strategy. At each iteration, each player randomly chooses

a number of distributions (100 in our case) and picks randomly one among the ones that

give better or equal throughput compared to the selected distribution in the previous it-

eration. As shown in Fig. 7.2b, we test the better reply algorithm for a pair of degrees

(m = 2, ` = 6) and a load of G = 0.96. The sequence of selected strategies by the better

reply algorithm starts to converge towards the point
(
TC0 ≈ 0.42,TC1 ≈ 0.42

)
after almost

850 rounds. Furthermore, we also used the best response algorithm for the same settings.
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Figure 7.3: The variation of p∞ as a function of the strategies of both players s0 and s1:

m = 2, l = 6 and G = 0.93

In the best response dynamics, each player chooses the strategy that has the best outcome,

knowing the other player’s strategies. The best response algorithm converges after approx-

imately 100 iterations towards the same equilibrium point. Fig. 7.2a shows distinctly that

the best response algorithm converges much faster than the better reply algorithm, even

though our convergence proof is for the better reply algorithm.
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better reply and best response strategies
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In addition to the comparison between the convergence of better reply and best response

towards a Nash equilibrium, we show in Fig. 7.4 how the strategies change with the load:

precisely we show the coefficients s0, (1− s0), s1, and (1− s1) at the final iterations. For low

loads, many possible strategies could be Nash equilibrium points. As the network is low-

loaded the asymptotic PLR of 0 can be achieved, many degree distributions (strategies) with

two degrees from {2, 3, . . . 8} may achieve this asymptotic zero packet loss rate. As a con-

sequence, these strategies can obtain a throughput equal to 0 for both players. Therefore, in

both figures, Fig. 7.4a and Fig. 7.4b, we have replaced the selected strategies (coefficients)

by zeros whenever we had zero packet loss rate: at convergence, the strategies are the ran-

dom outcome of the iterative selection among a set of many possible strategies that lead to

the same equilibrium point
(
TC0 = 0,TC1 = 0

)
. Furthermore, Fig. 7.4a and Fig. 7.4b show

how both players behave in the discontinuity region G ∈ [0.86, 0.95]. We observe that as

the first player (class C0) always chooses degree 2 (as s0 = 1), the other player (class C1)

always chooses degree 6 (i.e. s1 = 0). For higher loads G > 0.95, both players converge

towards the same strategy and use degree 2 (i.e. s0 → 1 and s1 → 1). This is because when

the network is highly loaded, repeating the packets creates more collisions and worsens the

network load, hence the smallest degree is the best option for both classes.

Furthermore, we measure the inefficiency of the equilibrium for our restricted IRSA

game in comparison with a centralized optimal approach obtained by solving (P4) for one

class through computing the Price of Anarchy (PoA). In Fig. 7.5, we show how the selfish

behavior of the two players (classes) is close to the optimal solution. In Fig. 7.5a, the

discrepancy between the summed throughput (the sum of the throughput of both players)

obtained by the IRSA game and the optimized throughput is very small. This discrepancy

is only noticeable around and in the discontinuity region when the best response strategy is

used. Fig. 7.5b shows the computed difference between the throughput of the optimal and

the best response algorithm for the IRSA game. It appears that it is less than 2%. The same

impact can be seen in Fig. 7.5c, where the better reply algorithm is used, and indeed the

performance of both best response and better reply is nearly identical.

The reasoning is that, for low loads, many equilibrium points could lead to a zero

packet loss rate and coincide with the optimal solutions. For high loads (more than 1.25),

the players (classes) keep using the smallest degrees with a probability almost equal to 1

to reduce collisions. Otherwise, a slight change in the strategy of one player could lead

to more collisions and this, in turn, makes all the players lose. For that reason, the only

equilibrium points are the optimal points.

We display in Fig 7.6 the iterations where the better reply algorithm heads towards
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Figure 7.5: The Price of Anarchy for the best response and better reply strategies

convergence. It is clear that the better reply algorithm takes more iterations to converge in

the discontinuity region, which also corresponds to the results shown in Fig 7.2b (average

of 100 simulations per point).

In the theoretical study, we focused on restricted IRSA games. In Fig 7.7, we compare

the price of anarchy between two types of games: the first game is the restricted IRSA

game, where players have only two different degrees to choose from, and the second game

is the general IRSA game, where the players have all possible degrees to choose from (up

to a maximum degree). The goal of this comparison is to understand if both types of games

lead to different results. We focus on the price of anarchy, as it is the efficiency loss caused

by competition, which is one of our main questions. We observe that there is very little

discrepancy between the price of anarchy obtained by both type of IRSA games (restricted
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Figure 7.7: The comparison between the price of anarchy for the case of two degrees with

the case of all possible degrees

or general). This illustrates empirically that the number of possible degrees in the game has

little impact on the game outcomes in our scenarios, and that we might expect the general

IRSA game to behave similarly to the restricted IRSA game.
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7.6 Conclusion

In this section, we studied one of the modern random access protocols, Irregular Repetition

Slotted Aloha (IRSA). We addressed the IRSA access scheme in a distributed fashion where

users are grouped in competing classes, with users of the same class sharing the same

degree distribution. The distributed approach is modeled as a non-cooperative game where

the classes autonomously and selfishly set their degree probabilities to improve their own

throughput. We gave proof for the existence of the Nash equilibria and how to attain them.

We provided extensive numerical results that assess the notable improvement brought by

the devised approaches and the small discrepancy of the distributed game-based approach

in comparison with a centralized class-based IRSA approach.



Chapter 8
A Deep Learning Approach to IRSA

8.1 Introduction

In complex telecommunication systems such as IoT, where millions of devices compete for

network resources, recent Machine Learning (ML) techniques have shown the capability

of creating effective transmission strategies that no human could discover. ML techniques

help the system to learn how to adapt to a fluctuating environment and to automatically

tune the protocol parameters.

Recently, Deep Learning (DL) based approaches have been proposed for MAC layer

protocols design. These DL-based solutions have shown their efficiency as they help to

adapt the protocol features to the changing environment. On one side, given that efficient

communication solutions are required for massive connectivity, exploiting DL techniques

for optimizing transmission strategies looks promising. On the other side, the performance

of IRSA degrades dramatically at high network loads, and in IRSA scenarios where short

frame size is considered. Therefore, there is a need to handle such scenarios. Indeed,

current optimization methods applied for IRSA have shown a limited improvement to the

protocol performance in such scenarios.

The objective of this chapter is to use advanced machine learning techniques to opti-

mize IRSA. Although, as indicated, the plain IRSA scheme can asympotically reach the

optimal 1 [packet/slot] (Section 2.3). But yet the problem is not solved, and the ultimate

challenges are (a) to ensure correct decoding just below the load G = 1, (b) to ensure cor-

rect decoding in the non-asymptotic case, e.g. small frame sizes, for which the performance

can be much lower than 1 [packet/slot] (see [113, Fig 4.]), (c) to avoid the dramatic per-

formance decrease right around the threshold load. In Chapter 6, we have applied a form

of Reinforcement Learning to IRSA; however, the action was limited to the selection of

136
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the number of the replica (the degree). In this chapter, we go further with more complex

actions and with the use of Deep Learning. We present RC-IRSA, an IRSA approach with

random codeword selection, where each codeword represents the transmission strategy of

a user on the slots (i.e., defining precisely on which slots the user will transmit, instead

of just deciding how many replicas will be transmitted). We mathematically formalize an

optimization problem for the performance of RC-IRSA for short frame size. We are able to

optimize it heuristically for very short frame sizes by using differential evolution. Then, we

detail the main contribution of the chapter, which is an application of Deep Reinforcement

Learning to optimize RC-IRSA: it results in the training of a Deep Neural Network model

that defines exactly the slots on which the user will transmit. The main goal is not to im-

prove the performance of IRSA, but to illustrate that the fine slot selection can be achieved

through DRL (and to study its limits), and to use it as a framework for the next chapter.

We compare the performance of our learning approach with the obtained performance of

RC-IRSA through differential evolution and show that our proposed DRL approach indeed

achieves very good performance for short frame size and approaches the optimal through-

put values that we found by differential evolution. Our DRL approach works as a base for

our proposed IRSA variant in the next chapter.

8.2 Related Work

Many research studies have addressed the problem of designing adaptive Medium Access

Control (MAC) solutions for IoT networks. One research direction to optimize the users’

transmission strategy is to deterministically select the slots on which the users will transmit.

This can be represented essentially by a vector of 0 and 1 with one value for each slot.

When considering all the users, this implies to design a codebook (a dictionary, or simply a

code) of access codes (also called sequences, protocol sequences or codewords). The goal

is to maximize the network capacity and avoid collisions. But alternately, codebooks can

be used to simply identify active users.

As an introduction to the topic, we start with the classic work [114], which studies two

types of superimposed codes: Zero-False Drop codes (ZFD) and Uniquely Decipherable

codes (UD), and their applications in data communication. The paper shows several prop-

erties and construction methods over a wide range of parameter values. It also shows how

a new class of codes, nonrandom binary superimposed codes, are constructed.

Their channel model is as follows: each node transmits a fixed zero-one sequence, and

what is observed is another binary sequence of the same size, which is the logical OR of all
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the simultaneously transmitted sequences (the terminology “sum” is used in [114] as they

are referring to a Boolean algebra, but we will use the term “superposition”).

For a given small positive integer m, a codebook whose codewords satisfy the following

condition will be said to be uniquely decipherable of order m, abbreviated UDm: every

superposition of up to m different codewords is distinct from every other superposition of

m or fewer codewords. A simple example of a list of 7-bits codewords from [114]

s0 =
(
1 1 0 0 0 0 0

)
s1 =

(
1 0 1 0 0 0 0

)
s2 =

(
0 1 0 0 1 0 0

)
s3 =

(
0 0 1 1 0 0 0

)
s4 =

(
0 0 0 1 1 0 0

)
s5 =

(
0 0 0 0 1 0 1

)
s6 =

(
0 0 0 0 0 1 1

)
s7 =

(
0 0 1 0 0 1 0

)
contains no duplicated codewords. In addition to that, when augmented with all

(
8
2

)
= 28

pairwise superposition of codewords, it still contains no duplicates. Thus, this set of

eight codewords constitutes a UD2 code. Observe for instance that the superposition(
0 1 0 1 1 0 0

)
can uniquely be obtained from s2 ∨ s4.

One usage of such code in communications is the following: such a UDm codebook can

be used, with a distinct codeword for each node. We can imagine a slotted frame (different

from the IRSA frame), where nodes can transmit jamming signals (instead of packets)

when there is a 1 in their sequence. At the base station (or any receiver), an energy detector

can be used to identify in which slots jamming signals have been transmitted. If less than m

nodes have been active and transmitted their code, then the receiver can uniquely retrieve

the identity of the nodes.

A related line of work in [115] presents a grant-free random access scheme for short-

packet communication on a collision channel without feedback, where user identities are

conveyed through their activity patterns, i.e. their codewords. SIC is not used. Assum-

ing that the population size is N and at most d devices can be active at any given time,

the study shows that group testing codes can be used to design random access protocol

sequences with minimal length. They consider the frame-synchronous and asynchronous

cases, where each user has a corresponding codeword of length t. The receiver is assumed

to know the user’s codewords. Their approach leads to codes of length t = Θ(d log N) for

the asynchronous case. They minimize the complexity by minimizing the length of the

codeword needed to decode d active devices at a time. Because SIC is not used, the scheme

can also be used as a user identification scheme, e.g. if users transmit one bit, or if they use

jamming signals in slots.
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The previous codebooks were designed to perform user identification (an area where

also compressive sensing has been proposed [116]). But it has also been used for pack-

ets transmission. The concept of using codebooks has been famously introduced in early

work, along with the collision channel without feedback (and without frames) in [117].

Codebooks can be naturally used to specify on which slot users should transmit packets as

in [117], where in addition, there is no frame boundary, hence each user starts transmitting

at an arbitrary slot. [117, Eq. (15)] gives an example for two users who use the codebook:

s0 =
(
1 0 1 0

)
s1 =

(
1 1 0 0

)
.

SIC is not used. But as one can see, no matter on which slots the users will start transmit-

ting, both packets will be recovered.

In the case of IRSA, it has been already proposed to construct a large codebook with

one codeword for each user with graph-defined IRSA (G-IRSA) [118], based on the design

of an LDPC code. This approach is not fully scalable when the proportion of active users

decreases [119, Sec. IV.A]. This area is also linked to Code-Domain NOMA [120].

Recent work goes further and constructs capacity-achieving codebooks [121] that as-

sume SIC. One of their example is for three users [121, SectionV.C]:

s0 =
(
1 1 1 1 1 1

)
s1 =

(
1 1 0 1 1 0

)
s2 =

(
1 0 1 0 1 0

)
Here, with SIC, all three users will get recovered, no matter in which slot they start. Ad-

ditionally, instead of simply repeating the initial packet at the positions of the 1, some

coding can be applied, such as MEBC-coding [117], and the same codebook can be used

to transmit encoded packets, giving a global data rate of 1 packet per slot.

Back to the framed version of random access methods: one can define an M-Interference

Cancelling code (or codebook), denoted M-IC code, of length n as a set of codewords such

that: each active user has at least one successful transmission during every n consecutive

time slots provided that the number of simultaneously active users is less than or equal to

M after iterative decoding with SIC.

In this spirit, the authors of [119] have introduced the design of deterministic random

access codes for the ultra-reliability region, targeting a packet loss rate less than 10−5. They

considered simple deterministic variations of CRDSA (D-CRDSA), where the number of

repetitions is fixed (differing from IRSA, where the degree is drawn from a distribution),

and compared them to the original random versions.

The study shows that larger codewords with more repetitions might maximize the user

population and minimize the packet loss rate in their numerical experiments and at low
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load. Notice that they use M-IC codes with more than M users, but show that they are

still performing better than selecting random slots (up to a certain point). The work studies

codes based on Steiner systems and discuss why prior codes based on LDPC designs [118]

have drawbacks for URLLC scenarios. Designing M-IC codes that support a large user

population is a hard problem. The paper also points out the limitations of any approach that

is based on superimposed codes, for instance, the codes which satisfied the 3-IC condition

could only support relatively small user populations as shown by the provided lower bounds

on the supportable user population for 3-IC codes.

Finding M-IC codes, as constructing any kind of code in general, is not easy. Currently,

there are some examples of constructions, but there exists no mathematical constructions

nor automated ways to construct all such codes. To avoid the complexity of finding IC

codes with the current tools or search algorithms, some research work used machine learn-

ing techniques. In [122], The authors apply a deep reinforcement learning (DRL) based

algorithm to search for IC codes, using specific metrics and reward functions according to

the underlying mathematical constraints. They model the construction process of an M-

IC code with N codewords each of length n as an episodic symbol-filling game based on

Markov Decision Processes (MDP). Each episode represents the construction of a code-

book, C and it begins with the state where the codebook is empty, i.e. is constituted of

empty codewords. Each step of the episode selects an action sequentially, to add ` bits to

one codeword which is still shorter than the frame length. Each episode ends when the

codebook is full, i.e. every codeword covers the frame length. At the end of each episode,

C is evaluated by one metric m(C) that counts the number of subsets of m ≤ M codes

that cannot be fully decoded, and a reward r(C) for this episode is linearly derived from

m(C). In particular, C is an M-IC code if and only if m(C) = 0. This MDP formulation

is then used to search for codebook in a tree manner, with a Monte-Carlo Tree Search

(MCTS), and a Deep Neural Network model is classically used to guide the search. The

search results have indicated that the algorithm can efficiently discover IC codes, while the

simulation results have shown that the discovered IC codes can produce significantly lower

failure probability than random slot selection under the same latency requirements (again,

even for several active users greater than M), and thus are more suitable for URLLC. The

introduced codes in [122] are not necessarily optimal. A future research direction is to

design a general construction for close-to-optimal IC-codes.
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They also give an example of 4-IC code in [122, Section III.C]:

s0 =
(
0 0 0 0 1 0 0

)
, s1 =

(
0 0 0 0 0 1 0

)
, s2 =

(
1 0 1 0 0 0 0

)
,

s3 =
(
0 0 0 1 0 1 0

)
, s4 =

(
1 1 0 1 1 0 0

)
, s5 =

(
0 0 1 1 0 0 0

)
,

s6 =
(
0 0 0 0 1 0 1

)
, s7 =

(
1 0 1 0 0 1 1

)
, s8 =

(
0 1 0 0 1 0 1

)
,

s9 =
(
0 1 1 0 0 0 0

)
, s10 =

(
1 0 0 0 0 0 0

)
.

Many other works have proposed codes for random access. One example is Learn2MAC

[91] where the users have their own individual codebooks, and optimize the transmissions

(maximize their individual utility) with online learning. More precisely, codewords are ran-

domized for each user, but also a probability of selection is associated with each codeword:

the codeword probability distribution is updated by the online learning algorithm. We also

became recently aware of quite recent and interesting work combining random access and

machine learning [123].

In the next section, we shed the light on related studies that consider IRSA with short

frame length, and we introduce our prior work on applying a deep learning approach on

short frame length IRSA.

8.2.1 Prior Work on Short-Frame Length IRSA

8.2.1.1 Short-Frame Length IRSA

In the literature, there is a lack of precise results for optimizing IRSA for smaller frame

sizes. The main challenge to optimize IRSA with short frame size, which is the realistic

scenario, is that there is not a simple mathematical approach to track the decoding process

and compute the expected number of decoded users as with density evolution for asymp-

totically large frame lengths.

One of the most accurate performance estimates for IRSA with short frame length is

possibly in [113], where a short-frame (SF) approximation for the packet loss rate of IRSA

is particularly suitable for very short frames, up to 50 slots, has been introduced. The

idea of this work is to write the packet loss rate as a function of all possible stopping

sets in order to compute the exact value of the packet loss rate. It is then possible to

write and solve numerically an optimization problem, as with density evolution. Even

for small frames, the number of stopping sets would rapidly become intractable, yielding

unmanageable complexity. To limit it, the number of considered stopping set in [113], has

been limited to only the stopping sets that have em edges, where the parameter em has been

introduced as an upper bound on the number of edges in the set.



8.2 Related Work 142

One illustrative result is that short-frame length IRSA can be far from reaching a

throughput near 1 [packet/slot] with near 0% PLR. The results in [113, Fig. 3 & Fig. 4]

show unfavorable throughput/packet loss trade-off, despite that the simulations were done

for a fixed number of users M = 5 in [113, Fig. 3] (PLR is 5% for G = 0.5) and for a

constant load G = 0.4 in their [113, Fig. 4] (PLR is 4 %), to compare for instance to the

results of our Fig. 3.8.

8.2.1.2 Our Prior Work: Deep-IRSA

One of the motivations for the work presented in this section is to improve IRSA perfor-

mance, in particular when the size of the frames is finite, hence the assumption of “asymp-

totically infinite frame length” is far from being verified. To address this, our prior work

in [124] has proposed Deep-IRSA, which uses a deep learning framework to optimize the

performance of IRSA. We focused on the short frame length scenarios for different network

parameters, with also the ability to enable two options: one which allows re-transmissions

and another which has user priority classes (see the definition of priority classes in Sec-

tion. 6.4.3). We applied Deep Reinforcement Learning techniques to solve this problem.

We first present how we applied DRL to IRSA with Deep-IRSA, as a predecessor to the

more advanced variants, which will be presented in the next chapter. As in Chapter 6, an

MDP model is adopted: the action of one user is the selection of a degree (after that, slots

are still randomly selected), the reward is a global reward that simply counts the number of

decoded users. In Deep-IRSA, additionally, there is some observed state. The main idea is

that users can receive feedback from the BS to inform them about the number of collisions

in the past frame and if their own transmissions succeeded. Then, each user adds an internal

state to the received feedback: its class of service and whether it is a re-transmitter or not

when any of these options is enabled. The feedback, together with the internal state, both

constitute the observed state of one user. It is expected to influence the choice of user

actions. Deep Reinforcement Learning with the Proximal Policy Optimization (PPO) [125]

is used for training: a Deep Neural Network (DNN) model takes the state as input and

outputs an action corresponding to a degree. PPO is a policy-based method, and the DNN

model outputs a stochastic policy, e.g. the probability to select each degree. Without

options, the DNN essentially outputs a degree distribution that is adjusted depending on

the load (and its behavior becomes more complex when there are options). Note that the

application of PPO to IRSA will be extensively explained in the next chapter.

We are interested in the obtained maximum performance in case of small frame size and

a few numbers of users, M = 50. We varied the load and used Deep-IRSA as an optimiza-



8.3 RC-IRSA: IRSA with Random Codeword Selection 143

tion method. For reference, we independently and numerically optimized distributions by

the use of simulations. This becomes an obvious stochastic optimization problem: using the

Sample Average Approximation (SAA) [126], we could just define an approximated objec-

tive function as the average of 100 simulations, that we can optimize with any method, and

we opted for differential evolution. The results of the throughput obtained with both meth-

ods are reproduced in Fig. 8.1. The throughput we obtained for DRL shows a comparable

performance against the differential evolution results. The Fig. 8.1 shows that IRSA with a

short frame length is suffering from low throughput, e.g. a maximum of 0.65, whether it is

optimized by differential evolution or DRL approach.

One way to enhance this work is to incorporate slot (or a group of slots) selection,

which enables the DNN model to intelligently select slots instead of using random degree-

then-slot selection. In effect, this would be equivalent to generating codewords.
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Figure 8.1: Throughput for (Relatively) Short Frame-Length, for Deep-IRSA, and for Dif-

ferential Evolution with Simulations

8.3 RC-IRSA: IRSA with Random Codeword Selection

In this chapter, we are interested in the use of codebooks for the transmission phase of

IRSA, as done for instance in G-IRSA [118] or [119]. However, unlike them, we do not

intend to allocate deterministically a codeword to each user. We assume that the users are

completely undifferentiated. In that case, it might be natural to have a codebook shared by

all users (or by a subset of users), and to randomly select a codeword according to some

distribution (as done in Learn2MAC [91] for instance). We denote this version of IRSA as
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Random Codeword selection IRSA (RC-IRSA). Notice that this version is not expected to

be more efficient than individual codeword assignment, but it will serve as a basis for the

improved method in the next chapter.

In this section, we provide a general definition of RC-IRSA and the related optimiza-

tion problem formalization to find optimal IRSA codebooks and codeword probability

distributions. An IRSA codebook is a set of codewords, where each codeword repre-

sents the positions of the slots where the user sends their replicas. Let S denote a bi-

nary {0, 1} scheduling code for deterministic access, which consists of ω codewords of

length w, i.e., S ∆
= {s0, s1, ..., sω−1}. To transmit a packet, the user will use a codeword

si
∆
= (si[0], si[1], ..., si[w − 1]), for i = 0, 1, 2, ..., ω − 1.

If a user uses the codeword si to transmit its packet in the frame, it transmits at the

slot t if and only if si[t] = 1, and thus it repeats the same packet φi
∆
=

∑N−1
j=0 si[ j] times

in the frame, where N is the number of slots. Each codeword s ∈ S is associated with

a probability of selection πs. The codeword probability distribution (πs)s∈S replaces the

degree probability distribution (Λi)i=0...L of IRSA.

In line with the OP problem described in (P1) and in the classical IRSA system, the aim

is to find the best codebook probability distribution that maximizes the system throughput

at a given network load G.

Given a codebook S = {s0, s1, ..., sω−1}, with si = (si[0], si[1], . . . , si[w − 1]) for all

i ∈ {0, 1, . . . , ω − 1} and such that for all t ∈ [0,w − 1], si[t] ∈ {0, 1}. The optimization

problem is:

maximize
(πsi )

T (S, πs0 , . . . , πsω−1) (P7)

subject to 0 ≤ πsi ≤ 1, ∀i ∈ {0, 1, ..., ω − 1}
ω−1∑
i=0

πsi = 1

where T is the throughput. Note that, in this chapter, we express the throughput as “the

average number of decoded users” instead of the definition that we used before. ω is the

total number of codewords. Note that the throughput computation should be adjusted to

take into account codewords probabilities.

We extend the optimal formulation of the optimization problem in (P7), to a system that

has a different but finite number of classes K = (C0, ...,Cn−1), and a fixed global load G. For

each class c ∈ K, there is a unique codebook. We can rewrite the optimization problem:
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Figure 8.2: The transmission patterns that lead to the decoding of two users A and B sending

on 2 slots

maximize
(πsc,i )

Tc(Sc, πsc,0 , . . . , πsc,ω−1) (P8)

subject to 0 ≤ πsc,i ≤ 1, ∀i ∈ {0, 1, ..., ω − 1}
ω−1∑
i=0

πsc,i = 1

where sc,i is the codeword i of the codebook Sc and c is the class index and c ∈ K.

8.3.1 A Mathematical Analysis of RC-IRSA with 2 users and 2 slots

In this section, we introduce a scenario of RC-IRSA protocol in the simplest case: 2 users

are competing for 2 slots. We present a mathematical analysis of this simple classical IRSA

scenario. We suppose an IRSA scenario of 2 slots and 2 competing users A and B. Both

users use the IRSA protocol with a maximum repetition degree of 2 and with a minimum

repetition degree of 0. The set of possible codewords1 is S = {00, 01, 10, 11}, with the

codeword probability distribution (π00, π01, π10, π11). The 1 in a codeword means that the

user sends a packet on the slot, and the 0 means that the user does not send a packet on the

slot. As a consequence, the number of all possible combinations of the codeword choices

of both users is 24 = 16. The six combinations that allow decoding both users are shown in

Fig. 8.2. The probability that both users are decoded after sending on two slots is given as:

Ps = 2π01π10 + 2π01π11 + 2π10π11 (8.1)

1For the ease of presentation, here, we index the codewords with their binary representation (e.g. “01” for

(0, 1)) instead of indexing them with integers.
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In the case of 2 users, the number of decoded users is simply 2Ps, hence we can equally

maximize Ps. By using the method of Lagrange multipliers, we can find the probability to

use each codeword such that we maximize the success probability:

L = 2π01π10 + 2π01π11 + 2π10π11 − λ (π00 + π01 + π10 + π11 − 1)

∂L

∂π00
= −λ = 0

∂L

∂π01
= 2π10 + 2π11 − λ = 0

∂L

∂π10
= 2π01 + 2π11 − λ = 0

∂L

∂π11
= 2π01 + 2π10 − λ = 0

∂L

∂λ
= π00 + π01 + π10 + π11 − 1 = 0

(8.2)

Solving the set of equations in Eq.(8.2), and also checking the boundary conditions,

gives the optimal probability to use each codeword as: {π01 = π10 = π11 = p, π00 = 1 − 3p}.

Choosing p = 1
3 will maximize the success probability:

Ps = 2 · 3 ·
(
1
3

)2

=
2
3
≈ 0.667 . . . (8.3)

and the throughput is given by:

T = 2 · Ps = 2 ·
2
3
≈ 1.334 decoded users/frame

8.3.2 A Mathematical Analysis of RC-IRSA With M Users and N

Slots

Let us consider a system of M users, competing to send their packets on N slots using IRSA

protocol. Each possible transmission of each of the M users on the N slots is represented

by a vector of ones and zeros, considered as a possible codeword of length N. The ones

refer to the transmission positions on the slots, and the zeros represent the slots where

the user has not transmitted. Thus, the possible codewords that could be sent by a user,

form a codebook S = {s0, s1, ..., sω−1}, which has: ω = 2N codewords. The total number

of possible codeword combinations that could be sent by the M users on the N slots is

calculated as: Ncom = ωM.

We define D as an M-dimensional array. Each element di1,i2,..,iM ∈ D represents the

number of decoded users after using the codewords si1 , si2 , ..., siM . In other words, each
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The probabilities to send the codewords in case of 3 slots and 3 users

Figure 8.3: The probability to send each possible codeword in a system of 3 slots, 3 users

element of D is the number of decoded users after using one combination of the selected

codewords by the M users in the system. Each codeword si ∈ S has a length N. The

probability of decoding all users in the frame (the probability of success) is calculated as

follows:

Ps =

ω−1∑
i1=0

ω−1∑
i2=0

ω−1∑
i3=0

...

ω−1∑
iM=0

πi1 × πi2 × πi3 × ... × πiM × di1,i2,i3,..,iM (8.4)

where πi is the probability to send the codeword si ∈ S.

Note that the number of possible codewords ω grows exponentially with the number of

users M. Therefore, it becomes very difficult to mathematically evaluate the probability of

success (described in Eq. 8.4) as the number of slots N ≥ 3. Alternatively, the probability

to use each codeword can be computed numerically using differential evolution.

A small illustrative example could be for M = 3 users sending on N = 3 slots. The

number of possible codewords for one user is: ω = 23 = 8 codewords. The total number of

possible combinations is Ncom = 83 = 512. Computing manually 512 values of the D array,

and optimizing manually Eq. (8.4) is a complicated task. Thus, we use differential evolution

to compute the probability to use each codeword such that the throughput is optimized.

Fig. 8.3 shows the probability to use each possible codeword after solving the opti-

mization problem P7, We note from the figure that the probabilities to send one replica

in one of the three slots are identical: π100 = π010 = π001 = 0.1847. The probabilities to

send two replicas on two of the three slots are also identical: π110 = π101 = π011 = 0.132.
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users

slots
2 3 4 5 6

2 1.333332 1.714285 1.866634 1.935483 1.968247

3 0.969525 1.673334 2.288013 2.615522 2.791376

4 0.899124 1.440759 2.082369 2.789802 3.278239

5 0.864823 1.367171 1.922436 2.546374 −

Table 8.1: The obtained throughput of RC-IRSA via differential evolution for different

number of users and slots

Thus, an optimized codebook of eight codewords has been generated, with the probabil-

ity to use each codeword. Note that we can extract the coefficients of the optimal degree

probability distribution from the generated codebook as: Λ0 = π000,Λ1 = π100 +π010 +π001,

Λ2 = π110 + π101 + π011,Λ3 = π111, but the inverse is not possible in general. In other

words, we cannot extract an optimal codebook from an optimal degree distribution. Note

that the codeword degree distribution happens to be the same as a degree distribution for

this example, but this is not expected to be true in other variants of RC-IRSA. The number

of decoded users for this example is ≈ 1.673 decoded users/frame.

Table. 8.1 shows the obtained throughput by using differential evolution for different

scenarios.

In this context, two questions arise: first, can we apply a DRL approach to find an

optimal codebook that maximizes the throughput? The second question is whether extra

knowledge about the users can help to synchronize the nodes, such that adding a sensing

phase before the IRSA transmission may lead to optimizing the obtained codebook and

maximizing the throughput. In the next section, we answer the first question, while we

explore the other question in the next chapter.

8.3.3 Deep RC-IRSA: A Deep Learning analysis of IRSA with 2 users
and 2 slots

In prior work, [124], we optimized IRSA using Deep Reinforcement Learning to obtain

Deep-IRSA, where we learned the degree distribution. In this section, we use a deep learn-

ing approach to find the optimal codebook that maximizes the throughput in case of IRSA

scenario of 2 users and 2 slots. We consider the same methodology to learn optimal code-

words’ probability distributions for IRSA instead of degree distributions. The application

of DRL is done according to the following principles:



8.3 RC-IRSA: IRSA with Random Codeword Selection 149

00 01 10 11
codeword

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

pr
ob

ab
ilit

y 
of

 a
 c

od
ew

or
d

Figure 8.4: The probability to use each codeword in case of 2 users-2 slots system

users

slots
2 3 4 5 6

2 1.333117 1.701885 1.853383 1.927235 1.959373

3 0.967106 1.658842 2.271073 2.581683 2.754746

4 0.897425 1.436308 2.065276 2.724494 3.208501

5 0.857731 1.361922 1.908074 2.536552 3.160870

Table 8.2: The obtained throughput of RC-IRSA via the deep learning approach for differ-

ent number of users and slots

• IRSA is recast in the DRL framework, it becomes a multiagent system, where each node

is an agent.

• The action of each agent, is essentially the codeword selection si ∈ S.

• At each episode, we generate a state, where we add a source of randomness which acts

as a source of entropy to help the model to generate different codewords for the same

actual state. Indeed, keeping the same state for both users in all the episodes will lead to

choosing statically the same actions, as the agents always observe the same value, and

the neural network model is deterministic. On the contrary, changing the state helps to

make the actions change dynamically to attain the optimal values.
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Figure 8.5: The convergence of IRSA throughput in case of 2 users-2 slots system

8.3.4 Deep RC-IRSA with M Users and N Slots

Fig. 8.4 shows the probability to use each codeword. Note that we are computing empirical

probabilities observed from episodes after the convergence of our DRL approach (the last

episodes). The DRL model does not give actions probabilities as an output, but it gives the

selected slots. Each empirical probability to use an action (a codeword) has been obtained

by counting how many times the same action was used after the model has converged (e.g.

in the last episodes).

The resulting observed probabilities from the DL approach are:

{π01 = 0.34, π10 = 0.3, π11 = 0.36, π00 = 0} ,

while we obtained
{
π01 = π10 = π11 = 1

3 , π01 = 0
}

in the theoretical approach.

Fig. 8.5 shows the convergence of the DRL approach towards the optimal throughput

T ≈ 1.334. Note that we used a smoothing filter that takes the arithmetic average of each

value with its neighbor.2 The size of the smoothing is 20, 000, which means that the aver-

age is taken on each successive 20, 000 values. The figure shows that our DRL approach

converges after approximately 30, 000 learning episodes towards the optimal value that we

found in the Section. 8.3.1.

Fig. 8.3.1 compares three different simulations for the same scenario, but with different

seeds. The figure shows that the DRL with different seeds attains the optimal throughput.
2For more information about the smoothing function, see: https://docs.scipy.org/doc/scipy/reference/

generated/scipy.ndimage.uniform filter1d.html

https://docs.scipy.org/doc/scipy/reference/generated/scipy.ndimage.uniform_filter1d.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.ndimage.uniform_filter1d.html
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In this section, we show more results of using Deep RC-IRSA to optimize the through-

put in the case of the IRSA scenario of ≥ 2 users and ≥ 2 slots. Table. 8.2 shows the IRSA

throughput when the DRL approach is used to optimize the performance. Comparing these

values with the throughput values in Table. 8.1 that were obtained through differential evo-

lution, confirms that our DRL approach works perfectly as it achieves the same optimal

values obtained by differential evolution.

Fig. 8.6 shows the training of our DRL model for a different number of users and

slots. We did 3 different trainings with three different seeds. In each case, we note that

our DRL approach converges fast towards a value of the throughput of around 50%. In

other words, the number of decoded users that we obtain with our DRL approach is always

around half of the competing users. For instance, the obtained throughput in Fig. 8.6a, for

a scenario of 10 users and 10 slots, is around 5. Note that, the optimal values of throughput

obtained through differential evolution, for the scenarios where the number of users is equal

to the number of slots, were always approximately 0.5 (see Table. 8.1). It becomes very

complicated to mathematically compute the optimal throughput when the number of slots

is ≥ 2. In addition, solving the described optimization problem in (P7) through differential

evolution for more than ≥ 10 users becomes an extremely complicated task as the number

of codewords combinations grows exponentially with the number of users.

Our DRL approach has proven to achieve a throughput around 50% for a scenario of

≤ 25 users competing for ≤ 25 slots. For Deep RC-IRSA with more than 25 users, our

DRL approach does not seem to work correctly for two reasons: First, adding more slots

will increase, exponentially, the action space of the neural network. The second reason is

related to large stopping sets. As we do not have any restrictions on the taken actions after

initialization and after the beginning of the training, the neural network could try some

actions that include many 1 and a few zeros. This will lead to blocking many users in large

stopping sets and ultimately, they will have almost always a zero throughput and leads to

a sparse network problem. One solution to resolve such a problem is to force a penalty

(negative reward), when the taken action is not favorable, and also increase the number of

learning episodes.

8.4 Conclusion

In this chapter, we aimed to optimize IRSA with small frame size scenarios. We first math-

ematically presented the problem of optimizing IRSA for small finite frame size and then,

we optimized it through differential evolution. We applied Deep Reinforcement Learning
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techniques to solve this problem. The results have shown that our DRL approach, Deep

RC-IRSA, attains the optimal values that we found through differential evolution. More

generally, our work provides a generic method to optimize IRSA and its different variants,

and importantly it is able to do that by selecting the slots instead of just selecting the degree,

which shed the light on potentially a much better way of optimization such protocol. Our

proposed method proves that it is a promising alternative to known methods in the litera-

ture (differential evolution, density evolution, etc.), especially for some more complicated

variants of IRSA as IRSA with power diversity or IRSA with sensing. The main question

that we propose at the end of this chapter is, whether adding a sensing phase before IRSA

transmission could be useful and costly affordable to synchronize the nodes and avoid col-

lisions. In this case, can our DRL approach exploit sensing information and reach more

than the optimal values we found for classical short-frame IRSA? This will be addressed

in the next chapter.
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Figure 8.6: The convergence of IRSA throughput for different number of users and slots



Chapter 9
A Deep Learning Approach to IRSA with

Sensing

9.1 Introduction

One of the main roles of MAC protocols is to decide the transmission strategy of the con-

nected nodes. Given the limited network resources and the variable environmental con-

ditions, the design of efficient MAC protocols is one of the main challenges for current

networks. The primary goal of ML techniques applied to random access is to exploit com-

munication resources such that they provide the best possible connectivity for all demands.

By definition of random access, randomness will inevitably, sometimes, provide situations

where decoding is not possible. But we observe that if nodes had just a small amount of

knowledge on how the other nodes intend to transmit, the performance could be improved.

In this chapter, our main idea is to introduce some form of sensing between the nodes:

active nodes not only transmit to the base station but can also sense the channel in order to

get information about the presence and the activity of other transmitting nodes. This is in

line with very common and popular methods from classical random access, such as Carrier

Sense Multiple Access (CSMA) [127, Section 4.4], and its numerous generalizations [128].

A major question is now: how to design or adapt sensing to IRSA?

Motivated by a very recent work that exploits learning not just to learn the parameters,

but to learn the entire methods of interactions [129] or even entire programs, our initial

goal is to learn to interact, in the sense of learning a sensing protocol entirely through

Deep Learning. Because of the high complexity of this task, in this chapter, we mostly

detail initial steps towards these goals and provide a few, limited, but interesting results.

For that aim, we introduce Deep-Learning and Sensing-based IRSA (DS-IRSA), a new

154
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variant of IRSA protocol which is based on sensing and that with optimizing through Deep

Learning, with a derivative of Deep-RC-IRSA. With sensing, our transmission scheme

is composed of two phases: a sensing phase, where active nodes send and attempt to

sense short jamming signals with the intent of interacting with other nodes and poten-

tially performing some (weak) form of coordination. Sensing is a generalization of carrier

sense [128]. The second phase is as classical IRSA, but each node will choose an adapted

transmission strategy to send its replicas, partly based on the information of the sensing

phase. We use a Deep Reinforcement Learning approach based on the DRL method Proxi-

mal Policy Optimization (PPO) [125]. Our obtained results through learning show an excel-

lent performance for short frame IRSA, compared to classical IRSA [1]. Deep-IRSA [124]

and Deep-RC-IRSA (from the previous chapter), but our results are still for short and lim-

ited frame lengths.

9.2 System Model for Sensing-based IRSA (S-IRSA)

We introduce a version of IRSA with sensing (Sensing-based IRSA, S-IRSA), by extending

the usual version of IRSA described in section 2.4. The main new modifications to the basic

IRSA system model are listed below:

Transmission phase 
(regular slots with 

user replicas)

Sensing phase 
(minislots with

jamming bursts) 

Figure 9.1: Extended frame: minislots of a sensing phase followed by regular slots of a

transmission phase

• In classical IRSA and RC-IRSA, each active user decides on which slots it will transmit

at the beginning of each frame: either directly with a list of slots (RC-IRSA), or indirectly

by picking first a degree from a degree distribution and then picking several slots at

random accordingly (classical IRSA). In our proposed approach, we extend the usual

frame of IRSA by prefixing it with as phase of minislots, as represented in Fig. 9.1.

We denote this phase as the sensing phase. The sensing phase is followed by the IRSA

transmission phase where users will select their transmission strategies (i.e. the slots

where each user will send its replicas).
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• The goal of the sensing phase is that users collect information about the environment

by only sensing the channel and optionally sending signals on the minislots. Then, they

exploit this extra information to attempt to synchronize and avoid collisions.

• In the sensing phase, on each minislot, a user decides to be either active or stay inactive.

If it is active on the minislot, it then sends a jamming signal for the duration of the

minislot. We denote these transmissions as jamming bursts. In the literature, as in [128],

they use the terms “black bursts”, “bursts”, “busy tones”, ..., etc. The behavior of one

user, during the entire sensing phase, can be summarized as a zero-one sequence, with

one value for each minislot.

• In the sensing phase, at each minislot: each user also senses the energy of the jamming

transmissions on the channel. In this work, we start with an idealized model, where

1) the users are able to exactly measure the amount of energy of the simultaneously

transmitted jamming bursts, hence are able to exactly detect the number of transmitting

users on the minislot, 2) the users are operating in full-duplex mode, therefore, are fully

able to sense the channel while simultaneously transmitting a jamming burst, 3) they are

able to complete the sensing for one minislot, before they have to decide to transmit or

not a jamming burst for the next minislot. As a result of these assumptions, all nodes in

the network share a common knowledge: the outcome of the sensing phase that can be

summarized by an integer sequence, with one value for each minislot corresponding to

the number of users simultaneously transmitting a jamming burst on this minislot.

• In the transmission phase: the nodes operate as in an RC-IRSA frame, by transmit-

ting replicas of their data packets in the slots that they selected. The difference with

(RC-)IRSA is that their slots’ selection can be influenced by the collected information

in the sensing phase. Note that we do not assume that the users are doing any sensing

during the transmission phase itself.

• As with IRSA, the BS listens to the signals of the transmission phase and decodes the

replicas of each user with SIC. We do not assume that the BS listens to the transmissions

during the sensing phase.

Note that there are additional variations of the sensing system model that we are not ex-

ploring in this work:

• Half-duplex instead of full-duplex: with half-duplex, a user cannot sense the channel if

they transmit a jamming burst.

• Binary sensing: the user can only detect if at least one user is transmitting on the same
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minislot, but it has no information about the number of transmitting users. This is the

assumption in many other works using jamming [128].

• Implicit sensing phase: instead of having an explicit sensing phase with minislots, the

system could adopt a frameless version, and each user could use energy measurements

on the (previous) IRSA slots.

• More precise energy model: instead of assuming that the received power is uniformly

identical for all users, a path-loss model could be adopted.

9.3 Insights on Exploiting Sensing Information and De-

sign Sensing-Based Protocols

User 
1

User 
2

User 
N

Sensing 
Phase

.

.

.

Sensing information of user 1

Sensing information of user 2

Sensing information of user N

Transmission strategy 1

Transmission strategy 2
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.
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.
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Figure 9.2: The general problem of IRSA with sensing

In this section, we discuss the general problem of introducing a sensing phase to IRSA and

pose the problem of how to exploit it in the best possible way. Fig. 9.2 shows the general

problem of IRSA with sensing: in the sensing phase, the users need to select their actions on

each minislot (transmit or not a jamming signal); then with the knowledge of their actions

and the observations of the energy on the channel (their sensing information), they have to

decide a transmission strategy (the sets of slots where they will transmit replicas). Finally,

the classical transmission of replicas is performed, and the BS decodes iteratively with SIC

as for IRSA.

In our system model, the initial active users on a frame are actually undifferentiated.

This is because we are in a context of mMTC communication where active nodes are es-

sentially a small random subset of a very large set of devices and as a design choice, we

assume that they have an identical behavior (i.e. not dependent on a pre-defined node iden-

tifier for instance). Active users start by interacting, sensing the channel, and collecting
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Figure 9.3: A simple illustrative example of the sensing phase of S-IRSA with 4 users and

4 minislots

some information. This collected information should be exploited to differentiate the users

in order to enhance their transmission strategies. This could be done, by taking some de-

cisions about, for instance, the slots where users send their replicas. The decision phase

could be a specific algorithm or, as we opted, could involve a neural network model.

9.3.1 Differentiation: A Simple Illustrative Example

To illustrate how might sensing help to improve performance, Fig. 9.3 shows a simple

example of the sensing phase of 4 users interacting on 4 minislots. In the example, user

A is transmitting jamming bursts on minislots 0 and 3, user B as well, etc. In our model,

all the users have the same information about the number of transmitters in each minislot

through sensing. Indeed, the sequence of observations on the minislots
(
3 1 1 3

)
is

known by all users.

An arguably interesting idea would be to take advantage of this globally known in-

formation, for instance, to help users to select some slots. We denote users who have

transmitted alone a jamming signal on some minislots as sole transmitters1. This is the

case for users C and D. Then observe that users C and D can fully be designated by the

sentences “the sole transmitter on minislot 1” and “the sole transmitter on minislot 2” re-
1This is akin to the singletons in transmission phase with IRSA, but observe that SIC cannot be used in

the sensing phase.
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spectively. We also denote the consequence that they can be uniquely designated as being

fully differentiated.

This differentiation can be exploited, for instance, by defining deterministic rules for

slot selections. Indeed, imagine the following convention:

• First, all minislots with sole transmitters are considered to be fully differentiated (by all

users).

• Some slots of the transmission frame will be reserved for the exclusive use of those sole

transmitters: one slot for each of them. The transmission slots are reserved in the same

order as the minislots, i.e. the very first slot of the transmission frame will be reserved

for the first user who became a sole transmitter in the sensing frame.

• The remaining slots will be used by the remaining users, that have not been fully differ-

entiated. Quite naturally, non-differentiated users could use classical IRSA to compete

for the remaining slots in the transmitting frame.

In the example of Fig. 9.3, C is the first sole transmitter (minislot 1), D is the second one

(minislot 2), hence the rule would grant them respectively the first slot and the second slot

of the following transmission frame. A and B are never sole transmitters, hence they might

use classical IRSA: they select a degree, and then they randomly select some slots starting

from slot 3 till the end of the transmission frame. This helps to improve performance.2

The entire example relies on the fact that some nodes are fully differentiated on some

minislots. A natural question arises, can other similar rules be established? And can users

be partly differentiated? The sensing phase contains some information that could be the

source for differentiation and could be translated into some kind of coordination between

the users. The major issue is to find the best exploitation of this collected information to

create a kind of coordination between users. Simultaneously, in the sensing phase, what is

the best protocol for interacting and selecting minislots for transmitting jamming bursts?

The entire random access literature (or at least the RA literature with sensing) con-

structs protocols to achieve solutions for previous questions; however, these protocols are

constructed explicitly and IRSA is not considered. A current trend is to introduce machine-

learning techniques to automatically adapt protocols to different scenarios. In our case,

using ML can offer one decisive advantage: one might not need to specify which sensing

information to use, how to use it, and what is the best interaction in the sensing phase. In-

2It is not immediately clear that the performance will be improved, but looking at Table 8.2, we see that

without sensing: with 4 users on 4 slots one expects to decode ≈ 2.06 of them, while with 2 users on 2 slots,

the expectation is ≈ 1.33. Thus, on the example, applying the proposed conventions, we expect to decode ≈ 2

(differentiated users) + 1.33 (classical IRSA expected gain for 2 users competing for 2 slots) = 3.33 users,

compared to ≈ 2.06 without sensing, a clear gain.
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stead, one can envision automatically learn to how correctly interact and perfectly exploit

sensing data. This is the ultimate goal of our work in this chapter.

In the next section, we briefly show some examples of possible definitions of partial

differentiation to showcase the fact there are more options than just full differentiation.

9.3.2 Examples of Full Differentiation and Partial Differentiation

In this section, we first show how users can be fully differentiated. For the sake of the

discussion, we assume here that the minislot phase is arbitrarily large. We observe that

the sensing channel model of Section 9.2 is similar to the “collision channel with feed-

back” common in usual random access (RA) and contention resolution algorithms (CRA)

[127, 130]: the difference is that a successfully transmitted packet in a RA protocol is here

equivalent to be a sole transmitter. From this perspective, a collision is equivalent to having

two or more transmitters on the same minislot. Hence, any classical slotted random access

protocol can be easily transposed into a sensing phase protocol, where users transmit jam-

ming bursts instead of packets and repeat them in case of “collisions” following the rule of

a CRA.

In the case of an arbitrarily large sensing frame, each user will continue to interact

until it becomes a sole transmitter. With any sensible RA, in the end, all users will be fully

differentiated. Using the transmission slot allocation rule of Section 9.3.1, the transmissions

in the transmission frame follow a TDMA (Time-Division Multiple Access) schedule, and

IRSA is not required. This will maximize the efficiency of the transmission phase (no

collision) but this will be at a cost of a very large sensing frame.

It is also possible to introduce a clear definition of the concept of partial differentiation

in the case of specific protocols. Indeed, it is the case for some CRA algorithms, namely

splitting algorithms (also called tree algorithms) [127]. Bertsekas and Gallager describe

them as follows [127, Sec. 4.3.1]:

“The first splitting algorithms were algorithms with a tree structure. When

a collision occurs, say in the kth slot, all nodes not involved in the collision go

into a waiting mode, and all those involved in the collision split into two subsets

(e.g., by each flipping a coin). The first subset transmits in slot k+1, and if that

slot is idle or successful, the second subset transmits in slot k+2. Alternatively,

if another collision occurs in slot k + L the first of the two subsets splits again,

and the second subset waits for the resolution of that collision.” [127, Sec.

4.3.1]
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Figure 9.4: An example of a splitting algorithm with 5 users A, B, C, D, E

An example of the full operation of a splitting algorithm is represented in Fig. 9.4, with

five users A, B, C, D, E, and 11 slots. As shown in the figure, all the users are being fully

differentiated at the slot 11. Note that it is also possible to stop the algorithm before it ends,

in other words, if the number of slots is not sufficient to differentiate all users, the algorithm

stops before reaching the goal of differentiating all users.

One property of such algorithms is that the set of users that are in a collision on one

slot is always included in the set of users that were in collision in one same previous slot

(or they have never transmitted before). Using this property, it is then possible to designate

users through the last slot on which they have retransmitted and partition them into disjoint

sets. In Fig. 9.4, for instance, users could be put in separated sets as follows:

• After the end of slot 3, the partition is obtained from slots 2 and 3. Thus, it is: {A, B,C}, {D, E}.

• If we consider slot 9, users A, B and C are fully differentiated but not the two others, so

the partition is then: {A}, {B}, {C}, {D, E}

Hence, at any point in time, users are always partitioned into clear subsets, so we can

define clearly the notion of “partially differentiated”. A fully differentiated user is a user

that is only in a subset of size 1, and a partly differentiated user is a user that is in a

subset of size > 1. In the case where all users still fall in only one set, they are still all

undifferentiated.

Hence, it is possible to introduce partial differentiation through some specific sensing

protocols for S-IRSA. However, we do not know if it would be the best approach to improve

the performance of the transmission phase, nor how to best exploit the potential of this
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partial differentiation. This is the motivation for adopting a machine learning approach to

sensing protocols.

9.4 DS-IRSA: Deep Learning, Sensing-based IRSA

In this section, we present our approach to the version of IRSA with sensing, S-IRSA, that

has a sensing phase followed by a transmission phase. We use a DRL approach to optimize

its performance. In the next sections, we explain in detail the protocol design and how we

apply the DRL approach. Furthermore, we give a simple example to clarify the concept of

user differentiation.

9.4.1 DS-IRSA: Applying DRL to S-IRSA

DS-IRSA (Deep Learning, Sensing-based IRSA) is an approach that applies DRL to S-

IRSA in the same way as Deep-IRSA is a DRL approach to classical IRSA. It does this

by extending the DRL approach in Chapter 8, and by adding a sensing phase. A neural

network model is used to select actions. Details are provided later, but an overview of the

actions in each phase is as follows:

(a). The sensing phase, which consists of slots of small duration, is referred to as “min-

islots”, where users can send jamming bursts. In DS-IRSA, we consider that each user, on

each minislot, will either transmit a jamming burst or not: this decision is taken by the neu-

ral network model. Each user has also the capability to sense the channel and measure the

total energy on the minislot. The information gradually collected during the sensing phase

is fed online to the neural network model. The goal is that the model exploits the sensing

information to introduce some differentiation between users, and synchronizes the users for

the IRSA transmission phase. As discussed previously, a user could be differentiated at the

sensing phase, if it has not collided with any other user, and it is left to the model, to induce

some kind of differentiation and to exploit it.

(b). In the transmission phase, users have to select slots for IRSA transmission. This is

done by the same neural network model that now chooses the actions of active users based

on the sensing information. Each action is now a codeword of zeros and ones that specifies

where the user should send its replicas on the slots. Our model represents a policy (as it

outputs actions) and it is trained through a DRL Policy Gradient Method detailed in the

next section.
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9.4.2 Policy Gradient Methods

In this chapter, we use one of the policy gradient methods, Proximal Policy Optimization

(PPO) [125] to optimize our proposed IRSA variant (DS-IRSA). In this section, we explain

in detail the principles of PPO closely following its original description in [125]. Policy

gradient methods [96] are a type of RL techniques that relies upon optimizing parametrized

policies concerning the expected return (long-term cumulative reward) by gradient ascent.

Other classical methods are action-value methods, such as Q-Learning [96, Chap. 6], that

learn the values of actions and then select actions based on their estimated action values.

Policy gradient methods are not action-value methods, and they learn a parameterized pol-

icy that can choose actions without a value function and are trained typically with a variant

of the Policy Gradient Theorem [96, Sect. 13.2].

In PPO, a value function is still used to learn the policy parameters, but its aim is only

to improve training convergence, and it is not directly involved in action selection. In

the following, we further explain the principles of PPO. In PPO, the policy denoted πθ,

is a stochastic policy that takes the observed state st from the environment and suggests

an action at to take as an output. It is given by a neural network model parametrized by

a set of coefficients (weights) θ, that determines the probability πθ (at |st) to select action

at. During training, RL episodes are run, and the stochastic gradient ascent is used to

iteratively improve the policy. This requires an estimator of the policy gradient from the

sampling obtained through the episodes. The most commonly used gradient estimator of

the policy gradient is derived from the Policy Gradient Theorem [96, Sect. 13.2] and has

the form [125, Eq. 1]:

ĝ = Ê
[
5θ log πθ (at |st) Ât

]
(9.1)

where Ât is an estimation of the value of the advantage function at time step t. The

definition and the value of Ât is the difference between the discounted long-term cumulative

reward Rt up to time step t, and the baseline estimate bs(t), that is an estimation of the

expected return from the time step t onwards. They define Ât as:

Ât = Rt − bs(t) (9.2)

The value of Ât reflects how much better was the impact of the taken action (this is given by

the cumulative reward Rt) based on the expectation of what normally should happen (bs(t)),

considering that we are in the state st.

In Trust Region Optimization (TRPO) Method [125], the log function in Eq. 9.2 is

replaced with the division by the old value of the policy πθold , and by adding a KL constraint.

The KL constraint is a measure of how the old policy is different from the updated policy,
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and it is added to make sure that the updated policy does not move far away from the current

policy, as follows:

maximize
θ

ĝ = Ê
[
πθ (at|st)
πθold (at|st)

Ât

]
(9.3)

subject to Êt
[
KL

[
πθ(.|st), πθold (.|st)

]]
≤ δ (9.4)

The issue of the optimization with the TRPO method is that it adds extra overhead to

the optimization process, so additional modifications are required.

Proximal Policy Optimization (PPO) [125] is an online policy gradient algorithm which

optimizes the clipped surrogate objective (explained later in Eq. (9.5)). To understand the

principle of PPO, first, let us introduce rt(θ), which is simply the probability ratio between

the newly updated policy output and the output of the old version of the policy:

rt(θ) =
πθ(at|st)
πθold (at|st)

The central optimization objective behind PPO is the expectation operator of the mini-

mum of two functions: the normal policy gradient objective rt(θ)Ât and a truncated version

of rt(θ) between [1 − ε, 1 + ε]:

LCLIP(θ) = Êt

[
min

(
rt(θ)Â(t), clip(rt(θ), 1 − ε, 1 + ε)Â(t)

)]
(9.5)

The term clip(rt(θ), 1 − ε, 1 + ε)Â(t), modifies the surrogate objective by clipping the

probability ratio, which removes the incentive for moving rt(θ) outside the interval (1−ε, 1+

ε). The minimum of the clipped and unclipped objective is taken, so the final objective is

a lower bound (i.e., a pessimistic bound) on the unclipped objective. This means that the

change in probability ratio that would make the objective improve is ignored (when the

advantage function is positive), and it is included only when it makes the objective worse

(when the advantage function is negative) (see [125], Fig. 1).

The final loss function that is used to train the neural network in PPO is as follows:

LCLIP+VS +S
t (θ) = Êt

[
LCLIP

t (θ) − c1LVF
t (θ) + c2S [πθ] s(t)

]
(9.6)

where: LCLIP
t (θ) is the clipped PPO objective. c1LVF

t (θ) is used to update the baseline bs(t),

which specifies how beneficial it is to be in a certain state or in other words, it computes the

expected return from the current state onwards. The intuition behind combining these two

terms in the same objective function is that the value estimate function shares some of its

parameters with the policy function. The last term c2S [πθ] s(t) is to guarantee that the agent
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does enough exploration during the training process. c1 and c2 are coefficients, S denotes

an entropy bonus and LVF
t (θ) is s a squared-error loss of the value function

(
Vθ(st) − V targ

t

)2
.

In this chapter, we use the DRL algorithm PPO and its implementation by OpenAI and

others (stable baselines [131]). We chose this method as it has the stability and reliability

of trust-region methods.

In the next section, we describe our DRL application to DS-IRSA.

9.4.3 Learning Environment and DRL Architecture

The application of DRL is done according to the following principles:

9.4.3.1 The Environment

IRSA is recast in the DRL framework, it becomes a multiagent system, where each node

is an agent. The environment is the available physical resource, in this case, i.e., the chan-

nel, where time is divided into two phases, a sensing phase and a transmission phase (see

Fig. 9.1), and each phase is divided to correspond to a sub-frame divided into slots or min-

islots. Every user interacts with the environment by taking actions and receiving rewards.

The training of both phases, the sensing phase, and the transmission phase, is done simul-

taneously.

9.4.3.2 The Actions

The set of actions of an agent m ∈ M, is represented as Am, and it is essentially composed

of two parts:

• The sequence of actions in the sensing phase Asens.
m which has a length L, where L is

the total number of minislots. Each value of this vector is a zero if the agent does not

transmit a jamming signal, or a one if the agent transmits a jamming signal. In other

words, the action Asens.
m,t of an agent m is to transmit if Asens.

m,t = 1 at time t, or wait if

Asens.
m,t = 0.

• The action of the transmission phase, Atrans.
m , which represents the selection of the slots

where the agent will transmit its replicas. In other words, the codeword selection:

si
∆
= (si[0], si[1], ..., si[N − 1]) for i = 0, 1, 2, ...,N − 1 and N is the total number of slots.

si represents the choice of slots of the agent m on where it will transmit its replicas. The

agent m transmits on the slot t if and only if si[t] = 1

In our implementation, a single neural network is implementing the policy. In Fig. 9.5,

we show the action selection process during one episode. During the sensing phase, for
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Figure 9.5: One learning episode of DS-IRSA with agent A, agent B, ..., agent N

each agent m ∈ M and for each minislot i ∈ L, the neural network outputs an action Asens.
m,i

to be executed on the minislot i. Note that the output of the model is always composed

of two parts: Asens.
m and Atrans.

m , but only one of them is used, and the other is ignored

depending on the current phase.

Fig. 9.5 shows that, during the training of the sensing phase, actions in green rectangles

(the actions on the minislots Asens.
m ) are the only part of the action that is considered and

applied on each minislot i ∈ L separately, minislot by minislot. The second part of the

action (the actions on the slots Atrans.
m ), in red rectangles, is not used in the sensing phase.

On the other hand, in the transmission phase, the second part of the action (the actions

on the slots Atrans.
m ), which represents a codeword of zeros and ones is applied on all the

slots at the same time for all agents m ∈ M.

9.4.3.3 The States

The state of an agent m ∈ M is a combination of some observed values and with additional

random input values acting as entropy sources:

• The first component of the state is the observed energy on the minislots by the agent,

which is represented by a vector of length L of integer values between 0 and M. Recall

that L is the maximum number of minislots and M is the total number of agents.

• The second component of the state is the number (index) of the current minislot.
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Figure 9.6: State computation of DS-IRSA

• The third component of the state is the actions that were taken by the user for previous

minislots.

• The fourth component of the state is a random vector of a fixed length `. In our simula-

tions, we choose a vector of length ` = 10 that has random values between [0, 15]. It acts

as an entropy source to help the model output different codewords in the same state3.

In Fig 9.6, we show how the state is constructed.

9.4.3.4 The Reward

The reward: Let Rm be the reward that the agent m ∈ M obtains at the last time slot M. The

reward depends on the action of the agent m, Am(t) and other agents’ actions Am′(t). The

reward for the agent m is defined as:

Rm = PN (9.7)

where PN is the number of decoded packets at the end of the episode, after the slot N and

the iterative decoding at the BS, where N is the total number of slots in the frame. The

discount factor is set to 1. Fig. 9.7 shows the reward computation time. The reward is

computed at the end of the frame. Before the end of the frame, the reward is set to 0.

9.4.4 An Example of Differentiating the Users Using DS-IRSA

Fig. 9.8 shows three possible scenarios of DS-IRSA of 3 users, 3 slots and 3 minislots.

Fig. 9.8.a shows the failure of fully differentiating any of the three competing users, as

none of these three users has succeeded to send a jamming burst in the sensing phase, with-

out being colliding with the two others. In this case, we might get only little (if any) extra
3observe that otherwise, with 0 minislots for instance, the model would output the same policy for all

users, which cannot be optimal. Using ` = 10 and values in {0, 1, . . . 15} is more than a sufficient number of

entropy sources so that this is no longer limiting the performance.
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Figure 9.7: Reward computation for DS-IRSA

information from the sensing phase and the transmission phase, which can have close (or

identical, it is an open question) performance to the one of a classical IRSA transmission.

Another extreme case is shown in Fig. 9.8.b, where the three users have succeeded to be

fully differentiated in the sensing phase. In this case, a slot could be reserved for each of

the three users (see also Section 9.3.2). Note that as we employ SIC, more replicas could

be sent, as Fig. 9.8.b shows in the transmission phase. Slot 2 has been reserved for user C,

slot 1 is also reserved for user B. Note that user C can send other replicas (on slot 1 and

slot 2) as its packet is assumed to be correctly removed from its reserved slot 3. It is also

the case of user B, who sends twice on slot 2 and on slot 1.

The third final illustrated case in Fig. 9.8.c shows an intermediate case where one user

(user A) is fully differentiated in the sensing phase and the two other users (users B and C)

are not differentiated since all their actions are identical. In this case, the sampling strategy

outlined in Section 9.3.2 prioritizes the differentiated user A by reserving him the slot 1.

Users B and C have no choice than competing to send on slots 2 and 3 as in the classical

IRSA scenario, and they cannot avoid the risk of collision with each other.

9.5 A Mathematical Analysis of S-IRSA with 2 Users and

2 Slots

In this section, we provide a mathematical analysis of the performance of the case of S-

IRSA with 2 users and 2 slots and an arbitrary number of minislots. It will serve later as a

benchmark for DS-IRSA; the same reasoning could be applied for S-IRSA with more slots

but still 2 users. We do not have mathematical results for the cases with three users or more

(which we believe to be significantly more complex).
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Figure 9.8: An example of DS-IRSA: (a). none of the users have been identified during the

sensing phase. (b). all users have been identified during the sensing phase. (c). two out of

three users have been identified during the sensing phase.

9.5.1 A Sensing Phase with One Minislot

We consider S-IRSA with 2 users competing for 2 slots with a sensing phase of only one

minislot. Adding one minislot in the sensing phase changes the problem as follows: assume

that π0 is the probability to send 0 in the minislot (i.e. to be inactive). The users could be

differentiated, if they send different bits4 on the minislot, (0, 1) or (1, 0), otherwise, they

could be decoded with a probability Ps = 2
3 as in the case without sensing (see Section 8.3.1

and Eq. (8.3)). Thus, we can write the new success probability as follows:

Ps =
2
3

[
π2

0 + (1 − π0)2
]

+ 2π0 · (1 − π0) (9.8)

Following the same approach in Eq. 8.1, gives an optimal value of π0 = 1
2 , which in turn

increases the probability of success to Ps = 5
6 . Note that, in this chapter, as in the previous

chapter, we express the throughput as “the average number of decoded users” instead of

the definition that we used before. In other terms, we express it in “decoded users/frame”

instead of “decoded users/slot”. The throughput is obtained from Ps and is:

T = N · Ps = 2 ·
5
6
≈ 1.67 decoded users/frame

4Note that the nodes send jamming signals, but we use the term “bits” for the ease of explanation
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Note that in this specific case, adding a sensing phase of one bit helps to increase the

throughput by 23.8% compared to the case without sensing in Section 8.3.1.

9.5.2 A Sensing Phase with Two Minislots

In this section, we add another minislot to the sensing phase described in the previous

section. We also observe an important property for the case of two users: although each

user should decide minislot by minislot their action on the next minislot, there are only

two possible outcomes: either both users made the same choice of action, or they made a

different choice of actions. In the first case, the minislot cannot bring any differentiation,

and the users can just ignore what happened on the minislot. In the last case, one user

is fully differentiated and as a consequence, the other one as well: then it does no longer

matter what are the next actions of the users – and conversely, even if the users later ignore

what happened on the minislot, they still would be fully differentiated.

In both cases, both users can ignore the feedback from the previous minislot(s) and still

implement an optimal strategy. Thus, they can select their minislot transmission strategies

at the beginning of the minislot phase: in this case, we can denote their jamming burst

transmission strategy for the minislot phase as a “minislot codeword”.

The two users will have 2minislots = 22 possible minislot codewords to use in the sensing

phase. The users will not be differentiated if their activity in the sensing phase is repre-

sented by the same minislot codeword, i.e., (00, 00) , (01, 01) , (10, 10) or (11, 11). There

are 16 − 4 = 12 possible combinations of minislot codewords that allow both users to

be differentiated. Suppose that: π00, π01, π10, π11 are the probabilities of using the minislot

codewords: 00, 01, 10, 11 respectively. The success probability is obtained by considering

that if both users are fully differentiated it will be 1, and if they are not, the minislot had

been useless and the success probability will be given by Eq. (8.3), i.e. 2
3 . Hence, it is given

by the following equation:

Ps = 1 −
(
π2

00 + π2
01 + π2

10 + π2
11

)
+

2
3

(π2
00 + π2

01 + π2
10 + π2

11) (9.9)

By using the method of Lagrange multipliers, we can find the probability to use each
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minislot codeword such that we maximize the success probability:

L = 1 −
(
π2

00 + π2
01 + π2

10 + π2
11

)
+

2
3

(
π2

00 + π2
01 + π2

10 + π2
11

)
− λ (π00 + π01 + π10 + π11 − 1)

∂L

∂π00
= −2π00 +

4
3
π00 − λ = 0

∂L

∂π01
= −2π01 +

4
3
π01 − λ = 0

∂L

∂π10
= −2π10 +

4
3
π10 − λ = 0

∂L

∂π11
= −2π11 +

4
3
π11 − λ = 0

∂L

∂λ
= π00 + π10 + π01 + π11 − 1 = 0

(9.10)

we get the following solution:
{
π00 = π01 = π10 = π11 = 1

4

}
. This solution gives a probabil-

ity of success Ps = 11
12 , and the throughput becomes:

T = N · Ps = 2 ·
11
12
≈ 1.83 decoded users/frame

which has increased by 9.6%, compared to the throughput that we obtained in case of

one minislot in Sec. 9.5.1.

9.5.3 Generalization to a Sensing Phase with k Minislots

Let k be the number of minislots in the sensing phase. The number of possible minislot

codewords in the sensing phase is ω = 2k possible minislot codewords. We will compute

the optimal probability to use each minislot codeword such that the probability to fully

identify and then to decode both users is maximized.

Let us write the success probability for such a system:

Ps = 1 ·
[
1 −

(
π2

0 + π2
1 + π2

2 + .... + π2
ω−1

)]
+

2
3
·

ω−1∑
i=0

π2
i (9.11)
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By writing the Lagrangian and solving the associated equations:

L = 1 ·
[
1 −

(
π2

0 + π2
1 + π2

2 + .... + π2
ω−1

)]
+

2
3
·

ω−1∑
i=0

π2
i − λ

ω−1∑
i=0

πi − 1


∂L

∂π0
= −2π0 +

4
3
π0 − λ = 0

∂L

∂π1
= −2π1 +

4
3
π1 − λ = 0

. . .

∂L

∂πω−1
= −2πω−1 +

4
3
πω−1 − λ = 0

∂L

∂λ
=

ω−1∑
i=0

πi − 1

 = 0

(9.12)

From the first ω equations, we deduce: π0 = π1 = ... = πω−1 = −3λ
2 . Using the last equation

(the ω + 1 equation), we compute λ = −2
3ω and this gives:

π0 = π1 = π2 = .... = πω−1 =
1
ω

The final success rate is given by :

Ps = 1 ·

1 − (
ω−1∑

0

1
ω2 )

 +
2
3

ω−1∑
0

1
ω2 = 1 −

1
3

ω−1∑
0

1
ω2 = 1 −

1
3ω

= 1 −
1

3.2k (9.13)

We deduce that adding a sensing phase before transmitting the packets in the scenario

of IRSA with 2 users and 2 slots leads to a significant improvement in the probability to

decode both users (the success probability), and the obtained throughput. The important

question that we answer in the next section: can we extend the same analysis to a scenario

of IRSA with M users and N slots?

9.6 Numerical Results

In this section, we present the obtained numerical results with DRL using our simulator.

We developed our own IRSA simulator written in Python. The simulations allow con-

structing frames and generating user transmissions. IRSA iterative decoding is performed

using a collision model after which the decoding information is obtained (decoded users,

throughput, etc.). For DRL, we used OpenAI stable baselines. The neural network model

implementing the policy (and the baseline value function estimate) is used with the default

parameters: it contains 2 layers of 64 neurons amounting to approximately 4000 weights.
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u/s 2 3 4 5 6

2 1.982 1.986 1.986 1.990 1.994

3 1.971 2.996 2.997 2.979 2.969

4 1.967 2.73 3.84 3.73 3.77

5 1.963 2.80 3.463 4.168 4.233

6 1.937 2.76 3.30 3.152 3.873

Table 9.1: The obtained throughput (expressed in terms of “average number of decoded

users per frame”) of DS-IRSA with 7 minislots using our DRL approach

The arrival of users in the system is fixed to M users per frame. Training is done

in steps. Each step accounts for an action taken by one user (agent). A full episode is

completed when all the agents take their final actions, which is the slot selection for the

transmission phase, after which the reward is calculated (the reward is zero at initialization

and before the end of the frame and discounting factor is set to γ = 1).

In Table. 9.1, we show the obtained throughput after applying our DRL approach DS-

IRSA. The two phases were trained simultaneously. Each value in the table represents

a different scenario of DS-IRSA where we varied the number of users and the number

of slots. We obtain each value in Table. 9.1, by doing the average of 10 simultaneous

simulations (training), after recording the number of decoding users at each simulation.

All the presented scenarios in the table have 7 minislots in the sensing phase. We observe

that DS-IRSA with 7 minislots is close to the maximum throughput of 2 recovered users

in the case of 2 competing users (the first row of the table). DS-IRSA attains also almost

the maximum throughput of 3 in the case of three users competing for ≥ 3 slots. We also

note that adding a sensing phase of 7 minislots to IRSA has helped to increase the obtained

throughput compared with the obtained values of throughput without sensing in Table 8.2

for all the studied scenarios. On the other hand, with sensing and when the number of

users is ≥ 4, the throughput starts to converge slowly, and we do not recover all users. The

reason is that the number of minislots that we used (7 minislots) is probably not sufficient

to synchronize all users during the transmission phase, so more collisions occur, and not

all users are recovered.

Fig. 9.9 shows the impact of increasing the number of minislots on the obtained through-

put. Note that the number of episodes in the training phase for all the scenarios of Fig. 9.9

is one million for the Fig. 9.9a and 5 millions episodes for Fig. 9.9b and Fig. 9.9c. The

figure shows that using more minislots in the sensing phase helps to increase the obtained
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(c) DS-IRSA with 5 users and 5 slots

Figure 9.9: The impact of increasing the number of minislots in the sensing phase on the

obtained throughput of DS-IRSA

throughput towards achieving the maximum performance of 1 [decoded user/slot]. In Sec-

tion 9.5.3, it has been theoretically proven that increasing the number of minislots in the

sensing phase increases the achieved throughput for DS-IRSA with 2 users, 2 slots, and k

minislots which converges quickly towards the maximum of 2. The DRL approach achieves

a throughput of 1.98 for DS-IRSA with 2 users, 2 slots and 7 minislots in the sensing phase

(Fig. 9.9.a). When studying a scenario of DS-IRSA with strictly more than two slots and

users, the DRL shows that using more minislots in the sensing phase will increase the

achieved throughput, but this increase towards the optimal throughput is not always clearly

observed as the convergence of the DRL approach is not guaranteed when the number of

slots and the number of users increase. In this case, extra minislots are needed when the

number of competing users increases, and this, in turn, increases the actions’ space and can

increase exponentially the complexity of the training.

In Fig. 9.9.b, using 7 minislots in the sensing phase, DS-IRSA achieves a throughput of
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(b) DS-IRSA convergence with 6 users and 6 slots and 7 minislots
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(c) DS-IRSA convergence with 7 users and 7 slots and 7 minislots

Figure 9.10: The learning convergence of DS-IRSA for different scenarios

3.84 (average number of decoded users per frame) where using 10 minislots is increasing

the throughput up to 3.91. On the other hand, the obtained throughput for 5 users using

9 minislots, in Fig. 9.9.c, is 4.68, which is still far from the maximum throughput. As

the number of users increase, the number of minislots needed to synchronize the users in-

creases, which increases the training complexity in terms of time and convergence stability.
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Fig. 9.10 shows the convergence of the learning process of DS-IRSA for different sce-

narios. For each scenario, we performed three different trainings with different seeds. Note

that the training starts by randomly initialized values for the weights of the neural network

model, and each value is different depending on the used seed. In Fig. 9.10a, the maxi-

mum throughput of 3 is quickly reached, as the number of minislots is sufficient to find an

optimized transmission strategy for the 3 competing nodes. On the contrary, in Fig 9.10b

and Fig 9.10c, the learning convergence towards the maximum throughput is slower as the

number of competing users is larger in both cases. Note that in both figures, Fig 9.10b and

Fig 9.10c, the number of minislots and the number of learning episodes was not sufficient

to converge towards the maximum throughput of 6 and 7 users per slot respectively. In

the last two examples, the performance with 7 users and slots leads to a lower absolute

average number of decoded users par frame than with 6 users and slots, which is somewhat

unexpected and surely due to convergence issues. Additionally, checking the number of

minislots proportional to the number of slots and users, we also have the throughput of

only ≈ 3.4 for 6 users, 6 slots, and 14 minislots, compared to Fig. 9.9a. Thus, experimen-

tally, with the current implementation and training procedure, adding more minislots to the

sensing phase for both scenarios will not guarantee convergence, as the problem of finding

the optimal codebook becomes more complicated. In the last two scenarios (Fig 9.10b and

Fig 9.10c), the learning curves seem to continue their increase slowly even at the end of

the episodes. The continuation of the training process could help to increase the obtained

throughput, but at the cost of a long learning time.

9.7 Conclusion

In this chapter, we proposed a sensing protocol based on IRSA and trained with machine

learning to synchronize the nodes during the transmission and avoid collisions. For that

aim, we proposed DS-IRSA, Deep Learning Sensing-based IRSA protocol which is com-

posed of two phases: a sensing phase, where the nodes can sense the channel and send short

jamming signals, followed by a classical IRSA transmission phase. We use the DRL algo-

rithm PPO and one of its implementations (by OpenAI and others, “stable baselines” [131])

to optimize its performance. Our proposed protocol has shown an excellent performance

to achieve an optimal performance of almost 1 [decoded user/slot] for small frame sizes

(≤ 5) slots and with enough minislots. Our proposed protocol has also been shown to

achieve higher throughput than classical IRSA protocol or other optimized IRSA variants

through deep learning. The problem of optimizing DS-IRSA with our DRL approach be-
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comes more complicated in terms of stability and learning time when the size of the frame

increases, e.g. beyond 6 or 7 users and slots for 1 million training episodes. Future work

could be to optimize the learning approach to reduce the learning complexity for larger

frame sizes.



Chapter 10
Conclusion and Future Perspectives

IoT is exploding, which leads to unprecedented connectivity, which requires and opens the

door to new connection technologies. One main hurdle faced by the application of IoT

networks is the issue of massive connectivity. Having a scalable IoT network that connects

millions of devices and servers is critical for a large-scale IoT application. IoT connectivity

should be aforethought before deployment, not an afterthought, therefore, many endeavors

have been emerged to address this massive connectivity problem. One of the promising

suggested solutions is to employ modern random access protocols for IoT communication,

in particular, because they have been shown to offer excellent performance, i.e. to reach

the bound of 1
[
packet/slot

]
[3].

Motivated by the important expected promise of modern random access protocols in

future IoT applications, in this thesis, we focused on one of these protocols, Irregular Rep-

etition Slotted Aloha (IRSA) which has been introduced in [1]. First, we extensively eval-

uated the performance of the IRSA protocol by studying one of the best tools to track its

decoding performance: Density Evolution (DE). With this tool, we studied multiple scenar-

ios of IRSA protocol and proposed several variants. Second, we applied different machine

learning techniques to study variants of IRSA.

10.1 Main Contributions

Multiple Packet Reception (MPR), in which the receiver can recover multiple packets from

a limited number of transmissions, had been investigated for throughput improvement in

[2, 23, 24]. In Chapter 3, we revisited the scenario of IRSA with K-MPR capability at

the receiver (K-IRSA). We exploited the density evolution equations for K-IRSA, and we

presented an upper bound on the asymptotic performance of K-IRSA. It has been proven

178



10.1 Main Contributions 179

that this bound cannot be reached naturally, owing to the existence of a gap between a target

function hK(x) to match (to achieve the maximal capacity of k packet/slots) and any edge

degree distribution λ(x).

Capture effects have been exploited in the study of IRSA with multiple classes received

with different signal power in Chapter 4. In such a scenario, the existence of different

path loss factors or different transmission powers helps the capture effect to emerge at

the receiver, which in turn improves the protocol performance. We analyzed the protocol

behavior by introducing a new density evolution that is based on classes. We explored the

achievable throughput and its associated gain.

Another contribution of this thesis, presented in Chapter 5, is to study IRSA taking

into account realistic assumptions, namely errors due to an imperfect SIC process. A new

parameter is introduced to specify the minimum target packet loss rate of the system, which

is non-zero due to potential IC errors. We investigated the trade-off between the maximal

throughput and the minimum target packet loss rate. The obtained results shed light on

new optimal distributions designed and optimized taking into account the probability of

SIC errors that outperform the known classical ones that are optimized without considering

SIC errors.

Additionally, in Chapter 6, we proposed a new variant of IRSA, namely “IRSA-RM”,

which adopts a Reinforcement Learning (RL) approach, Regret Minimization, to optimize

the transmission strategy of the protocol. Our simulation results show a good behavior of

IRSA when it is optimized with Regret Minimization. Therefore, our learning approach is

a good solution for optimizing the performance of such IoT protocols. This study was done

using the density evolution tool, and IRSA-RM has been shown to help to approach the

asymptotic performance under the assumptions of density evolution, i.e. in case of ideal

conditions: infinite frame length and assuming an ideal decoder (no SIC errors).

We also addressed the IRSA access scheme in a distributed setting, where there is not a

unique set of parameters for all users, in Chapter 7. The distributed approach is modeled as

a non-cooperative game where the players are classes of users that can select their degree

probabilities to improve their own throughput. We gave proof for the existence of the Nash

Equilibria under some conditions and how to attain them. We provided extensive numerical

results that assess the cost brought by the competition with this distributed approach. We

also compared the centralized optimal approach, and the distributed approach through the

price of anarchy, and found a very low discrepancy.

In Chapter 8, we introduced a Deep Reinforcement Learning (DRL) approach to opti-

mize IRSA for short frame length. We presented RC-IRSA, an IRSA approach with random
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codeword selection, where each codeword represents the transmission strategy of one user

on the slots. The main goal of this chapter was to apply Deep Reinforcement Learning to

optimize RC-IRSA (Deep-RC-IRSA): it resulted in the training of a Deep Neural Network

model that selects exactly the slots on which the user will transmit. It illustrates that the

fine slot selection can be achieved through DRL, illustrated some of its limits, and was also

introduced to use it as a framework for the following chapter.

Finally, in Chapter 9, we introduced Deep-Learning and Sensing-based IRSA (DS-

IRSA), a new variant of IRSA protocol that is based on sensing and that is optimized

through Deep Learning, with a derivative of Deep-RC-IRSA. DS-IRSA consists of two

phases: the first phase is a sensing phase, where users sense and send jamming signals to

interact and potentially synchronize to avoid collisions. The second phase is as classical

IRSA transmission, but each node will choose an adapted transmission strategy (the precise

set of slots) to send its replicas, partly based on the collected information of the sensing

phase. We used a Deep Reinforcement Learning approach based on the DRL method Prox-

imal Policy Optimization (PPO) to optimize DS-IRSA. Our results showed the gain of

having a sensing phase compared to RC-IRSA and classical IRSA, but they are still limited

to very short frame sizes.

10.2 Perspectives

This section presents some future research directions and perspectives related to some key

aspects of modern random access protocols, namely, IRSA, that were not addressed in this

thesis and some aspects that require further investigations and improvements.

10.2.1 A Better Employment of the Physical Layer

Modern random access protocols have been showing a promising performance that could

provide good solutions for the massive connectivity problem. With such methods that can

function in high load regimes and resolve packets with high collisions, channel estima-

tion for the SIC process, is a necessary task, but it is not an evident task. Better channel

estimation could help to reduce the impact of residual channel estimation errors on the per-

formance of interference cancellation [132] and thus, have a realistic representation of the

protocol performance which in turn helps to enhance the decoding process and to avoid

errors. Thus, a perspective of this work is considered more realistic channels, and study

how to improve the SIC process, in the context of IRSA and the variants proposed here.
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More than that, some advanced physical layer techniques could be applied, for instance,

to extract information from collided packets. MuSCA [133] is one example of a general-

ization of CRDSA, where each user transmits several parts of a single codeword of an

error-correcting code instead of sending replicas. At the receiver level, the decoder col-

lects all these parts and includes them in the decoding process, even if they have inter-

fered. MARSALA [132] is another decoding technique for CRDSA. At the receiver side,

MARSALA takes advantage of correlation procedures to localize the replicas of a given

packet, then combines the replicas to obtain a better Signal to Noise plus Interference Ra-

tio. Applying such techniques on IRSA could positively affect its performance as more

collisions could be resolved, especially collisions that occur in a form of stopping sets.

10.2.2 NOMA-based Modern Random Access

Another direction to improve the performance of modern random access protocols is to

combine them with NOMA or study them in the context of NOMA. To apply NOMA in

modern random access, power division multiple access (PDMA) [134] was proposed. In

PDMA, the time division duplex (TDD) channel is assumed. That is to say, IoT devices

need to obtain the uplink channel gain via downlink channel sensing. Then, each user ad-

justs the transmitted power to force the receiving power to belong to some predetermined

power slots [135]. Recently, NOMA has been used in multiple slotted ALOHA (SA) meth-

ods [42, 136]. PDMA has been also combined with IRSA in [43]. The optimizing of these

protocols, combined with NOMA, requires finding the optimal combination of degree and

power distributions while taking into account sophisticated physical layers. Despite that

NOMA-based modern random access has been shown to improve the performance via

power diversity, many further research works can be done, including the fair comparison

with orthogonal random access methods in different scenarios, advanced blind detection

technologies, and non-orthogonal spatial domain [135]. Applying learning approaches to

NOMA-based modern random access protocols could be also useful to optimize them if

only to find more robust power and degree distributions.

10.2.3 Integrate Advanced Learning Techniques with Modern Ran-
dom Access

Recently, machine learning has been widely applied to modern random-access [79, 80].

However, the search for protocols and algorithms that further reduce the resource allo-

cation delay and optimize the performance of such protocols remains an area of active
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research. Modern learning techniques, specifically deep learning, could be further applied

to modern random access on the PHY layer or the MAC layer level. Machine learning

techniques could help to find the robust performance of modern random access protocols

when more realistic assumptions are considered as capture effect, decoding errors, or losing

some packets due to a realistic collision channel. For example, machine learning algorithms

could be employed to search correlations between received packets to reduce and resolve

collisions, to control the transmission power of packets to exploit power diversity at the

receiver as in [137], or to deeply exploit the collected information by the nodes in case of

sensing scenarios. An important future work to our contribution in chapter 9, could be to

use an advanced deep learning algorithm to extend the work for more realistic scenarios

that consider a high, but a finite number of users or to change the slot selection process.

More than that, learning could be exploited to provide some bounds or optimal codebooks

for IRSA, if we change the problem dimensions (number of users, number of slots, number

of minislots, ..., etc.). In addition, the sensing process itself could be further optimized and

the transmission of the jamming signals could be done according to a predefined protocol,

which can reduce the number of used minislots and strongly synchronize the users in the

transmission phase. Sensing controlled through machine learning could also be studied in

classical random access protocols, for instance for some V2X modes.

In recent years, part of the research went beyond the DQN-style algorithms, with algo-

rithms employing policy gradients, such the Proximal Policy Optimization algorithm [125],

which are more stable and intuitive to analyze theoretically. The long time and the huge

data needed to train the neural networks has led to new research directions, including hy-

brid model-based/model-free solutions or model-based RL algorithms. Although learning

a model of the environment may seem complex, incorporating specific details about the

physical properties of components of the studied environment can speed up the learning

process. Constructing model-based algorithms for some random access RA applications

could be useful to fully understand the behavior of modern random access protocols. More

generally, more complex methods of training and more sophisticated uses of the various

types of neural network models, can be envisioned to both speeds up the training of the

models, and improve the resulting performance of the random access.

10.2.4 General Perspectives

Recently, the Age of Information (AoI) is gaining more attention in many IoT applications.

It is a metric used to evaluate the latency from receivers’ perspectives. It measures the

time elapsed between generating a packet at the transmitter and the time it reaches the
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receiver. [138] and [139] studied some aspects of AoI of IRSA, as it is considered as a

good metric to understand the link-layer solutions employed in IoT systems. According to

our knowledge, there are no bounds on the AoI for modern random access protocols. In

this context, the behavior of AoI provides insights about the activity of each active node

in the system that is interrelated with those offered by other wide-studied metrics as the

throughput or the latency. Hence, important future work is to study the impact of AoI in

the context of modern random access protocols. Despite that, some important work has

been started in [138] and [139], but more effort is needed to address the AoI for IRSA

variants or frameless IRSA and design IRSA-style protocols that improve AoI.

Another important direction to improve the performance of modern random access

protocols is to study the possibility of repeating the packet in case of packet loss (due to a

failure of IRSA decoding). The users who fail to send their packets successfully in a frame

may try to re-send their packets in the following frame in a randomized manner, which

may increase the channel load in the next frame and create more collisions. Controlling the

re-transmission process can have a positive impact on the system throughput compared to

a blind retransmission mechanism. In our prior work [124], we studied short frame length

IRSA that allows packet re-transmissions in case of collision through a DRL model. This

work is considered as a first step to study a scenario of IRSA with re-transmissions.

Finally, we have studied IRSA as a generic random access protocol: it can be interesting

to study how it can be integrated in actual communications standards (5G and beyond

including 5G NR-Light, etc.).
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