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Montag picked a single small volume from

the floor. “Where do we begin?” He opened

the book halfway and peered at it. “We

begin by beginning, I guess.”

Bradbury (1953)

Most readers will have an idea of what etymology is, that some words are ‘genetically’ re-

lated while languages are seemingly ordered in families. But how did we come to know that?

Coeurdoux (1768),1 by rigorously comparingSanskrit (whichhe called ‘Sanskroustan’), Latin and

Greek words, underlined phonetic regularities between these languages — he then discussed

these similarities, feeling they could come from either exchange of words caused by commerce,

science, geographic proximity, religion or invasion, or, on the other hand, from a common ori-

gin to all languages, the latter option having his preference.2 Some years later, Jones (1786) ex-

presseda similar sentiment, comparingGreek, Latin andSanskrit. Despite at leastmanydecades

of prior work (see (Blench 2004) for an overview), this moment is usually seen as the beginning

of the field of comparative linguistics, which, as its name indicates, compares languages, in order
to establish their relations. It took another hundred years, and the works of the Neogrammar-

ians (Osthoff and Brugmann 1878), to formalise its main empirical hypothesis, the regularity of
sound changes.

This hypothesis states that the lexicon of a language evolves diachronically according

to regular and exceptionless sound changes, notwithstanding lexical creation and borrowing

mechanisms, which, in laymans terms, gives: the pronunciation of words of a given language

changes through time, and if a given sound changes a certain way in somewords, it will change

the same way in all other similarly-sounding words that contain it (for the given language) —

newwords, created fromscratch or taken fromother languages, will follow the changes occuring

in their language after they appear. For example, the sequence [ka] in Vulgar Latin changed into

[Ùa] in Old French, then to [Sa] in French. This is illustrated by chat [Sa] ‘cat’ < cattus *[kat.tUs]
and blanche [blÃS] ‘white (fem.)’ < blanca *[blan.ka]. Such a change is called a sound law. The
phonetic history of a language from an earlier to a later stage can then be modelled as an or-

dered sequence of sound laws.

These sound laws are usually identified by looking at specific word sets, called cognates:
given two languages with a common ancestor, two words are said to be cognates if they are an

evolution of the same word from said ancestor, called their proto-form. To look at our former
example, French chat ‘cat’ is cognatewith Spanish gatto ‘id.’, as they both descend fromLatin cat-
tus, ‘id.’, their common ancestor. The phonological differences between two cognates and their

1Hebelonged to a long line ofmissionaries commenting on similarities between Indian languages, Greek, and Latin

from the XVIth century (Auroux et al. 2008)
2He poeticallywrites that, from a common origin, “Plusieurs termes communs restèrent dans les langues nouvelles;

un grand nombre se sont perdus par le laps du temps; d’autres ont été défigurés à un point qu’ils ne sont plus

reconnoissables. Quelques-uns ont échappé à ce naufrage, pour être aux hommes un mémorial éternuel de leur

commune origine et de leur antique fraternité.”, which I will translate as “Many common terms remained in the

new languages; a great number of those are now lost to time; when others have been disfigured to a point of non

recognition. But some have evaded this shipwreck, to provide men with an eternal memorial of their common

origins and antique fraternity.”.
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languages can be modelled as a group of sound correspondences, and they capture some of the
differences between the phonetic evolution of the languages.

However, like Coeurdoux and Jones in their time, we only have access to languages that are

either spoken nowadays or have beenwell conserved (such as Sanskrit, Ancient Greek and Latin,

to name a few), so how do we know which words are cognates and that they share a common

ancestor? From sound patterns between languages, plausibly related words are identified, and

in some cases, their common ancestors are found or reconstructed, making the original words

cognates—but all new cognatesmust obey all the previously identified sound rules, and a situ-

ationwhich presents an exception to a given rulemust amend the rule, and if not possible, either

invalidate it or more likely consider the proposed cognates as incorrect. From correct cognates,

new sound correspondences are identified, from which new cognates will be identified further,

and so forth. It is, in a sense, a ‘chickenor egg’ problem, though the exceptionlessnatureof sound

change constrains the problem enough tomake it possible to solve.

All etymological connections we now know derive from the linguistic relations identified

through the comparative method (Durkin 2015). This makes cognates very important words to

better understand language as awhole. Cognates have also been used inmore practical ways, to

improve translation systems for languages with little resources (Grönroos et al. 2018; Mann and

Yarowsky 2001), or to help field linguists look for plausible words in endangered languages they

study (Bodt et al. 2018; Bodt and List 2019).

The twomain tasks of the comparativemethodare therefore cognate identification (finding

which words are cognates in a multilingual set of words) and cognate prediction (producing a

likely shape for unseen cognate words or their parents): they constitute the basis from which

sound correspondences can be found, and from said correspondences, language relations can be

inferred. They also are closely related: cognate identification produces cognates sets, which can

be used to train cognate prediction, and the possible predicted cognates can then be looked for

in data, to help cognate identification. (Chicken or egg, again).

Since the creation of the field, cognates have been studied ‘manually’ by expert linguists,

with in-depth knowledge of several related languages. However, in the last decades, they also

benefited from the advances of quantitative or computational techniques, from the prior works

of Swadesh (1950) and Swadesh (1955) introducing the first versions of glottochronology and

lexicostatistics, albeit ina currentlyoutdated form, trying todate language relationships through

their vocabulary stability and evolution, tomore recently combinations of statistics, alignement

tools, and sometimes neural networks, to specifically identify or predict cognates (Ciobanu and

Dinu 2020; Dekker and Zuidema 2021; Frunza and Inkpen 2009; Hauer and Kondrak 2011; List

et al. 2017; Mitkov et al. 2007; Mulloni 2007; Rama 2016).

Neural networks are tools that are very good at latently identifying useful underlying pat-

ternswhen learningondata, for example spontaneously trackingwordboundarieswhen trained

on language modelling on unsegmented text (Hahn and Baroni 2019), or more generally im-

plicitly capturing surface, syntactic and semantic knowledge when trained on unrelated tasks

such as machine translation or language modelling (Conneau et al. 2018; Jo and Myaeng 2020;

Raganato and Tiedemann 2018), to name a few. Therefore, the intuition behind this work was

that neural networks, trained on cognate prediction, therefore learning sound correspondences

from languages to other languages, were likely to be able to latently learn interesting informa-

tion for historical linguistics. We were particularly interested in seeing what encoder-decoder
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models, standard in machine translation, could produce on the task. However, at the begin-

ning of this work, in 2019, unpublished preliminary experiments as well as other works (Dekker

2018) seemed to conclude that using complex neural networks was likely not a good direction

for cognate prediction, as they seemed outperformed by statistical models in our case or sim-

plistic neural networks (perceptrons) in other works, though at the same time, these models of

interest were also being used successfully for proto-form reconstruction (Meloni et al. 2021) (on

arxiv in 2019). As we believed in the potential of those methods, we decided to investigate the

situation more in depth, first by understanding if using complex neural networks for cognate

prediction was possible or not, then using it on historical data, before trying to understand the

latent information plausibly learnt.

Our core results are showing, first that machine translation inspired neural networks can

be successfully used for the task of cognate prediction, when at least 500 trainingword pairs are

available and as long as optimisation is done on the parameters; then, that such models in fact

do learn latent historical informationwhenbeing trainedon cognateprediction in amultilingual

setup. To support this work, I also created a lexicon generator to create artificial data following

realistic language change rules, aswell as updated an etymological database to generate cognate

datasets to use.

In part I, we travel through the basic concepts needed to understand this thesis. Chapter 1

is about theword from a linguistic standpoint; we therefore first explore what aword is or could

be, what linguistic properties it carries, as well as its function as a unit. We then look at how

words change, and how these changes aremodelled, focusing on historical word prediction, our

task of interest. Chapter 2, on the other hand, is about neural networks and their mathematical

definitions. We first introduce the basic behavior of a neural network, then follow a panorama of

useful neural components for text, from units to full architectures. These two chapters have dif-

ferent audiences: chapter 1 is destined for engineers ornatural languageprocessingpeoplewant-

ing to understand more about the linguistic aspects of this task, whereas chapter 2 is destined

for linguists wishing to understand neural networks ‘from scratch’: none of these chapters as-

sume prior knowledge in either linguistics or NLP. Chapter 3 goes through themachine learning

pipeline, to provide an overview of the experimental steps, from gathering data and designing

experiments to training, validating, and interpretingmodels. Chapter 4 focuses on the task from

which we gather inspiration in this document: low-resource machine translation: it first intro-

duces machine translation, then several tools and techniques specific to situations with scarce

data, which can otherwise undergo a drop in performance.

Part II contain the core of the thesis. It first introduces the detail of our research hypoth-

esis and questions, then chapter 5 presents the different neural architectures and datasets we

will use to answer said questions. Chapter 6 details the experiments we designed, using artifi-

cial datasets, to determine whether and which neural networks can be used for historical word

prediction, and under which conditions. Chapter 7 extends these experiments to real world

datasets, constituted for the occasion; it also contains apanel of tools and techniques tried to im-

provemodel performance. Chapter 8, using previously studied best performingmodels, focuses

on understanding what they learn when training on our task, using both external and internal

probes.

Part III is an opening section,wherewe try to apply ourmethods to other units inChapter 9,

to study lexicon induction for dialectal variation.
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Lastly, we summarize the work done and open new perspectives in part 9.6.

Note Other things were also done during this thesis, and will not be mentioned here in de-

tail:

• the full implementation of a composite multilingual neural architecture for cognate pre-

diction calledMEDeA (Multiway Encoder Decoder Architecture), combiningmultilingual

attentional recurrent, convolutional, Transformer-based and siamese encoder-decoders

through a fixed size hidden representation. It became the basis of CopperMT (Fourrier et

al. 2021), which uses its reimplementation of recurrent encoder-decoders with attention;

• experiments onmanaging phonetical embeddings,which found that initialising phonetic

embeddings with pre-defined features extracted from the litterature actually proved less

effective than learning embeddings along the model from a random initialisation;

• publishedwork on the use ofmodern languagemodels to do named entity recognition on

historical text for the BigScience working group (De Toni et al. 2022);

• the complete update of an etymological database, as well as the publication of a detailed

methodology to help similar work (Fourrier and Sagot 2020b);

• publishedworkon theuseof cognates andborrowings to study semantic change (Fourrier

andMontariol 2022);

• an internship at HuggingFace to work on using graph data with transformers;

• outreachactivities forhigh-school students: I gave three conferenceson researchandNLP,

organised two2-daysoutreachevents (2019, 2020), tookpart innine speed-meetingswith

girls to present computer science jobs — I was also invited to talk about the impact of

outreach on gender stereotypes at the French Assemblée Nationale;
• teaching Python and programming at the École Nationale des Ponts et Chaussées.
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THEORETICAL BACKGROUND
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‘Twas brillig, and
the slithy toves

Did gyre and gimble
in the wabe;

All mimsy were the borogoves,
And the mome raths out-
grabe.’
Caroll (1865)

1 Historical words
I won’t use words again

They don’t mean what I meant

They don’t say what I said

They’re just the crust of the meaning

With realms underneath.

Vega (1987)

In this thesis, we study the change of words through space and time, focusing on the tasks

of historical word reconstruction and dialectal variation study. Assuming that the concept of

‘word’ exists and is already defined,1 we will first look at some of its properties (with a focus

on the one most interesting for our task: phonology). As we are studying word change, we will

also introduce concepts specific to word change study, such as sound change regularity, which

constitute the underlying theoretical aspect of our task.

1.1 Synchronic properties of words

1.1.1 Phonology

Phonotactics studies phonological rules, and defines the allowed arrangement of sounds and
sound patterns in a language. For example, in themargin notes poem, almost none of thewords

exist but they all seem intuitively real because they fit English phonotactics. Phonotactics, in

a sense, is a ‘sound syntax’. Phonology, complementarily, studies sound organisation in lan-
guages. Distinct language sounds (sometimes gestures) are called phones, and they constitute
the ‘absolute units’ of phonetics. These phones are often graphically represented using the In-

ternational Phonetic Alphabet (IPA), which attempts to represent all the distinctive sounds of
the world’s language.

Note: The IPA cannot ‘symbolize small, language specific, differences in parameters, [...]
does not have distinct symbols for some really distinctive sounds’ (Ladefoged 1996), and it re-

lies on theoretical conceptualizations ‘sometimes at oddswith the physical speech event’ (Inter-

national Phonetic Association 1999). This led to the introduction of many systems of phonetic

notation by linguists, which Anderson et al. (2018) have attempted to homogenise to a broader

version of the IPA in their CLTS database.

1This is a strong assumption but discussing the existence of the word as a unit is outside of the scope of this

manuscript.
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1 Historical words

Two phoneswhich can be substituted by one anotherwithout changingwordmeaning are

called allophones, such as the sounds corresponding to the letter r in French, pronouned [K] in
general, and sometimes [r] in the south of France, which does not change themeaning of words.

On the contrary, phones which constitute a minimal pair changing the meaning of words when

switched are calledphonemes: for example, in French, [v] and [b] are phonemes (differentiating
between vin [vẼ] ‘wine’, and bain [bẼ] ‘bath’), but [D] (first sound in the English ‘this’) is not, as
it is not used in any French word.

Phonetically, phones are organised in two main groups, depending on the air flow during

pronunciation: if the flow is unconstricted, the phone is a vowel, else a consonant. Conson-
nants can be pulmonic (air stream from the lungs), glottalic (air stream from the glottis), lingual

(air stream from themouth), or percussive (no air stream). Phonology adds the extra constraint

that vowels must form the peak of a syllable; this creates a third category of sounds considered

as consonants in their positionning (beginning/end of syllables) but as vowels in their pronun-

ciation, such as the sound [w] in English ‘well’ or French ‘oui’: they are called semivowels or
approximants.2

Vowels are defined using features, among which the following.

• Height is theup/downpositionof the tipof the tongue in themouthduringpronunciation
(e.g. the vowel in English cat [kat] is lower than the vowel in English kit [kIt]).

• Backness is the front/back position of the upper part of the tongue in the mouth during
pronunciation (e.g. the vowel in English pot [pOt] is more back than the vowel in English
pit [pIt]).

• Length is how long the vowels are (e.g. the vowel in Frenchmettre [mEtR] ‘to put’ is shorter
than theone inFrenhmaître [mE:tR] ‘master’, though thedifference is slowlydisappearing
in metropolitan French).

• Rounding is how rounded the lips are during pronunciation.

• Nasalization is linked to the path or the air flow during pronunciation, and whether it

goes through the nose or not (e.g. French contains 20% of nasal vowels in its phonetic

inventory - andmore in some regional variations: [Ẽ] in un ‘one’, [Õ] in onze ‘eleven’, [ã] in
manger ‘eat’).

The two main features of phonetic vowels, height and backness, define a vowel diagram

(Figure 1.1), sometimes called the vocalic triangle, grouping sounds in three poles: open vowels
(a), close-front vowels (i/e), close-back vowels (u/o).

Pulmonic consonants are defined using features, among which the following.

• Manner is related to the disruption of the air flow during consonant pronunciation: plo-

sive (e.g [p]) completely interrupt the air flow during pronunciation, fricatives (e.g. [f] or

[z]) partially restrain the air flow, and nasals (e.g. [n] or [m]) redirect the air flow to the

nose.

• Place is linked to the part of the mouth used to pronouce the consonant: labial (e.g. [b])
use the lips, dorsal (e.g. [k]) use the back of the mouth using the palate, and coronal

(e.g. [s]) use everything in between.

• Voicingorphonation iswhether the consonant is pronouncedwith theuseof vocal cords
or not (e.g. constrast voiced consonant [v] with its unvoiced counterpart [f]).

2See Appendix A.1.2 for a list of vowels of interest, and Appendix A.1.1 for a list of pulmonic consonants of interest.
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1.1 Synchronic properties of words

Figure 1.1: Official IPA vowel diagram (CC BY-SA 2020 IPA)

• Length or gemination is how long the consonant is held (e.g. contrast long ‘t’ in Italian

gatto [gat:o] ‘cat’ and short ‘t’ in Spanish gato [gato] ‘id.’).

The two main features of phonetic pulmonic consonants, manner and place, define a con-

sonant chart, see Figure A.1 in Appendix.

Note: When going from oral form to written form, phonemes can be represented through

graphic symbols roughly approximating them, letters. This is far from being an universal corre-

spondence, as some languages are spoken only, and others use logograms (Chinese) or syllabic

characters (Japanese) to represent thewords of their languages - however, for the Romance lan-

guages we study, this phone-to-letter mapping is quite regular.

1.1.2 Morphosyntax and semantics

Semantics is the study ofwordmeaning andword relationswith respect tomeaning, andmor-
phosyntax of words and their relations ‘in terms of [their] grammatical properties’ (Matthews
2007). These fields study lexemes, abstract units of meaning, which are associated with an en-
semble of forms, possible shapes they can take: for example, ‘runs’, ‘running’ and ‘ran’ are forms
of the same lexeme, the same concept. Lexemes are also matched with a part-of-speech (POS),
their grammatical category: the example lexeme is grammatically a verb. Refering to a lexeme

is done using a specific form, called the lemma (or citation form - literally the associated key in

the dictionary), which is for our example ‘TO RUN’.

Word forms are made of one or severalmorphemes, minimal units of meaning. The ‘root’
morpheme which carries the lexeme’s meaning is called stem: in ‘running’, the stem is ‘run’.3

Then, from this stem, newwords or forms are created by adding affixes (attachedmorphemes)
through two mechanisms. Inflection creates new word forms for a given lexeme, to reflect its

grammatical behavior in context (such as during conjugation to fit the tense, voicing, gender,

3In coumpound words, stems can bemore complex but this is out of scope.
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1 Historical words

number): ‘running’ is an inflected form of ‘TO RUN’.Derivation actually creates a new lexeme

in another grammatical category: ‘runner’ is a derived formwhich corresponds to anewconcept,

a new lexeme.

1.2 Some aspects of words in diachrony

Now that we have browsed some important properties of the word at a given point in time, we

will look both at the tools and theory studying word change.

1.2.1 Theory

Etymology is the field which studies the evolution of words, semantically and phonetically,
through time and space. This aspect of linguistic is central to the first task of interest of this doc-

ument, cognate prediction, and it relies on a specific aspect of word evolution: sound change.

1.2.1.1 Phonological change

Phonetic evolution of words is determined using the comparative method, which relies on the

Neogrammarians hypothesis of the regularity of sound changes (Osthoff and Brugmann
1878): if a phone in a word, at a given moment in the history of a given language, evolves into

another phone, then all occurrences of the same phone in the same phonetic context in the same

language evolve in the same way. For example, initial [ka] in Latin regularly evolved into [Sa]
in French, which is a pattern appearing in castellum [kastel:um] ‘castle’ evolving into château
[SAto] ‘id.’, cattus [katus] ‘cat’ into chat [Sa], and calor [kalor] ‘warmth’ into chaleur [Salor] ‘id.’.
Sound changes have been identified, as in the above example, by looking for regular patterns in

the attested (or hypothesised)4 phonetic form of related words.

Some of these related words are called cognates:5 given languages with a common direct
ancestor, words are said to be cognates if they are an evolution of the same word, called their

proto-form. For example, Galician, Portuguese and Spanish gato, Catalan and Occitan gat, Ital-
ian gatto, French chat andAromanian cãtushi, all meaning ‘cat’, aswell as Romanian cătușămean-
ing ‘manacle’,6 all descend fromthe sameword cattus ‘cat’ in theirmutual parent language, Latin.
These cognates underwent the characteristic sound changes of their respective languages’ evo-

lution from the parent form to the current state of the language, and have become characteristic

of these patterns (Hauer and Kondrak 2011; List et al. 2017).

Comparing the phonetic form of sets of cognates allows to identify some of these patterns:

4Fordead languages, pronunciation isobviouslynotobtainable fromnative speakers, and is therefore reconstructed.

Pronunciation guides, poetry rules, or proper name pronuciation ‘translation’ in other languages are some of the

existing third-party sources which can help this reconstruction (Fortson IV 2011).
5Outside of historical linguistics, cognates have been defined more broadly as words sharing spelling and mean-

ing, regardless of their etymology (Frunza and Inkpen 2006; Frunza and Inkpen 2009), or words etymologically

related nomatter the relation (Hämäläinen and Rueter 2019).
6In Aromanian and Romanian, the words also underwent diminutive suffixes (-ushi and -ușă) additions to the now
lost cognate root.
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1.2 Some aspects of words in diachrony

in our example, initial [g] in Galician to Italian corresponds to [S] in French and [k] in Roma-
nian andAromanian. A good explanation of the comparativemethod and its applications can be

found in (Fortson IV 2011).

When a word is an evolution of a form from a language which does not belong to its direct

ancestors, it is called a borrowing or loan-word. For example, English bonus is a borrowing
from Latin bonus, as the Latin word is its origin, though English does not descend from Latin.

Borrowings mostly occur to designate ‘realities that were unknown before the adopting speech

community got in contact with the “giving” culture and its language’ or to replace already exist-

ing meanings by the word of the related dominant culture (Krefeld 2013)

1.2.1.2 Semantic change

Semantic change does not have the regularity of sound change, as the former rarely affects

groups of words together; however, general tendencies can be identified in languages, such

as narrowing or broadening of meaning, metaphor, change of positive/negative associations,

and so forth (Durkin 2015).7 Studying semantic change is therefore based on the comparative

methodand the regularity of soundchanges to identify thedifferent forms thatwordshave taken

in their history, combinedwith corpus analysis tounderstand the evolutionof theirmeanings.

1.2.2 Modeling change through time

Cognate prediction tries to product likely cognates in related languages, and attempts to fill

cognate sets by generating plausible missing forms; this lexical task models the regular, word-

internal sound changes that transform words over time. It is linked to cognate identification,
which attempts to find and cluster cognates in a multilingual word sets, and to protoform
reconstruction, which tries to determine the likely ancestor of cognates, based on the sound
changes applied to their respective languages and the phonology and phonotactics of the par-

ent language.

Note: Works on cognates tend to use one of the following definitions, depending on the
tasks and units, where cognates can be:

• ‘true friends’ (words similar in shape and usually meaning, such as English angel and
French ange ‘id.’) with no regard for their etymology (in the language learning field and
sometimes translation), for example, in cognate identification (Frunza and Inkpen 2006;

Frunza and Inkpen 2009; Frunza 2006; Inkpen et al. 2005; Kanojia et al. 2020; Kanojia

et al. 2021a; Kanojia et al. 2021b; Kondrak 2001; Kondrak et al. 2003; Lefever et al. 2020;

Mann and Yarowsky 2001; Markov et al. 2019; Mitkov et al. 2007; Navlea and Todiraşcu

2011; Saadane et al. 2012; Sepúlveda Torres and Aluı́ sio 2011; Sitbon et al. 2015), cognate

prediction (Babych2016; Beinbornet al. 2013; ČuloandNitzke2016; List et al. 2022;McCoy

and Frank 2018; Mulloni 2007), phonetisation (Nguyen et al. 2018) or lexicon induction

(Hauer et al. 2017; Scherrer 2008);

7We do not mention lexicogenesis here, but new words created from existing words (by appearing in another lan-

guage through borrowingmechanisms or evolving in the same language throughmorphological processes, such

as derivation or composition) can also change in meaning when compared to their source.
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1 Historical words

Proto-form reconstruc-
tion synonyms: Ances-
tor reconstruction, an-

cestor induction, proto-
language reconstruction,
phonological reconstruc-

tion, etymon reconstriction,
backward reconstruction.
Cognate prediction syn-

onyms: Cognate chain com-
pletion, sister lexicon in-

duction, cognate induction,
retroflex generation, reflex

retrodiction, forward recon-
struction, inference of sound

correspondence patterns.

• words sharinga commonancestor, actually groupingbothourpreviousdefinitionsof cog-

nates and borrowings, for cognate identification (Bloodgood and Strauss 2017; Dinu and

Ciobanu 2014; Hauer andKondrak 2011; Kondrak 2002; Kumar et al. 2017; Rabinovich et al.

2018; Rama2015; Soisalon-SoininenandGranroth-Wilding2019;WuandYarowsky2018),

cognate prediction (Ciobanu et al. 2020; Hämäläinen and Rueter 2019;Wu and Yarowsky

2018), script decyphering (Luo et al. 2021) or semantic analysis (Frossard et al. 2020; Uban

et al. 2021; Uban et al. 2020);

• words sharing a common ancestor which belongs to their direct ancestry, which excludes

borrowings,8 and is the previous definitionwe introduced, for example in cognate identi-

fication (Ciobanu and Dinu 2014; Ciobanu and Dinu 2019; Hewson 1973; Jäger et al. 2017;

List 2012; List and Forkel 2022; List et al. 2017; List et al. 2018; Rama and List 2019; Rama et

al. 2018; Sims-Williams 2018; St Arnaud et al. 2017), cognate prediction (Bodt et al. 2018;

Bodt and List 2019; Ciobanu and Dinu 2019; Dekker 2018; Hall and Klein 2010; Hall and

Klein 2011; Nitschke 2021), protoform reconstruction (Bouchard et al. 2007; Bouchard-

Côté et al. 2009; Ciobanu and Dinu 2019; Hall and Klein 2011; Hartmann 2019; Hewson

1973; List et al. 2022; Meloni et al. 2021; Sims-Williams 2018), phylogeny (Dekker 2018;

Greenhill 2011; Jäger and List 2016; Rama et al. 2018), or borrowing detection (Ciobanu

and Dinu 2015; Ciobanu and Dinu 2019; List and Forkel 2022).

The methods introduced here therefore concern either task, but the thesis itself looks at

cognates as etymological items, following the last definition.

1.2.2.1 Automatic cognate tasks

Over the last three decades, automatic cognate identification has benefited from advances in

computational techniques, first using rule-based algorithms (Hewson 1973), transducers (Mann

and Yarowsky 2001) or dictionary-based methods (Ciobanu and Dinu 2020; Dinu and Ciobanu

2014; Rabinovich et al. 2018) and similarity metrics (Babych 2016; Frunza and Inkpen 2009;

Inkpen et al. 2005; Kondrak 2001; Kondrak et al. 2003; Mann and Yarowsky 2001; Mitkov et al.

2007; Navlea and Todiraşcu 2011; Saadane et al. 2012), then similarity metrics combined with

graph or classifiers, followed by clustering algorithms (Bloodgood and Strauss 2017; Ciobanu

and Dinu 2014; Hauer and Kondrak 2011; Jäger et al. 2017; List 2012; List et al. 2017; List et al.

2018; Rama 2015; Rama and List 2019; Soisalon-Soininen andGranroth-Wilding 2019; St Arnaud

et al. 2017), or similaritymetrics directly provided to neural classifiers (Frunza and Inkpen 2006;

Frunza 2006; Kanojia et al. 2021b; Lefever et al. 2020; Markov et al. 2019; Sepúlveda Torres and

Aluı́ sio 2011) and neural classifiers based on siamese-like architectures (Kanojia et al. 2020; Ku-

mar et al. 2017).

Automatic cognate prediction has been less studied, despite its interesting applications,
such as predicting plausible new cognates to help field linguists (Bodt et al. 2018; Bodt and List

2019) and inducing translation lexicons (Mann and Yarowsky 2001), and is often jointly con-

sidered, with automatic proto-form reconstruction, as an historical word prediction task
(an expression coined by Dekker (2018)). They have been approached with rule-based systems

(Heeringa and Joseph 2007;Marr andMortensen 2020; Nasution et al. 2016; Smith 1969), phylo-

genetic trees combined with stochastic sound change models (Bouchard et al. 2007; Bouchard-

8French ange andEnglish angel are not cognates according to this last definition, as thoughbothdescend fromLatin,

Latin is not a direct ancestor of English, and angel is therefore a borrowing.
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1.2 Some aspects of words in diachrony

Côté et al. 2009; Bouchard-Côté et al. 2013; Hall and Klein 2010; Hall and Klein 2011), purely sta-

tistical methods (Bodt et al. 2018), similarity and clustering approaches (Bodt et al. 2018; Bodt

and List 2019; Ciobanu and Dinu 2015; Greenhill 2011; Hauer et al. 2017; List et al. 2022; Mc-

Coy and Frank 2018), neural networks (Luo et al. 2021; Mulloni 2007; Nguyen et al. 2018; Wu

and Yarowsky 2018), language models (Hauer et al. 2019) and character-level machine transla-

tion techniques (Beinborn et al. 2013; Dekker 2018; Hämäläinen and Rueter 2019; Meloni et al.

2021; Nitschke 2021), because of their similarity to a translation task (modelling sequence-to-

sequence cross-lingual correspondences between words).9

Anexhaustive survey of historicalwordpredictionmethods specifically has beenpublished

byDekker andZuidema (2021), and a broader one onhistorical phonology related tasks by Sims-

Williams (2018).

1.2.2.2 Databases

To work on historical word reconstruction, we need cognate sets; historically, the first ones

come from the Swadesh (1955) lists, manually annotated correspondences between related lan-

guages (containing between 50 and 200 word pairs for the available languages). Yet, manual

cognate sets tend to be costly, and are not necessarily digitized. The following etymological

databases, automatically extracted from online sources, combine large scope, usable data for-

mat, and generally reliable sources. Interestingly, a majority of these large scale electronic et-

ymological databases have been generated from a version of the Wiktionary, an online collab-

orative dictionary, which contains large scale structured information, most of the time sourced

from already existing and published etymological works. These databases mostly restructure

existing information from wordnets or the Wiktionary, notably to extract ‘longer range’ word

relations.10

EtymWordNet (Melo 2014) is an etymological database extracted from the 2013 version

of theWiktionary. It makes a difference between cognacy (in its strictest sense) and generic “et-

ymological origin” relations, but goes no further. It also does not systematically differentiate

between glosses.11 It contains 473,433 general etymological relations and 538,588 cognacy rela-

tions. CogNet (Batsuren et al. 2019; Batsuren et al. 2021) is an automatically extracted cognate
database based on wordnets. It uses a loose definition of cognacy, and therefore is actually a

database containing both cognates and loanwords. It has the lowest granularity, but the most

lexemes, with 3 million “cognate pairs” across 338 languages. EtymDB 1.0 (Sagot 2017) is an
etymological database automatically extracted from the Wiktionary. It makes a difference be-

tween inheritance, borrowing, and cognacy, and contains 1 million distinct lexemes linked by

half a million distinct relations. However, it has a few shortcomings, most notably in its man-

agement of duplicates.12 CoBL (Anderson et al. 2020), the Cognacy in Basic Lexicon database
is a descendant and upgrade of Michael Dunn’s Indo-European Lexical Cognacy Database, and

though it only concerns itself with cognacy, its sources have been handpicked, but it is still not

public yet.

9Our own work (Fourrier et al. 2021; Fourrier and Sagot 2022) follows the character-level MT approach, as we will

present in this thesis.
10For example, if A is an child of B, andB a child of C, therefore C is an ancestor of A, but the relation fromC toAmight

not be explicit in the source, and is made explicit in the extracted database.
11Here, the gloss of a word refers to its meaning expressed as its English translation.
12These are shortcomings we adressed in our upgrade of the database, see Fourrier and Sagot (2020b).
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1 Historical words

It is also possible to do a manual extraction of the Wiktionary directly using an existing

script, as provided inEtymDB 1.0, (WuandYarowsky 2020) and (Pantaleo et al. 2017). EtyTree
(Pantaleo et al. 2017) also contains a tool to visualise theWiktionary as a graphical etymological

dictionary.

1.3 Conclusion

Aswe saw in this section, it is very hard to definewhat aword is, though specific properties, such

as phonetic ones, can be studied. However, as we studywords not in isolation, but through time

and space, we introduced the theoretical tools necessary to undertake these tasks. Of these, his-

toricalword prediction, or studying ‘word’ change through time, is the first axis of interest of this

thesis. As seen above, many automatic methods can be applied to this task, but we are specifi-

cally interested in neural networks; this had barely been done before the beginning of this thesis

(Beinborn et al. 2013; Dekker 2018), with at the time extremely mitigated results. We aimed to

challenge this, and exhaustively study the applicability and usefulness of neural networks for

this task. But first, before going into the details of our experiments, we must first understand

how neural networks work.
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The mathematical notations
chosen in this chapter have
been homogenised across
papers for consistency and
easier algorithm comparison.

2 The mathematics of neural
networks for text

I may remark that the curious

transformations many formulae can

undergo [...] is I think one of the chief

difficulties in the early part of

mathematical studies. I am often reminded

of certain sprites and fairies one reads of,

who are at one’s elbows in one shape now,

and the next minute in a formmost

dissimilar.

Lovelace (1840)

Natural language processing is at the intersection of linguistics, computer science, and

mathematics. To analyse and process natural language data, the field uses, among other tech-

niques, machine learning tools called artificial neural networks (frequently abridged to simply

‘neural networks’). In this chapter, we explore their general behavior and life cycle, then focus

on some neural networks of interest, frequently applied to written text.

2.1 How do neural networks work?

2.1.1 First implementation of an artificial neural network

The first implementation of an artificial neural network is the perceptron (Rosenblatt 1958),1 and

this work, though no longer state-of-the-art, can help understand the priors behind the design

of such structures. The author first presents two theories of how the brain possiblyworks (based

on the biological knowledge of the time) regarding how information is sensed, stored, then af-

fects behaviour throughmemory. He subsequently proceeds to choose one as his starting point,

the connectionist approach, which supposes that information is stored in the brain as connec-

tions and pathways, instead of stored in fixed locations. Rosenblatt expresses this as postulates

about the plausible behaviour of biological neural networks, which then translate to program-

matic priors for artificial neural networks:

1. A biological neural network is random at the birth of its owner.

→ An artificial neural network is initialised randomly.

1Theoretical foundations had been laid before, for example in Turing (1948).
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2 The mathematics of neural networks for text

2. The brain is plastic: connections change through time, and connection formation is im-

pacted by positive or negative reinforcement.

→ The artificial network’s connections change through time, depending on (mathemati-

cally) positive or negative reinforcement.

3. Similar stimuli generate similar electric paths through similar biological neurons.

→ Similar inputs generate similar connections through similar artificial neurons.

This leads him to define the perceptron as a series of connections between:

• ‘sensory units’: they activate depending on the stimuli they receive, mimicking for exam-

ple visual or touch sensory neurons,

• ‘associationunits’: they activate based on theweighted sumof the input they receive from

the sensory units, mimicking relay neurons,

• ‘response cells’: they receive information from the association units, and can send back-

ward feedback, mimicking the response given bymotor neurons.

In modern versions of the perceptron, these units are simply called neurons, grouped in
successive layers: the perceptron ismade of three layers, the input/hidden/output layers, which
respectively contain the sensory/association/response neurons. The connection weights and

neuron inner values (biases) are initialised randomly at first (following postulate 1).2

To teach themodel to learn to store and predict information, it must be trained: when pre-

sented with a stimuli (input), the perceptron outputs an answer (through the association and

response cells), and is then updated using positive or negative reinforcement (from the response

cells), to encourage or inhibit the connections based on the adequacy between actual received

stimuli and ideal expected response.3 This training is done for a specific task, classification in

the paper: the model is trained to associate an input stimuli with a given class (for example an

imagewith a label). When it has learned, themodel must be frozen to evaluate its performance:

this is called testing. Rosenblatt, in his paper, introduces two evaluations: recall is computed on

the same data (to see how much information has been retained),4 and generalisation on data

never before seen by the model (to see how well the model can generalize what it has learnt on

new examples).

These training experiments are repeated while varying model parameters5 (threshold for

activation, number of connections...) to find the best ones for the classifying problemat hand.

2.1.2 Life of a supervised neural network

Supervised neural networks tend to follow the same life-cycle: conception, training, evaluation,

parameter choice, with some other steps, such as validation or fine-tuning (see below).

2Artificial neural networkswere historically inspired by biological neural networks at first, but they are not expected
to model them, nor to provide insights on how the brain works.

3The update by positive or negative reinforcement is a simple version of ‘backpropagation,’ see Section 3.
4This can seem extremely counter intuitive with respect to our modern vision of machine learning, where training

data is never used for testing.
5These are usually called hyper-parameters in machine learning lingo.
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2.1 How do neural networks work?

The litterature is not unani-
mous on its use of the terms
batch and mini-batch.
Many papers actually use
‘batch’ to mean ‘a subgroup
of the total examples pro-
vided at once,’ what we call
a mini-batch; mini-batch
is usually used as ‘the sub-
group of items before a
back-propagation step’.

Conception Creating a neural network means defining its topology/architecture (neurons

organisation and their connections), initialisation (initial value of all weights and biases), and

the learning rules it follows (how error is computed, how the positive and negative reinforce-

ment is provided...). The topology is usually chosen to obey priors (biologically-inspired priors

in the case of the perceptron) or solve the problems introduced by a specific task (such as learn-

ing ordered sequences, which we will see in Section 2.2) for which data is available or has been

created.

Training The neural network is then trained: from a provided input, it predicts an output,

compared to the reference (also called gold, or target) using a function called the loss func-
tion (or error/cost/objective function). The goal is to minimise the error, the difference between
model prediction and actual target. This is done using optimisers: they change slightly the in-
ner values of the model (weights, biases) to make them tend towards what the optimal values

would have been to get aminimal error for the current input/output association. This process is

calledback-propagation, andhowmuch the inner values changedependson the learning rate
(the size of the change step). This training loop is then repeated for all data examples available;

an epoch has happened when the model has seen all the data available one time. Data can be
provided to the model all at once (full batch), by grouping examples intomini-batches, or one
example at a time (mini-batches of size one). Training is usually stopped after multiple epochs,

when the loss function has converged (the error has stopped diminishing).6

Hyper-parameters tuning The training can also be replicated several times using dif-

ferent combinations of the training parameters values (number of layers, size of layers, input

representation size, learning rate...) to choose the best combination for the current model and

data.

Testing At the end of the model training, its inner values are frozen, and new data is pro-

vided (a testing set), for which it has to predict associated targets from the inputs. The number

of correctly predicted targets gives the accuracy of the model, and the overall process is called

testing. It indicates howwell the model generalises to new, unseen data.

Validation To prevent our neural network from learning its data ‘by heart,’ which is called

over-fitting, it can be regularly (e.g. at the end of each epoch) tested on data which is not in
the training (nor usually testing)7 sets (development or validation data): this is called valida-
tion. Usually, at the start, the validation accuracy increases jointly with the training accuracy.

However, after a number of epochs, when the validation accuracy diminishes but not the train-

ing accuracy, it indicates that themodel starts to over-fit its training data, and loses its ability to

generalise. It can therefore be a goodmoment to stop training.

Fine-tuning A trained model can be then specialised on a new task, by allowing its inner

weights and biases to be updated once more, but using a new loss function according to a new

6It can also happen that the loss function does not converge, in which case other stategies must be tried.
7Since we use the validation set to choose a ‘best’ model, we do not want validation data to intersect with testing

data, as testing must highlight generalization to new data.

21



2 The mathematics of neural networks for text

training objective and a new task, with newdata, and sometimes even newmodel layers to train

along the new loss. This operation can be seen either as specializing an existingmodel on a new

task (training, then fine-tuning), or choosing a good initialisation for a model before training
it on a given task (pretraining, then training).

2.1.3 Feed Forward Neural Network

Now that we saw what the general lifecycle of a neural network looks like, we focus on how

it translates to mathematical equations, looking at conception and training, and using as ex-

ample a more complex and general form of the perceptron: the Feed Forward Neural Network

(FFNN).8

2.1.3.1 Conception

Simple perceptrons can only be used as linear classifiers (they can only map inputs to binary

categories). However, increasing the number of hidden layers, which creates multi-layered per-

ceptrons (also called fully connected FFNN), has been shown to transform them into universal

function approximators (Hornik 1991; Hornik et al. 1989). Universal function approximators can

theoretically learn any pattern between input and output in a data set, for example for classi-

fication (mapping input values to a finite number of classes, such as mapping words to their

part of speech) or for regression (mapping input values to a continuous output space, therefore

a possibly infinite number of values, such as mapping a day of the year to its temperature).

Our general FFNN can be expressed as the equations of its three layer-types neurons.9

• For the input layer, L(0), the output of the i-th neuron is:

net(0)i = S

 

#X
∑

j=1

W (0)
i j x j

!

(2.1)

All the different inputs x j (from the total input list X ) are connected to the neuron i

through weightsW (0)
i j . The output of neuron i is the weighted sum of all the received in-

puts, passed through a threshold function (often a sigmoid S, which fits values between 0
and 1), which might be changed for different layers. The threshold function is also called

an activation function, and it is inspired by the activation potential of a biological neu-
ron: if the electrical potential reaching a neuron passes a threshold, the neuron activates.

• For the l-th of z hidden layer, L(l), the output of a neuron i is:

net(l)i = S

 

#L(l−1)
∑

j=1

W (l)
i j net(l−1)

j

!

(2.2)

and

8To simplify the equations of this subsection, we ignore the biases.
9Amultilayered perceptron is a specific implementation of the fully connected feed forward neural network, with at

least one hidden layer, and none of its weights and biasesmaintained null. For computation simplicity, however,

feed forward neural networks are rarely entirely connected.
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Finding a function mini-
mum12means looking at the
function shape to find its
lowest point. Mathemat-
ically speaking, the slope
of a function at any point
is given by its derivative at
said point.13

• For the output layer, L(z+1), the output of a neuron i is:

ŷi = S

 

#L(z)
∑

j=1

W (z+1)
i j net(z)j

!

(2.3)

as hidden and output layers behave like the input layer, using the output of their previous

layer as input.

2.1.3.2 Training

Once amodel has been defined, it can then be trained to learn patterns in our data. Training, on

a given sample X, happens in three steps.

1. Forward propagation
The given input goes through the full network function, which outputs a prediction:10 its

candidate target for the input, Ŷ = network(X ).
2. Loss computation

The network computes the difference between its prediction Ŷ and the original target Y.

The loss function depends on the chosen task and model: for a regression task, the mean

squared error (MSE) is often chosen, whereas a classification task would typically use a

cross entropy loss (CEL): mean squared error computes the difference between predicted

and target values, where cross entropy loss computes thedifferencebetweenpredictedand
target distributions, i.e:

E=
#Y
∑

i=1

1
2
(Ŷi − Yi)

2 (2.4)

.

3. Backpropagation
The goal of backpropagation (term coined by Rumelhart et al. (1986)) is to recursively up-

date themodelweights tominimize the global error (or loss), using anoptimizer, gradient

descent in the original paper.11

Optimizers therefore travel along the studied function by following the downward di-

rection of their slopes, given by their derivative functions. To find the error minimum, we

need its derivative. However, this error depends on the weights: we compute the par-

tial derivative of the error with respect to each weight: these partial derivatives represent

how the the global error is affected by eachweight, or the ‘feedback’ of eachweight to the

global error. We then change eachweight by an amount proportional to these derivatives.

As each layer depends on the previous one, the computations must be done hidden layer

per hidden layer, starting from the end ones (this is called the chain rule).
In our example, applying the chain rule to the partial derivative of the error with respect

10Forward propagation is also called forward pass.
11Several other optimizer algorithms have been introduced since, such as Adagrad, Adadelta, Adam, RMSProp, and

so forth, each with its own convergence speed and robustness. A good comparison can be found at http://
ruder.io/optimizing-gradient-descent.

12The functionminimum foundmight be local.
13This only holds for derivable functions, and this can be part of the challenge when designing neural networks

and optimizers: some interesting architecture choices might imply using non-continuously derivable functions,

which introduce their own set of problems for backpropagation. However, this is completely out of scope for this

document.
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2 The mathematics of neural networks for text

The weight update is there-
fore big when the impact

of the weight on the error
is big. These equations can
then be applied to the next

layer, adding another link to
the chain rule, and so forth,

till we went back to the
start of the neural network.

to a given weightW (z)
i j in the last layer z (for output i and node j) gives:

∂ E

∂W (z)
i j

=
∂ E

∂ Ŷi

∂ Ŷi

∂ net(z)j

∂ net(z)j

∂W (z)
i j

(2.5)

In more detail, we observe that the partial derivative of the mean squared error with re-

spect to the weight can be computed, since all expressions included in the partial deriva-

tives below can be derived:

∂ E

∂W (z)
i j

=
∂
�

∑#Y
i=1

1
2

�

Ŷi − Y 2
i

�

�

∂ Yi

∂
�

S
�

∑#Lz

j=1 W (z+1)
i j net(z)j

��

∂ net(z)j

∂
�

S
�

∑#Lz−1

k=1 W (z)
jk net(z−1)

k

��

∂W (z)
i j

(2.6)

The newweight value is then updated by anη factor (the learning rate), following:

W (z)
i j ⇐W (z)

i j −η
∂ E

∂W (z)
i j

(2.7)

When all weights W have been updated (with their contents changed) to minimize the

error, the process is repeated until convergence has been reached (the error has been below a

threshold forn epochs) or a certainnumberof epochshashappened. Themodel is then frozen.

2.2 Managing Sequences: Recurrent Neural Networks

Aswe saw earlier, FFNNs canmodel patterns in the data, where a given input point is associated

with a given output class or value. However, this does not work with sequential data, where

the input items’ order must be retained in some way, since the input layer connects to all input

points nomatter this order.

Recurrent neural networks (RNNs) are derived from FFNNs, but they have been specifically

designed to mitigate the problems of temporality/sequentiality in data, to be able to study se-

quences while retaining information about their items’ order: in other words, they have been

designed to have amemory of sorts. Since text is sequential by nature, these networks are inter-

esting for NLP.

x1 x2 x i xn

h0 h1 h2
f

hi hn

... ...

Figure 2.1: Schematic representation of an RNN parsing a sequence.

An RNN models a sequence thanks to an ‘internal memory state’ mechanism (or ‘hidden

state’ h), initialised at random (h0). Each item x of the studied sequence is presented succes-
sively to the RNN model, which updates its memory state hi to combine information from the
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2.2 Managing Sequences: Recurrent Neural Networks

current item on one hand (x i), and the previous hidden state on the other hand (hi−1). This al-

lows themodel to preserve information ‘through time’ about items previously seen. This hidden

state update (in green on Figure 2.1) can bemodelled as:

hi = f (hi−1, x i) (2.8)

However, the interesting feature of an RNN is that, though the internal memory state hi is

updated with each item x i , the function f used to compute each new internal state (from the

previous internal state and current item) is the same for all items of a sequence, and its inner

weights andbiases are updated at the endof a full sequence, ormini-batch of sequences14 (using

backpropagation): the samemodel can therefore be used on sequences of different lengths with

no adaptation needed, contrary to an FFNN, which has a fixed input size.15

Example use cases

1. Item level labelling: Some tasks, such as part of speech tagging,16 need to associate each
and every item x i of a sequence X with a label yi , while taking into account the context of

each item. Themodel’s hidden state hi at each step can be seen as a representation of the

input x i in its sequence, as it carries information from both x i and all the previously seen

elements of said sequence (x0 to x i−1). We can therefore use these his as inputs to train

a classifier on the item labelling task of interest.

2. Sequence level labelling: Some other tasks, such as sentiment analysis,17 need to asso-
ciate awhole sequence X with a single label Y . In this case, wewould take the last hidden
state of the recurrentmodel, which carries information from all elements of the sequence,

and can therefore be seen as a ‘sequence summary,’ to train a classifier on the sequence

labelling task.

In this section, we will look at different ways to implement recurrent neural networks.

2.2.1 Simple Recurrent Neural Networks

One of the most basic possible RNN instances is the SRNN (Simple Recurrent Neural Network,

or Elman network, Elman (1990), Figure 2.2): each hidden state at a given step is a weighted

linear combinationof itself at theprevious time stepwith the current input, throughanon-linear

activation function. 18

This network was shown to be able to store simple sequential information, such as let-

ter order in words, word order in simple sentences (Elman 1990), or even to predict next word

POS (Towsey et al. 1998). However, SRNN can sometimes encounter a problem: during back-

propagation, the partial derivative of a hidden state i with respect to a previous hidden state k
takes the formof a product of t−kmatrices, and ‘in the samewayaproduct of t−k real numbers

14See Sec. 3.1.2 for more detail on batching.
15Different update schemes could be considered, such as updating the model after each token of the sequence, but

they will not be covered here.
16Part of speech tagging links, in its simplest form, each word of a sentence to its grammatical category.
17Sentiment analysis classifies the polarity of sentences (positive/negative/neutral) in more or less detail.
18Incidentally, it is the default choice when instantiating PyTorch RNN classes.
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x i x i+1

hi−1 hi hi+1

... ...

1. Hidden state: hi = tanh(Whhi−1 + Vh x i + bh)

Figure 2.2: Schematic representation of an SRNN layer update step

can shrink to zero or explode to infinity, so does this product of matrices’ (Pascanu et al. 2013).

When the product converges towards zero, it is said that gradients (the partial derivatives) are

vanishing, and theweight update is null. If it converges towards infinity, gradients are explod-
ing, the weight update step is too big and no longer follows the slope. This prevents SRNN from
learning long-term information easily, as they can easily stop learning when the gradients are

vanishing, or update randomly when the gradients are exploding.

2.2.2 Long Short Term Memory

Hochreiter and Schmidhuber (1997) introduced the Long Short Term Memory unit (LSTM) to

prevent vanishing/explodinggradients: the initial designgoal behind this newunitwas tomain-

tain an constant gradient flow from one time step to the next during back-propagation by alter-

ing the mathematical dynamics.

It consists of the following elements:

• a hidden state, reflecting the current state of the cell (as before),

• a cell state (another type of hidden state) to keepmore long-term information,

• ‘gates,’ functions whose role is to determine how much information to keep from their

arguments.

ci

c̃i hi

%

F

% I % O

ci

c̃i hi

%

F

% I % O... ...

x i

ci−1

hi−1 c̃i+1

ci+1%

F

x i+1

1. Candidate cell state:
c̃i = tanh(Wchi−1 + Vc x i + bc)

2. Input gate: I = σ(WI hi−1 + VI x i + bI )
3. Forget gate: F = σ(WF hi−1 + VF x i + bF )
4. Cell state: ci = F � ci−1 + I � c̃i
5. Output gate: O = σ(WOhi−1 + VO x t + bO)
6. Final hidden state: hi = O� ci

Figure 2.3: Schematic representation of an LSTM layer update step.
(The input, output and forget gate are all symbolised by ‘%’, as they retain a part of the

information they are fed).

At each step, the current input is combined with the previous hidden state to create a can-

didate cell state, c̃i (1), a new item representing the current and direct past information. The cell

state is updated (4) by combining the output of the candidate cell state through an ‘input gate’

(2) with the output of its previous self through a ‘forget gate’ (3). The input and forget gates are

computed depending on the step’s input and hidden state, to learn when to keep input (input
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gate) and when to forget previous information (forget gate) depending on said elements: the

new cell state is a combination of old (previous cell state through forget gate) and new (can-

didate cell state through input gate) information selectively retained — this also prevents the

cell state from being ‘polluted’ with irrelevant information, filtered out by the gates. Then, the

hidden state is actualised with the cell state (6), going through an ‘output gate’ (5) which deter-

mines, again, the amount of information to keep, depending on the current input and previous

hidden state. This succession can bematerialised by the logic schematic of Figure 2.3.

The LSTMpartially solves the problem of vanishing gradients, while allowing to keepmore

long term information than a vanilla RNN.

2.2.3 Gated Recurrent Units

In 2014, a simplified version of the LSTM was proposed and called the Gated Recurrent Unit,

or GRU (Cho et al. 2014). Its inner components have been reduced to a hidden state to capture

information through time, informed by ‘gates,’ which chose the information to keep.

hi

%

F

h̃i

%

U
hi

%

F

h̃i

:
U

hi−1

h̃i+1

x i x i+1

:
U

%

F... ...

1. Forget gate: F = σ(WF hi−1 + VF x i + bF )
2. Candidate hidden state:

h̃i = tanh(WH(F � hi−1) + VH x i + bH)
3. Update gate: U = σ(WUhi−1 + VU x i + bU)
4. Final hidden state:

hi = (1− U)� hi−1 + U � x i

Figure 2.4: Schematic representation of a GRU layer update step.
(The forget gate is symbolised by ‘%’, as it retains a part of the information it is fed. The up-

date gate is symbolised by ‘:’, as it keeps a ratio of previous hidden state to newly computed

candidate hidden state).

At each step, the candidate hidden state (2) is the combination of the current input with

the previous hidden state, which went through a ‘forget gate’. This forget gate (1) determines

the amount of information to remember from the past. The step hidden state (4) is then updated

throughawell named ‘update gate’ (3),whichbalances the information ratio of ‘previoushidden

state’ to ‘newly computed candidate hidden state’ to keep. This succession can be materialised

by the logic schematic of Figure 2.4.

The GRU contains less internal elements than the LSTM, which makes it lighter to train,

while keeping the longer termmemory.

2.2.4 Bidirectional recurrent units

All RNNs we saw earlier go from one end of a sequence to the next. However, sometimes, it is

interesting to look at a sequence in both directions, and that is when to use a bi-directional RNN

(BiRNN). A BiRNN is composed of two RNN units moving respectively forward and backward

over the input (Figure 2.5).
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2 The mathematics of neural networks for text

This architecture appears
under the names Seq2Seq,

sequence to sequence
model, or encoder-decoder.

The forwardRNN (hidden state:
−→
hi ) reads the input aswas described previously, from start

to finish. The backward RNN (
←−
hi ) reads the input fromfinish to start. The total hidden state (hi)

at a step for a given input (x i) is the concatenation of the corresponding forward and backward

hidden states for said input, one RNN having seen previous words, the other following words.

This is interesting when the full context is needed to represent a sequence item.

x1 x2 x i xn

−→
h0

−→
h1

−→
h2

−→
hi

←−−−
hn−i+1

−→
hn

←−
hn

←−−
hn−1

←−
h1

←−
h0

... ...

1. Forward hidden state:−→
hi =

−→
f (x i , hi−1)

2. Backward hidden state:←−−
hi−1 =

←−
f (x i−1, hi)

3. Total hidden state:
hi = [

−→
hi

T ,
←−−−
hn−i+1

T ]T

Figure 2.5: Schematic representation of a BiRNN parsing a sequence.

2.3 Many-to-many mapping: Encoder-decoders

2.3.1 Challenge and solution

The deep neural networks we saw previously (MLPs, RNNs...) can easily learn a mapping be-

tween inputs and outputs in a many-to-one situation (e.g. predicting the label of a whole sen-

tence, as in sentiment analysis) or a one-to-one situation where input and output are aligned

(e.g. prediction of labels for every word in a sequence, as in part-of-speech tagging, such as the

user cases introduced in Section 2.2). However, they cannot learn, as such, the mapping in a

many-to-many situation, where input and output have different sizes and are not necessarily

aligned (e.g. translation).

Cho et al. (2014) introduced a method to adress this problem, formalised in the work of

Sutskever et al. (2014), who called it ‘Sequence to Sequence learning’. A sequence to sequence

model could technically be anymodelwhichmaps a sequence to another sequence, butwe study

here some of the more well-known approaches to sequence to sequence learning.

The basics of the architecture designed in Cho et al. (2014) and Sutskever et al. (2014) are

the following:

• The input sequence is mapped, through a neural network called an encoder, to a single
vector, called the context (c, sometimes called the hidden representation).
In theirmodels, the encoder is an RNNor BiRNN, and the context either the concatenation

of all its previous hidden states, or its last hidden state only (since, as we saw earlier, it is

a good approximation of the full sequence seen).

• The context is then mapped, through another independent neural network called a de-
coder, to a final sequence, the model output.
In their models, the decoder is an RNN, which learns to predicts a sequence of items from

two things: the context, and its own previous predictions, extracted from its previous hidden

states.
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s0 s1 s2

. . .
si

. . .
sm

c
y0

ỹ1 ỹ2 ỹi ỹm

1. Decoder hidden state:
si = RNN([ ỹi−1, c], si−1)

Figure 2.6: Schematic representation of a decoder step by step.

Figure 2.6 represents the decoding process inmore detail. The decoder hidden state is ran-

domly initialised (s0), and the first sequence item used for prediction (y0) is a special token,

called the beginning-of-sequence token (<BOS>). For its first step, the decoder uses said <BOS>

token, its random hidden state, and the encoder context as inputs, which updates its hidden

state to h1. (Where the encoder used the hidden state to represent what it had seen before, the

decoder uses the hidden state to represent what it might see next.) Said hidden state represents

the probabilities over all possible outputs, and is then converted to the most likely prediction

for the current step, ỹ1. This prediction is then provided to the decoder for the next step as if it

were the ‘actual’ next element of the sequence. The decoder also receives the updated hidden

state s1 and the unmoving context c, to update itself. This is repeated till the decoder predicts
a special token, called the end-of-sequence token (<EOS>). The apparition of said token stops

the decoder, and launches the backpropagation. However, Cho et al. (2014) also showed that the

performance of an encoder-decoder decreases considerably for long sentences, as it can be hard

for the encoder to compress all needed information in the hidden representation, and then for

the decoder to extract relevant information from this representation.

In this section, we study two of themain encoder-decoder architectures used in neuralma-

chine translation context.

2.3.2 Recurrent Encoder-Decoders

The original architectures of the encoder-decoder (Cho et al. 2014; Sutskever et al. 2014) use, as

mentioned before, recurrent units as encoder and decoder.19

In parallel, a similar encoder-decoder model was introduced with an additional mecha-

nism: an ‘alignementmodel,’ which came to be known later as ‘attention’ (Bahdanau et al. 2015).

The goal of attention was to help the decoder ‘focus’ on the relevant encoded items for its pre-

diction, by processing the encoder’s output to compute a new context at each decoder step.20

In more detail (Figure 2.7), at step t , a new context ct (1) is computed as the weighted sum

of the encoder output h, where the weights αt j (2) are the normalized scores of an alignement

model (an FFNN) between the previous decoder hidden representation st−1 and encoder output

h.21 Thisweighted sumcanbe seenasaprobabilitydistributionover the scoresof thealignement

model. Then, the decoder takes as input its previous hidden state st−1, the target of the previous

step yt−1, and the just computed context ct , to generate its new hidden state st (3), which is

19Encoder: reversed LSTM (see Section 2.2.4); Decoder: LSTM.
20Encoder: Bi-GRU; Decoder: GRU
21The FFNN is trained along the encoder-decoder model.
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s0 s1 s2 si st

. . . . . .

c1 c2 ci ct

y0 y1 yi−1 yt−1

ỹ1 ỹ2 ỹi ỹt

. . . . . . . . . . . . . . .. . . . . . . . . . . . . . .h1 h j hn

α i1 αi j

α
in

1. Current context:
ct =

∑n
j=1αt jh j

2. Context weights:
αt j = σ j(FFNN(st−1, h j))

3. Decoder hidden state:
st = GRU([yt−1; ct], st−1)

4. Prediction: ỹt = S (Wsst)

Figure 2.7: Schematic representation of the Bahdanau attention decoding step

then the source of the prediction (4). (We note that here, we do not provide the previous output

during training, but the previous actual target: this way, if the output of the previous step was

incorrect, the model still has access to the correct previous item for its prediction of the current

one. This method is called ‘teacher forcing’, see Section 2.3.5.)

This attentional mechanism was then simplified (Luong et al. 2015a),22 as this time, at-

tention is applied to the decoder current hidden state, not to the previous one. The alignement

model generates a new ‘attentional hidden state,’ either globally (looks at the whole context,

same as earlier) or locally (focuses on a window of context, which is less expensive than glob-

ally), from which to predict outputs. It makes more intuitive sense to predict the alignement of

the current itemwith the context than with the previous item.

s̃1 s̃2 s̃i s̃t

s0 s1 s2 si st

. . . . . .

c1 c2 ci ct

y0 y1 yi−1 yt−1

ỹ1 ỹ2 ỹi ỹt

. . . . . . . . . . . . . . .. . . . . . . . . . . . . . .h1 h j hn

α i1 αi j

α
in

1. Decoder hidden state:
si = GRU(yi−1, si−1)

2. Current global context:
ct =

∑n
j=1αi jh j

3. Global context weights:
αi j = σ j(a(si , h j))

4. Attentional hidden state:
s̃i = tanh(Wc[x i; si])

5. Prediction: ỹi = softmax(Ws s̃i)

Figure 2.8: Schematic representation of the Luong attention decoding step.

Inmoredetail (Figure2.8), at step t , theRNNupdates (1), using itsprevioushiddenstep si−1
and target yi−1. A new context is computed, as the weighted sum of the encoder output h com-
ponents again (2), but this time, the weights αi j (3) are the normalized scores of an alignement

model between the current decoder hidden representation si and encoder output h. Then, this
new context ci is concatenatedwith the current hidden state si and provided to a linear layer, to

create an ‘attentional’ hidden state s̃i . This attentional hidden state is the source of the predicted

output ỹi (5).

22Encoder: Bi-GRU; Decoder: LSTM
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2.3 Many-to-many mapping: Encoder-decoders

Luong et al. (2015a) also introduced several new ways to compute attention. First, as de-

scribed earlier in the equations of Figure 2.8, the attention can be computed globally, aligning
the current hidden state with the whole encoder context at each step, as:

αi j = σ j

�

a(si , h j)
�

(2.9)

However, global attention, having to attend to all the words, might learn uninteresting pat-

terns, whichwas at the origin of amore focused local attention. In it, the global alignements are
weighted with respect to their importance to the currently studied hidden state:

αi j = kσ j

�

a(si , h j)
�

,with k = ex p

�

−
2( j − pi)2

D2

�

(2.10)

With j the current position, pi is the position of the item being aligned with, and D the size

of a window around said position. A naive approach can consider that the k must directly

depend on the distance to the current item, and use a monotonic pi = i, where a more
complex approach can try to find the most interesting positions, using a predictive pi =
#h.σ

�

vT
p tanh(Wpsi)

�

.

Lastly, scores can also be location-based, solely dependant on the target hidden state po-
sition in the sentence, which does not use an alignement model:

αi = σ(Wasi) (2.11)

Alignement models can also vary, and three have been introduced:

• dot: a(si , h j) = sT
i h j ,

• general: a(si , h j) = sT
i Wah j ,

• concat: a(si , h j) = vT
a tanh(Wa[si , h j]).

Thealignementsarenotdetailed in theoriginalpaper, but thedotalignement litteraly com-
putes the relatedness of two vectors, by looking at the product between their respective features.

The general attention adds a linear layer (Wa), which can learn toweight themost relevant fea-

tures of the hidden state. Lastly, the concat concatenates the hidden state with the encoder
representation, and weights the interesting items over both sequences, not necessarily related

to one another, then normalizes weights with a tanh layer and reduces dimensions through a
vector multiplication.

Why use attention? Attention relieves the complexity of the hidden representation, by

allowing relevant contextual information to be spread out: at each step, the model can focus

on the context information most relevant to the current target item (via proxy of the decoder

RNN hidden state)—this sometimes translates as a ‘real’ intuitive alignement, as in the dot and

general models, but not always, as with the concat alignement or the FFNN in Bahdanau et al.

(2015). It therefore improves the transformation of long sequences, as well as introduces an in-

tuitive way to look at the alignement between hidden representation and output (Luong et al.

2015a).
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2 The mathematics of neural networks for text

Comparison Two points are interesting to note:

• Computation paths differ: Bahdanau’s decoder runs the attention on the encoder output,

before providing it to its RNN: si−1→ ai → ci → si , where Luong’s decoder runs its RNN

first, and uses its output to compute the attention: si → ai → ci → s̃i .

• Thedecoderhiddenstates consideredarenot the same: thedecodersuse the context, plus,

for Bahdanau’s decoder, the previous hidden state and current target, and for Luong’s
model, the current hidden state.

2.3.3 Transformers, Attention without Recurrence

Recurrent networks are computationnally intensive and hard to parallelize because of their se-

quential nature. To use attentionwhile removing sequentiality, Vaswani et al. (2017) introduced

a new model: the Transformer. This time, the model does not contain any recurrent layer, but

only attentionmechanisms organised in an encoder-decoder setup,23 via a newattentional unit:

the multi-head attention.24

2.3.3.1 Multi-head attention

Inmulti-head attentionunits, there is no recurrentmodule. All inputwords are seen and studied

at the same time. ‘Multi-head’ refers to this parallelmechanism,where several alignementmod-

els (called heads) are computed at the same time for the same inputs; the hope of this parallel

computation is that each different alignement model, initialised randomly, learns to focus on a

different aspect of item relations in a sequence.

. . . . . . . . . . . . . . .

c(H)1 c(H)2 c(H)i c(H)t
c(h)1 c(h)2 c(h)i c(h)t

c(1)1 c(1)2 c(1)i c(1)t

. . . . . . . . . . . . . . .v1 v j vn

α
(h)

i1
α
(h)
i j

α (h)in

. . . . . .

c1 c2 ci ct

1. Total context of item i:
ci =

�

c(0)i ...c(H)i

�

Wc

2. Target item i context at head h:
c(h)i =

∑n
j=1α

(h)
i j (Wv v j)

3. Local context weight:
α
(h)
i j = σ j

�

a(h)(v j , t i)
�

Figure 2.9: Schematic representation of a multi-head attention unit.

In more detail (Figure 2.9), each input item v j is aligned with a target t i
25 to compute nor-

malized scores α
(h)
i j , which represent how well the input matches the target (4). Said scores

23As well as FFNN as transition between layers, but we will not detail them here.
24Recurrentmodels see eachword of a sentence in a sequence, and therefore knowwhichword is close towhich one.

Transformers see all words of the input at the same time without information about their respective positions.

Tomitigate this, their first unit, before the encoder and the decoder, is a positional encoding layer, which adds
wordorder information to the input embeddings, butwill notbedetailedhere. Formore information, seeVaswani

et al. (2017).
25What the target can be is detailed in the next paragraph.
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The superscript (h) indicates
that these computations are
done for a given head h.

are then used to compute the weighted sum c(h)i of all inputs v j (3), which is, in a sense, the

Transformers’ item ‘context’. All the contexts c(h)i are actually computed at the same time in one

step, usingmatrix computations (where, in recurrentmodels, itemswere lookedat sequentially).

Since heads are parallel attentional models (each hopefully learning to specialize on a different

aspect), all these computations are done at the same time, in parallel. The concatenation of all

head contexts c(h)i for a given item i, through a linear layer (Wc), constitutes the final context

ci of the given element i. Here, the alignement model is similar to the general attention (Luong
et al. 2015a).

Variations

1. Multi-head self-attention If amulti-head attention layer is used to compute the aligne-
ment of a sequence with itself (t = v), it is called a multi-head self-attention layer. These
layers highlight which items of a given sequence are most relevant to other items of the

same sequence, and therefore allow the model to learn about items relations in a single

sequence. For example, in ‘The students ate their cake.’, ‘their’ has a relation to ‘The stu-

dents’.

2. Multi-head masked self-attention Sometimes, we want our self-attention alignement
models to be constrained, and to only link an item in a sequencewithprevious items in the

same sequence, and not following items (which mimicks recurrent attention, where the

decoder at time t only has access to its previous predictions). To do so, 1) the alignement
weightsα

(h)
i j are contrained tobenull for i>j (usingwhat is called amask), and2) the input

sequence is aligned not strictly with itself, but with itself right-shifted: a <BOS> token is
prepended to the sequence (t = [<BOS>, v]).

2.3.3.2 Full Transformer model

Multi-head
self-attention

Multi-head
masked

self-attention

Multi-head
attention

X Y

CyCx

Ỹ

v
t

t

v

t

v

Figure 2.10: Schematic representation of a Transformer.
(v and t on arrows indicate if the parameter is used as value or target in the previous equa-
tions).

TheTransformer, in its encoder, contains amulti-head self-attention unit, which computes
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Teacher forcing was not
always used for Trans-

formers, since the original
paper explains that the

model is ‘auto-regressive
at each step’. However,
most current implemen-
tations use teacher forc-
ing for decoder training,
as it increases computa-

tional speed several folds.

a representation CX of the input sequence X as the relation of its items x i . Then, the Trans-

former decoder uses amulti-headmasked self-attention unit to compute a representation CY of

the gold sequence Y as the relation of its items yi with their predecessors in the sequence yi−1.

This allows us to show the full gold at once to the decoder (which allows parallelization) while

not allowing the decoder first unit to link an item to its successors in the sequence: predicting

the next item if you already know it is not really a challenge, nor can it generalize to unknown

sentences. The decoder finally uses amulti-head attention to align the encoded input represen-

tationCX with the goldmasked representationCY to link each inputwordwith a ‘sub-sequence’

of the output, and infer its prediction Ỹ .

2.3.4 Attention?

Both architecture types (Seq2seq vs Transformers) use the same mechanism (attention), but

conceptually explained differently. Bahdanau et al. (2015) and Luong et al. (2015a) refer to at-

tention as an alignement model (concept which comes from statistical translation),26 as seen

earlier: the current ‘source’ is aligned with its ‘target’ to determine alignement weights (using

a dot product), then used to ponderate the ‘source’ impact on the output. Vaswani et al. (2017)

refer to attention as a system of queries, keys, and values (concept which comes from informa-

tion retrieval systems): the queries are mapped against the keys (using a dot product), and the

result is used to weight themost relevant values. From these descriptions andwhen comparing

Figure 2.8with Figure 2.9 (most notably the arrows going from the grey input to the context), we

can see plainly that the queries and values match the ‘source,’ and the keys match the ‘target’:

wemap the ‘source’ against its ‘target’ to determine the more relevant parts of the ‘source’.

2.3.5 Decoding

Training When training RNN based encoder-decoders, we can either teach them to predict

a target token from the previous prediction (student forcing), or from the actual previous gold

token (teacher forcing).27 When decoding in the former case,28 being wrong on the first token

likely means being wrong on the second one, and then on the following ones, as each token is

predicted from a previous one, and error can therefore propagate; using student forcing teaches

themodel tomitigate its ownmistakes, whereas amodel trained using teacher forcing can suffer

from exposure bias: having only learned to predict from the gold, it has problem inferring from

its own predictions. However, teacher forcing also prevents themodel fromdrifting too far away

at training time, since the decoder learns to predict from the correct token, and this helps faster

convergence. Where the choicedoesnot changea thing computationnally speaking for recurrent

decoders, whichwill predict token one after the other, it is very different for Transformers, which

can predict all target tokens at once. Transformers are therefore usually trained using teacher

forcing.

Inference Amodel trainedusing teacher forcingwill not have access to thewhole gold target

during inference, which is solved using a technique called greedy search. The decoder, start-
26This concept is also similar to DNA sequence alignement models in biology.
27The first target token to predict from is always a token indicating ‘start of sentence here’.
28This is also called auto-regressive decoding.
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ing from the ‘start of sentence’ token, predicts the most plausible token. From the formed se-

quence, it predicts the next token, and so forth. It is extremely similar to student forcing, except

that model weights are kept fixed (since we are inferring). However, it can sometimes fail if the

best token at one point is then followed only by very unlikely tokens, when considering the next

best choice would have been followed by good tokens, giving an overall better prediction in the

second choice. To mitigate this, greedy search can also be ran while keeping not the best, but

the n-best predictions at each time step, and chosing the overall best path at the end. This is
called beam search. It is considerably more computationally intensive, but can provide better
results.

2.3.6 Autoencoders

Autoencoders are a special case of encoder-decoders, which differ from them only on the task

they were trained on. The first autoencoders (Kramer 1991),29 called autoassociative networks,

were designed to solve how to extract relevant low-dimensional features (interesting properties

which summarize the data correctly) from highly dimensional data in an unsupervised manner

(without being told what to look for). An auto-encoder is trained on ‘self-to-self’ prediction:

it learns to map input data to a lower-dimension feature space using the encoder, then recon-

struct the input from the feature space representationwith the decoder. Several constraints have

then been applied to the initial concept to prevent the network from learning the identity func-

tion: forcing network sparsity by shutting down some of its neurons during learning, adding
noise to the input data and training on denoising it,30 and others. The encoders can then be
used as such to generate lower dimensional representation of new data. This is one end of the

pretraining/fine-tuning spectrummentioned in Section 2.1.2.

2.4 Conclusion

Throughout this section, we successively studied how neural networks are conceived and trans-

lated into equations, before studying some neural networks applied to text, from recurrent units

(SRNN, LSTM, GRU) to encoder-decoder architectures (recurrent or Transformer based). These

are not the only useful artificial neural networks when studying texts, but those which will be

used throughout this manuscript.31 However, though this section might have given the reader

the feeling that neural networks are all pure mathematics, this is actually only true in theory. In

practice,machine learningmodels need a lot of adjustment, aswewill see in the next section.

29Autoencoders predate encoder-decoders by two real world decades, or two centuries in machine learning time.
30Masked Language Models (MLMs) are a special case of denoising, where some input tokens are masked and the

network must learn to predict the original sentence, as in BERTmodels (Devlin et al. 2019).
31Preliminary experiments have also been conductedwith convolutional or variational encoder-decoders, with little

success, and they will not be detailed in this manuscript.
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3 Machine learning is an
experimental science

What is the difference between

theory and practice?

–

In theory, they are the same.

My grandfather

The field of appliedmachine learning is as much an experimental science as a purely theo-

retical one, and it needs to be considered as such. Many parameters can be adjusted at each step,

whose variations can give drasticaly different final results. In this section, we explore some of

these parameters, fromdatamanagement tomodel design and training, then focus on an impor-

tant aspect of experimental sciences: reproducibility. Lastly, we introduce some interpretability

concepts, a recent but nonetheless vital aspect of machine learning.

3.1 Data

3.1.1 Obtaining a dataset

3.1.1.1 Collection

After having defined the task, the next step is to gather data, either bymanually producing it for

the task at hand (which is resource expensive), or by reusing existing datasets. The latter present

a few challenges, as a balancemust be found between data size, big enough to train neural net-
works, cleanliness, to allow for good precision, as well as variety and representativeness,
to allow for generalisation (see e.g. Barbosa and Feng (2010) and Soni and Roberts (2020) for

a description of the challenges of using datasets of different sizes, noise levels, and relevance,

for domain-specific tasks, Schäfer (2016) for a discussion of the biases of crawled datasets, and

Kreutzer et al. (2022) for an audit of widely used crawled sets). Bender and Friedman (2018) and

Rogers et al. (2021) provide frameworks to constitute and think about datasets.
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3.1.1.2 Augmentation

When the task of interest does not have enough annotated data in the language at hand, it can

be useful to use data augmentation techniques (especially when resources to create a relevant

data set from scratch are not available). This can be done by changing the datasets, leverag-

ing information from other more available sources, or by creating artificial synthetic data. More

concrete examples of data augmentationwill be detailed applied tomachine translation, in Sec-

tion 4.2.1.

3.1.1.3 Sampling

As seen above in data collection, data sets should be representative of the task at hand. However,

if datasets (even reflecting reality) are too imbalanced, models can sometimes be stuck learning

only majority examples, even noisy ones, to the risk of overwhelming the minority class (Jap-

kowicz 2000; Kubat andMatwin 1997; Laurikkala 2001; Maragoudakis et al. 2006).1

Datamight then have to be edited depending on the task objective, and whether it is more

important to get good precision (percentage of predictions which are correct) or recall (percent-

age of target which was correctly predicted). Two principal strategies can be applied to try to

balance a dataset: undersamplingmeans reducing the total size of the data by removing sam-
ples from the ‘majority class,’ whereas oversampling repeats samples from the minority class

and increase therefore the total size of the data – undersampling tends to performs better than

oversampling (Chawla et al. 2002). Their effects have been studied over a wide range of topics

(Jamil et al. 2017; Li and Scarton 2020; Lichouri andAbbas 2020;Washio andKato 2018; Zhu and

Hovy 2007).

For more complex tasks, however, oversampling might lead to overfitting the specific ex-

amples we repeat. In those cases, it might actually be better to change the architecture or loss

chosen for the problem to focus on better management of small classes.

3.1.2 Preparing data for training

Once data has been obtained, it must be prepared for training.

Cleaning Data shouldfirst be cleanedbeforeuse if needed, in order to removeasmuchof the

noise as possible without losing performance, such as items that are obviously incorrect (e.g. a

wrong character set for the given language, such as Chinese ideograms in an Alsatian text, a

wrong label, etc.), or plausibly incorrect, being too different from the others (bad ratio of charac-

ter toword length, sentences considerably longer or shorter than the average, unusual frequency

1This can also apply, not directly to the data points, but to theirmetadata: for example, Geva et al. (2019) found that

their models do not generalize well to data annotated by new annotators, who did not contribute to the training

set - they effectively learned on the ‘majority annotator class’.
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of target labels, etc.) (Koehnet al. 2018).2 Several automatic toolshavealsobeendeveloppedand

published fordata cleaningandfiltering (Aulamoet al. 2020; BaneandZaretskaya2021; Laippala

et al. 2020; Muthuraman et al. 2021; Ramı́ rez-Sánchez et al. 2020).

Tokenization Cleaned data is then tokenized at the chosen level: segmenting a running in-

put into ‘studiable’ and ‘processable’ units (tokens) is called tokenization. InNLP, several units
are possible at the sentence level, from whole word to characters. Tokenizing a sentence into

orthographicwordsmakes intuitive sense, but it is less trivial than it seems (as seen in subsec-
tion ??), and it createsahuge list ofuniqueunits, thevocabulary. Tokenizing intocharacters re-
duces the vocabulary size and ismore trivial, but it increases the length of the studied sequences,

which can make sequence modeling harder by introducing too long-term relations.3 A good in-

termediate seems to be subword tokenization, rule based or statistically motivated (as in the
Morfessor family of tools). Morphologically motivated subwords allow us to represent words

out of sensical units (for example, prefix + root + suffix), but require prior knowledge of lan-

guage to build the associated rule-based tokenization models.4 Purely statistical segmentation

has been introduced to solve this problem, using a technique called byte-pair-encoding (BPE):
the vocabulary is initialized with all the unique characters available, then the text is parsed to

count frequent vocabulary n-grams (which take into account word boundaries). The most fre-
quent character n-grams are considered as new tokens, and added to the vocabulary. This op-

eration is then repeated iteratively, until a number of operations or vocabulary size (Sennrich

et al. 2016b). BPE has become the segmentation of choice in a lot of tasks, thanks to its per-

formance and easiness to setup. Comparing different tokenization levels (character, morphol-

logically based subword, and BPE based subword) for several natural language processing tasks

highlighted that character level tokenization help to better learn morphology, BPE semantics,

andmorphologically-basedsubwords syntax (Durrani et al. 2019),which interestingly correlates

with the previous comments about subword sentence segmentation in linguistics being enough

to analyse language relevantly (see also (Stahlberg 2020):9.4). The vocabulary size constitutes a

parameter in itself in settings where it is fixed a priori.

Data split Data split is not usually seen as an hyperparameter, but dividing our total set

into training, validation and testing sets can have a huge impact on the overall accuracy of the

model. If the splits are not balanced similarly, and if, for example, a minority class is completely

absent from the testing set, the model is likely to report better performance than what is actu-

ally true, since it will never be evaluated on the harder minority class. Two strategies exist: first,

being careful about the data division when creating train/val/test sets, or second, running the

experiments several times with several different data splits. (This second option is more robust,

but tends to be unfeasible in practice because of model training times.) The relative size of our

subsets can also affect performance—more training datamight seembetter, but using too little

testing datamight prevent from seing if themodel fails to generalise. These points are discussed

by Goot (2021) and Søgaard et al. (2021). The usual data splits for average corpora in common

2See also MOSES cleaning scripts github.com/moses-smt/mosesdecoder/blob/master/scripts/
training/clean-corpus-n.perl and github.com/moses-smt/mosesdecoder/blob/
master/scripts/tokenizer/normalize-punctuation.perl, or this data cleaning repository

github.com/jfilter/clean-text.
3See Subsection 2.2 for more details.
4Theycanalsohave trouble segmentingwords containingdiscontinuousmorphemes (morphemes intowhichother

morphemeshavebeen inserted), suchas bumili ‘bought’ inTagalog,madeof bili ‘buy’ interruptedby the infix -um-
which changes wordmeaning depending on grammatical context.
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tasks (e.g. POS taggingor semantic tree labelling) areusually around80%/10%/10% for training/-

validation/testing; for very big corpora (as inmachine translation), validation and test set are no

longer amatter of percentage but of absolute size (5,000 sentences constitute a big enough val-

idation set); for very small corpora, a bigger training set is sometimes kept at the expense of the

validation set.

Batching As mentioned in Section 2.1.2, it is possible to provide input sentences as mini-

batches (several at a time)when training. Usingbatchesormini-batches5 increasesperformance

andcomputation speed, bygoing for fewerbut larger operations (notn small operations, but one
big operation on a n-sizematrix). These larger computations can then be run even faster by tak-
ing advantage of parallelisation. However, working on toomany examples at the same time can

decrease precision, as themodel backpropagates and optimizes for an error averaged over n ele-
ments, instead of updating for the error of one or a few examples. In NLP, it is rare to find a data

set where all examples are the same size, since we look at text (sentences, contrarily to images,

do not have ‘standard shapes’). This poses a problem for batching: creating a table of examples

to be recursively parsed together requires all sentences to be the same size, as themodelwill look

at all firstwords at the same time, then all secondwords, and so forth. Two solutions exist to this

problem. The first one is called bucketing: mini-batches aremade by grouping together chosen
examples which actually are the same size. The second is called padding: too short sequences
are completed with a repeated ‘fake item,’ to make them as long as the longest sequence of the

mini-batch. However, both padding and bucketing present their own limitations: padding, by

adding fake tokens, addsuselessmodel computationson said tokens,while bucketing, by group-

ing same-size sentence, might affect model stability for the rare length classes, which will con-

tain less items than the others (see Morishita et al. (2017) for a study of mini-batches creation

strategies, thoughmost papers use bucketing or random shuffling with padding).6

3.2 Experiment design

3.2.1 Architecture choice

Architecture choice aims at choosing the best architecture for the task at hand, either from pre-

existing ones (e.g the different encoder-decoder flavors we saw in the last section) or by design-

ing a new one (specific to the task).

3.2.1.1 Model size

Once the general architecture is chosen, its parameters must be chosen (number of layers and

layer sizes, type of units, etc). The total number of model weights and biases must fit the size

of the data and task complexity: in theory, too small a model will not be able to approximate

the complexity of the data and will not learn, and too big amodel could risk becoming too good

5The difference is explained in the side-note of Section 2.1.2
6During training, data is usually shuffled at each epoch to help preventing overfitting - however, methods such as

bucketing force specific samples to always be seen together (especially for small classes), therefore introducing

non-randomness and possibly hurting generalization.
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In language modeling, this
created an arms race to
build the biggest language
models at strong ecological
and financial costs (them-
selves creating ‘barriers to
entry’ for less funded labs or
teams, opportunity costs, as
well as accountability issues
due to the excessive com-
plexity of models) (Bender
et al. 2021), when smaller,
but smarter models can
reach similar performance
at smaller costs (Schick and
Schütze 2021).

an approximator of its training set patterns, and overfit (see Section 2.1.3.1). However, since large

models overfitting is not systematic, as some learn togeneralize on complex enough tasks (Caru-

ana et al. 2001; Zhong et al. 2021), bigmodels can also become synonymouswith better models.

3.2.2 Model instanciation

3.2.2.1 Weights initialization

Models weights can be initialized before training on the task of interest. This initialization can

bemathematical (random or using a specific function), data-based, or model-based.

Data-based Initializing a model using a dataset is called pretraining the model. A special
case of pretraining, called transfer-learning, uses data from a high-resourced related task to

initialise the model, and hopes information from the high-resourced task can be used by the

low-resourced task (Gu et al. 2018; Ruder et al. 2019). If the model is not trained after and used

as such (for example, if there is no training data for the low-resourced task), this is called zero-
shot transfer (Lauscher et al. 2020).

Model-based It is also possible to use parts of pre-trained existing models as components

for our model of choice. The most common initialisation of the type is models trained on a lan-

guagemodeling task,7which enrich sentence representation, though they cannegatively impact

the performance of models after training (Wang et al. 2019). Well known recent neural models

include:

• BERTmasked encoder models: Bidirectional Encoder Representations from Transform-

ers, having learned to predict the value of tokens masked in inputs (Devlin et al. 2019),

• GPT decoder models: Generative Pre-trained Transformer, predicting the next token in a
sequence (Brown et al. 2020),

• BART denoising auto-encoder models: Bidirectional and Auto-Regressive Transformer,

learning a combination of both tasks with added noise (Lewis et al. 2019),

• T5 encoder-decodermodels: Text-to-Text Transfer Transformer, learning languagemod-
eling through prompting8 for a combination of tasks (Raffel et al. 2020).

3.2.2.2 Embeddings

The input’s tokensmust be transformed into numbers to be provided to ourmodels. This can be

done using an embedding layer. In its simplest form, this layer is a lookup table (linking tokens
with indices). Since the introduction of languagemodeling (Bengio et al. 2003), embedding lay-

ers tend to link tokens to vectors in a continuous space, learned unsupervisedly by models con-

7Language modeling is a task where a model is trained to reconstruct a full sentence from a sentence with missing

information, by learning to predict either the content ofmasked sequences in a sentence, or the end of a sentence

given its start.
8Prompting amodel means providing it with a description in natural language of the task to do.
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strained tomap items occuring in similar contexts tomathematically close representations (lan-

guage models for word items), thus carrying more information than just an alphabetical index

(Mikolov et al. 2013a). These vectors are called embeddings, and can be initialised randomly or
from a learned coherent representation (coming from a languagemodel for example), then fine-

tuned unsupervisedly during training or fixed (Baroni et al. 2014; Levy et al. 2015; Li and Specia

2019a). Word embeddings are interesting, because they can carry semantic information; how-
ever, they introduce a challenge at test time, asmodels will be unable to workwithwordswhich

have never been seen by the embedding model – this is called the out-of-vocabulary words
problem, for whichmany strategies have been developed (Daumé III and Jagarlamudi 2011; Jean

et al. 2015; Yang et al. 2020a; Yazgan and Saraclar 2004). Character embeddings do not suf-
fer from this problem for languages where the total character set is limited, such as French or

English, but as we saw earlier, character tokenization is not good for long-term relations mod-

eling. Subword embeddings is a good intermediary, as it almost never suffers from the out-of-

vocabulary words problem, while still having the potential to carry semantic information (Dur-

rani et al. 2019). Of course, embedding choice depends on tokenization, but embedding size and

initialisation are hyperparameters in themselves.9

3.2.3 Training

Many hyperparameters also have to be adjusted when training, among which the learning rate

(speed atwhich the optimization occurs) and its possible scheduling (changing the learning rate

ratio during training to make bigger steps at the beginning of optimization and smaller after-

wards), the optimizer chosen (from the robust SGD to faster Adam (Kingma and Ba 2015),10 see

Ruder (2016) for anoverview), thebatch size andbatching technique (frombucketing topadding

and everything in between), themaximumnumber of epochs duringwhich themodel is allowed

to run, the convergencemetricswhich determinewhen themodel has reached its optimum, and

of course the loss computation, which determines what is important in training amodel.

3.2.4 Mitigating variation

It is impossible, in terms of time and computing power, to train on all subsets of hyperparame-

ters. In order to mitigate variation as much as possible, a user can choose an informed subset,

and experiment around it, doing what is called an hyperparameter search: this implies train-
ing several models to study their performance with respect to the chosen parameters (Liu and

Wang 2021). It must take into account the fact that some of the forementioned parameters are

linked (batch size should be changed alongwith learning rate, for example). Another option is to

use ensembling, and to train a varied number of models, andmerge their results (by averaging
them for example) (Gautam et al. 2021).

9Other common embeddings are sentence embeddings, used to work at the document level, but out of scope for
this document.

10Several recent papers have shown that adaptative optimizers (such as Adam, Adagrad, etc), though considerably

faster than the simpler SGD, also tend to suffer fromworse generalisation performance (Wilson et al. 2017; Zhou

et al. 2020).
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3.2.5 Evaluation

Baseline In order to evaluate the results of a givenmodel, theymust be compared to a good

baseline. The usual method in machine learning is to find previous work, which used the same

data set and same architecture as baseline. However, this is complicated by the only occasional

occurences of completely detailed experimental setups in exising machine learning papers,11 as

well as the difficulty of discriminating which parts of the results difference come fromminimal

design variations versusnew techniques introduced. That is, whenpreviouspapers haveworked

on the same available datasets and task (Marie et al. 2021). If no one has worked on the same

subtask before, it can be interesting to compare the results of neural methodswith previous non

neuralmethods, such as, in the case of translation, rule-based or statisticalmachine translation.

Another possible baseline, thoughmore expensive, is the human one.

Scoring Metrics must be chosen carefully to evaluate ourmodels on themost important as-

pects of the task. Some classical metrics are precision (percentage of predictions which are cor-

rect), recall (percentage of target which was correctly predicted), a combination of both using a

score, or the accuracy of a task-specific metric. However, desigining automatic task metrics of

good quality can be a challenge, especially for more complex task such as translation, summa-

rization, andgeneration,withmanypapers pointing their limits (Mathur et al. 2020; Reiter 2018;

Reiter and Belz 2009; Sulem et al. 2018; Weber et al. 2021).

3.3 Reproducibility

Reproducible research provides enough information to allowother people to replicate results (or

try to), frompapers in openaccess, documented andopen source code, useddatasets under open

licenses, ideally with data splits, model checkpoints, and so forth (see for example the European

Commission report on scientific data (Wood et al. 2010) or the Open LinguisticsWorking group

recommandations (McCraeet al. 2016)). Some initiatives tohelpgeneralizing this approachhave

emerged, such as ‘Papers with code’,12 and providing code and data starts to be integrated into

paper evaluation for the main NLP conferences.

However, despite those efforts, machine learning tends to be inherently unreproducible:

most machine learning libraries will not give the same results on the exact same dataset, task,

andmodel architectures. Toquote the PyTorchdocumentation, ‘Completely reproducible results

are not guaranteed across PyTorch releases, individual commits, or different platforms. Further-

more, resultsmay not be reproducible betweenCPU andGPU executions, evenwhen using iden-

tical seeds’.13 This is, in a lot of cases, due to the use of nondeterministic algorithms (notably

when parallelizing with Cuda) to increase computation speed.

Sennrich et al. (2016b) reported difference up to a full BLEU14 point between different in-

11However, this is sometimes mitigated by providing the codebase used to run experiments.
12http://paperswithcode.com
13See http://pytorch.org/docs/stable/notes/randomness.html
14See Section 4.1.1 for a definition

43

http://paperswithcode.com
http://pytorch.org/docs/stable/notes/randomness.html


3 Machine learning is an experimental science

stances of the samemodels trained on the same data with the same number of epochs.15 There-

fore, apart fromsome steps (detailed in the different libraries documentations) that can be taken

to enforce the use of deterministic algorithms and set fixed seeds for random operations, the

best attitude towardsmachine learning ismost likely to treat it like an experimental science,
and as such, to run experiments several times, with different seeds, or on different machines,

to ensure the results are statistically significant. This is especially important when comparing

architectures, as a specific run for a given architecture, on a single seed and data split, could hap-

pen to outperform an actually better architecture, which was slightly less good for this specific

situation. Of course, this might be hard to do for the bigger NLP tasks (translation, language

modeling), but in this case, it might be better to try to design more interpretable models, to at

least add a level of human understanding of the model choices (Bender et al. 2021).

3.4 Interpretability

Machine learningmodels behave as black boxes, and it is close to impossible to understandwhat

is happening under the hood. They usually are evaluated on specific scores for a given task and

dataset, which constitute a very reduced interpretation ofwhat is actually happening (as shown

by Elsner et al. (2019) for morphological modeling capabilites of seq2seq models), and do not

explain artefacts and border cases. Besides, machine learning models are now being used on

life-impacting issues, such as in the legal or medical domain. There is more than a theoretical

need to understand how they work, notably to provide accountability (Bender et al. 2021).

Interpretability, studying and interpreting the inner workings of such models, is a very re-

cent field in NLP, as the first workshop dedicated to the topic occured in 2018, colocated with

EMNLP.16 As such, a lot of basic definitions are still debated. Madsen et al. (2021) wrote a survey

on interpretability techniques applied to NLP, and introduced the term post-hoc interpretability,
for techniques applied a posteriori tomodels already trained – this is alsowhatwewill focus on.

Wewill first introduce some necessary distinctions, then present a panel ofmodel interpretabil-

ity techniques, either external (focusing on inputs and outputs) or internal (studying the inner

components of models).

3.4.1 Useful distinctions

Interpretability vs explainability Interpretability is, according to Doshi-Velez and

Kim (2017), the “ability to explain or to present in understandable terms to a human” what is

happening in amodel. Li et al. (2021) define interpretability as when “there exists a trustworthy

interpretation algorithm [such that] (1) the rationale behind the model is fully revealed by the

algorithm; and (2) the revealed rationale is totally understandable by humans, or fully overlaps

with human understandings”. We define explainability as, on the other hand, knowing what is

happening in the model.17 We could see interpretability as an understanding plausible in hu-

man terms, where explainaibility is a full mathematical understanding of the reasoning. At the

15The only variation between their models was the epoch at which the embedding layer was fixed (last 4 epochs

before fine tuning) and the gradient clipping rate during fine-tuning (1.0 or 5.0).
16http://blackboxnlp.github.io/2018
17Asmentioned above, there is no consensus on the two terms - for a overview, see Fan et al. (2021).
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moment, a neural machine translationmodel is at most interpretable, where a rule based trans-

lation model is explainable, as it has been designed as such from the ground up. We focus here

on interpretability, not explainability.

Faithful vs plausible Jacovi and Goldberg (2020) insist on the difference between faith-

ful and plausible interpretations of our models. When designing interpretability datasets or

probes,wemust be careful to avoid ‘plausible’ interpretationswritingpretty stories aroundwhat

we observe, and rather do our best tomake sure our explanations are faithful to what is actually

happening. It can be easy to be biased in task design, to try to fit what we expect to interpret.

3.4.2 External analysis of models

External interpretability is, in a sense, a ‘blackbox’, as it only uses model inputs and outputs to

infer what is happening inside. For example, it is possible to design edge case inputs to see how

the model reacts; it is also possible to design further experiments to ‘plug’ in the model’s repre-

sentations, to better understand what they could contain.

Creating artificial test data Artificial test data are designed to target specific model

capabilities, or help analyse model errors, and predictions made on such data can help learn

more on the edge cases of modeling. For example, in their tutorial on interpretability applied to

NLPmodels, Belinkov et al. (2020) introduce techniques for dataset design focused on linguistic

testing, such as tests sets designed to overcontainminority cases and sentences to target specific

properties to look for. Similarly, Kuhnle and Copestake (2018) automatically generate artificial

data for visual question answering, to better account for sentences complexity level (syntactic

richness), reflecting reality more interestingly than turked18 datasets. These datasets focus on

aspects of linguistic complexity we want to study in our models. A specific case of artificial test

data are adversarial examples, inputs that cause the model to output something completely
wrong unexpectedly, either false (mis-classification) or problematic (slurs or private informa-

tion production in text generation). Wallace et al. (2019), for example, design an iterative re-

placement search over tokens to find adversarial sequences which trigger specific predictions

for different tasks (classification, text generation, sentiment analysis, etc.). These tell us more

about the edge cases of our models, and howmuch it has overfit its initial data.

Using probing downstream tasks Probing tasks are designed to analyse ifmodel rep-

resentations encodeproperties of interest. Belinkov et al. (2020)use a classifier topredict aprop-

erty of interest from a model representations of the input; the accuracy of the classifier is seen

as a proxy for the quality of the representation with respect to the studied property. Voita and

Titov (2020) propose another proxy— not just probing tasks accuracy scores, but the “cost” of

getting this accuracy: theminimum description length needed for the probing task, which indi-

cateshowaccessible thisproperty is in the representation (the longer thedescriptionneeded, the

less accessible the property). Probing studies a specific aspect of language, as when Tang et al.

(2020) use classifiers on model internal components, to probe character level hidden states on

18‘Turked datasets’ refer to datasets created using crowdworkers on Amazonmechanical turk or equivalent systems,

whose use presents strong ethical issues (Fort et al. 2011).

45



3 Machine learning is an experimental science

differentmorphological tasks and determine atwhich layerwhichmorphological information is

learnt by such amodel. Therefore, many papers combine different probing levels to grasp a finer

picture of learning: Conneau et al. (2018) for sequence to sequencemodels, Raganato andTiede-

mann (2018) for multilingual Transformers’s encoders and attentions, or Jawahar et al. (2019)

for languagemodels.

3.4.3 Internal analysis of models

Model components visualisation Internal models representations (such as the con-

texts for encoder decoder) can be visualised using dimension reduction techniques, which map

this multi-dimensional input to a lower space representation. For example, PCA (Primary Com-

ponent Analysis) applies a linear transformation to the data, in order to fit it to a new coordinate

base, chosen tomaximize the variance of the data for all successive components (Pearson 1901).

t-SNE (t-distributed StochasticNeighbor Embedding) defines twoprobability distributions, one

on the original data points (where the closer the pair, the higher their occurence probability) and

one defined on the chosen lower dimension output space (in the same way). The two probabil-

ity distributions are then aligned together by minimizing the Kullback-Leibler divergence, to fit

original data points to the target space (Maaten and Hinton 2008). This method is stochastic,

and can generate results which vary from one run to the next. Madsen et al. (2021) provide an

overview of such visualisation techniques for NLP problems.

Input importance visualisation It is also possible to litterally visualise input impor-

tance with respect to the prediction or inner components of the model. Some methods use

saliency maps, retrieving neuron-wise signal contribution of inputs to results (Harbecke et al.

2018), look for inputs whichmaximize the activation of a neuron of interest (Poerner et al. 2018)

or study the relevance of inputs for different internal components (hidden states, embeddings)

layer wise, relevance then displayed usingmatrices (Ding et al. 2017).

Interaction Some authors change inner model weights while looking for properties in said

models, such as Giulianelli et al. (2018), who train a diagnostic classifier to predict verb number

and number agreement from corresponding LSTM states of a languagemodel, then backpropa-

gate the classifier gradients to change the LSTM state - it does not improve the language mod-

eling accuracy, but the scores on accordance tests. Wiegreffe and Pinter (2019) train models to

findadversarial attentionweights, to determine the limits of using attention as explanation. Bau

et al. (2018) analyse which neurons are the most relevant to their task and its subtasks. This is

not an avenue we will elaborate more on.

3.5 Conclusion

In this section, we looked at the experimental aspects of machine learning, from data collection,

preprocessing and tokenization to training parameters and evaluation choice, not forgetting of

course the many existing models and model parameters. We will therefore need to take hyper-

parameter optimization into account when designing and running experiments. We then high-

lighted how unexpectedly hard it is to reproduce machine learning results exactly, introducing
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the need for statistical significance if possible (much as in biology, for example), or else inter-

pretability: we therefore looked at a number of interpretability tools, some of whichwill be used

to better understand our results.
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4 Inspiration from
low-resource machine
translation

What kind of language is this?

I can’t hear a word you’re saying

Tell me how you are singing

In the sun

Bush (2005)

Now that we both studied the theory behind our units of interest, as well as the attention

points to keep in mind when training machine learning models, we look at our inspiration for

our architectures and tools. As our tasks of interest are sequence-to-sequence problems with

very small datasets (cognate prediction and proto-form reconstruction tasks), they seem theo-

retically very similar to the low-resource machine translation task. We will therefore describe

here the basics of machine translation, then the specifics of low-resource machine translation,

most notably on how to improve performance when data is scarce.

4.1 What is low-resource machine translation?

4.1.1 Machine translation

Machine translation (MT) uses computer models to translate text from a language to another.

Whenworkingwithwritten data, it is usually considered to be amany-to-many sequence-to-
sequence problem, as we go from one sequence (a sentence in a source language) to another

sequence (its translation in the target language), and those two sequences can have different

number of tokens or different ordering of the tokens. For example, if the unit we chose for our

task is the word, English ‘Cats eat mice.’ gives French ‘Les chats mangent des souris.’, and we go
from three units to five.

Datasets In MT, datasets of interest are called parallel datasets, as they contain parallel
sentences in usually two languages, whichmeans they store the correspondences between each

sentence and its translations. Available datasets are usually either big and noisy, such as Com-

monCrawl, data crawled from the web, or cleaner but smaller and/or specialised, such as WMT
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datasets, manually curated for MT competitions, or EuroParl, multilingual dataset of European

parliament deliberations.

Approaches Two approaches remain in machine translation.1 Historically, machine trans-

lationwas performed using statistical approaches, based on computing glossaries of correspon-

dence between source and target, coupledwith reorderingmodels for output (Brownet al. 1988).

The reference tool for statistical machine translation (SMT) is called MOSES (Koehn et al.

2007). It works in two steps, training and fine-tuning. During training, the bilingual parallel

data are tokenized and aligned using an external statistical alignement tool, then used to learn

1) an n-gram language model of the target language; 2) a correspondence table between source

and target tokens; and 3) a reordering model to manage token order. During fine-tuning, the

respective weights of all these models are adjusted, using a development dataset (Mikolov et

al. 2013b). Neural machine translation (NMT) emerged with the success of neural encoder-
decoder architectures specifically developed for this task, either recurrent with attention (Bah-

danau et al. 2015; Luong et al. 2015a) or fully attentional such as the Transformers (Vaswani et al.

2017).2 These models have been implemented in several toolkits, among which fairseq (Ott
et al. 2019), which we use. Overall, when comparing, SMTmodels have the advantage of being
more understandable, as they aremade of specific, separate components (alignmentmodel, lan-

guagemodel, decoder) which can be studied on their own; this information is implicitly learned

by NMT models. However, NMT models can learn to go from several languages to several oth-

ers, which is not possible using SMT. Thismultilinguality can bemanaged using a panel of tech-

niques, from sharing a single encoder and a single decoder across all languages (Johnson et al.

2017; VergésBoncompteandR. Costa-jussà2020) tousingone component (encoder/decoder/at-

tentional mechanism) for each language (Luong et al. 2015a), and any combination in between,

such as sharing encoders only (Li et al. 2020a), components across related languages, or sharing

attention only across all (Firat et al. 2016a). Wewill see their respective performances in the next

section.

Evaluation For translation, model results were historically manually evaluated, which is

time consuming and expensive. Several automaticmetricswere therefore introduced. BLEU is a

‘translation closenessmetric’ inspiredby theworderror rateused in speechprocessing (Papineni

et al. 2002). It usesmodified n-gramprecision scores onblocks of text, averagedusing the equiv-

alent of a geometric mean to compute a precision score. Post (2018) introduced a framework to

communicate BLEU scores more homogeneously and accurately. Because of its apparent good

correlationwithhuman judgment forMTtasks (butnotgeneration tasks) (Reiter 2018), it hasbe-

come the “de facto standard for evaluating research hypothesis” (Mathur et al. 2020). However,

the authors of this second paper, evaluating MT evaluation metrics, note that BLEU correlation

to human judgement and othermetrics decreases considerablywhen removing outliersMT sys-

tems, over or underperforming, from the comparison: as systems get more complex, small dif-

ferences in BLEUmight have lessmeaning and value than could previously be thought. ROUGE
was introduced as a BLEU alternative for summarisation, and uses either the overlap of n-grams
between prediction and reference or the longest common sub-sequence as recall metrics (Lin

2004). BLEU and ROUGE are quite complementary, as BLEUmeasures precision (e.g howmany

predicted terms are correct, and were originally present in the reference sentences) and ROUGE

measures recall (e.g howmanywords in the reference sentences canbe found in the predictions).

1Rule-based approaches have also been used, but they fail to scale and are rarely kept today.
2Bothmodel types have been described in detail in Section 2.3.
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METEOR combines the two, using the harmonicmean of1-gramprecisions and recalls (Baner-

jee and Lavie 2005) to get an overall score. These are not the only metrics existing, but themost

commonly used (other metrics attempt, for example, to remove the reliance on gold data for

evaluation (Zhao et al. 2020), or to focus onmodel robustness to noise (Niu et al. 2020)). Lastly,

evaluators made of neural networks have also been introduced, such as COMET, combining a
pretrained encoder to extract information about hypothesis, source and reference, and training a

minimal neural network onminimizing either 1) the mean squared error between sentence rep-

resentation and quality assessments (estimator model) or 2) the distance between the better

hypothesis and the sources/references (translation ranking model). However, they tend to be

more resource hungry and therefore less relevant for low-resource scenarios.

4.1.2 Low-resource machine translation

Low-resource machine translation is the same task applied to situations called ‘low-resource’,

where only little training data is available. This ranges from languages with a limited number

of native speakers, such as extinct (e.g. Medieval French), endangered (e.g. Aromanian) or vul-

nerable (e.g. Alsatian) languages, to situations for which little data is available, such as ‘unusual

language pairs’ (e.g. translating fromGerman to Italian is less common than from French to En-

glish, for example), or ‘unusual data domains’ (e.g. medical datasets are rarer than newspaper

datasets).

The architectures used are the same, but several papers comparing SMT with NMT in very

low-resource settings conclude that SMT performs better, being more accurate and less prone

to overfitting (Bollmann 2019; Dowling et al. 2018; Singh and Hujon 2020; Skadiņa and Pinnis

2017). Sennrich and Zhang (2019) analysed and reproduced previous comparisons, to conclude

that SMT can actually be outperformed by NMT when architectures and hyper-parameters are

carefully chosen, but only above a certain quantity of data. Performance, however, is still con-

siderably lower than in high-resource situations.

4.2 How do we increase performance?

Several techniques allow tomitigate low-resourced situations. In this section, wewill introduce

a subset of the easiest to implement and most frequent techniques used, which will serve as a

basis for our owndata augmentation experiments. Formore exhaustive surveys of existing tech-

niques, we refer the reader to Haddow et al. (2021), Stahlberg (2020), andWang et al. (2021).

4.2.1 At the data level

In MT when studying a low-resourced language pair (such as French-Alsatian), it is possible

to leverage information from a higher resourced language pair (such as French-German), or to

use more available data of a different nature (parallel lexicons) or of a different type (monolin-

gual data). Some research even investigates the use ofmultimodal data (data combining several

modalities, such as image and text, text and video, and so forth).3

3Multimodality usually implies changing the chosenmodel architectures, and it is out of scope for this document.
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Extending parallel data Existing datasets can be augmented using domain informa-

tion to transform existing sentences into new data, for example by replacing words by similar

terms (grammatically or semantically) (Hasigaowa andWang 2019), using paraphrase systems

(Fadaee et al. 2017; Marton et al. 2009; Xu et al. 2020), or transliteration from a third language

(Libovický et al. 2020). This can add some noise to the data; however, noise, when in measured

quantities, has been proven to increase the robustness ofmodels during training, and augment-

ing datasets (not only parallel) with noise is therefore an available strategy (Edunov et al. 2018;

Lample et al. 2017; Li et al. 2020a; Li andSpecia 2019b). Parallel datasets have also been extended

with monolingual data ‘as such’ for training (Currey et al. 2017).

Using monolingual data For low-resourced languages, it is easier to find monolingual

datasets thanparallel datasets, and thismonolingualdata canbe leveraged to createnewparallel

sets using a technique called backtranslation (Sennrich et al. 2016a).4 In our Alsatian-French
example, Alsatian is the low-resourced language: after having trained, even badly, a MT model

on the rare Alsatian to French data available, we can use it to translate our monolingual low-

resourced data (Alsatian) to the other language (French). This creates a new dataset of noisy

French (artificial) to quality Alsatian, which can then be added to train a model on French to

Alsatian. This operation can then be repeated iteratively, to hopefully generate parallel sets of

increasing quality, which is then called iterative backtranslation (Hoang et al. 2018). Apply-
ing these methods in the opposite direction is called forward translation (Abdulmumin et al.

2020). Many variations on this theme exist, from combining back and forward-translation (Li-

bovický et al. 2020), combining back-translation with pivoting5 (Xia et al. 2019), focusing on

back-translating harder target words (Fadaee andMonz 2018), using thesemethods for domain

adaptation (Bertoldi and Federico 2009), and so forth (Bojar and Tamchyna 2011). Edunov et al.

(2018) provide a survey of their advantages and limitations. All the newly created datasets can

then be used, mixed with “real” parallel data, for training (Marie et al. (2020) suggest adding
a tag to differentiate back-translated data from real data when training) or for pretraining, to
initialize models weights before training on the task of interest. Pretraining can be done using

monolingual pretraining sets, using source to source/target to target sentences to constrain
the language modeling capabilities of the encoder/decoder (Khatri and Bhattacharyya 2019) or

artificial parallel data such as back-translated pretraining sets (Currey et al. 2017).

Using auxiliary language data A special case of pretraining, called pivot-learning,
uses data from a high-resourced language pair to initialise the full model, and hope information

from the high-resourced pair can be used by the low-resourced pair (Casas et al. 2018; Casas

et al. 2019; Li et al. 2020b; Luo et al. 2019; Sánchez-Cartagena et al. 2019; Xia et al. 2019). In

our example, it could be using French to German or English to initialize French to Alsatian. If

the model is not trained after and used as such (for example, if there is no training data for the

low-resourced pair), this is called zero-shot transfer (Aharoni et al. 2019; Lauscher et al. 2020;
Vergés Boncompte and R. Costa-jussà 2020). Some experiments have also been done to com-

pare using average-ressourced languages related to the low-resource language of interest, ver-

susunrelatedhigh-resource languages aspivots, andKocmi andBojar (2018)usehigh-resourced

4It is also possible to use monolingual datasets of source and target languages to induce lexicons and learn a com-

mon latent space between them in an unsupervised way (Artetxe et al. 2017; Hu et al. 2019; Khatri and Bhat-

tacharyya 2019; Lample et al. 2017), but we will not consider unsupervised methods in this document as they

usually need a newmodel architecture.
5Pivot-learning is detailed in next paragraph.
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unrelated languages as pivot with very good results. Libovický et al. (2020) compare oversam-

pling monolingual data, backwards translation, forward translation, using a pivot-language to

generate synthetic data, and transfer-learning from the pivot.

Multilinguality in models Simulatenously multilingual models are a special case of

using language data, and they have been shown to help low-resource scenarii by providing

data in other languages and constraining the hidden representations to a shared, language-

independent space. The amount of sharing between languages varies depending on the ap-

proach, fromarchitecture changesusingmulti-encoder,multi-decoder architectures (Luongand

Manning2016), optionally sharingattentionmechanisms (Firat et al. 2016b), to singlemodel ap-

proaches with a single shared encoder and decoder(Johnson et al. 2017).6

Using data from other fields Data fromother tasks (e.g.morphosyntactic) can also be

integrated in models to constrain translations (which often implies changing the model archi-

tecture), for example dependency trees, used as soft-templates to constrain translations (Yang

et al. 2020b), POS tags, predicted jointlywith translations (Burlot et al. 2017), and so forth. These

avenues can bemore costly in terms of data for very low-resourced fields, andwewill not inves-

tigate them.

4.2.2 At the model level

We only mention these methods in passing, as, though they represent an important develop-

mentof thefield, theyalsousually rely either on thedevelopmentof ‘non-standard’ architectures

or the integration of resource-intensive models.

With language models Model-based data augmentation methods include using pre-

trained multilingual models, such as XLM (Lample and Conneau 2019) or mBART (Liu et al.

2020) to improve machine translation (Liu et al. 2020; Siddhant et al. 2020). Pre-trained lan-

guage models can also be integrated directly in the translation model (Gulcehre et al. 2015),

and translation models can also be pre-trained with a language modeling or denoising objec-

tive (Guo et al. 2020).

Embeddings management A non negligible part of efforts have been focused on em-

bedding management, to mitigate the out-of-vocabulary word problem, particularly prevalent

in low-resource machine translation. Methods range from combining character and word level

embeddings (Ataman et al. 2019; Chen et al. 2018; Luong and Manning 2016) or creating hier-

archical embeddings (Morishita et al. 2018; Yang et al. 2020a) and combining models with dic-

tionnaries or similarity scores to look up or find most similar words to unknowns (Luong et al.

6Multilingual models can seem close to pivot-learning models, but the former learn to encode and decode several

languages all at the same time (using training data which clearly indicates the current example language pair),

where the latter have been trained on given languages, then are fine-tuned on new languages (in a sequential

process), without any indication to the model that the language pairs have changed between both steps.
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2015b; Zhang et al. 2013; Zhang et al. 2012), to using multilingual embedding spaces to man-

age out of vocabulary words (Alvarez-Melis and Jaakkola 2018; Duong et al. 2016; Gouws and

Søgaard 2015; Haddad et al. 2018; Li et al. 2016; Zou et al. 2013).

Examples of other architecture changes Several efforts have been made to find

more complex architectures, ranging from simply plugging encoder embeddings directly into

decoder attention mechanisms (Ngo et al. 2019) to constraining the hidden representation to

make it a latent variable (Zhang et al. 2016), or even learning language graphs to determine op-

timal path between two languages (He et al. 2019); these are out of scope for this document, as

we focuson simple andwell-knownmethods, in anoptic of usability andunderstandability both

bymachine learning practicioners but also linguists.

4.3 Conclusion

In this last theoretical chapter, we saw what differentiates machine translation in high and low

resource setups, as well as many methods to mitigate scarce data. Among these, we can re-

member data augmentation through pretraining, backtranslation, and multilinguality, as well

as transfer learning, which we will use in some of our experiments. It is now time to jump into

the heart of our work, and look at our first axis: using neural networks to study words through

time. Onwards!

54



Part II

NEURAL NETWORKS AND
COGNATES

55





57





The angles were vaguely illogical. It was

like a puzzle. This red bead, if slid along

this wire to that junction, should reach

there—but it didn’t. A maze, odd, but no

doubt instructive.

Padgett (1943)

Character-level low-resource machine translation and cognate prediction present a num-

ber of similarities: both model sequence-to-sequence relations, looking at structured data, and

machine translation has been used with for cognate prediction or proto-form reconstruction in

recent years. Preliminary experiments (Fourrier 2020) and previous work (Dekker 2018) have

shown that sequence-to-sequence models do not perform as well as simpler neural or non-

neural methods on etymological cognates. This raises the question which started this PhD:

Canwe efficiently use neural networks for historical word prediction at all?

Hypothesis The neural networks tested might have failed on this task for several plausi-

ble reasons. 1) Cognate prediction could be theoretically too different from machine transla-

tion, as their underlying linguistic assumptions and aims have not been formally compared, and

could impact the transferability of choices and techniques. 2) The models used in preliminary

work could be inefficient because of a lack of adaptation to the task: this is likely, as most have

been used ‘out-of-the-box’, with no parameter search and no fine-tuning. 3) Neural networks

are known to be inefficient in very low-resource situations, being easily outperformed by statis-

tical methods, and cognate prediction is notoriously low-resource.1 4) Cognate prediction could

simply be too complex a task for these methods.

Setup To differentiate between these hypotheses (Chapter 6), we first study the theoretical

differences between cognate prediction and machine translation, to suggest likely good setups

for this task. Then, to test the ‘model’ hypothesis without being hindered by a lack of data, we

create artificial datasetswhich reproducephonological language change, and study if neural net-

works can reach an acceptable accuracy for artificial historicalword prediction, and underwhich

conditions. We then loop back to the linguistic aspect of the task, by wondering what experi-

ments on artificial data can teach us about historical word prediction.

Having established model performance in an ideal setup, as well as the minimal data size

theoretically needed, we then wonder how transferable our results are to real datasets. After

updating an etymological database to generate cognate sets big enough to train on (Fourrier

and Sagot 2020b), our next question is the following:

Which low resource machine translation setups work best on real historical word predic-

tion?

1For example, the most famous cognate sets (manually annotated by linguists) are the historical Swadesh (1955)

lists, which contain at most about 200 word pairs per language.
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Hypothesis Themachine translation field has developed a number of tools tomitigate low-

resourced situations, amongwhich pretraining, backtranslation, and exploitingmodelmultilin-

guality are highly used (see Section 4.2.1). But whereas machine translationmodels could theo-

retically be trained on any sentence pair that are translations of each other, cognate prediction is

farmore limited in termsofwhichdata canbeused; cognacy relations only link a limitednumber

ofwords in specific languagepairs, limiting not only available parallel data but also the potential

for synthetic data (e.g. via backtranslation or pretraining usingmonolingual lexicons). However,

since cognates are words linked by sound correspondences and sound change rules identified

across multilingual sets, we expect multilinguality to be a plus.

Setup We therefore reproduce the experiments done on artificial data, using this time real

data from Romance languages, then try a panel of data augmentation techniques, and compare

their respective performance on our task (Chapter 7). Having then determined which setups

are the best, we study what the corresponding models are able to learn linguistically, as raw

performance on such a task is of little value if it does not rely on linguistic generalizations. Are

the models only learning to repeat the most common patterns in the data, or do we see more

complex linguistic observations emerge?

Our final question is the following:

What can we learn by probing cognate predictionmodels?

Hypothesis Cognates descend from a common ancestor word, their proto-form. When

models learn mappings between cognates in related languages (going from all languages to

themselves throughall possible pairs), themultilingual joint intermediate representation is con-

strained toa commondenominator, since eachencoderneeds tobe coherent for all decoders, and

each decoder to be able towork on representations coming from any encoder. A plausible candi-

date for this common space would be amapping of a shared ancestor space, as proto-form have

the overall smallest distance to all their children.

Setup We therefore train amassivelymultilingual cognate predictionmodel, this timewith-

out explicit ancestor information, and study both what it learns externally (by analysing results

as such), and internally (by probing and representing its inner components) (Chapter 8).

60



5 Experimental setup

The sun is simple. A sword is simple. A

storm is simple. Behind everything simple

is a huge tail of complicated.

Pratchett (2010)

Having developped in the previous introduction our different research hypotheses and

broad research directions, we describe in this chapter the practical setup of our experiments:

which models we use, how they are implemented,1 which scores we choose for evaluation and

why, as well as the datasets we train on (as almost all datasets used in this manuscript were

developped especially for this research, from artificial data to test our hypothesis to automat-

ically extracted cognate sets). We will refer back to this chapter in all chapters of the current

manuscript part.

5.1 Models and training

Task description Our general task herewill be historicalword prediction, either including

both cognate prediction and proto-form reconstruction, or only the former. Wemodel this task

as a character-level2machine translation task, on cognate sets.3

Baseline OurbaselinesareSMTmodels trained for eachbilingual languagedirection (SMT),
usingMOSES (Koehn et al. 2007),4withGIZA++ as tokenizer and alignmentmodel (Och andNey
2003), a 3-gram KenLMmodel of the output (Heafield 2011), and MERT for tuning (Bertoldi et al.
2009).5

Neural models Weuseour implementationof the sequence-to-sequenceencoder-decoder

model with attention (Bahdanau et al. 2015; Luong et al. 2015a) in fairseq,6 and fairseq’s
implementation of the multilingual Transformer (Vaswani et al. 2017).

1However, detailed parameters for givenmodel are described in their respective chapters.
2We use here the customary term “character-level MT,” although in our case, characters correspond to phones.
3It is actually more similar to a word-level MT, where we consider our sentence to be our cognate, and our words to

be its phones.
4MOSES is the reference library for statistical MT.
5See section 4.1.1 for more explanation of statistical machine translatonmodels.
6Code can be found at http://github.com/clefourrier/CopperMT.
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Name #source #target Withmono- Sharing Schematic

lingual data components

SMT 1 1 No -

B-NMT 1 1 No None L1 L2

B-NMT+m 1 1 Yes None

L1

L2

L2

M-NMT 9 (all) 9 (all) No None

L1

L2

−
L2

L1

M-NMT+m 9 (all) 9 (all) Yes None

L1

L2

L2

L1

M-NMT+m+shared_emb 9 (all) 9 (all) Yes Embeddings

L1

L2

L2

L1

M-NMT+m+shared_all 9 (all) 9 (all) Yes All L1
L2

L1
L2

Table 5.1:Model type setups - NMT can be a RNN (NMTR) or a Transformer (NMTT ).

Several setups will appear throughout this document: bilingual NMT models, without

(B-NMT) or with (B-NMT+m) added monolingual data,7 and multilingual models with-

out (M-NMT) or with (M-NMT+m) monolingual data, using one encoder and one decoder

per language. We also use multilingual models with shared components, either embed-

dings layers8 (M-NMT+m+shared_emb) or full encoders and decoders across all languages
(M-NMT+m+shared_all).9 Recurrent models are signified using NMTR, and Transformers

NMTT .

Each model is trained using the Adam optimizer (Kingma and Ba 2015) and the cross en-

tropy loss, stopping on the first of either 20 epochs or convergence, using dev BLEU as criterion

during training.

Evaluation Weuse BLEU as an evaluationmetric on characters,10 using the SacreBLEU im-

plementation (Post 2018). In order to use BLEU even when we produce n>1 “translations”, we
compute BLEU scores by providing the n-best results as the references, and our input word as
the output, which provides an estimation of the “best performance” across “translations”.11 In

standard MT, BLEU can under-score the many valid translations that do not match the refer-

7B-NMT+mmodels train on a single language pair, augmented with the monolingual target data, provided to the

decoder through its ownencoder; they allow the target decoder to see asmuch target data as possible, to reinforce

its languagemodelling capacities.
8Sharing the embedding layer means sharing the embedding vector space and vocabulary across all languages en-

coders, same across decoders.
9When sharing the model across languages, we prepend our data with a target language token.
10Several other character-based metrics could also have been used, but we focused on the standard metric for ma-

chine translation.
11This informs us more about recall rather than precision.
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ence. For cognate prediction, however, we expect a single correct prediction inmost cases (there

are a few exceptions such as variants due to gender distinctions specific to the target language).

This makes BLEU better suited to the cognate prediction task than it is to standardMT.12

Note on our neural models Our first experiments were done using our first imple-

mentation of the recurrent encoder-decoder models with attention named MEDeA (Multiway

Encoder Decoder Architecture) and based on PyTorch directly. However, for the sake of repro-

ducibility and improved usability, our implementation was since then ported to fairseq, one
of themost used toolkits in NLP. For better homogeneity throughout the thesis, the preliminary

experiments have been rerun with the new implementation (Chapter 6); new results are more

exhaustive, andstatistically comparable to the initial results,which canbe found in the following

papers (Fourrier 2020; Fourrier and Sagot 2020a).

5.2 Data

In this section, we introduce two dataset types: artificial data built to simulate natural cognate

evolution from protoform to several daughters in Romance languages in a controlled setup, and

real data, either historical or contemporary, extracted from real Romance languages. Both are

contributions of this PhD: the artificial data generator created for the occasion is open-source

software, andprovidedwith the setof rules extracted fromthe litterature forRomance languages,

and the different cognate sets come from an etymological database updated for this thesis, also

provided as open source software with extraction scripts.

5.2.1 Generating artificial datasets

Using artificial data for such a proof of concept offers several advantages: we can investigate the

minimum number of word pairs required to successfully learn sound correspondences (though

in a very simplified and noiseless setup), aswell as control the different parameters constraining

theproto-language (number of phonemes, phonotactics) and its transformation into thedaugh-

ter languages (e.g. number of sound changes). However, the artificial data must be realistic, to

not impair the linguistic validity of the experiment; the proto-language must have its own re-

alistic phonology, obey phonetic and phonotactic rules, and its daughter languages must have

been generated by the sequential application of plausible sound changes.

Creating a proto-language Wecreate analgorithmwhich, givenaphone inventory and

phonotactic constraints13, generates a lexicon of a chosen size.1415 For our experiments, we draw

inspiration from Latin and Romance languages. More precisely, we use:

12BLEU is also more adapted than an exact match, as it allows us to compare how close the prediction is to the

reference, and does not suffer, in cognate prediction, from the same problems as in standardMT.
13Phonotactics govern which phonemes sequences are allowed.
14We do not consider plausible morphological variations of the generated forms.
15Code available at http://github.com/clefourrier/PLexGen.
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• The phone inventories of Romance languages: each lexicon generated uses all the phones

common to all Romance languages, as well as a randomly chosen subset of less common

Romance phones.16

• The phonotactics of Latin, as detailed in thework of Cser (2016): eachword is constructed

by choosing a syllable length in the distribution, and its syllables are then constructed by

applying a random set of the corresponding positional phonotactic rules.

Generating daughter languages Given the proto-language, we create a daughter lan-

guage by, first, randomly choosing a set of sound changes, then consecutively applying each

chosen sound change to all words in the lexicon. Among the main possible sound changes for

Romance languages are epenthesis (addition of a sound to a word, as in Latin tremulare giving
French trembler), of which prothesis is a subset (addition of a sound at the beginning of a word,
often a vowel for Romance, such as Latin status to Spanish estado), its opposite, apocope (the loss
of a final vowel, as in Latinmare giving Portuguesemar), aswell as palatalisation (moving a con-
sonant or vowel closer to the palate during its pronunciation, such as Latin clamare to Spanish
llamar), lenition (changes in consonant manner which increase the air flow), and diphtongisa-
tion (going fromone to several vowels). The dataset generated for this paper used two sets, each

of 1517 randomly chosen sound changes, to generate two daughter languages. Three examples

fromour generateddataset are: 1) [stra] to [isdre], [estre]; 2) [Zolpast] to [Zolbes], [Zolpes] and
3) [splutoi] to [isbledoi], [espletoi].

5.2.2 Extracting real historical data

Languages Sound correspondences and sound change rules are identified by looking at

multilingual sets of cognates. We select 9 related Romance languages forwhich enough cognate

data is available, and their common parent language: Galician (GL), Portuguese (PT), Spanish

(ES), Catalan (CA), Occitan (OC), Italian (IT), French (FR), Romanian (RO), Aromanian (RUP)

and finally Latin (LA).18

Figure 5.1: Relations between studied languages and their families.

The Romance family divided early in two branches (Figure 5.1): the Eastern Romance

branch (RO, RUP), and the Italo-Western branch (all others). They therefore constitute the two

oldest language clusters in our data. However, through external influences on their phonology,

16For example, vowels common to all Romance languages are [a] [e] [i] [o] [u], and a subset of extra vowels could be

[O] [E] [I].
17Preliminary experiments showed that 15 sound changes allowed the daughter languages to diverge enough, while

still exhibiting the similarities we expect in our synthetic data.
18Wealso considered adding Sardinian (SC) andDalmaian (DLM) to our studied languages, but had to resort not to,

due to a lack of data and plausible phonetizers.
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EtymDB2 is an update of
the database EtymDB1,
both extracted from the
Wiktionary, which has been
done during this work in
order to gather enough
cognate data. This update
work and subsequent analy-
sis on phylogeny have been
summarised in an LREC
paper (Fourrier and Sagot
2020b), and will not be de-
velopped here.

French (Germanic influences) and the Eastern Romance branch (Slavic influences) tend to di-

verge from the other Romance languages studied. At the opposite end of the spectrum in terms

of language closeness, Portuguese and Galician belong to their own language sub-branch, the

Galician-Portuguese branch, as do Catalan and Occitan in the Occitano-Romance branch.

Source and extraction EtymDB2 is a database of lexemes, stored as triples of the form

〈language, lemma,19meaning expressed by English glosses〉, which are related by typed etymo-
logical relations (such as ‘direct inheritance’ ‘borrowing’ and ‘cognacy’, derivtional relations be-

ing ignored20 see Section 1.2.2.2). To generate the cognate dataset from EtymDB2, we followed

the inheritance etymological paths betweenwords. Twowords form a cognate pair if they share

a common ancestor in one of their common parent languages.

Cognacy relations, in general, link lexemes; however, this extraction process selects the

available lemmas as being the representative form of their lexemes for our cognate pairs. These

lemmas might not necessarily be the best form to observe cognacy and sound correspondence

patterns, as they can have lost some important phonetic information on the way: for example,

blanc [blã] ‘white (masc.)’ (French), coming from *blancus [blankos] ‘id.’ (Vulgar Latin, recon-
structed) no longer carries the sound correspondence between Latin [k] and French [S] that is
still observable in the feminine form blanche [blãS] ‘white (fem.)’ (French). Similary, French écrire
[eKRiR] ‘towrite’ coming fromLatin scrībere [skri:bere] ‘id.’ does not highlight asmany correpon-
dances as other forms, such as écrivons [eKRive] ‘(we) write’, where the [b] to [v] correspondence
is clearly visible.

Throughout our extraction, lemma are only kept based on availability: for Latin, the lemma

of a noun lexeme is often its nominative singular form, but we sometimes also find accusative

singular forms; for adjectives, it is often the nominal masculine form, but we also find nominal

neutral, and nominal feminine forms, sometimes accusative or dative. In the case of a cognate

pair where one word is associated with several counterparts (say a Spanish lexeme associated

with the nominative and accusative forms of its corresponding Latin cognate), the pair kept is

the one with the lowest phonetic Levensthein distance (see next paragraph).21

Preprocessing We first clean the dataset, and remove words containing characters that

are not in the correct locale for the relevant language. We filter the remaining list: when faced
with competing pairs, i.e. pairs whose source word is the same but whose target words differ,

we retain the pair with the lowest Levenshtein edit distance. Each word is phonetised into IPA
using espeak (Duddington 2007-2015), an open source multilingual speech synthesiser which
can also phonetize sequence of words to IPA, in CA, ES, IT, FR, LA, PT, RO. We approximate the

19See Section 1.1.2 for a definition.
20Lexemes linked to their parent by derivation processes do not always carry the full phonetic evolution of their

languages: derivation can add affixes at a later stage of the word evolution from its parent form, affixes which do

not necessarily carry this full phonological history (depending on their creation mechanism). In order to better

focus on words carrying the full path of sound changes, we ignored derivational lexemes during the database

creation.
21Other possible setups could have been either 1) keeping all pairs carrying these parallel relations, andmaking sure

every cognate pair carried all possible forms, to better help themodel learn ambiguity, but it would have implied

creating a new metric for evaluation of several predictions against several baselines, as well as a huge amount

of time, or 2) choosing an homogeneous, default lemma for a POS and a language (singular feminine form for

French nouns for example), with the risk that some finer or rarer sound correspondences would not be seen by

our models.
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Language Ancestor path

Aromanian Proto-Indo European >Proto-Italic >Old Latin >Latin

Catalan Proto-Indo European >Proto-Italic >Old Latin >Latin >Old Occitan >Old Catalan

French Proto-Indo European >Proto-Italic >Old Latin >Latin >Old French >Middle French

Galician Proto-Indo European >Proto-Italic >Old Latin >Latin >Old Portuguese

Italian Proto-Indo European >Proto-Italic >Old Latin >Latin

Latin Proto-Indo European >Proto-Italic >Old Latin

Occitan Proto-Indo European >Proto-Italic >Old Latin >Latin >Old Occitan

Portuguese Proto-Indo European >Proto-Italic >Old Latin >Latin >Old Portuguese

Romanian Proto-Indo European >Proto-Italic >Old Latin >Latin

Spanish Proto-Indo European >Proto-Italic >Old Latin >Latin >Old Spanish

Table 5.2: Ancestors of our languages of interest in our chosen database.
Latin as an ancestor corresponds both to Classical Latin (written) and Vulgar Latin (spoken).

See Table A.3 in Appendix for relevant languages wiktionary codes.

phonetization of OC as CA, RUP as RO, and GL as PT.22 This also means we consider only one

‘standard’ pronunciation for each of our languages (dialectal versions would highlight similar

if slightly different sound correspondence patterns). We then homogeneize to remove accentu-

ation marks and homogeneise double consonant representations. The data is then tokenised
at the character level with amanually implemented rule-based phonetic tokenizer, which keeps

symbols (diacritics for nasal vowels, symbols of length) with the corresponding phone.

For example, conocer ‘to know’ is phonetised as [konoTER], then split into phones and seg-
mented into [k, o, n, o, T, E, R], and cattus ‘cat’ is phonetised as [kat:us], which gives, after
tokenisation [k, a, t:, u, s].

Did we obtain cognate datasets? Despite data sanity checks (by comparing the

source etymological database with previous works), cleaning steps, and the focus on ‘inheri-

tance’ relations and language ancestry paths, it is still very likely that the generated datasets

containedmisclassified words. Strictly asserting that our datasets only contained cognates and

absolutely no borrowings would have required a time and expertise I did not have.

5.2.3 Extracting monolingual lexicons

Non-historical words Monolingual lexicon datasets are used for data augmentation ex-

periments in our historical word reconstruction task only. They are extracted from a multilin-

gual translation graph, YaMTG (Hanoka and Sagot 2014), by keeping all unique words for our

languages of interest (IT, ES, LA). To remove noise, words containing non-alphabetic characters

are discarded (punctuationmarks, parentheses, etc.).

Historical words Where the previous dataset used monolingual lexicons containing any

type of word from an historical linguistic standpoint, this time, we generate monolingual cog-

nate lexicons for our ‘massive cognate prediction experiment’. They contain only words that

22These approximations should hold for our study, as these languages have themost linguistic features in common.
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could belong to cognate sets, as they descend from a direct parent of their language (for exam-

ple, Latin or Old Spanish for Spanish) - these words are therefore likely to contain phonological

patterns of interest.

5.2.4 Data description

We now introduce the three datasets created for each task of interest. To first study feasability

of using neural networks for our task, we use controlled artificial data; then, to study the differ-

ent tasks of historical word reconstruction (cognate prediction, proto-form reconstruction), we

use a small specific real data set, with addedmonolingual lexicon for data augmentation exper-

iments; lastly, to investigate what our models learn during cognate prediction specifically, we

use a massively multilingual dataset.

Artificial dataset The full set contains 20,000 uniqueword tripleswith a proto-language

(PL) word and its reflects23 in the two daughter languages (DL1 and DL2). Samples of various

sizes are then randomly drawn from this dataset.

Historical word reconstruction To study the applicability of our task to real dataset,

we use bilingual cognate lexicons linking Spanish Italian and Latin,24 extended with monolin-

gual lexicons for some experiments (see Table 5.3). The cognate andproto-form lexicons respec-

tively contain 5,109, 4,271 and 1,804 words for a total of 77,771, 63,131 and 24,576 phones (ES–IT

being considerably smaller), with on average 40 different and unique phones. The final mono-

lingual lexicons (cleaned and phonetised, extracted from a dictionary) contain between 18,639

and 99,949 unique words (the LA set is more than 4 times smaller than the others).

Bilingual LA–IT LA–ES ES–IT

#words 5,109 4,271 1,804

#phones 77,771 63,131 24,576

#Unique phones 34 39 38

Avg. word length 7.62 7.40 6.81

Monolingual ES IT LA

#words 78,412 99,949 18,639

#phones 626,175 815,562 142,955

#Unique phones 38 40 29

Word length 7.98 8.24 7.67

Table 5.3: Dataset statistics for our lexicons.

Massive cognate prediction To studywhat a neural network latently learns fromusing

only contemporary data, we develop a massive Romance cognate set. It contains considerable

variability in the number ofword pairs between languages (see Table 5.4): OC→RUP (two of our

least resourced languages) contains81 pairs,whereas PO→ES contains 1,930pairs. Monolingual

23In other terms, its ‘children’ words.
24We use an extended definition of cognacy which includes the proto-form.

67



5 Experimental setup

datasets vary from 553 words for OC to 6,005 words for IT, CA, ES, FR, IT, and PT monolingual

sets containmore than2000words, andGL,OC, ROandRUP less than 1,500.25 The total number

of phones per pair varies accordingly; the number of unique phones per language pair stands

between 32 and 56, depending on the number of shared phones between languages. Average

word length varies between 5.3 and 8.3 phones.

5.2.5 Datasets use

These datasets will be successively used in the following chapters

• first, the artificial dataset will help us determine whether neural networks can learn his-

torical word reconstruction in a noiseless and easy setup in the next chapter;

• then, the historical word reconstruction dataset will help us test if neural networks can

learn historical word reconstruction in a real setup in the following one;

• finally, the massive cognate dataset will help us see what and how precisely our models

can learn from the task of cognate prediction specifically.

25We use monolingual data to reinforce the decoders language modelling capabilities, see next section. We expect

that such a variation in size will impact learning.
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From Catalan (CA) to CA ES FR GL IT OC PT RO RUP

#words 2,612 1,233 466 449 970 324 1,031 235 144

#phones 16,472 16,171 5,706 5,724 12,511 3,486 13,601 2,162 1,307

#unique phones 36 41 47 44 56 35 44 42 40

Avg word length 7.31 7.56 7.12 7.37 7.45 6.38 7.60 5.60 5.54

From Spanish (ES) to CA ES FR GL IT OC PT RO RUP

#words 1,236 4,967 693 732 1,880 230 1,930 463 291

#phones 16,198 34,176 8,931 9,760 25,686 2,534 26,156 4,700 2,898

#unique phones 41 35 46 44 54 38 44 42 39

Avg word length 7.55 7.88 7.45 7.67 7.83 6.51 7.78 6.08 5.98

From French (FR) to CA ES FR GL IT OC PT RO RUP

#words 466 694 3,772 215 715 110 600 135 86

#phones 5,707 8,941 21,225 2,641 9,332 1,126 7,665 1,183 737

#unique phones 47 46 46 42 54 41 43 37 36

Avg word length 7.13 7.44 6.63 7.15 7.53 6.12 7.39 5.39 5.30

From Galician (GL) to CA ES FR GL IT OC PT RO RUP

#words 449 732 215 1,464 558 138 882 176 106

#phones 5,724 9,759 2,641 9,509 7,196 1,455 11,117 1,703 1,005

#unique phones 44 44 42 35 51 41 37 38 37

Avg word length 7.37 7.67 7.15 7.50 7.45 6.27 7.30 5.84 5.74

From Italian (IT) to CA ES FR GL IT OC PT RO RUP

#words 973 1,885 717 558 6,005 234 1,557 618 378

#phones 12,534 25,742 9,346 7,190 44,073 2,660 21,199 6,834 4,046

#unique phones 56 54 54 51 49 50 55 50 47

Avg word length 7.44 7.83 7.52 7.44 8.34 6.68 7.81 6.53 6.35

From Occitan (OC) to CA ES FR GL IT OC PT RO RUP

#words 324 230 109 138 234 553 222 117 81

#phones 3,486 2,534 1,120 1,455 2,659 3,026 2,391 1,044 724

#unique phones 35 38 41 41 50 33 42 38 36

Avg word length 6.38 6.51 6.14 6.27 6.68 6.47 6.39 5.46 5.47

From Portuguese (PT) to CA ES FR GL IT OC PT RO RUP

#words 1,031 1,930 596 883 1,556 223 4,891 399 261

#phones 13,606 26,158 7,624 11,125 21,188 2,399 33,046 3,991 2,569

#unique phones 44 44 43 37 55 42 37 39 38

Avg word length 7.60 7.78 7.40 7.30 7.81 6.38 7.76 6.00 5.92

From Romanian (RO) to CA ES FR GL IT OC PT RO RUP

#words 236 465 136 175 621 117 398 1,088 412

#phones 2,173 4,715 1,193 1,696 6,859 1,044 3,984 5,833 4,251

#unique phones 42 42 37 38 50 38 39 32 32

Avg word length 5.60 6.07 5.39 5.85 6.52 5.46 6.01 6.36 6.16

From Aromanian (RUP) to CA ES FR GL IT OC PT RO RUP

#words 146 292 87 107 378 81 259 412 817

#phones 1,327 2,907 745 1,015 4,038 724 2,551 4,251 4,531

#unique phones 40 39 37 37 47 36 38 32 29

Avg word length 5.54 5.98 5.29 5.74 6.34 5.47 5.92 6.16 6.55

Table 5.4: Detailed dataset statistics for our lexicons.
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6 Can machine translation
neural networks be used for
historical word prediction?

“Messengers are on their way to your

household at this moment, Khadilh

ban-harihn,” he said. “We regret the delay,

but it takes time, you know. All these

things take time.”

Elgin (1969)

Now that we know what our experimental setup will look like, we want to know whether

the previously seenmachine translation tools can actually be used for historicalwordprediction.

Preliminary work (Dekker 2018) seemed to conclude that these models were too big or complex

for such a task, and we therefore first study cognate prediction from a theoretical standpoint, in

order to better understand the extent of its similarities and differences to machine translation.

Having reached a conclusion onwhat this could theoretically mean for our current question, we

want to test if machine translation techniques can be used to predict cognates, using artificial

dataandexploringdifferentmodelparameters. This allowsus tocontrolboth theamountofdata

available aswell as themodel level of complexity, and therefore to pinpoint if models previously

failed on the task because they were too complex, the data too small, or if it is actually a matter

of theoretical mismatch between task and chosen architecture.

6.1 Theoretical comparison between cognate prediction
and machine translation

Wefirst study if the underlying linguistic assumptions and aims ofmachine translation and his-

torical word prediction are distinct, and how it could impact technique transfer from the first

task to the latter.

6.1.1 Form

Units The first obvious difference is that machine translation processes sentences split into

individual graphemic units, where cognate prediction, on the other hand, involves predicting
sound correspondences from one cognate word to another, and so is best modelled using se-
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6 Can machine translation neural networks be used for historical word prediction?

quences of phones. This is only a surface difference, in terms of neural networksmodels – apart
from the fact that, where machine translation could rely on pretrained vocabulary embeddings,

no such thing exists for phonetic embeddings. Therefore, vocabulary size should be similar to

that of a character-level translationmodel.

Order In machine translation, correspondences between source and target sentences can

involve long-distance reorderings, in character sequences of sentence length, whereas the re-

orderings sometimes found in the correspondence between cognates are almost always local

(e.g.metatheses), and involve character sequencesofword length.1 This introduces a fundamen-

tal difference, from amachine learning point of view, between both tasks, and it is unlikely that

the best performing architectures formachine translation, able tomodel these long-distance re-

lations across sentences, will also be the best for cognate prediction – and it seems respectively

logical that short-distance bi-directional architectures could outperformmore complex models

(as sound changes can both occur after or before specific sounds, as in assimilation cases).

Data size Asmentionned earlier, cognate sets are considerably smaller than usualmachine

translation sets, by several orders of magnitude. It is very likely that this will play onmodel size,

as a model with typical parameters (several layers in encoders and decoders, of hidden size 512,

which are default in several toolkits, such as fairseq and PyTorch)2 would be too big for so
small a task, and would risk severly overfitting.

6.1.2 Substance

Modeled relations Machine translation involves symmetrical relations between se-

quences, as does cognate prediction when looking at sister languages. However, when adding

proto-formreconstruction to themix,we introduceasymmetrical relationships: parent-to-child,

i.e. modelling sequences of regular sound changes, is non-ambiguous, whereas child-to-parent

(e.g. ES→LA) is intrinsically ambiguous, as two distinct sounds in the parent language can

result in the same outcome in the child language. When two distinct sounds in the child lan-

guage are the outcome of the same sound in the parent language, it is always because their

(word-internal) phonetic contexts were different in the parent language. In other words, the

parent-to-child direction is (virtually) non-ambiguous, but might require taking the phonetic

context into account. However, the child-to-parent direction is intrinsically ambiguous, which

results from the fact that a sound in the child language can be the regular outcome ofmore than

one sound in the parent language: for instance Spanish /b/ comes from Latin /p/ in abría (from
Latin aperīre) but from Latin /b/ in habría (from Latin habeō). This introduces the need to find
methods to accommodate this ambiguity, unnecessary in ‘pure’ machine translation, in order

to predict both correct and plausible answers. We suggest that using n-best predictions can
increase performance significantly.

There is no apparent reason that machine translation models should not be able to model

1Even with different segmentation granularities for MT, the average sequence length is generally much shorter for

cognate prediction than for MT.
2See the documentation of the fairseq LSTMs at https://fairseq.readthedocs.io/en/latest/

models.html or of the PyTorch Transformer at https://pytorch.org/docs/stable/generated/
torch.nn.Transformer.html.
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6.2 Can MT be used for historical word reconstruction?

This chapter is an extended
and more exhaustive ver-
sion of (Fourrier 2020) and
(Fourrier and Sagot 2020a).

historical word prediction. Higher performingmodels are likely to be considerably smaller than

usualMTmodels (apart from vocabulary size), good atmodelling short-term bidirectional rela-

tions, and to predict several n-best results. Let’s therefore try to understandwhy previousmod-
els did not work.

6.2 Can MT be used for historical word reconstruction?

6.2.1 Experimental setup specificities

In order to study precisely the conditions under which our translation models can be used for

cognate prediction, we artificially create an ‘ideal setup’, with controlled data and data size. We

use our artificial lexicon, composed of a proto-language and its reflect in two artificially defined

daughter languages.

Data Since we want to study the impact of data on our performance, we extract several sub-

sets from our artificial set (of 500, 1000, 1500, 2000, and 3000words, see Section 5.2.1), that we

shuffle using 3 different data seeds, and split in training/development/testing sets (respectively

using 85/7.5/7.5% of the data). We therefore run our experiments three times, one on each seed,

to be statistically significant.

Models Our baseline is the SMT model.

We use B-NMT andM-NMT recurrent (NMTR)

and Transformer (NMTT ) setups (see Sec-

tion 5.1).

B-NMT M-NMT

L1 L2

L1

L2

−
L2

L1

Table 6.1:Models used.

Since we want to find the best setup for each situation, we perform a hyperparameter

search for all our models (separately). We run optimisation experiments for all possible bilin-

gual and multilingual architectures, using three different data splits for each parameter combi-

nation studied, and choosing the models performing best across seeds. Our initial parameters

were selected from preliminary experiments (in bold in Table 7.2).

Parameters Values studied

1) Learning rate× Batch size {0.01, 0.05, 0.001}× {10, 30, 65, 100}
2) Embed. dim. ×Hidden dim. {8, 12, 16, 20, 24}× {18, 36, 54, 72}
3) Number of layers 1, 2, 4

Transformers - 4) Number of heads 1, 2, 3, 4
RNNs - 4) Attention type None, Bahdanau, Luong (dot, concat, general)

Table 6.2: Parameter exploration experiments for NMTmodels.
In bold, the initial parameters at each step.

Table 7.2 contains the successive parameter exploration steps: at the end of a step, we au-

tomatically selected (according to average dev BLEU) the step-best value (after discarding un-
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stable combinations, identified by their dev BLEU standard deviation above 6), used as input

parameter for the next parameter exploration step. When looking at multilingual models, we

chose themodel performing best onmost languages, as measured by comparing the sum of the

ranks (according to their average performance per language) of each model over all language

pairs.

6.2.2 Raw best results

We first describe the best performingmodels results.

Language pair SMT B-NMTR B-NMTT M-NMTR M-NMTT

500 word pairs

PL→D1 98.6±1.7 96.6±2.1 87.1±1.4 97.5±2.3 79.4±1.6
PL→D2 98.7±1.8 98.4±2.3 70.8±5.5 99.0±1.0 75.7±0.7
D1→D2 86.7±6.1 91.5±3.0 80.2±1.7 93.7±0.9 76.5±3.8
D2→D1 97.6±0.7 95.2±2.7 88.8±0.4 96.1±2.5 81.5±1.4
D1→ PL 65.7±2.6 60.0±2.7 50.2±4.1 65.1±2.4 50.5±3.3
D2→ PL 67.1±1.7 68.6±2.6 44.5±4.0 70.0±3.0 54.3±7.8

1000 word pairs

PL→D1 97.9±0.6 98.6±1.3 89.9±2.5 98.1±1.4 92.8±2.4
PL→D2 97.7±1.2 98.5±0.7 87.0±1.1 97.8±1.7 94.0±1.7
D1→D2 85.8±2.6 93.1±2.0 88.5±3.6 93.8±2.5 89.3±1.4
D2→D1 95.7±0.8 95.8±1.0 92.8±1.8 95.6±1.6 92.0±1.3
D1→ PL 62.7±4.6 62.7±5.5 53.2±4.8 59.4±3.0 60.0±2.2
D2→ PL 65.0±3.6 66.5±1.8 54.7±3.0 63.1±2.9 61.1±2.7

1500 word pairs

PL→D1 98.9±0.0 99.6±0.4 93.7±0.5 99.0±0.9 94.1±2.1
PL→D2 98.5±0.4 99.7±0.2 90.5±1.4 99.2±0.8 92.8±2.0
D1→D2 88.1±1.8 92.3±0.7 89.4±0.5 94.6±1.3 90.4±1.3
D2→D1 98.2±0.6 98.2±0.5 95.3±1.6 98.3±0.2 93.8±2.2
D1→ PL 62.6±0.5 65.7±0.8 62.3±2.3 65.9±0.4 61.4±1.1
D2→ PL 65.6±1.5 67.1±3.3 64.9±2.3 68.1±1.1 64.2±1.8

2000word pairs

PL→D1 98.1±0.3 98.7±0.4 94.4±0.4 98.7±0.7 96.2±0.6
PL→D2 98.0±0.5 98.9±0.8 93.6±0.6 98.8±1.0 94.0±1.3
D1→D2 88.5±1.8 95.0±0.7 91.8±0.8 93.6±1.5 93.1±0.7
D2→D1 97.5±0.8 97.4±0.9 96.4±0.7 96.9±0.4 95.8±0.4
D1→ PL 61.7±1.6 65.2±0.8 62.9±1.1 65.0±1.7 64.0±2.9
D2→ PL 63.6±0.5 64.7±1.7 63.5±0.9 67.4±0.8 65.3±1.8

3000word pairs

PL→D1 99.0±0.1 99.2±0.2 97.0±0.7 99.4±0.5 96.6±1.1
PL→D2 98.4±0.4 98.9±0.4 94.5±0.1 99.3±0.4 96.0±1.0
D1→D2 88.0±0.4 92.9±0.4 90.5±1.3 92.6±1.0 91.1±1.9
D2→D1 97.0±0.9 97.5±0.9 96.9±0.6 97.2±0.5 96.2±1.3
D1→ PL 61.7±0.7 63.7±1.7 63.0±2.3 64.8±1.0 61.4±2.1
D2→ PL 65.9±0.2 66.7±1.1 64.0±0.4 67.4±0.9 65.3±2.9

Table 6.3: Test BLEU raw results for our best parameters.
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The reasons for variations
between translation direc-
tions will be looked at in
Section 6.4.

SMT We observe, on Table 6.3, that the SMT best models reach 97.7 to 99 BLEU when pre-

dicting children from the protoform (PL→D1 andD2), 85.8 to 98.2when predicting one children

to theother (D1↔D2), and61.7 to 67.1when reconstructing theprotoform fromthe childrens (D1

or D2→PL). We can therefore say that it is possible, on simple enough data, to predict cognates

and reconstruct protoforms using statisticalmachine translation. We then observe that increas-

ing data size does not change accuracy in a statistically significant way for SMT, only increasing

the prediction stability (reducing the standard deviation between runs, to less than one for our

biggest dataset).

B-NMTR
Our B-NMTR models reach 96.8 to 99.7 BLEU for the prediction of children from

the protoform, 92.1 to 98.1 when predicting cognates, and 57.9 to 68.7 for protoform reconstruc-

tion: an optimized recurrent NMT model can therefore also both predict cognates and recon-

struct protoforms. As for SMT, increasing data size only seems to increase stability.

B-NMTT
Our B-NMTT models, however, reach 87.6 to 97.0 BLEU for the prediction of chil-

dren from the protoform, 88.0 to 96.8 when predicting cognates, and 45.5 to 64.5 for protoform

reconstruction. Theaverageperformanceof TransformerNMTmodels is lower than for theother

bilingual models, and these models seem more susceptible to the effect of data size, gaining 10

BLEU points from the smallest to the largest setup.

M-NMTR
OurM-NMTR models directly reach a similar or better performance than SMT for

the lowest data size (between -1/+1 BLEU to +7 BLEU), as well as perform better than B-NMTR

(between +1 to +7 BLEU for 500 data pairs). Increasing data size to 1500 allows to reach the best

results of the table across data pairs. Multilingual recurrent models therefore seem to be the

best possible architecture for cognate prediction and protoform reconstruction – however, these

models are slower to train.

M-NMTT
Again, Transformer models, this time multilingual, underperform for the low-

est data sizes, by 10 to 15 BLEU points compared to SMT, reaching a similar performance to B-

NMTT ; their performance remains correlated for bigger data sizes, underperforming the other

models.

6.2.3 Conclusion

As we just saw, all machine translation models tested can, when chosen properly, predict cog-

nates and reconstruct protoforms linked by simple enough relations. SMT and NMTR mod-

els outperform NMTT models, which correlates with state-of-the-art observations on the fact

that Transformers models underperform in low-resource situations when compared to recur-

rent models. It is interesting to note that SMT performs as well, using default parameters, as

NMTR models optimized for the task. We also observed an asymetry in prediction depending on

the task, which we will study in Section 6.4. But first, we want to know how to best choose our

hyperparameters for these tasks.
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The tables in Appendix B
represent 1638 experiments.

6.3 How can MT best be used for historical word
reconstruction?

Wenowstudy the results of our hyperparameters search, to determinewhich parameters are the

most relevant for our task. We first look at the different parameters of interest for our bilingual

setups, then multilingual setups, before summarizing the trends of interest. All results sum-

marised here are presented as results table in Appendix B, with each cell representing an exper-

imental setup applied to 3 dataset splits.

6.3.1 Bilingual experiments results

6.3.1.1 B-NMTR

Best parameters Absolute best parameters vary in terms of embedding dimension, hid-

den size, and batch size, but almost always use a learning rate of 0.005, and Luong’s attention, 1

or 2 layers (see Table 6.4).

Parameter trends Appendix B.1 contains the detailed results for our experiments. The

main first trend we observe across all tables is the impact of the data size: using 500 word pairs

to learn on is consistently too small to allow stable learning for most random parameters com-

binations. Across language pairs, average BLEU scores reach from 13.2 to 95.1 when varying em-

bedding dimensions and hidden sizes, and 5.3 to 96.7when varying batch size and learning rate.

However, carefully tuning embedding dimension to hidden layer and learning rate to batch size

ratios allows the bilingual models to reach, even with such a small set, a similar performance to

models trained withmore data (above 60 BLEU for the daughters to proto-language directions,

above 90 for the other language directions). More generally, for our artificial datasets, we reach

peak performance above 1500 data pairs, where almost all parameter combinations tried per-

form in the same range and without too much variation (standard deviations on average below

1.5).

Then, we can observe that the different parameters need to be explored differently. First,

best results are obtained when hidden size and embedding dimensions are jointly increased,

staying within a ratio where hidden dimension is three times the size of the embedding dimen-

sion (with the exception of the embedding size 12 to hidden dimension 90 which performs sur-

prisinglywell) (Appendix B.1.1).3 Then, too small a learning rate (0.001) prevents learning, espe-

cially with small datasets; however, using too big a learning rate without decreasing the batch

size does not work well either: best results are obtained with 0.005 as learning rate, and batch

sizes between 30 and 60 (Appendix B.1.2). Using a small number of layers works well, but 4

layers prevent learning, with BLEU scores on average 20 points lower for 4 layers and less than

1500 data pairs (Table B.7 in Appendix); this is most likely because it increases model size too

much with respect to the data. In a similar vein, the best performing attention is Luong’s dot

attention (the smallest in terms of parameters), quickly matched by the other attentions from

Luong’s paper with enough data (more than 1500) (Table B.9 in Appendix).

3This is easily observable with the apparition of a diagonal across the experiment matrices.
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Model Embedding dim. Hidden dim. Batch size Learning rate #layers Attention

500 word pairs

PL→D1 28 90 30 0.005 2 Luong dot

PL→D2 24 72 30 0.005 2 Luong dot

D1→D2 28 90 30 0.001 2 Luong dot

D2→D1 28 90 100 0.005 1 Luong dot

D1→ PL 28 90 65 0.01 1 Luong dot

D2→ PL 28 90 30 0.001 1 Luong general

1000 word pairs

PL→D1 12 90 65 0.005 1 Luong dot

PL→D2 12 54 65 0.005 1 Luong dot

D1→D2 16 36 65 0.005 1 Luong dot

D2→D1 16 54 30 0.005 1 Luong general

D1→ PL 12 90 30 0.005 1 Luong dot

D2→ PL 24 72 130 0.005 1 Luong dot

1500 word pairs

PL→D1 16 72 30 0.005 1 Luong dot

PL→D2 16 54 65 0.005 1 Luong general

D1→D2 28 54 130 0.01 2 Luong general

D2→D1 28 72 65 0.005 2 Luong dot

D1→ PL 20 72 65 0.005 1 Luong general

D2→ PL 28 72 100 0.005 1 Luong dot

2000word pairs

PL→D1 20 54 30 0.005 2 Luong dot

PL→D2 20 36 65 0.005 1 Luong dot

D1→D2 20 90 65 0.005 1 Luong dot

D2→D1 20 90 100 0.005 1 Luong concat

D1→ PL 28 54 100 0.01 1 Luong dot

D2→ PL 12 54 65 0.005 2 Luong concat

3000word pairs

PL→D1 16 90 30 0.005 1 Luong dot

PL→D2 16 90 100 0.005 2 Luong concat

D1→D2 24 72 30 0.005 1 Luong dot

D2→D1 12 54 130 0.01 2 Luong concat

D1→ PL 28 54 100 0.01 1 Luong dot

D2→ PL 16 90 130 0.005 1 Luong general

Table 6.4: Results of parameter exploration experiments for B-NMTR.

6.3.1.2 B-NMTT

Best parameters Absolutebestparameters vary in termsofhiddensize, but almost always

use themaximum embedding dimension of 28, a learning rate of 0.005, 1 head, and 1 or 2 layers,

with a lower batch size for smaller datasets (see Table 6.5).

Parameter trends At maximum data size (3000 word pairs), Transformers still don’t

reach BLEU stability across hyper-parameters, varying for example between 76 and 94.7 for
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Language pair Embedding dim. Hidden dim. Batch size Learning rate #layers #heads

500 word pairs

PL→D1 28 36 30 0.005 1 1

PL→D2 28 72 65 0.005 1 1

D1→D2 28 72 30 0.01 1 1

D2→D1 28 90 30 0.005 1 1

D1→ PL 28 36 65 0.005 1 1

D2→ PL 24 54 65 0.01 1 3

1000 word pairs

PL→D1 28 72 30 0.005 1 1

PL→D2 28 72 30 0.005 2 1

D1→D2 28 72 30 0.005 1 2

D2→D1 28 72 30 0.005 1 1

D1→ PL 28 90 65 0.005 1 1

D2→ PL 28 54 65 0.005 1 1

1500 word pairs

PL→D1 24 90 30 0.005 2 1

PL→D2 28 36 30 0.005 2 1

D1→D2 24 90 30 0.005 1 1

D2→D1 28 54 30 0.005 1 1

D1→ PL 28 72 30 0.005 2 1

D2→ PL 28 36 30 0.005 2 1

2000word pairs

PL→D1 28 36 30 0.005 1 4

PL→D2 28 72 30 0.005 2 4

D1→D2 28 72 100 0.005 1 1

D2→D1 28 72 65 0.005 2 1

D1→ PL 28 72 65 0.005 2 1

D2→ PL 28 72 65 0.005 1 1

3000word pairs

PL→D1 28 72 65 0.005 2 4

PL→D2 28 90 30 0.005 1 2

D1→D2 28 36 65 0.005 1 2

D2→D1 28 36 65 0.005 2 1

D1→ PL 28 36 100 0.005 2 2

D2→ PL 28 90 65 0.005 1 2

Table 6.5: Results of parameter exploration experiments for B-NMTT .

PL→D1’s comparison of hidden to embedding size. Below this threshold, BLEU scores vary even

more, for example between 1.1 and 73.5 for the same word pair (Appendix B.1.1). Transformers

are considerably more impacted than recurrent models by the lack of data.

However, some results can still be observed. When studying embedding size versus hidden

dimension, the best results are consistently obtained by increasing embedding size only, with

maximum BLEU (at 60 for daughters to proto-language, 90 to 95 for the rest for the maximum

amount of data) obtained for an embedding size of 28 (Appendix B.1.1).4 When studying batch

4This can be observed with the apparition of a pattern of increasing vertical stripes across our matrixes.
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size to learning rate (Appendix B.1.2), it is better to use a bigger learning ratewith a smaller batch

size for the smaller datasets (with best results obtained at 0.001 to 30 for 500 word pairs), then

decrease the learning rate to 0.005 with enough data (above 1500 word pairs, included). Using

one layer gives the best results for lower datasizes, two give equivalent results above 1500 data

pairs, but four is, as for the RNNs, consistently too big, most likely by increasing model size too

much (Table B.7 in Appendix). Lastly, varying the number of heads has no impact on the results

(Table B.8 in Appendix).

6.3.2 Multilingual experiments

Best parameters Thebest results this timearemost of the time 1) for theM-NMTRmodels,

an embedding dimension of 24 for a hidden dimension of 72 to 90, various batch sizes with a

learning rate of 0.005, one or two layers and the Luong dot attention and 2) for the M-NMTT

models, the maximum embedding dimension of 28 against varying hidden dimensions, 30 or

65 batch size against mostly 0.005 learning rate, 2 layers and 1 head (see Table 6.6).

Model Embedding dim. Hidden dim. Batch size Learning rate #layers Model specific

M-NMTR Attention

500 24 72 30 0.005 1 Luong dot

1000 24 90 30 0.005 1 Luong dot

1500 16 72 65 0.005 2 Luong dot

2000 24 90 130 0.005 2 Luong dot

3000 24 90 100 0.005 2 Luong concat

M-NMTT #heads

500 28 36 65 0.01 1 1

1000 28 72 30 0.005 2 1

1500 28 54 30 0.005 2 1

2000 28 90 30 0.005 2 1

3000 28 90 65 0.005 2 2

Table 6.6: Results of parameter exploration experiments for M-NMTR.

Parameter trends Overall, parameter tendencies are comparable to those of bilingual

models (Appendix B.2). For M-NMTR, better results are obtained by increasing embedding di-

mension and hidden size jointly, when for M-NMTT , we only need to increase embedding di-

mensions. For both, the learning ratemustnot be too small to reach convergence, and for smaller

sets, best results are obtained with lower batch sizes. Less layers still provides best results,

though this time, 4 layers gives comparatively good results above 1500 word pairs, likely be-

cause multilingual models see enough data to train these extra layers (1500 word pairs times 6

translation directions). For M-NMTR, Luong’s dot is still the best attention, though this time,

with enough data (3000 word pairs), it is also possible to reach good performance without any

attention; forM-NMTT , the number of heads does not change results, except for the lowest data

sizes, when too big a head number gives bad results.
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6.3.3 Synthesis

Important hyperparameters For our task, the most important parameters to study,

both for ourNMTT andNMTRmodels are batch size and learning rate. Then,NMTT models need

a high embedding dimension, and NMTR models an embedding size around 1/3 of the hidden

size (above a minimal size), with one of Luong’s attention (dot if little data).

Impact of model types We observed that NMTR and SMT models were systematically

better than NMTT models. They also were comparatively more stable on average (lower BLEU

standard deviations), and from a lower data size than Transformers. NMTR and SMT models

seemmore adapted to our task.

Impact of multilinguality Parameter trends are similar when looking at bilingual and

multilingualmodels, thoughfinal best parameters differed. If this is applicable to real data too, it

could save timeby lookingatpreliminary trendsonbilingualmodels (smaller and faster to train),

to make educated guesses about best multilingual parameter trends, and study a restrained

parameter subset. Multilinguality did not seem to have such an impact on best results, but it

reached a better andmore stable performance sooner for ‘bad’ parameter combinations.

Impact of data size From 1000 to 1500 data pairs, NMTR models are overall quite sta-

ble, and manage to reach good performance for most hyper-parameter combinations chosen –

NMTT , however, are more susceptible to data size, and are still not stable at 3000 word pairs.

SMT models perform as well at 500 data pairs as they do at 3000. For the smallest data sizes

wewill reach, it is plausible that SMTwill perform better than neuralmodels, but NMTR models

should not be too far behind.

6.4 What do our experiments teach us about historical
word reconstruction?

Aswe saw in Section 6.2, not all predictiondirections behave the same. Going from the protolan-

guage to its daughter reaches a test BLEU between 95 and 99 in the best setups, predicting from

one daughter to another reaches a lower test BLEU, between 90 and 98, while going from the

daughters to their parent has the lowest test BLEU, between 60 and 70. This reflects the intu-

itionwe developpedwith respect to the specificities ofmodelled relations in cognate prediction,

developed in Section 6.1.2: going from parent language to daughter, being unambiguous, is eas-

ier than the other way around, which is filled with ambiguity. To accommodate this ambiguity,

we study the use of predicting n-best results, and not just the best one, in an attempt to allow
themodel to predict other plausible answers.

Using the best models for each language pair and model type, we predict the 1 to 10-best
test results to compute relatedBLEU.Wedisplayour resultsonFigure6.1,where thegrid columns

indicate themodel type (NMTR in orange, NMTT in blue, and SMT in green), and grid rows indi-

cate the language pairs: the first two lines display prediction from protolanguage to daughters

80



6.4 What do our experiments teach us about historical word reconstruction?

Figure 6.1: Test BLEU scores for our experiments on artificial data.
Colours indicate themodel type: NMTR inorange (bilingual in col 1 andmultilingual

in col 3), NMTT in blue (bilingual in col 2 and multilingual in col 4), SMT in green

(col 5).

Colour shades indicate the value of n in n-best predictions (1, 2, 3, 5 and 10 from
bottom to top).

The numbers (x-axis) indicate the data size, from 500 to 3000.
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6 Can machine translation neural networks be used for historical word prediction?

(the least likely setup when working with real data, except in low-resourced situations where

data from an ancestor is more common than data from the language of interest), the next two

are daugther to daughter, and correspond to the usual cognate prediction task, then the two last

are daughters to protoform, corresponding to the task of protoform reconstruction. The grid’s

cell themselves contain 5 columns, one for each data size studied, with a shading gradient indi-

cating the n value of the n-best prediction (1, 2, 3, 5, 10 from pastel to bright shades, bottom to

top).

We first confirm our previous observations on test BLEU ranges depending on the con-

cerned languages data size available (500 triplets performing worse than 1000+), as well as the

fact that adding data only benefits the Transformer. We then observe that n-best seems to solve
the problem precedently evoqued: going from 1 to 3-best allows to earn on average 30 extra
BLEU points in our most ambiguous situation, protoform reconstruction (last two grid rows).

Going to 5 or 10-best allows to reach similar performance than for non-ambiguous situations,
but at the cost of precision. When using automatic historical word prediction as a tool to aid

linguists, as in Bodt et al. (2018), the aim is not to predict the single correct answer, but to pro-
vide a list of plausible candidates, which can then be tested against field reality or monolingual

historical corpora.5 As a side note, we also observe that, for the protoform reconstruction, mul-

tilingualmodels seem to outperformbilingualmodels, particularly in 1 and 2-best, especially in
low-resourced situations (500 data pairs). Mutlilinguality might be an interesting way to mit-

igate scarce data situations for protoform reconstruction, and we hypothesize that this could

be linked to the way our M-NMTmodels learn and constrain their intermediate representation,

which will need to be studied later.

We therefore conclude that, whenworkingwith real data, it will likely be important to take

intoaccount thedifference inambiguity, due to thevariety inpredictiondirectionand tasks (with

the most ambiguous task being protoform reconstruction and the least descendant prediction,

with cognate prediction in between), and to balance this ambiguity using n-best predictions or
multilinguality.

6.5 Conclusion

In this chapter, we learned that all models, when properly tuned, can learn the correspondances

we are interested in in a controlled setup - though quite a simplified one, with extremely regular

and noiseless data. However, recurrent and statistical machine translation models outperform

Transformers, especially for small data sizes. We also painted a picture of the most important

parameters to optimize. Lastly, we introduced n-best prediction as a tool to manage ambigu-
ity in prediction directions when studying historical word reconstruction, and confirmed that it

helps, as well as that some prediction directions will always be harder than others because of

the inherent ambiguity they contain (protoform reconstruction). Ourmain interrogation now is

how this all transfers to actual historical data, which contains added noise linked to languages

‘real world’ evolution, and this is the focus in next chapter.

5This aim is quite different from the situation inmachine translation, wherewe often only need one correct transla-

tion (hopefully the best ranked by themodel), andwhere n-best predictions provide also correct variations of the
best translation. In historicalword prediction, however, atmost one prediction is correctwhile other predictions,
compatible with the phonetic laws involved, could have been correct but are not. A linguist would be interested

in both correct and plausible predictions, not just the best ranked one.
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This chapter is an extended
version of Fourrier et al.
(2021). Both our code and
data are freely available at
github.com/clefourrier/
CopperMT. Results differ
slightly - within significance
margins - because a number
of the experiments were
re-run.

7 Do low resource machine
translation setups work on
real historical word
prediction?

“The only thing to do with it is feed it to the

computer.” She fed it to the computer

which ate it with evident pleasure.

Lafferty (1974)

Having established that historical word prediction can, in an ideal setup, be modelled as a

machine translation task, we decide to extend this work to real-world historical data. Real data

is likely to benoisier than the artifical datawepreviously used, aswell as smaller, andwewant to

see how this will impact learning. We first study our previousmachine translation architectures

in this real setup, using Romance languages for our hyperparameters search. We then study if

cognate prediction can actually benefit from low-resource translation techniques, and compare

the impact of different data augmentation methods common in low resource machine transla-

tion (backtranslation, pretraining, multilinguality).

7.1 Experimental setup

7.1.1 General setup

Data We use the ‘historical word reconstruction’ dataset, containing Latin (LA) and its chil-

dren, Italian (IT) and Spanish (ES).We run all experiments on three different train/dev/test splits

in order to obtain confidence scores. For the bilingual (baseline) and multilingual setups, each

split is obtained by sampling sentences 80%/10%/10% randomly.

Models Our baseline is the SMT model.

We use B-NMT andM-NMT recurrent (NMTR)

and Transformer (NMTT ) setups (see Sec-

tion 5.1).

B-NMT M-NMT

L1 L2

L1

L2

−
L2

L1

Table 7.1:Models used.
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7 Do low resource machine translation setups work on real historical word prediction?

Since we want to find the best setup for each, we perform hyperparameter searches.

7.1.2 Preliminary hyperparameters search

We seek to determine whether MT architectures and techniques are well suited to tackling the

task of cognate prediction, paying attention to avoid the pitfalls raised by Sennrich and Zhang

(2019) by carefully selecting architecture sizes and other hyper-parameters. We run optimisa-

tion experiments for all possible bilingual and multilingual architectures, using three different

data splits for each parameter combination studied, and choosing the models performing best

across seeds. Our initial parameters were selected from preliminary experiments (in bold in Ta-

ble 7.2), just like in the previous chapter.

Parameters Values studied

1) Learning rate× Batch size {0.01, 0.05, 0.001}× {10, 30, 65, 100}
2) Embed. dim. ×Hidden dim. {8, 12, 16, 20, 24}× {18, 36, 54, 72}
3) Number of layers 1, 2, 4

Transformers - 4) Number of heads 1, 2, 3, 4
RNNs - 4) Attention type None, Bahdanau, Luong (dot, concat, general)

Table 7.2: Parameter exploration experiments for NMTmodels.
In bold, the initial parameters at each step.

Table 7.2 contains the successive parameter exploration steps: at the end of a step, we au-

tomatically select (according to average dev BLEU) the step-best value, used as input parameter

for the next parameter exploration step.1

7.1.3 Main task setup

For our baselines, we use our SMTmodelswith the best performing B-NMTR andB-NMTT mod-

els. We then assess the impact of techniques commonly used to improve MT in low-resource

scenarios. We first investigate the impact of usingmonolingual data for all 3 architecture types,

via pretraining and backtranslation,2 then compare these data augmentationmethods with our

best performingmultilingualNMTmodels. Wefinally combine our best performingmethods.

Monolingual pretraining For NMT, one way to take advantage of additional monolin-

gual data is to teach the model to “map” each language to itself by using an identity function

objective (i.e. learning to copy the input word: the model will learn to predict as output the in-

put it is shown) on the monolingual data for the model’s target language. For the multilingual

model, thismeans that every encoderwill see data fromall languages,whereas eachdecoderwill

only see data from its specific language. Using monolingual target data during pretraining will

mostly allow each target decoder to have seen more target data (which avoids overfitting and

helps specializing them on their languages). We expect it to be beneficial to encoders too, since

1When looking at multilingual models, we chose the model performing best on most languages, as measured by

comparing the sum of the ranks (according to their average performance per language) of each model over all

language pairs.
2For another explanation of these methods, see Section 4.2.1
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our source and target languages tend to share common sound patterns in cognate prediction,

being closely related. In practice, we pretrain themodel for 5 epochs3 using the identity function

objective together with the initial cognate prediction objective (on the original bilingual data)

and then fine-tuned on the cognate task as before for 20 epochs. For SMT, model parameters

cannot be pretrained as in NMT, so in the guise of pretraining, we take the nearest equivalent:

we use target-side monolingual data to train an extra language model. For each language pair,

the monolingual dataset we use is composed of 90% of the target monolingual data. The bilin-

gual data is the same as before.

Backtranslation For each architecture type, we use the previously chosen SMT and B-

NMTmodels to predict10-best results for each seed from themonolingual target-side data, and

construct synthetic cognate pairs from monolingual lexicons and source-side predictions. For

each word, we keep the first prediction of the 10 that also appears in the relevant monolingual
source language lexicon as our new source, and the initial source as target (this is akin to filtering

back-translated data (e.g. to in-domain data) inMT, a standard practice). We discard pairs with

no prediction match. This large back-translated bilingual dataset is extended with our original

training set (see 4.2.1 for a layman explanation of back-translation). For NMT, it is used to train

a new model for 10 epochs,3 which is then fine-tuned for 20 epochs with the original bilingual

training set. For SMT, it is used (instead of the original bilingual data) to train a newphrase table

(which is then used jointly with the bilingual phrase table learned for the pair).

7.2 Hyperparameter search results

7.2.1 Bilingual models

All parameters are summarized in Figure 7.1, with full colored tables with numbers in Ap-

pendix C.1.

7.2.1.1 Impactful parameters

Embedding dimension vs hidden size Similar to our experiments on artificial data,

for the RNN, increasing embedding dimension has little impact on its own, but increasing hid-

den layer dimension does. For Transformer models, it is the opposite, as increasing embedding

dimension ismore important than varying hidden layer dimension (see Figures 7.1, column 1).

Batch size vs learning rate Weobserve a similar behaviour between allmodels: learn-

ing rateandbatchsizemustvary cohesively,withhigherbatchsizes correlatedwithhigher learn-

ing rates. A good average is 0.005 to 65 for the Transformer, and 0.005 to 30 for the encoder de-

coder. The Transformer is less sensitive to imbalanced ratioswith too small learning rates to too

big batch sizes, and the RNN to too big learning rates to too small batch sizes (Figure 7.1, column

2).

3This number of epochs is systematically big enough to reach convergence.
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Figure 7.1: Synthesized results of B-NMT hyperparameter search (Development BLEU of the best checkpoint).
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7.2 Hyperparameter search results

RNN attention type All possible attentions from theworks of Bahdanau et al. (2015) and

Luong et al. (2015a)were used; attentions fromLuong et al. (2015a) reach better results, with the

Luong dot attention slightly over performing the others (Figure 7.1, column 3, 2nd image).

7.2.1.2 Less significant parameters

Number of layers For both models, the number of layers does not change the perfor-

mance, as long as the number of epochs is increased to reach convergence (Figure 7.1, column

3, 1st image).

Transformer heads number The head number does not have a statistically significant

impact on the best Transformers’ accuracy (Figure 7.1, column 3, 3rd image). However, for mod-

els with worse parameter combinations, using 4 heads increases instability and decreases con-

vergence rate.

7.2.1.3 Overall best parameters

The final parameters chosen are detailed in Table 7.3, and reflect similar trends as with our arti-

ficial data, confirming the validity of our previous conclusions.

Model Learning rate Batch size Embed. dim Hidden dim #layers Model specific

B-NMTR Attention type

ES→IT 0.005 65 20 54 1 Luong-dot

IT→ES 0.005 65 20 72 1 Luong-dot

ES→LA 0.001 10 24 72 4 Luong-dot

LA→ES 0.005 100 20 72 1 Luong-dot

IT→LA 0.001 10 24 72 2 Luong-dot

LA→IT 0.001 10 20 72 2 Luong-dot

B-NMTT #heads

ES→IT 0.005 65 24 54 1 1

IT→ES 0.005 30 24 54 1 3

ES→LA 0.005 65 24 54 1 2

LA→ES 0.001 10 24 72 4 2

IT→LA 0.001 10 24 72 4 3

LA→IT 0.005 65 24 72 2 3

Table 7.3: Results of parameter exploration experiments for RNN and Transformer models.

7.2.2 Multilingual models

Hyperparameter trends are the samebetweenbilingual andmultilingualmodels. All parameters

are summarized in Figure 7.2, with full colored tables with numbers in Appendix C.2.
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7.3 Main task results

7.2.2.1 Impactful parameters

Embedding dimension vs hidden size For the RNN, varying embedding dimen-

sion does not have a lot of impact, but increasing hidden layer dimension does. For Transformer

models, it is the opposite, as increasing embedding dimension is more important than varying

hidden layer dimension (Figure 7.2, column 1).

Batch size vs learning rate We observe a similar behaviour between all models: the

higher the learning rate, the higher the batch size must be (Figure 7.2, column 2).

7.2.2.2 Less significant parameters

Number of layers For both models, the number of layers does not change the perfor-

mance, as long as the number of epochs is increased to reach convergence (Figure 7.2, column

3, 1st image).

Transformer heads number The head number does not have a statistically significant

impact on the best Transformers’ accuracy (Figure 7.2, column 3, 3rd image). However, formod-

els with worse parameter combinations, using 4 heads increases instability and decreases con-

vergence rate.

RNN attention type The dot attention outperforms the other attentions from Luong

et al. (2015a), themselves outperforming no attention or attention from Bahdanau et al. (2015)

(Figure 7.2, column 3, 2nd image).

7.2.2.3 Overall best parameters

Final parameters are described in Table 7.4, and, again, confirm our previous experiments.

Model Learning rate Batch size Embed. dim Hidden dim #layers Attention type/#heads

M-NMTR 0.001 10 24 72 2 Luong-dot

M-NMTT 0.005 30 24 72 4 3

Table 7.4: Results of parameter exploration experiments for RNN and Transformer models.

7.3 Main task results

Now that best performing models have been identified, we study their results, as well as how

data augmentationmethods can best be used to increase performance.
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7.3.1 Baseline: bilingual setup

1-best Results At a first glance (Figure 7.3, “S” columns), SMT and RNN appear to have

relatively similar results, varying between 58.1 and 76.9 BLEU depending on the language pair,

outperforming the Transformer by 5 to 15 points on average. However, SMT performs better for

IT↔ES (pair with the least data), and RNNs for the other pairs. This confirms results from the

literature indicating that SMT outperforms NMT when data is too scarce (Dowling et al. 2018;

Singh andHujon 2020; Skadiņa and Pinnis 2017), and seems to indicates that the data threshold

at which NMT outperforms SMT (for our Romance cognates) is around 3,000word pairs overall

for RNNs, and has not been reached for Transformers.

n-best Results The BLEU scores for NMT and SMT increase by about the same amount for

each new n (n ≤ 10), reaching between 79.3 and 91.9 BLEU score at n = 10 for RNN and SMT.
The Transformer, however, does not catch up.

7.3.2 Leveraging extra data

Pretraining, backtranslation Both pretraining the models and using backtranslation

(Figure 7.3, “P” and “B” columns) increase the results of the Transformermodels by 1 to 9 points,

though they are still below the RNN baseline. It is likely the added monolingual data mitigates

the effect of too scarce bilingual sets. The impact on RNNperformance is negligible formost lan-

guage pairs, apart from the lowest resourced one (ES–IT), for which backtranslation increases

results. Lastly, thesemethods seem tomostly decrease SMT performance, likely becausemono-

lingual lexicons are noisy for our task, diluting the original (correct) bilingual data; this is less of

a problem for NMTmodels, because they are then fine-tuned on the cognate task specifically. A

detailed analysis of the backtranslated data can be found in Section 7.4.1.

Multilinguality Data augmentation through a multilingual setup (Figure 7.3, “M”

columns) seems to be the most successful data augmentation method for RNNs (increasing

performance almost all the times), and allows them to finally outperform bilingual SMT for the

least-resourced pair as well (ES↔IT). The Transformers benefit less from this technique than

fromadding extramonolingual data, apart for ES↔IT,most likely for the same reason as earlier:

this dataset being the smallest, adding words in ES and IT from other language pairs helps to

learn the translation and stabilises learning. This technique is not applicable to SMT.
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Figure 7.3: BLEU scores comparison on real Romance data. Colours indicate the model type: RNNs in orange (col 1 to 4), Transformers in blue (col 5 to 8), SMT
in green (col 9 to 11). Colour shades indicate the value of n in n-best predictions (1, 2, 3, 5 and 10 from bottom to top). The letters (x-axis) indicate the

setup: S - standard/bilingual, P - with pretraining, B - with backtranslation, M -multilingual.
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7 Do low resource machine translation setups work on real historical word prediction?

7.3.3 Combining data augmentation methods

We choose to combine the best performing data augmentation technique overall, multilingual-

ity, with pretraining and backtranslation (Figure 7.4) for our NMTmodels.

Figure 7.4: BLEU scores: RNNs in orange (col 1 to 3), Transformers in blue (col 4 to 6). Colour
shades indicate the value of n in n-best predictions (1, 2, 3, 5 and 10 from bottom to

top). On the x-axis, the letters indicate the setup: M - multilingual, MP - multilin-

gual with pretraining, MB - multilingual with backtranslation.
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Multilinguality + pretraining Combining multilinguality with pretraining has vir-

tually no significant impact on the RNNs’ results with respect to multilinguality only. For the

Transformers, however, it increases the results by 2 to 3 BLEU on average.

Multilinguality + backtranslation Combiningmultilinguality with backtranslation

provides the best results overall for Transformers (both being the best performing methods for

these models). For the RNNs, however, the performance increase is smaller for most languages,

and we even observe a decrease in performance when translating from ES (which was not the

case with bilingual models).

7.4 Extended analysis

7.4.1 Remarks: observations of back-translated data

We study the quality of back-translated data, as not all new pairs of back-translated data were

kept: if the word predicted was not also present in the corresponding monolingual lexicon, the

word pair was discarded. Table 7.5 presents the number of word pairs kept after cleaning.

Final translation direction IT→ES ES→IT IT→LA

Original #words 78,446 (ES) 99,012 (IT) 18,697 (LA)
Kept after B-NMTR 21,808± 1,116 30, 853± 740 17,507± 643
Kept after B-NMTT 20,821± 1,182 32, 560± 881 15,993± 1,023

Final translation direction LA→IT ES→LA LA→ES

Original #words 99,012 (IT) 18,697 (LA) 78,446 (ES)
Kept after B-NMTR 27,747± 1,754 14, 238± 192 15,207± 1,155
Kept after B-NMTT 21,606± 2,176 13, 598± 1,092 14,110± 383

Table 7.5: Number of kept words pairs in the reversed parallel lexicons produced by the back-
translation.

When looking at the number of word pairs produced by backtranslation for training, we

observe that, after cleaning,we keptmore than 65%of thewords produced fromLAmonolingual

data (for final translation directions into LA), against only 20%of thewords produced to LA, and

around30%of thewords fromES to ITand reverse (Table 7.5). Eitherproducingwords fromLAto

its daughter languages generated more plausible words because of a better model performance

(least ambiguous translation direction), or because the smaller monolingual dataset contained

less noise.

7.4.2 Choosing the best languages in a multilingual setup

Since multilinguality seems to have the most impact, we study the relevance of the language

pairsused in themultilingual setup,we trainadditionalmultilingualneuralmodels ononly 1000

pairsofES–ITdata (single set), complementedbyeithernothing (toact asbaseline), anextra600

pairs of ES–IT, or 600 pairs of ES–L and IT–L (L being either Latin, a parent language, French,
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7 Do low resource machine translation setups work on real historical word prediction?

a related language, or Portuguese, more closely related to Spanish than Italian). The rest of the

data (Table 7.6) is split equally between dev and test.

Bilingual FR–IT FR–ES PT–IT PT–ES

#words 666 657 1,503 1,874

#phones 8,698 8,530 20,738 25,867

#Unique phones 40 43 36 41

Word length 6.53 6.49 6.90 6.90

Table 7.6: Supplementary bilingual lexicon statistics.

As we saw in section 7.3.1, the Transformers’ scores are far more affected by low resource

settings than the RNNs. We therefore study the impact of adding extra languages with RNNs

only.

Baseline ES→IT IT→ES

1000 pairs 53.9± 3.4 66.6± 4.2

Added data ES→IT IT→ES

Same language pair 62.5± 2.5 71.8± 1.7
Latin 57.1± 1.8 67.4± 3.3
French 58.5± 2.0 67.0± 2.8
Portuguese 58.8± 1.1 66.9± 2.9

Table 7.7: BLEU for different multilingual settings.

Results onour new low-resourcedbaseline are lower thanour previous baselines by around

10 points (Table 7.7), which is expected, since we use less data for training.

Adding 600 pairs of ES–IT words has more effect on ES–IT performance than adding any

other pair of related languages, which indicates that, unsurprisingly, the best possible extra data

to provide is in the language pair of interest. When adding a related extra language, the results

are better than with the initial data only. From Spanish, the performance is best when adding

Portuguese, its most closely related language, then French, then Latin. From Italian, we observe

the opposite trend. Adding an extra language seems to help most to translate from, and not to,

the language it ismost closely related to. For very low-resource settings, where extra pairs of the

languages of interestmight not be available, it will probably be interesting to explore using extra

languages related to the source language.

7.5 Linguistic analysis

We discuss the results of the best performing models for the best seed across all architectures

(SMT, M-NMTR with pretraining and M-NMTT with backtranslation) from ES→IT. More than

a third of the predicted words are above 90 BLEU4 (resp. 35.4/46.4/38.1% for SMT/M-NMTR/M-

NMTT ), and for error analysis, we study the words below this threshold. The observations gen-

eralise to other language pairs.

4To study the BLEU of individual words, we use the sentenceBLEU function from sacreBLEU (Post 2018) with its
default parameters.
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Source context Target context Source Target SMT pred. M-NMTR pred.

(a) Ambiguous sound correspondence not learned well
corvino ‘raven’ corvino ‘id.’ [kORBino] [korvi:no] [kOrvi:no] [kOrbi:no]
liebre ‘hare’ lepre ‘id.’ [lieBRe] [lE:pre] [liebrE:] [liE:vre]

(b) Form of the cognates changed too much
calaña ‘kind/sort’ quale ‘what/which’ [kalaña] [kwa:le] [kalañ:] [kalañ:]
pie ‘foot’ piede ‘id.’ [pje] [pjE:de] [pE] [pE:re]

(c) Data error
suspirar ‘to sigh’ squillan ‘(it) rings’ [suspiRaR] [skwil:an] [sospira:re] [sospira:re]
frenesí ‘frenzy’ frenetico ‘frenetic’ [fRenesi] [frenEtiko] [fre:nezi] [fronEs:]

(d) Model mistake
licencioso ‘licencious’ licenciozo ‘id’ [liTEnTjoso] [litSentsio:zo] [litSEntsio:zo] [litSEntso]

Table 7.8: Prediction errors examples across ES→IT datasets for both SMT andM-NMTR.

7.5.1 Predictions (word level)

Close Results Weobserve a lot of inaccuratebut very close translations (e.g. Spanish conve-
niente ‘convenient’, phonetised [kOmbenjEnte], was predicted as corresponding to Italian [kon-
venjEnte] instead of [konveniEnte], with only one phone different, and coherently so). Some-
times these translations have a very bad score: Spanish pulpito ‘pulpit’, phonetised [pulpito],
was predicted as [pUlpi:to] instead of [pulpito], two close pronunciations, for a sentenceBLEU
score of only 20.

Analysis of wrong results Wrongly predicted cognates correspond to four cases, as

defined in Table 7.8.5 Wecarried out amanual error analysis on all our predictions, and observed

that their distribution was similar across models (respectively SMT/RNN/Transformer):

(a) 84.6/81.4/79.5% were cognates with an ambiguous sound correspondence (e.g. Spanish

[B] to Italian [b/v/p]).
(b) 10.3/13.4/11.6% were cognates that had either evolved too far away from one another or

contain rare sound correspondences, such as pie ‘foot’, phonetised [pje], predicted [pe]
and [pe:re] instead of [pjE:de] piede ‘foot’.

(c) 0.9/0.9/0.9% corresponded to data errors, such as suspirar ‘to sigh’, phonetised as [suspi-
RaR], which was predicted as [sospira:re] sospirare ‘to sigh’, its actual cognate, instead of
its erroneous counterpart in our database ([skwil:an] squillan ‘(it) rings’).

(d) 4.3/4.3/8.0%were model errors, such as “forgetting” part of a word during translation.

7.5.2 Usefulness of n-best results

We present here at which position the best prediction (according to sentenceBLEU, from

sacreBLEU (Post 2018)) occurs amongst the 10-best predictions. For example, when go-

ing from Spanish terroso ‘muddy’, phonetised [tEroso], to Italian terroso ‘muddy’, phonetised
[terRo:zo], the RNN predicted [tero:zo], [terO:zo], [tErRo:zo], [terRo:zo], [tErRos:], [tErRO:zo],
[tErROs:], [terRO:zo], [tEros:], and [tEros:o]: the correct result corresponds to the4th position.

5Statistics are provided for the best models of the best seed, but examples are taken across seeds andmodels.
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7 Do low resource machine translation setups work on real historical word prediction?

For all multilingual models, we computed the sentence BLEU score for each of the 10-best
predictions and saved the position of the highest scoring prediction. We averaged these posi-

tions for all words in the test set and calculated the standard deviation. Table 7.9 contains the

full results.

IT→ES ES→IT IT→LA LA→IT ES→LA LA→ES

SMT 1.08± 1.93 2.12± 2.55 2.01± 2.50 1.67± 2.30 2.49± 2.68 1.30± 2.14
M-NMTR 1.04± 2.03 1.67± 2.42 2.20± 2.54 1.63± 2.38 2.51± 2.68 1.38± 2.30
M-NMTT 1.34± 2.17 1.94± 2.34 2.42± 2.65 2.17± 2.57 2.78± 2.73 1.64± 2.31

Table 7.9: Average position of the closest prediction to the reference amongst the 10-best pre-
dictions.

The average position atwhich the best prediction (according to development BLEU) occurs

(in 10-best predictions) is between 1 and 3 (Table 7.9). The lowest indices occur for Spanish
(between 1 and 1.7) and Italian (between 1.6 and 2.2). The highest indices encountered occur

when going for IT→LA or ES→LA (between 2 and 3). This illustrates the importance of n-best
predictionwhenpredicting cognates fromchild toparent languages, due to ambiguity. Standard

deviations are between 2 and 3: for these languages, when studying cognate prediction, it is

interesting to at least check the 5-best results.

7.5.3 Correlation between BLEU and confidence

IT→ES ES→IT IT→LA LA→IT ES→LA LA→ES

SMT -0.02 0.05 0.10 0.06 0.11 0.05

M-NMTR 0.26 0.43 0.23 0.29 0.47 0.28

M-NMTT 0.21 0.39 0.20 0.26 0.38 0.28

Table 7.10: Correlation betweenmodel confidence and BLEU score.

When lookingat the correspondencebetweenmodel confidence level (evaluatedas the log-

likelihood of the prediction) and actual 1-best BLEU score for the predictions of the ES→IT set,

we observe a Pearson correlation coefficient of 0.12 for the SMT, 0.47 for the Transformer, and

0.55 for the RNN. The model confidence is not correlated at all with the prediction accuracy for

the SMT, and not that well for NMT (for other language pairs, the correlation coefficient is even

lower, see Table 7.10). The NMT models tend to be overconfident, with an average confidence

score of 81% for the RNN and 74% for the Transformer, and the SMTmodel underconfident, with

an average confidence of 27%. A confidence over 70% for an actual BLEU score below 30 occurs

in 26 cases for the RNN, 14 for the Transformer, and never for the SMT. The opposite (confidence

< 30% and BLEU > 70) never occurs for the NMT, and occurs in 39 cases for the SMT.

7.6 Conclusion

We observed that optimized models seem to be able to learn historical word prediction in real-

world setups, and not just our artificial data. This confirms that using machine translation ar-

chitectures can benefit this task. Above a certain training data size, SMT andmultilingual RNNs
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provide the best BLEU scores for the task, SMT still being unrivalled when it comes to smaller

datasets (which coincides with previous work comparing SMT and NMT for low-resource set-

tings, and our previous analysis on artificial data, see Chapter 6).

When studying how to increase the amount of training data seen by ourmodels, we found

that exploiting the multilinguality of NMT architectures consistently provided better results

than using extra monolingual lexicons (through pretraining or backtranslation), which contain

noise for our task; combining themethods provided a significant amelioration for Transformers

only. Leveraging multilinguality by training with extra languages also proved interesting, and

we found the best possible extra data to add in a multilingual setting is, first, data from the lan-

guages at hand, followed by pairs between them and a parent language, then finally data from

additional languages as close as possible to the source language.

We conclude that low-resourcemachine translation architectures and augmentation tech-

niques are applicable to real historical word reconstruction as much as they were applicable to

artificial data (as long as the task specificities, intrinsic ambiguity which requires n-best predic-
tion and reliance on cognate data only are taken into account).

We now wonder whether it is possible to investigate what, precisely, our neural networks

learn during cognate prediction. This is the focus of the next chapter, during which we will first

extend the number of languages ourmodels see, going from three to nine, then analyse in detail

what our models learn, whether through external behavior or by designing specific probes to

pinpoint properties of interest in the networks.
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We ignore the blackness of outer space and

pay attention to the stars, especially if they

seem to order themselves into

constellations.

Stephenson (1995)

As we demonstrated earlier, historical word prediction can be, to an extent, modelled as a

machine translation task. However, when using our multilingual encoder-decoders for cognate

prediction, each encoder learns tomap cognate phonetic data to an intermediate representation,

common to all languages, and each decoder learns tomap this common intermediate represen-

tation to its target language. What could this intermediate representation contain? As we hope

that each encoder and eachdecoder learns the specific sound rules of its language, itwouldmake

sense that the best intermediary, between cognates of related language, and obtained through

the sound rules of all, would be something akin to one of the many possible proto-forms, and

this is what we will investigate in this chapter, first, by looking at the external behavior of the

model, then by designing probes to understand its inner components.

8.1 Experimental setup

Wewill be optimizing ourmodels for the cognate prediction task: generating, fromaphonetised

word, the plausible phonetic forms of its cognates in related languages.

Data We use our massively multilingual cognate dataset in 9 Romance languages: Galician

(GL), Portuguese (PT), Spanish (ES), Catalan (CA), Occitan (OC), Italian (IT), French (FR), Roma-

nian (RO) andAromanian (RUP) (see Section 5.2.2). We use splits of 85/7.5/7.5% for the train/de-

v/test sets, using 3 different shufflings.

Models Weuse the SMTmodel as baseline. Wecompare all our possibleNMTR setups (bilin-

gual, multilingual, without or with added monolingual data, sharing components or not) – en-

coders use a single-layer Bi-GRU (embedding dimension: 20, hidden dimension: 50), and de-
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coders a single-layer GRUwith Luong dot attention (embedding dimension: 20, hidden dimen-

sion: 50). Each neural model is trained using the Adam optimizer (learning rate: 0.005, batch

size: 30) and the cross entropy loss, stopping on the first of either convergence of dev-BLEU or

15 epochs.

B-NMT B-NMT+m M-NMT

L1 L2

L1

L2

L2 L1

L2

−
L2

L1

M-NMT+m M-NMT+m+shared_emb M-NMT+m+shared_all

L1

L2

L2

L1

L1

L2

L2

L1

L1
L2

L1
L2

Table 8.1:Model type reminder (see Section 5.1).

8.2 Steps of Analysis

In this chapter, we are not only interested in the raw performance of our models, but mostly

in the results’ interpretability. The core of this section is therefore not focused on the previous

training objective, but on the following analyses and interpretability experiments.

Raw analysis We will first analyse our models and try to understand what they learned

based only on their raw scores and prediction errors, as was done by Fourrier et al. (2021) and

Meloni et al. (2021), to see the amount of linguistic information we can extract as such: which

models perform the best (have the highest BLEU), and on which language pairs? What does it

tell us about the languages we study? What can we learn about the different errors our models

make when predicting on the test set?

Then, in order to compare the insights we got from a ‘black box’ analysis to insights ob-

tainedwhen looking specifically for linguistic or historical information, we design the following

probing tasks.

Synchronic Probes Cognatesare representativeof their languagephonetics, andwewant

to study whether the models learn deeper linguistic information while training on them.

• Phonotactics: To study whether our models learn phonotactics (the allowed arrange-
ment of sounds and sound patterns in a language, see Section 1.1.1),1 we adapt the bigram
shift probing task (Conneau et al. 2018) to test whether encoders are sensitive to legal
phone orders. A binary classifier is trained to distinguish between hidden representations

of normal words and words whose phones have been inverted.

1Phonotactics, in a sense, is the ‘syntax’ of phonology.
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• Phonology: To study whether our models learn phonologically meaningful representa-
tions, we study our vocabulary representations, as inMadsen et al. (2021). We reduce the

dimensionality of our encoded phones representations using PCA (Pearson 1901) and t-

SNE (Maaten and Hinton 2008) and look at the emerging underlying organisation of the

phonetic space.

Diachronic Probes Cognates carry the historical information of the evolution of their re-

spective languages. We want to see howmuch of this information was explicitly learned by the

model.

• Sound Correspondences and Contextualised Changes: Cognates are usually identi-
fied by sound correspondence sets, which they also help define (see Section 1.2.1.1). We

first study which correspondences the model has learnt to predict, to extract general

statistics of sound classes prediction. We then use phones belonging to known sound

rules, fromBoyd-Bowman (1980), to study predictions out of context. Lastly,Meloni et al.

(2021) provide sample sets containing minimal examples of artificial subwords in some

Romance languages corresponding to a given sound correspondence and the associated

Latin parent. To see if ourmodels learn these sound correspondences, we study if they can

reconstitute these sets.

• Proto-form Reconstruction: We go back to proto-form reconstruction to test our in-

sight on hidden representation learning. Cognates all descend from a common ancestor

word, their proto-form. To study whether the model learns historical information about

saidproto-form,wedesignaprobing taskwherewe train adecoder topredict a Latinword

from the fixed encoded representation of its children Romance cognates.

8.3 Raw results

The full BLEUscore tablesof all ourmodels onall our languagepairs are inAppendixD.1, summa-

rized in Figure8.1, whereweplot theheatmapof theBLEUscores for each languagepair and each

model, with high/low scores in red/blue, and big/small datasets indicated by +/−. We com-
pare all our setups (SMT, B-NMT, B-NMT+m, M-NMT, M-NMT+m, M-NMT+m+shared_emb,

M-NMT+m+shared_all, see Table 7.1).

8.3.1 General trends

When looking at SMTBLEU,weobserve that, at a first glance, it seems that best results (60BLEU

upwards) are obtained for bigger datasets, and worse results (40 BLEU and less) for smaller

datasets. This trend seems also exacerbarated for our B-NMTandB-NMT+mmodels, where this

distinction becomes clearly visible, with smaller datasets at 10 BLEU and less for B-NMT and a

bit morewhen addingmonolingual data - they confirm precedent experiments on the impact of

data size on BLEU. Furthermore, all the bilingual models also observe an obvious 100 BLEU for

going from a language pair to itself. The trend is different for our multilingual models, where

going from a language to itself does not always reach 100 BLEU, most likely because, since the

intermediate representation is shared between all languages, it is optimized for none.
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Figure 8.1: Heatmap of the BLEU scores for eachmodel. Input languages on the vertical axis, and target languages on the horizontal axis. Data size is indicated
by a “+” for more than 1000 word pairs, “−” for less than 300 word pairs. B for bilingual, M for multilingual, +m for added monolingual data,

+shared_embwhen sharing embeddings, +shared_all when sharing a single encoder and a single decoder across all languages.
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8.3 Raw results

InourM-NMTmodel, theBLEUscores stay the sameordiminish slightly for thebest results

(compared to the bilingual models), but the least doted language pairs all see a considerable in-

crease in performance. This increase can be due in part to the bigger quantity of data available,

but it is likely not the only factor at play, otherwise our B-NMT+mmodel would outperform the

M-NMTmodel, having had access to the biggest datasets we have (the monolingual sets).2 We

hypothesize that part of this increase could be due to learning transfer between our languages:

for example, Portuguese and Spanish perform better to Occitan, with an almost 20 BLEU in-

crease, which could come from transfer from the closely related Catalan, withmore resources for

our task, and especially between itself, PT andES. In parallel, the decrease in performance for the

highest resourced pairs could be because the encoders and decoders are now less specialised.

When adding monolingual data to our multilingual model (whether sharing components

or not), the BLEU scores increase even more, but that not all language pairs are affected in the

same way: PT, ES and FR to OC, or OC to RUP increase considerably more than, for example,

RO and RUP to the other languages. It is likely that adding even more data (through monolin-

gual information) increases the transfer between related languages (e.g. the Occitan monolin-

gual dataset only contains 553words, but could be helped by the added 2612 Catalan words).

8.3.2 Best Setups Choice

To choose best models, we synthesise the respective performance accuracies of our models in

Figure 8.2, comparing their BLEU scores. This heatmap indicates the percentage of language

pairs for which amodel (left) is better than anothermodel (bottom).3 Both B-NMTmodels per-

form worst than the SMT baseline (with and without monolingual data). Multilinguality im-

proves the performance, as the M-NMTmodel outperforms the baseline in 58% of cases. How-

ever, the best results are obtained when the models see the most data; the different M-NMT+m

models outperform all other models for 80% of language pairs minimum. Another slight in-

crease is obtained by sharing embeddings, as the M-NMT+m+shared_emb outperforms the M-

NMT+m model in 58% of cases, but sharing encoders and decoders downgrades the perfor-

mance. We will therefore focus on the M-NMT+m and M-NMT+m+shared_emb models, our

two best setups.

8.3.3 Impact of language on performance

General results To studymodel performance on all language pairs separately, we focus on

thepreviousheatmapof averageBLEUscores (Fig8.1) for our twobest architectures (M-NMT+M

and M-NMT+M+shared_emb) and the baseline (SMT). Our models and baseline behave simi-

larly, with overall good BLEU scores, which seem to be slightly correlated with data size, except

for some outliers.

2For French, for example, the monolingual dataset contains 3772 words, whereas the sum of all the others reaches

only 3021 words, among which somemight be redundant.
3Sums not equal to 100% indicate that themodels have the same performance on some language pairs (ex: B-NMT

and B-NMT+m).
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Figure 8.2: Percentage of language pairs for which a given model (left) outperforms another
(bottom).

Outliers Firstly, predictingROandRUP from/to all other languages has a considerably lower

BLEU than all other pairs, except for RO–RUP itself: predicting between languages from too

dissimilar language branches (Eastern-Romance and Italo-Western Romance), unsurprisingly,

seems harder than translatingwithin either of those branches. Secondly, GL↔PT andOC↔CA

have higher BLEU than we could expect based on data size only.4 In all setups, it therefore ap-

pears tobe easier topredict cognates for closely related languages. This confirmsexperiments on

multilingual language models, which show that transfer learning occur more easily for closely

related languages sharing a script (Muller et al. 2021).

Heatmap symmetry We can also observe that all heatmaps are mostly symmetrical: it

is approximately as easy to go from language 1 to language 2 than it is the other way around.

Some clear exceptions to that rule are going from IT to PT and ES, which is always easier than

the other way around, and, for our multilingual models, going from PT or ES to OC, easier than

the opposite.

4It is important to note that this could also be linked to similarities introduced by our phonetisationmethod, as we

used the Catalan phonetizer for Occitan and the Portuguese phonetizer for Galician.
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8.3.4 Transfer learning hypothesis

In our Section 8.3, we hypothesized that part of the interest of multilingual models was the ap-

pearance of transfer learning between related languages, reinforced with added monolingual

data. We highlighted this on Occitan, and we therefore test this hypothesis on predicting Occ-

itan from Portuguese, and testing if Catalan helps. Catalan and Occitan are closely related, the

foremost being ‘high-resourced’ for our setup, with a monolingual set of 2616 words, and the

latter a ‘low-resourced’ language for our setup at 533 words in the monolingual set.

To check whether there is transfer from the high ressourced Catalan to Occitan, we com-

pared the respective performances of several models on the prediction of Occitan: our baselines

are B-NMT+m, M-NMT, and M-NMT+m Portuguese to Occitan, that we compare to using B-

NMT+mPortuguese to Catalan, orM-NMT andM-NMT+mCatalan decoders in zero-shot to try

to predict Occitan. The results are in Table 8.2.

Model Trained on PT-CA Trained on PT-OC

B-NMT 55.8± 8.8 6.7± 1.4
B-NMT+m 60.1± 12.8 28.1± 5.8
M-NMT 67.3± 12.1 67.1± 4.1
M-NMT+m 62.7± 6.1 86.1± 1.5

Table 8.2: Transfer learning experiments: we use several models trained on PT-CA or PT-OC to
predict PT-OC.

We can first observe that using a B-NMT model originally trained on PT-CA (1031 word

pairs) to predict PT-OC outperforms the model solely trained on PT-OC (223 word pairs) by 50

BLEU. This confirms that 1)weneed tohavemoredatapairs than a threshold (likely around 1000

word pairs) to learn anything using NMTmodels; 2) Catalan and Occitan are similar enough to

expect transfer from one language to the other. Adding monolingual data augments BLEU by 5

points for the PT-CA model, and 20 for the PT-OC. This confirms our experiments on artificial

data, specifically that we need at least 1000word pairs to get a good BLEU: addingmonolingual

data only increases data size to 776 word pairs for PT-OC. Using M-NMT models benefits both

to the Catalan and Occitan decoder for Occitan prediction: this confirms that there is a form of

transfer inside the model, likely linked to the converging encoding space. Lastly, best results

are obtained for the PT-OC M-NMT+m model (86 BLEU), whereas the PT-CA M-NMT+m sees

its performance decrease. Adding monolingual data helps decoders to specialize on predicting

their specific language. If we need zero-shot transfer learning later, it might be necessary to use

models trained without monolingual data for the high-resource language to get best results.

8.3.5 Language relatedness

Wealso tried to see if it was possible to extrapolate language relatedness from themodels’ BLEU

scores (by assuming that the closer a language pair, the better the BLEU).Weperformagglomer-

ative clustering of our languages, using BLEU scores as closenessmetrics, then display the corre-
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8 What can we learn from probing cognate prediction models?

sponding dendrogram, using Virtanen et al. (2020), see Figure 8.3.5 Of course, it must be noted

that a dendrogram is an approximation of a much more complex historical ground truth (as a

tree does not take into account areal influences, for example).

Figure 8.3: Generateddendograms from the languagepair BLEUscores for our best performing

models.

We observe that all dendograms successfully reconstruct the Eastern-Romance vs Italo-

WesternRomancedivision, aswell as the Portuguese-Galician cluster. On theother hand, Italian

is never the first branching in theWestern-Romance subtree of the dendrogram. The SMT den-

dogram is the closest to theground truth,with correct Ibero-Romance (ES,GL, PT) andOccitano-

Romance (OC, CA) clusters, and French placed as closest to Occitano-Romance, while Italian is

(incorrectly) grouped with the Ibero-Romance parent. Interestingly, multilingual dendograms

separate French from the rest of the Italo-Western branch, which, as we saw in the chapter in-

troduction (Section 5.2.2), makes sense, as its lexicon has undergone considerable Germanic in-

fluence. The M-NMT+m+shared_emb dendogram makes less sense from a linguistic point of

view. On the other hand, the M-NMT+m dendogram groups Galician and Portuguese together

(which is correct), aswell as Occitanwith Italian andCatalanwith Spanish (which is not). How-

ever, Occitan and Catalan, though closely related, have undergone external influences, Spanish

for Catalan, and French for Occitan. This small experiment seems to confirm that overall, SMT

andM-NMT+mgive results coherentwith language history (whenwe see BLEU score as a close-

nessmetric),while sharing embeddings changes languageproximity asperceivedby themodels,

likely because information is lost.

8.3.6 BLEU across languages

We plot the BLEU frequency histogram, for all our language pairs, and our 3 best models (See

Figure 8.4 here and Figures D.2 and D.3 in Appendix). We first observe that all our models have

similar BLEU frequencies overall - our models therefore have similar modeling abilities (except

whenusingour least resourced languagespairs: e.g. anything from/toOCandRUP,where theM-

NMTmodels have ahigher number ofwordswith goodBLEU,most notably thanks to previously

evoqued transfer learning). Then, we can observe that for most language pairs, the BLEU scores

follow a bimodal distribution,6 with one local maxima at the 90-100 BLEU interval, usually not

5This experiment’s results are also likely impacted by the data size, and would have been more conclusive with an

equal number of data points for all languages. However, this would have meant reducing the size of datasets for

all our language pairs to the size of the least doted one, Occitan to Aromanian, with only 81 words pairs, which is

likely to be too small an amount to learn on for our neural networks.
6Onsome languages,we could say that it is trimodal,withahighpeakat0-10, another oneat 90-100, andaflattened

one in the middle.
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8.3 Raw results

Figure 8.4: BLEU frequencies, from all our languages to Catalan, Spanish, and French. SMT in

green, M-NMT+m in orange, M-NMT+m+shared_emb in purple.
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spread out, and, most of the time, a skewed normal or uniform distribution in the lower values,

with a mean in the 0-20 BLEU interval and a standard deviation above 20 BLEU. Each model

therefore encounters, for a given language pair, 1) a non negligeable amount of words which

are very easy to translate and 2) other words which, following linguistic evolution diversity in

complexity, have BLEU scores more widely distributed, depending on the relatedness and data

size of the language pair. Further studies could look at the differences between these two groups

in terms of data history.

8.3.7 Conclusion

Analysing cognate prediction models by solely focusing on BLEU scores already allows us to

draw conclusions on the nature of information learned by ourmodels: cognate prediction is eas-

ier for closely related languages in amassivelymultilingual setup, andmultilinguality allows the

emergence of transfer learning fromourmost to least resourced language pairs. We also observe

that not all words are as hard to predict, as almost all language pairs encounter cognates ex-

tremely easy to predict. Further analysis could be done on the linguistic difference between easy

and hard cognates, but we focus on predictions of easier or harder language pairs.

8.4 Predictions (phone level)

We compare the predictions and errors made by the models in three cases: the language pair is

highly resourced and gets a good BLEU score (ES-PT), the language pair has average resources

but contains close languages and gets a good BLEU score (PT-GL), the language pair has almost

no resource and gets a bad BLEU (RO-FR).

We use the Needleman andWunsch (1970) dynamic programming algorithm as modified

by Gotoh (1982) (adding affine gap penalties) to compute the pairwise alignment between our

models predictions and the targets.7 From these alignments, we extract correspondences of

characters, in 1 or 2-grams.8 We can then better see when the predicted phones match the gold,
and study the models’ outputs.9

8.4.1 Prediction categories

When looking at the phone level model predictions, we observe that they can be: (1) correct

(equal to gold); (2) phonetically close to the gold (ex: [B], a voiced bilabial fricative, instead of
[b], a voiced bilabial plosive); (3) other, which can either correspond to a known sound corre-

spondence, incorrect in the current example but attested in others (ex: [v], a voiced labiodental

fricative, instead of [b], a voiced bilabial plosive) or be a wrong prediction (ex: [a], a vowel, in-

stead of [b], a consonant) (Table 8.3). In2-gram, this classification becomes (1) correct (identical
2-grams); (2) close (identical/close phone and close phone); (3) other (the rest, which can then

7We use the implementation from Cock et al. (2009).
8Using 3-grams alignments provided no further insights.
9To remove noise which might be caused by incorrect alignments, we only keep correspondences occurring more

than once, and in 2-grams, we discard the pairs which contained a blank inserted during the alignment process.
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Pair ES→PT PT→GL RO→FR

Prediction Correct Close Wrong Correct Close Wrong Correct Close Wrong

1-gram
SMT 90.9% 5.3% 3.8% 95.5% 2.4% 2.1% 62.7% 12.7% 24.5%

M-NMT+m 89.1% 5.5% 5.4% 93.6% 3.4% 3.1% 71.6% 8.8% 19.6%

+shared_emb 90.7% 5.1% 4.3% 92.4% 3.9% 3.7% 73.8% 14.6% 11.7%

2-gram
SMT 83.4% 9.7% 6.9% 93.2% 4.1% 2.6% 49.1% 14.0% 36.8%

M-NMT+m 81.5% 9.8% 8.6% 89.3% 6.2% 4.5% 64.4% 8.5% 27.1%

+shared_emb 83.3% 9.6% 7.1% 88.0% 6.8% 5.2% 58.6% 24.1% 17.2%

Table 8.3: Prediction types frequency for 1 and 2-grams, for three language pairs: ES→PT

(good BLEU, big data size), PT→GL (good BLEU, average data size, close languages),

RO→FR (bad BLEU, small data size).

be divided in (a) ‘one correct/close and one wrong’, or (b) ‘two wrong’ phones, other patterns

almost not occurring).

We observe that in easy situations (lots of data, ES→PT, or language proximity, PT→GL),

the statistical is slightlymore accurate that themultilingualmodel. When the situation is harder

(RO→FR), the part of “close” predictions (with respect to “wrong” predictions) increases con-

siderably for the neural models, and the best performing one becomes the multilingual neural

model, very likely because it can leverage information from the other pairs.

8.4.2 1-gram analysis

When looking at the wrong predictions in more detail, we observed that errors can either occur

frequently or only one time:

• ES–PT: 20%of errorsoccurmore thanonce. Most frequent errors (frequency>6) formod-
els are correspondences between [O]/[u], [v]/[b], [E]/[1] or [i], so either known phonetic
correspondences or vowels close on the vocalic triangle. The least frequent errors tend to

be nonsensical.

• PT–GL: 17% of errors occur more than once, and they contain the same patterns (corre-

spondences between vowels, or [b]/[v] and [k]/[Z]).
• RO-FR: Only 4% of errors appear more than one time, and almost all errors occur only

once and are nonsensical.

When plotting phone accuracy between prediction and gold of character as a function of

phone frequency for our three cases of interest (Fig D.4 in Appendix), we observe that for our big

dataset, the BLEU is correlated to the character frequency count, which is not the case for the

cases with smaller datasets: for our close languages, the BLEU is good no matter the character

to predict (maybe because the characters to predict are easier), and for further languages, the

results are bad all the time (but the frequencies of occurrence are low for all characters).
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8.4.3 2-gram analysis

Wedivideourpredictions in threegroups: correct (identical2-grams), close (one identical phone
and one close, or two close), incorrect (the rest). We also single out the cases where both char-

acters are close or both characters are wrong (parenthesis in the columns of Table 8.3). For our

analysis,wediscarded thepairswhichmatcheda characterwith ablank symbol (insertedduring

the alignment process).

First, we can observe that the behaviour of themodels varies: for language pairs with good

BLEU scores, the ratio of “close results” to “wrong results” is between 1:1 and 2:1, whereas when

the BLEU score is bad, this ratio reaches between 1:5 and 1:3. It is likely that language pairs with

good BLEU learn to identify correspondence patterns correctly, but are mistaken in ambiguous

situation (close results), when language pairs with bad BLEU do not even learn correct corre-

spondences and spew random phones.

The close results are divided in “one correct, one close” and “two close” predictions. The

model almost never predicts “two close” predictions (number in brackets). Thewrong results are

divided in “one correct or close, one wrong” and “two wrong” predictions (number in brackets).

The model almost never predicts two wrong results for language pairs with enough data, but

this ratio increases considerably for our language pair with little data.

When studying frequent cases (more than one occurrence) of “one correct/close and one

wrong” errors for ES–PT, we observe that they are either a wrong vowel with the correct conso-

nant ([OR]/[uR]), a correct phonewith a [b]/[v] confusion, or less frequently, a correct/close vowel
with a [k]/[Z], [w]/[l] confusion, or lastly, for the bilingualmodels only, the change between [Nv]
and [mb]. Almostno “one correct/close andonewrong” error occursmore thanonce for theother

datasets.

The most interesting errors appear in our last category, when both characters are wrong.

These errors never occur more than once for a letter combination, a model and a language pair,

anda largequantityof themarenonsensical, or likely the result of alignmentproblems. However,

some of them, for ES–PT, can be grouped in a single category (SMT/Bilingual NMT/Multilingual

NMT: 30%/5%/30%): cases of methathesis, where the phones have been inverted (for example,

[IN]/[n1] or [eR]/[ô1]).

8.4.4 3-grams analysis

When studying 3 grams (not displayed in the table), we observed that almost no 3-grams are
completely wrong (except for RUP–FR, where they are nonsensical) - they either have one or

two approximately correct characters: there will be no insight available from studying 3-grams
compared to 2-grams.
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8.4.5 Conclusion

When looking at errors with a high apparition frequency,10 which tend to be plausible and sim-

ilar between neural models and baseline, we observed that wrong phones in 1-gram or 2-gram
case (a) correspond to high-mid vocalic alternations patterns, ([O]/[u], [E]/[1]-[i]), exchange of
consonants linked by a sound correspondence ([v]/[b]), or less frequently, in 2-gram only, to a

[k]/[Z] or [w]/[l] confusion.11 2-gram case (b) correspond to metathesis (phone inversions, ex:

[IN]/[n1] or [eR]/[ô1]) 30% of the time, the rest being nonsensical errors.

These results seem to confirm the observations made by Meloni et al. (2021): most errors

made by themodels are not arbitrary but tend to correlatewith historical linguistic phenomena.

We now try to investigate if those linguistic aspects also appear inside our models.

8.5 Synchronic Probing

8.5.1 Phonotactics

Probe Training We trained MLP classifiers to detect whether encoded words contain a

switched bigram of phones or not. For a given language, the encoder used is either randomly

initialised or coming from our multilingual models and frozen. This experiment is reproduced

for all data shuffles and all languages. Nomatter the setup, the classifier performance is system-

atically around 50%, therefore no better than random.12

Fine-tuning We decide to try fine-tuning our multilingual models on the classification of

bigramswitches, to see if this is informationourmodels can learn todistinguish: weuse the same

setup as for the probing tasks, except that the encoders are now fine-tuned along the classifier

training instead of frozen. The results are again no better than random.

Conclusion When learning topredict cognates, the encoderdoesnot spontaneously encode

phonotactics information, nor does it learn to encode it when fine-tuned specifically on that.

This is interesting, because sound correspondences relations between cognates are partly linked

to phonotactics. If themodel does not learn this information explicitly, it has to learn something

else instead.

10Therefore not studying RO→FR, whose errors tend to occur only once and be nonsensical (likely the result of the

difficulty of learning on so little data).
11SMT also produce a segment voicing change between [Nv] and [mb].
12Even accounting for the fact that this task could bemadeharder by the fact that some switchedbigrams are phono-

tactically allowed, we should still observe a better accuracy than random.
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8.5.2 Phonetics

Following Madsen et al. (2021), we study the hidden representation of our neural models. We

encode every available phone in our languages of interest and use two dimension reductions

techniques (PCA, t-SNE) to look for patterns.

8.5.2.1 Vowels

When plotting the 3-dimensional PCA for the vowels’ hidden representation, we observe two

patterns of spatial organisation (Figure 8.5).

Language Relatedness Along one dimension, the space seems to be organised through

a linguistic continuum (with vowels in French together, then the rest of the Gallo-Romance

branch, then the Eastern-Romance branch, then the Ibero-Romance branch).13 However, this

ordering is not constant across data shuffling; depending on the data seed, themodel places dif-

ferent languages close to one another in the intermediate representation—models learn a lan-

guage separation of the space, but not any constant language phylogeny.

Phonetic Organisation Along the other two dimensions, we observe a pattern of pho-

netic organisation seemingly similar to the vocalic diagram (which is obtainedwhen organising

vowels along their production height and tongue advancement, see Section 1.1.1) and this pat-

tern proves stable; all ourNMTmodels, nomatter the data shuffling trained on, seem to have the

three vocalic poles in their PCA (‘u/o’, ‘i/e’, and ‘a’), more or less some outliers. (We color phones

according to their theoretical vocalic pole on the vocalic diagram.)

Looking deeper, these outliers fall in two categories (Figure 8.5): rare French phones (nasal

vowels for example,whichdonot exist in the other Romance languages, and therefore are harder

to place) or phones that have actually been clustered with the most similar pole orthographi-

cally, and not phonetically. For example, [O] is linked to ‘u/o’ instead of ‘a’ (and both [O] and
[o] sounds usually come from the letter o), [E] is linked to ‘i/e’ instead of ‘a’ ([E] and [e] from e).

Themodel seems tohave learnt to encode similarly phones occurring in similar contexts, andnot

phones that are actuallyphonetically similar. However, 1) phonesoccurring in similar contexts in

our cognates usually come from the same original sounds, and therefore tend to be phonetically

similar and 2) phones occuring in similar contexts are very interesting for historical linguistics.

We can therefore say that, though the models seem to have learned a ‘phonologically meaning-

ful taxonomy of phonemes without explicit supervision’ (Meloni et al. 2021), a faithful and not

just plausible interpretation (Jacovi andGoldberg 2020) is that theyhave actually learned some-

thing akin to a ‘phonetic languagemodel,’ where phones encoded similarly are first contextually

similar.

13Clustering phones on their respective languages is the main feature we observe when using t-SNE.
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8.5 Synchronic Probing

Figure 8.5: Vowels PCA, seed 0. Top coloured on language. Bottom: coloured on pole of the
vocalic triangle.
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Figure 8.6: Consonant PCA, seed 0, coloured onmanner above and on place below.
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8.6 Diachronic probing

8.5.2.2 Consonants

We plot the PCA (Figure 8.6) and t-SNE (Figure D.1 in Appendix) for consonants, coloured on

eithermanner or place, and observe the same patterns. Letters seem to be grouped phonetically

at a first glance, but are actually grouped by orthographic contextmore than phonetic similarity:

([b], [B], [v] together, or [g], [G], [k] together, and so forth).

8.6 Diachronic probing

8.6.1 Do the models learn phone correspondences?

In this section, we focus on French, Italian, Spanish and Portuguese, as well as Romanian when

we have the data. Boyd-Bowman (1980) compiled a list of contextualised sound correspon-

dences between the first four languages, as well as their Latin origin; we extended this set with

vowels data fromWikipedia. Meloni et al. (2021) described minimal sound sets between Latin

and several daughters (the five forementioned languages). We successively use these datasets

to test our models’ learning.

8.6.1.1 General phone class statistics

We look at general learning statistics for phone classes:14 are some harder to predict than oth-

ers?

For each languagepair studied,weaskourmodels topredict5best equivalents of eachpos-
sible phone (using a single phone as sourceword), and kept the answerswith a confidence above

1%. We then compare our results with statistics extracted from our training set, where we align

source and target words at the phone level, using the Needleman andWunsch (1970) alignment

algorithm (edited with a custom cost function to bring phonetically close sound together, see

Appendix D.5.6).

When plotting precision and recall averaged across languages, for all phones, depending

on phone class (Figure 8.7), we first observe that both our M-NMT+mmodels (with or without

shared embeddings) outperform SMT in terms of both precision and recall, except for approx-

imants. We also observe that M-NMT+m has better recall, but M-NMT+m+shared_emb bet-

ter precision on average. Therefore, we can say that the latter, sharing embeddings across all

languages, which forces the single embedding layer to have access to all phones, seems to help

the model predict more relevant sound correspondences. On the other hand, using an embed-

ding layer per encoder, which specialises each embeddings to their respective languages (M-

NMT+m), seems to help the model remember more phones correspondences.

Wealso observe that themodels have similar performance trajectories, as they all are better

(in terms of recall and prediction) at predicting trills (above 85% recall and 75% precision for

all models), then nasals, than they are for stops, vowels, or fricatives (between 90% and 60%

14Phone classes: vowel, nasal, stop, fricative, approximant, tap/flap, trill, or lateral approximant phones
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Figure 8.7: Average precision and recall for a given phone type, across all languages, for each
model.

recall for 80% to 50% precision across models), the worst category being approximants (40 to

50% recall, and 25%precision for neuralmodels against 50%precision for statisticalmodels). To

better understand these results, we first compute the percentage of each category in our datasets

across languages (see Table 8.4).

Language Approximant Fricative Lateral Nasal Stop Tap-Flap Trill Vowel

Approximant

Spanish 5.9% 26.5% 5.9% 11.8% 17.6% 2.9% 2.9% 26.5%

Italian 4.2% 18.8% 4.2% 8.3% 25.0% 2.1% 2.1% 35.4%

Portuguese 7.1% 16.7% 4.8% 9.5% 14.3% 2.4% 2.4% 42.9%

French 4.2% 20.8% 2.1% 8.3% 12.5% 0.0% 0.0% 52.1%

Romanian 6.5% 22.6% 3.2% 9.7% 19.4% 3.2% 3.2% 32.3%

Table 8.4: Phone type frequency in our dataset.

We observe that frequency tendencies are coherent across languages, with the most fre-

quent categories being vowels and fricatives, then stops, nasals, approximants, lateral approxi-

mants, lastly tap-flapsand trills. The twocategories forwhich results are themosthomogeneous

acrossmodel types are themost frequent categories. However, there seem to be no further corre-

lationbetween frequency andprecisionor recall. To godeeper in our analysis, we therefore study

the detailed correspondences between input phone type and output phone type, language pair

per language pair, for all models against the baseline, in a more comprehensive figure.

At a first glance, approximants tend to be alignedwith awider variety of phones and phone

types,where someother categories, suchas stops, tend to correspond to stops inother languages

(See Section D.5 in Appendix). To observe these alignments in more detail, we plot these corre-

spondences in a more comprehensive figure (Figure 8.8) - the global rows represent a common

source language, the columns a common target language, and in a given cell, each input phone

category is associated to 4 columns: output from SMT,M-NMT+m,M-NMT+m+shared_emb, as

well as the gold output, framed in black. In general, the models seem to behave similarly: for all

languages, vowels are mostly corresponding to vowels, nasals to nasals, stops to stops, approx-

imants to vowels, fricatives or approximants, and lateral approximants to lateral approximants

or fricatives. Interesting correspondence appear for the tap/flap and trill, which do not exist in

all target languages (absent in the gold column).
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Figure 8.8: Phone type predicted for eachmodel and language pair.
Grid rows are the source languages, columns the target languages. For each cell, columns are grouped by 4 depending on phone type in input

(vowel, nasal, stop, fricative, approximant, tap/flap, trill, lateral approximant). The first 3 columns of each set contain the SMT, M-NMT+m, M-

NMT+m+shared_emb phone type outputs for the current given input phone type. The last column represent the target gold phone types for our

data.
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FromPortuguese, theyareboth linked to tap/flaps toSpanish, trills toPortuguese, and frica-

tives to French. We also observe that the baseline for some categories is more varied across lan-

guages than for others: approximants in input, for example, often correspond to 3 to 6 possible

and phone types formodel outputs, when the other phone types usually correspond only to one

or two significant outputs. This can explain the troubles we had earlier with approximants pre-

cision and recall.

We look specifically at the performance of each model individually. SMT performance

seems bad at a first glance, because SMT seems to consistently output word-like predictions in-

stead of single phones: SMT is penalised because it has not seen words so short during train-

ing.

Themulti-phones predictions sometimesmakedirect sense ([T] as [tS]), sometimes are just
a variation on possible syllables with a reference phone ([d] is translated as [da], [di], [do]), but

sometimes are nonsensical subwords ([oe] as [uno]).

The M-NMT+m and M-NMT+m+shared_emb are mostly coherent, with the main cate-

gories predicted similar to the baseline, except for approximants, and sometimes tap-flaps (from

Italian). There seems to be a learning of sorts of what constitutes a ‘phone class’, though this

could also be linked to the orthographic mapping we exposed in the PCA. We therefore want to

see if there is a learned notion of sound correspondences in our models.

8.6.1.2 Uncontextualized phones correspondences

We now focus on the comparison between our results and sound correspondences extracted

from the literature. Boyd-Bowman (1980) lists the sound changes between Latin and 4 descen-

dants: Spanish, Italian, French, and Portuguese. From these sound changes lists, we extracted

a sound correspondence list focusing on consonants of interest : p, b, v, realised phonetically as

one of [p], [p:], [b], [b:], [B], [v], and often occurring in similar contexts, and t, d, realised pho-
netically as one of [d], [d:], [D], [t], [t:] (Table 8.5). The following four, p, b, t and d, occur in
all our languages of interest. We do not consider vowel correspondences, as vowels are less sta-

ble through time than consonants, and tend therefore to be harder to predict, appearing in less

regular sound correspondences.15

Since sound changes lists are usually studying the most interesting relations, and not all,

our sound correspondence list is not exhaustive, but it should be good enough to compare be-

tween themodels’ learning processes. Wewant to compare the precision and recall of the differ-

ent models depending on their confidence: we look at the predictions which have a confidence

score above 0.01 (we fit the 10-best probability scores of MOSES to sum to 1).

15All our correspondences canbe foundatgithub.com/clefourrier/selected-romance-sound-correspondences,
and the file format is explained in Appendix D.5.7, with an example.
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Spanish Italian Portuguese French

Phone Source Gold SMT M-NMT+m +shared_emb Gold SMT M-NMT+m +shared_emb Gold SMT M-NMT+m +shared_emb Gold SMT M-NMT+m +shared_emb

p Spanish p: p p p p p p p p p p p p
Italian B b p p p p b p p p1 p p v p p pa ip p k p

Portuguese b p p p p p: b p p pr p p b p p pa p p
French p pa p p k L p p: p po p p p p pU p pjU p S p

b Spanish b: v b p ve v b v b f v b b: B v b p v b v v b b v f v b b v f v b
Italian b B b B b p b B v b p b v1 v b b v v b b b b v

Portuguese b B b B al b p b B p b: v b p b p b p b p v b b b p b v
French b bo Bo b B b b B a b: b bo b b v b a k b p bU bjU b v b b p

B Spanish b: v b p v b p v b f v b b: v b B b v v1 v b b v k v f b v f b p v v b
Italian

Portuguese b B b: b v
French

t Spanish t t: t t t D t d t t t t t t t
Italian D t d t t t D t d t d S t t t t t s d t

Portuguese d tS t tC D t t t t t: t t t: t i t it t kt t t
French D t d to te tjo t t t t: to te ta t t: t D t d tU t1 t t t

d Spanish t d d: do de te d d f D t d d1 d d f t d d d d
Italian D d d d t J d d D d d t d d d di d Z d

Portuguese D t d d d b d t d d: d t di d v d t d d t d d
French d d do Do d d d d: do dio dia d d f d dU d1 d5 d d

D Spanish t d d di t d v d f t D t d d d d f t d t d d
Italian

Portuguese D t d t d t
French to ta t k d t to t t: d f i

v Spanish

Italian b B b B b B f b v b v v v b v f v f de v Z f v
Portuguese b B b be ben b f b b: v b ve v ven v f v b v f v f b f v b v
French b B b Bo Be b b b: v b p ve vo v v v f b: v b B v5 v1 v v v

p: Italian p p p p p p p p p p p k p
b: Italian b B p B Bl b p b B f v b B b b v p b v v b b v b v Z b v
t: Italian tC tS t t tS kt t k t jt wt t t t t i t it kt t pt t s S t
d: Italian j d bD d b d p t Z d d d v t t d p d

Table 8.5: Phone correspondences for our consonants of interest (p, b, v, d, t), extracted from Boyd-Bowman (1980) — for predictions, we keep 3-best with
confidence above 0.01.
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8 What can we learn from probing cognate prediction models?

Figure 8.9: Precision and recall of our models for the consonants of interest (p, b, v, d, t), in
1/2/3/5/10-best.

General observations As we can see on Figure 8.9, when studying the percentage of

sound correspondences correctly captured in 1, 3, 5 and 10-best for our different models and
language pairs, the models perform quite similarly in 1-best, for a given language pair, from
Spanish, Italian and Portuguese, and that the SMTmodel performsworse when predicting from

French. An interesting point is that theM-NMT+m+shared_emb hasmost of the time an equiv-

alent or better performance than the M-NMT+m in 1-best, when statistical models tend to be
equivalent or worse. We also observe that, above a number of n-best predictions (usually 3, at
times 5), we reach a plateau for the recall, when the precision keeps dropping. The plateau pos-

sibly occurs because 1) we only keep n-best results above a certain confidence score, to prevent
random predictions, and it is very likely that the 6 to 10-best are actually not kept because they
fall below the 1% confidence score; 2) consonants contain between 1 and 4 correspondences, and

reaching 100% recall below 4-best would therefore be nonsensical.

Differences between the models On 1-best, the models are equivalent, with SMT
being slightly worse overall. We can also observe that in most cases, our best model (M-

NMT+m+shared_emb) reaches 80% recall or above from 5-best for consonants. When looking

at the predicted results in more detail (Figure 8.5), we observe that SMT is prone to predicting

more than one phone from a single phone (for example, [do], [dio], [dia], [da], [de], [dine] when

translating [d] for French→Italian), which the neuralmodels never do (which explains the lower

precisionof the statisticalmodel,which, havingalmostnever seen singular phones in its training

sets, does not know how to handle them).
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8.6 Diachronic probing

Spanish to Italian Portuguese French Romanian

SMT 1.5 2.4 1.4 1.8

M-NMT+m 1.5 2.0 2.0 1.7

+shared_emb 1.2 1.4 2.0 1.8

Italian to Spanish Portuguese French Romanian

SMT 1.4 2.7 1.4 2.0

M-NMT+m 1.4 2.1 2.6 1.7

+shared_emb 1.7 2.0 1.9 1.9

Portuguese to Spanish Italian French Romanian

SMT 1.4 1.6 1.1 2.5

M-NMT+m 1.7 1.9 1.7 1.4

+shared_emb 1.5 1.9 2.3 1.7

French to Spanish Italian Portuguese Romanian

SMT 1.4 2.8 3.2 1.6

M-NMT+m 1.5 1.9 1.2 1.9

+shared_emb 1.6 1.9 2.0 2.2

Romanian to Spanish Italian Portuguese French

SMT 2.7 2.6 3.5 2.3

M-NMT+m 1.3 2.1 1.4 2.0

+shared_emb 1.2 1.9 1.7 1.8

Table 8.6: Average position of the correct result in 5-best for the (Meloni et al. 2021) sound cor-
respondences.

Spanish to Italian Portuguese French Romanian Avg.

SMT 76 73 64 73 71
M-NMT+m 67 61 52 61 60

+shared_emb 61 61 58 64 61

Italian to Spanish Portuguese French Romanian Avg.

SMT 88 64 73 76 75
M-NMT+m 61 70 27 58 54

+shared_emb 70 61 52 55 59

Portuguese to Spanish Italian French Romanian Avg.

SMT 88 82 67 76 78
M-NMT+m 76 76 76 70 74

+shared_emb 73 67 55 67 65

French to Spanish Italian Portuguese Romanian Avg.

SMT 61 67 36 64 57

M-NMT+m 70 70 76 61 69
+shared_emb 73 64 76 48 65

Romanian to Spanish Italian Portuguese French Avg.

SMT 72 62 59 62 64
M-NMT+m 56 69 66 34 56

+shared_emb 53 69 62 41 56

Table 8.7:%of caseswhere ourmodels predicted the good artificial correspondence among the

5-best predictions for the Meloni sound correspondences (Meloni et al. 2021). Best
results in bold.
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8 What can we learn from probing cognate prediction models?

8.6.1.3 Phones in known sound correspondence relations

Meloni et al. (2021) provide sets ofminimal phonemes test sequences representing knownsound

correspondences in Romanian, French, Italian, Spanish and Portuguese, to evaluate their mod-

els’ generalisation. For example, the minimal set for sound changes linked to word initial Latin

/pl/ is, for an artificial Latin origin [pla]: Romanian [pla], French [pla], Italian [pja], Spanish [La]
and Portuguese [Sa]. They use it to reconstruct the Latin protoform from its children, but we

use it to study whether our model can reconstruct the plausible correspondences between the

daughter languages. We predict 5-best ‘cognates’ for the provided artificial segments, to see if
our models can generalise sound correspondences too, as well as compute the average position

for the correct result among the 5-best predictions (Table 8.6). We first observe that all mod-
els have similar behaviours: when answers are correctly predicted, they usually are predicted

in first or second position on average (the neural models being better than the baseline for our

linguistically more original languages, Romanian and French).

Our neural models reach between 54% and 74% average accuracy from a given language

(Table 8.7),16 and the statistical baseline tends to perform better overall. However, sound

correspondences where the source languages are the most divergent in our Romance family

(French and Romanian, see Section 5.2.2) are better captured with the neural models by 3 to 40

points (for language pairs with enough data, such as French→Spanish, Italian, Portuguese, or

Romanian→Italian, Portuguese). Adding shared embeddings increases performance with our

more typical Romance languages as source and decreases performance for the previous lan-

guages, while still performing better than the baseline. We can therefore say that sound cor-

respondences information is captured by our models.

8.6.2 Do the models capture diachronic information?

We used very small RNN decoders with attention17 as probes, and trained them to predict Latin

proto-forms from the NMT encoded hidden representations of several models (Table 8.8).

These probes were trained to predict from either:

• Pretrained source-to-source B-NMT+m frozen encoders, which have learnt a coherent

hidden representation of the source language, but possess no extra linguistic information

• PretrainedM-NMT+m frozen encoders, to assess ifmultilinguality is helpful in capturing

latent historical information, and performing better of not than B-NMT+m encoders

• As top baseline: a B-NMT encoder trained along with the probe on the task of learning
Latin from the current source, therefore amodel specialized on learning Latinwith an op-

timal hidden representation for it.

• Asbottom baseline: a randomly initializedB-NMTencoder, tomake sure that our probes
16We did not expect our models to reach a 100% accuracy, as the provided examples are minimal for a set, and not

necessarily a sound pair between languages (some sounds could also appear in other sound correspondences),

but reach nonetheless a comparable accuracy to Meloni et al. (2021) on their similar proto-form prediction task.

However, in their paper, they teach theirmodels to go from cognates sets to the proto-form,whenwe go fromone

cognate to a parallel cognate, and therefore work on a less ambiguous task, but from less information.
17Embed./Hidden sizes: 10/20, Luong dot attention.
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8.6 Diachronic probing

are not too expressive (Conneau et al. 2018; Zhang and Bowman 2018). Too expressive

networks can learn to fit any random noise, and have therefore no value as probes.18

Bottom baseline Probes Top baseline

Random encoder Frozen pretrained encoder Trained encoder

Li LA Li LA

L1

L2

L2

L1

LA

Li LA

Table 8.8: Different probes used to study the presence of diachronic information in our models

On Table 8.9 and Figure 8.10, we plotted the BLEU test scores obtained at each epoch by

the different setups for the different languages. First, performance with Occitan is considerably

low, but data size of LA-OC is one order of magnitude smaller than the other sets. Then, for the

rest of the languages, baselines behave quite differently. Our random baseline has low perfor-

mance, which confirms that our probes are selective enough to prevent rote memorisation of

anything from an random encoded representation. B-NMT+m andM-NMT+m encoders, with-

out anyfine-tuningon thepredictionof Latin, reachor surpass theperformanceof our topprobe,

amodel specifically trained on this task. The better performance of ourmultilingualmodel with

respect to the bilingual one seems to indicate that there is something in the multilingual inter-

mediate representation better helps reconstruct the proto-form.19

Model Catalan Spanish French

Data size 2,276 4,332 2,511

Top baseline 32.3± 4.7 46.7± 0.6 31.7± 3.6
M-NMT+m 36.8± 1.3 38.8± 2.4 31.7± 0.9
B-NMT+m 28.5± 3.7 38.0± 1.9 29.9± 0.8
Untrained baseline 5.2± 0.9 3.1± 0.5 3.1± 1.0

Model Galician Italian Occitan

Data size 1,167 5,606 399

Top baseline 23.8± 4.3 50.5± 3.0 6.5± 1.0
M-NMT+m 26.8± 1.9 45.1± 0.6 9.6± 1.4
B-NMT+m 20.7± 2.1 44.0± 0.6 9.0± 3.1
Untrained baseline 2.8± 0.5 5.5± 1.8 1.8± 0.1

Model Portuguese Romanian Aromanian

Data size 3,609 1,040 725

Top baseline 36.4± 2.9 18.2± 6.2 9.9± 1.9
M-NMT+m 35.1± 0.6 21.1± 2.5 18.1± 4.5
B-NMT+m 31.1± 0.9 26.2± 0.8 16.8± 0.4
Untrained baseline 4.8± 0.7 2.6± 0.9 2.5± 0.3

Table 8.9: Probe BLEU test scores for 3 seeds (20 epochs).

18“As long as a representation is a lossless encoding, a sufficiently expressive probe with enough training data can

learn any task on top of it.” (Hewitt and Liang 2019)
19TheM-NMT+m+shared_emb encoders reach half the performance of theM-NMT+mmodel: sharing embeddings

seems to capture considerably less diachronic information, possibly because the phonetic information of all lan-

guages are mashed together.
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8 What can we learn from probing cognate prediction models?

Figure 8.10: Average BLEU score for each input language and each probe setup

8.7 Conclusion

After training and selecting the bestmultilingualmachine translationmodels for the task of cog-

nate prediction, we confirmed the black-box analysis previously made of similar models (they

capture language relatedness information and phonetic similarity).

We then probed ourmodels, to findwhat precisely they learn, and discovered that, linguis-

tically, they do not encode phonotactics, though they encode a form of phonetic similarity by

grouping phonemes by similar contexts. We also discovered that our models learn diachronic

information: they are able to produce sound correspondences, and, even more interestingly,

they contain enough historical linguistic information to allow the reconstruction of the proto-

formwith no fine-tuning, performing as well asmodels trained specifically for this task. We can

therefore conclude that, although the latent diachronic information is not present in a form we

expected (phonetics, phonotactics), it is nonetheless present.

Further work is needed to understandmore precisely under which form this information is

stored, and what precisely it could tell us about our task and data.
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9 From cognates to words

Fate does not take sides. It is fair-minded

and generally prefers to maintain some

balance between the likelihood of success

and failure in all our endeavors.

Towles (2016).

We saw in the previous part how low-resource character-level neural machine translation

tools and techniques can be used for historical word prediction in related languages, as well

as the modalities of such applications. In this chapter, we circle back to translation, by apply-

ing similar techniques to lexicon induction in low-resource situations. Pseudo-parallel lexicons

have been successfully used to improve machine translation models, from managing out-of-

vocabulary words in sentences through direct correspondence (Che et al. 2020; Li et al. 2016;

Luong et al. 2015b) to more complex methods, such as fine-tuning pre-trained out-of-domain

models to in-domain (Hu et al. 2019) or aligning word embedding spaces to generate language

agnostic (or at least multilingual) embeddings (Artetxe et al. 2017; Duong et al. 2016; Mikolov

et al. 2013b). Induced plausible lexicons have also been used to help field linguists find new

words in very low-resourced languages (Bodt et al. 2018; Bodt and List 2019). This task therefore

constitutes a broader application of our work so far, and a number of our previous assumptions

might need tobe reconsidered, as, at a first glance,wewill switch fromusingphonetically related

historical words to using orthographic lexicons of not necessarily related words.

9.1 Research

9.1.1 Linguistic context

For this task, we choose to focus on a French regional language, Alsatian. Alsatian is aWest Ger-

manic, HighGerman, AlemannicGerman language. It is the secondmost spoken regional French

language,1 with 650 000 bilingual locutors2 as of 2013, according to a report by the French Del-

egation for the French language and languages of France (Paumier et al. 2013), and presents a

number of challenges. First, it is quite low-resourced, though initiatives have seen the light to
try to generatemore data in Alsatian, notably through the RESTAURE3 project (for resource gen-

1The first being Occitan.
2Alsatian speakers live in a state of bilingualism, with French, the national language, having become the majority

(when not unique) language of Alsace since 1970 (Huck et al. 2007).
3RESsources informatisées etTraitementAUtomatiquepour les languesREgionales–ComputationalResources and

Processing for Regional Languages

129



9 From cognates to words

Figure 9.1: Linguistic Map of Alsace (CC BY-SA 2020 Nat/Wikipedia).

eration for regional languages). Availabledata contains lexiconsgenerated throughcrowdsourc-

ing (Millour 2020), automatic alignement (Bernhard 2014; Bernhard and Steiblé 2015), or the

work of language conservation associations, such as the OLCA (Office pour la Langue et les Cul-

tures d’Alsace et de Moselle),4 or more specialised linguistic annotated data for part-of-speech

tagging (Bernhard et al. 2018a; Millour et al. 2020), Named Entity Recognition (Bernhard et al.

2018b) and even a theatre corpus (Ruiz Fabo et al. 2020). Despite these initiatives, the quantity

of parallel datapublicly available is still likely too low for automaticmachine translation, andau-

tomatic extraction of data is made noisy by the proximity of Alsatian to Swiss German, another

Alemannic language sharing the same language tag (GSW)but ‘among themost vital ones inEu-

rope in termsof social acceptance andmedia exposure’ (Scherrer andRambow2010a) and there-

fore comparatively higher resource. For example, both the Alemannic version of Wikipedia and

the ‘GSW’ tagged data in the crawled OSCAR corpus (Ortiz Suárez et al. 2019) are almost exclu-

sively in SwissGerman, not Alsatian. The second challenge of Alsatian is itsdialectal variation.
First of all, Alsatian is not a single language but a continuumof languages, with several dialectal

areas (Figure 9.1), each with different linguistic traits and vocabulary. Then, another difficulty

4Non parsable lexicons and phrasebooks at http://www.olcalsace.org.
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is introduced by its graphic variation, as Alsatian does not have an orthography, though several

conventions have been introduced since 2003, such as the GRAPHAL system (Hudlett 2004),

then the ORTHAL one (Zeidler and Crévenat-Werner 2008), updated in 2016. This means that

a given word might be spelled differently depending on the region and chosen (or not) spelling

system. For example, Bernhard and Steiblé (2015) underline four different forms for theword ‘el-

bow’, Elleboje, Ällabooga, Elleböje and Ellaboja, all valid and in use. Usual methods for managing
Alemannic dialectal variation either imply normalizing all vocabulary to a standard form (Hon-

net et al. 2018; Millour 2020; Samardzic et al. 2015) or, on the other hand, include identifying or

generating variants through rule based (Bernhard and Steiblé 2015; Millour 2020; Scherrer and

Rambow 2010b) or neural systems (Schmidt et al. 2020).

We study the creation of bilingual lexicons between Alsatian and the majority language of

its regional environment, which, as we saw above, is French (FR), a Romance langage (both are
remotely related, being Indo-European languages). As this pair is low-resourced, we want to

study leveraging a related higher-resourced language, and choose German (DE), a West Ger-
manic, High German language, with available lexicons to and from French. To help manage di-

alectal variation, we look for a closely-related language with the same behavior, and settle on

its closest relative, Swiss German (GSW), which is more studied, as well as undergoing con-

siderable variation too. Lastly, to study the impact of multilinguality, we add another related

language, intermediate both in terms of closeness and data size: Luxembourgish (LB), a West
Germanic, HighGerman, Central Franconian languagewhichunderwent French influences in its

vocabulary.

9.1.2 Task

Though lexicons have been induced with cognates (Mann and Yarowsky 2001; Scherrer and

Sagot 2014) or a variety of other methods (see Irvine and Callison-Burch (2017) for a survey),

in this section, we use character-level machine translation methods (both statistical and neu-

ral) to generate, from a given monolingual lexicon, its counterpart(s) in a language of interest.

We studymore specifically the generation of French-Alsatian lexicons. Wewant to compare the

different aspects of multilinguality we saw earlier, such as using a higher resourced language

pair for pivoting, leveraging transfer learning in multilingual models of related languages, and

comparing all this to the robust and efficient statistical models.

9.1.3 Hypothesis

Wesuppose that applying our character basedmachine translation system to the task of parallel

lexicon induction might prove interesting for several reasons. First, we showed that using our

system inn-best allowed to take intoaccount ambiguity linked tovariation, especially in the case
of phonetic variation and ambiguity. Meloni et al. (2021) had also shown that using orthogra-

phy as a proxy for phonetic relations in the case of historical word reconstruction gives as good,

if not better, results. In the case of Alsatian, spelling variation can definitely be seen as differ-

ent realisations of a common original phonetic form (such as in the previous example). In the

previous section, we also managed to mitigate the low-resourced aspect of our previous task by

leveragingmultilinguality, andweexpect it couldwork in this context too, ifwefindenoughmul-

tilingual relateddata. However, therewill be the addeddifficulty of changing language family, as
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wewant to generate French-Alsatian (Romance-Germanic) lexicons. Itwill likely be harder to do

character-based ‘translation’ on out-of-contextwords than itwould be on sentences, asNMTon

sentences leverages information from implicit learned semantic context as well as orthographic

similarity, where here we only know the surface form.

9.2 Gathering data

One of the main difficulties of our experimental setup is the data gathering. For this step, we

explored available datasets, either academic or generated by hobbyists.

9.2.1 General process

Once a dataset was found, its word pairs were extracted, cleaned and parsed, to separate paral-

lel lexicons in all available languages. (We removed the determiners, as they were not system-

atically present for nouns.) Then, all datasets of a given language pair were concatenated and

duplicates were removed. This time, there was no need for phonetization, and pairs containing

several forms for a given word were kept.

9.2.2 ‘Non-academic’ data sources

Though this section containswhat couldbe called ‘hobbyist resources’, the sheer size andquality

of someof themmademe call them ‘non-academic’ instead (and even that feels unfair, given the

level of investment and expertise of some authors).

Alsatext Alsatext5 is a quadrilingual Alsatian dictionary, with translations in French, Ger-

man and English. The author was contacted regarding data licensing but never replied. This

site’s XML was parsed, and items were extracted depending on their item class, keeping only

Alsatian singular words with their French and German translations. This allowed to generate

DE-FR, ALS-FR and ALS-DE parallel lexicons. The author has been contacted through the con-

tact form of their website to get authorisation.

ElsassischWarterbuach The ElsassischWarterbuach (Dictionary of Alsatian) is a (now

defunct) website,6 compiled by the late André Nisslé. For this website, all pages were succes-

sively queried from the WebArchive in HTML format. All lexicon data was then extracted from

the ‘table’ section of the page, with Alsatianwords in bold (‘b’ tags), and French in italic (‘i’ tags).

Wordswere then split (ondashes and slashes), filteredon length ratio (nowordpairwas allowed

a bigger size difference than 3), and encoding errors were corrected (&u for ü). This allowed to

generate parallel ALS-FR lexicons.

5http://www.alsatext.eu/dictionnaire.php.
6Accessible via the 2016 version of the WebArchive: http://web.archive.org/web/20160403054628/

http://culture.alsace.pagesperso-orange.fr/dictionnaire_alsacien.htm.
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Wörterbuch Französisch Deutsch The Wörterbuch Französisch Deutsch (German-

French Dictionary) is a (also now defunct) website,7 compiled by the late Jean-Paul Cronimus.8

For this website, all pages were successively queried from theWebArchive in HTML format. All

lexicon data was then extracted from the ‘text’ section of the page, with German words in bold

(‘b’ tags), and French as non bolded children of the current item tag. Words were then split (on

semi-colon), content between parentheses or brackets removedwith regexes, and pairs were fil-

tered on length ratio (no word pair was allowed a bigger size difference than 3). This allowed to

generate parallel DE-FR lexicons.

Langenscheidt Vokalbeltrainer On the Langenscheidt Vokabeltrainer website, sev-

eral datasets are available, amongwhich a bilingual French-German lexicon used for the prepa-

ration of the Abitur exam.9 The website owner (Jörg-Michael Grassau) as well as the original

lexicon author (Benedikt Buettner) kindly gave their authorisation for academic use by email.

All lexical data was extracted as a raw text file, then split on tabulations to separate French and

Germanwords. Data in bracketswas removed, andwordswere split on commas. Lastly, if any of

the words tookmore than 50 characters (therefore was more of a sentence), it was removed.

Nafoku The Nafoku website, coded by Sabine Rennwald, contains a bilingual French-

German lexicon of 3700 entries.10 The author was contacted regarding data licensing but never

replied. The page text was copied, then word indexes, gender or case indications were removed

from the data (‘m’ for masculine, for example), as well as indications contained between paren-

thesis. The data was split on the equal sign separating French and German words, which were

then split on commas to separate synonyms. All words were then saved, which allowed to

generate a bilingual DE-FR lexicon.

Lingvaro Lingvaro is a freely available cross-lingual hobbyist dictionary under CC BY-NC-

SA 3.0 licence by Luis Quesada Torres, in Spanish, English, German, Swiss German (likely the

Zürich dialect spoken by the author), and Esperanto.11 Data from the tsv file was separated in

sentences (discarded) and words, among which were only kept the unique word pairs available

inGerman to SwissGerman. Allwordswere split on slashes to separate synonyms (as inGerman

einige, corresponding toGSW‘epaar / espaar /paar / äinigi / etli’), and incidentalwordpairswere

kept, which allowed to generate a DE-GSW lexicon.

Wörterbuch Berndeutsch TheWörterbuch Berndeutsch is a bilingual Swiss German -

German lexicon, focused on the Bern Swiss German dialect, developed by EduardMuster.12 The

author was contacted regarding data licensing but never replied. Contents were extracted as

raw text, split on the equal sign for language, then each word group was split on numbers, semi

7Accessible via the 2016 version of the WebArchive: http://web.archive.org/web/20160611154300fw_
/http://cronimus.apinc.org/dico/index.htm.

8Technically, the website includes a licence of sorts, with a text saying that the resource is usable freely (in both

senses) by individuals, or pedagogical services belonging to the French Education Nationale or in a contract with

the French State, though distribution is forbidden without a previous permission.
9http://www.vokabeln.de/v3/vorschau/Franzoesisch_Abitur.htm.
10http://nafoku.de/wbuch/f-basis.htm.
11http://github.com/lquesada/Lingvaro.
12http://www.edimuster.ch/baernduetsch/woerterbuechli.htm.
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colons or commas to separate synonyms; pairs with a bigger than 1:3 length ratiowere removed.

This allowed us to generate a GSW-DE lexicon.

9.2.3 Institutional dataset

Lëtzebuerger Online Dictionnaire The Lëtzebuerger Online Dictionnaire (Online

Luxemburgish Dictionary) is freely available online13 under a CC0 licence. It was developed by

the Luxembourg ministry of culture, and is provided as XML. Items were split using ‘lod:ITEM’

tags, then Luxembourgish words were extracted using the ‘lod:ITEM-ADRESSE’ tags and the

French and German words using the ‘lod:EQUIV-TRAD-FR’ and ‘lod:EQUIV-TRAD-ALL’ tags re-

spectively. Then data in parenthesis was removed, and word pairs with a bigger than 1:3 length

ratio were removed. This allowed us to generate three bilingual lexicons: DE-FR, FR-LB andDE-

LB.

9.2.4 Academic datasets

Wörterbuch der elsässischen Mundarten The Trier Center for Digital Humanities

kindly supplieduswith theOCRisedversionof the 1900alsatiandialects dictionary ‘Wörterbuch

der elsässischen Mundarten’.14 As first, the format was sadly non standard (an in-house varia-

tion of TEI), second, it contained OCR errors and third, it was too different in nature from the

rest of our data (dictionary rather than lexicon), we were unable to parse it and use it, though it

could be used for further work on dialectal variation.

Multilingual lexicon linked to BabelNet synsets Delphine Bernhard was kind

enough to provide the trilingual word list of cognates she compiled (German, French, Alsatian)

and referenced in Bernhard (2014).15 For each word group of each language, information in

brackets was removed, then word groups were split on semicolon to separate synonyms. This

allowed us to generate three datasets (DE-FR, ALS-DE, ALS-FR).

Annotated Corpus for the Alsatian Dialects This Alsatian corpus (CC BY-SA 4

licence) from the RESTAURE project (Bernhard et al. 2018a) is annotated in POS, and contains

lemma and French gloss for each Alsatian word.16 We parsed all files present, keeping for each

the uninflected lemmaand French gloss (after discarding punctuationmarks lemmas), and gen-

erated a bilingual ALS-FR dataset.

Diverse sources The last corpus found was a zipped file available for download on the

Bisamewebsite project (for Alsatianmyriadisation, no longer maintained), by AliceMillour.17 It

13http://data.public.lu/fr/datasets/letzebuerger-online-dictionnaire-raw-data/.
14API: http://woerterbuchnetz.de/?sigle=ElsWB, more information about the resource: http://fr.

wikipedia.org/wiki/Dictionnaire_des_parlers_alsaciens.
15http://nakala.fr/10.34847/nkl.3f9b2i11.
16Raw files at http://zenodo.org/record/2536041.
17http://bisame.paris-sorbonne.fr/recettes/downloads.
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9.3 Experimental setup

is likely this datasetwas createdbyDelphineBernhard, and itwas constitutedof several texts an-

notated in BROWN format, UD, and provided as raw text. We extracted lemmas in Alsatian and

their French gloss by taking the correct columns in the file, removing punctuation and content in

parenthesis as well as unknown words, and splitting on either slashes (lemmas) or semicolons

and hashes (inflected lemmas). This allowed us to extract a bilingual ALS-FR dataset.

9.3 Experimental setup

9.3.1 Final data statistics

From ALS to ALS DE FR GSW LB

#words 48153 11468 73675 - -

#characters 476747 174103 1369140 - -

#unique characters 82 77 88 - -

Avg word length 10.21 7.60 9.66 - -

FromDE to ALS DE FR GSW LB

#words 11468 91461 100024 4990 22624

#characters 174103 1080393 2406520 74861 431237

#unique characters 77 71 82 62 72

Avg word length 7.60 11.89 12.58 7.61 9.57

From FR to ALS DE FR GSW LB

#words 73675 100024 92123 - 22652

#characters 1369140 2406520 1225167 - 430319

#unique characters 88 82 84 - 75

Avg word length 9.66 12.58 14.56 - 9.75

FromGSW to ALS DE FR GSW LB

#words - 4990 - 4370 -

#characters - 74861 - 31530 -

#unique characters - 62 - 60 -

Avg word length - 7.61 - 7.29 -

From LB to ALS DE FR GSW LB

#words - 22624 22652 - 22322

#characters - 431237 430319 - 211532

#unique characters - 72 75 - 71

Avg word length - 9.57 9.75 - 9.50

Table 9.1: Dataset statistics.

Our final concatenated dataset varies considerably in size depending on language pairs

(Table 9.1): our biggest ones are ALS-FR (73K word pairs) and DE-FR (100K word pairs), then

DE-LB and FR-LB at 20K, then finally ALS-DE at 10K and DE-GSW at 5K. We split our data in

train/dev/test sets (85%/7.5%/7.5%). We pickmonolingual data by extracting the set of all words

available in a given language.
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9 From cognates to words

9.3.2 Models of interest

Preliminary hyper-parameter search We first try to find the best possible hyper-

parameters for our language combinations. We compare recurrent and Transformer-based18

models, both in abilingual setup for all languagespairs (B-NMT)and in amassivelymultilingual

setup (M-NMT) trained on all language pairs available (for 20 epochswith an Adam optimizer).

However, as our datasets are several orders ofmagnitude bigger than theywere for cognate pre-

diction, so are our computation times. Doing a full hyperparameter search is therefore not pos-

sible for all our models, seeds, and language pairs - we select specific cases depending on their

computation time. Wemanage togenerate a full bilingualhyperparameter search for our smaller

ALS-DE, DE-GSW, GSW-DE and LB-FR, as well as a comparison of hidden size-embedding size

for the bigger DE-FR and FR-DE sets. For multilingual models, which are considerably bigger

as they include all available data, we only run embedding size vs hidden layer size experiments.

After comparing the bilingual and multilingual parameters trends, we conclude that (1) Trans-

formers are still underperforming and (2) decide to use bilingual models results on the hyper-

parameter search as proxy for the multilingual models, as they seem to correlate well for the

available results.

SMT B-NMT M-NMT

- L1 L2 .

L1

L2

−
L2

L1 .

Table 9.2:Model type reminder (see Section 5.1).

Chosen models We therefore train all models with one encoder layer, one decoder layer,

an embedding dimension of 28 and hidden size of 90, a batch size of 30 and learning rate of

0.001, and varying language combinations: we use either French and all Germanic languages

(M-NMT5: ALS-DE-GSW-LB and FR), French and Upper German languages (M-NMT4: ALS-

DE-GSW and FR), French, Alsatian, and the highest-resourced other related language, German

(M-NMT3), and bilingual models (B-NMT). Then, we compare our raw results to zero-shot

transfer experiments, and using FR-DE to zero-shot FR-ALS and DE-FR to zero-shot ALS-FR.

Other preliminary experiments We also compare using our best performing setup

with added monolingual data, which did not increase performance, and with a shared encoder

and a shared decoder across all Germanic languages in our multilingual model, which actually

decreased performance two-fold;19 we therefore only focus on our simplest and best performing

setup.

18Since we have more data, maybe Transformer-basedmodels will perform better.
19It is likely the performance decrease is actually due to information diffusion across our languages of interest.
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9.4 Results

9.4 Results

9.4.1 Raw results

In our results, we display the language pairs common to all setups: ALS-FR, ALS-DE and DE-FR

(Figure 9.2). Results on ALS-DE allow us to study how well the model performs on two close

languages from the same family, with an average amount of data (20K pairs). Performance on

DE-FR allows us to see howwell themodel performs on amore distant pair with a high amount

of data (100K pairs) but no ambiguity, where performance on ALS-FR adds this extra ambiguity

into accountwhile containing a fair amount of data (70K pairs). From our previous experiments

on cognates, we could expect our models to perform best on ALS-DE due to linguistic proxim-

ity, then on DE-FR, an unambiguous situation, then lastly on ALS-FR, an ambiguous situation

(though n-best performance could mitigate this last difference).

Comparing language directions Wefirst observe that our BLEU scores on ALS-DE are

similar to those obtained for our related Romance languages (between 62 and 67.2 to ALS and

68.7 and 78 BLEU to DE, in 1-best, depending on the setup). It seems harder to predict to ALS
than from it,which is not surprising, as the situationpresents an asymetrical ambiguity,20where

a given letter in German can correspond to several in Alsatian depending on dialectal spelling,

where the opposite is not true sine German spelling is regular; this difference in ambiguity is

reduced but not entirely erased by predicting in n-best, with 10-best results still lower to ALS
than from it. We can therefore first say that our model has been capable of learning to trans-

late character-level lexicons, and that our models for predicting cognates transfer quite well to

ambiguous situations such as predicting a language with high dialectal variation, even with a

relatively small dataset (10K).

However, one of our main goals was to use our models in a cross-family setup, predict-

ing ALS from FR and vice-versa. The results here are considerably lower: DE-FR barely reach 30

BLEU, and ALS-FR only surpasses 10 BLEU using statistical methods – our character level trans-

lationmodels do not seemwell adapted to cross-family setups. The difference between using FR

with ALS or with DE can likely be explained by a combination of data size difference (30%) and

ambiguity (ALS containing variation and DE not).

Comparing models types The respective performance of our models varies depending

on the language pair: on ALS-DE (our closest pair), the worst performing models are our sta-

tistical baselines, and our best performing models are the M-NMT3 or M-NMT5 models, with

a difference of about 5 to 10 BLEU between worst and best (which represents a score variation

between 7 and 12%). It is interesting that for ALS-DE, the best overall setups are eitherM-NMT3,

which include pairs with FR, therefore adding a maximum amount of ALS data in a single step,

or M-NMT5, containing the maximum number of Germanic languages overall.

20This ambiguity is much like predicting from and to a parent language in our previous experiments
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From

cognates
to

words

Figure 9.2: BLEUscores comparison forGermanic-French lexicon induction. Colours indicate themodel type for a language pair: SMT in green (col 1), Bi-NMT in
orange (col 2),M-NMT3 in blue (col 3),M-NMT4 in purple (col 4),M-NMT5 in grey (col 5). Colour shades indicate the value of n in n-best predictions
(1, 2, 3, 5 and 10 from bottom to top).
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9.4 Results

For DE-FR, all models behave quite similarly, with a maximum score difference of about 4

BLEU: the best performing model is the Bi-NMT model, with SMT and M-NMT3 close behind

(andM-NMT5 when going to DE), at a 2 BLEU points difference (7%). Across families, and with

enough data, the best performance goes to bilingual neural models, specialised on the precise

task.

For ALS-FR, however, the bestmodel by far (between 50 and 60% increase in performance,

or 4 to 6.5 BLEU), is the statistical baseline, followed by our Bi-NMT and M-NMT5 models. As

the performance is worst to FR than to ALS, though the latter is the more ambiguous case, it

could be that ambiguity does not actually play that much a role, and that the bad performance

in both directions of the ALS-FR prediction is actually due to data size: the ALS-FR pair could be

just below the necessary data threshold (for lexicons) for neural methods performance, which

DE-FR has reached (being 30% bigger).

Interestingly,multilinguality seems to either penalise the “out of family” language (French)

when too little data is added (M-NMT3, M-NMT4), or help it with enough new languages and

data (M-NMT5), much like we sawwhen going to/from Romanian and Aromanian in our previ-

ous experiments.

Analysing predictions To understand the variation between language pairs in more

depth, aswell as better analyse ourmodels’ capabilities,we look at neural predictions for our dif-

ferent language pairs. We observe that ourmodels have learnt correspondences between source

and target languages, as well as a target word language modelling aspect, predicting plausible

words. For example, for our best performing Bi-NMTmodel, German resolut, which corresponds
to French résoluwas predicted in 10-best as résolute, résoluteur, résolutif, résolut, résolutive, ré-
solution, résolutile, résoluté, résolume or résout, strictlywrong, but phonotactically correct (and

sometimes semantically close)Frenchwords,whereasGermanMuschel, translatable inFrenchas
conque (our target) or moule was predicted as muschèle, muschel, musille, muschele, muschule,
Muschel, mousse, moule, muchel or musure, with the correct word (moule) appearing along

phonotactically plausible words, and German inspired words. Interestingly, the different incor-

rect predictions seem to reflect a continuum of phonetic correspondences, fromGerman sound-

ing muschel/muchel, to muschèle/muschele, to muschule, to French sounding musille, for ex-

ample. This could reflect that the model learned phonetic patterns from different steps in the

language history, since we provided it with a bilingual lexicon containing, by essence, normal

words as well as both cognates (having lived the full phonological history of their languages)

and borrowings (only carrying phonetic evolution and correspondances having occured after

their arrival).

However, when the word shapes are too different while going from a Germanic language

to French, the neural models get lost and tend to produce previously seen words. For example,

when going from German abbüßen to French expier, the model gets stuck on the fact that ini-
tial German ‘ab’ can be linked to French prefix ‘en’ or ‘dé’, and uses it to start its predictions:

entraîner, conserver, départer, changer, déchanger, entrairer, départir, déchancer, entraire, and

entrer, some of which exist, but none of which is correct. It is likely that cross-family language

translation would need a much bigger amount of data to avoid pseudo-overfitting situations

such as this one. We can therefore say that, for character-level lexicon translation, our neural

models learn an aspect of phonotactic language modelling, but that 100K word pairs are not

enough to do cross-family prediction.
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9 From cognates to words

9.4.2 Zero-shot transfer results

To study how specific our neural encoders and decoders are, and how easy it is or not to lever-

age the ‘better’ performing FR-DE encoder/decoder pairs for ALS, we try some zero-shot experi-

ments.

Figure 9.3: BLEU scores for zero shot identity experiments. Colours indicate the model type

for a language pair: Bi-NMT in orange (col 1), M-NMT3 in blue (col 2), M-NMT4
in purple (col 3), M-NMT5 in grey (col 4). Colour shades indicate the value of n in
n-best predictions (1, 2, 3, 5 and 10 from bottom to top).

Wefirstwant to see how close to anALS identity functionDE is, or, in other terms, if DE can

be used as a substitute for ALS.We therefore look at the BLEU between the DE prediction of our

trained ALS-DE model and the source ALS word (is German good pseudo-Alsatian?), as well as

between the ALS prediction of our trainedDE-ALSmodel and the actual DE source (is Alsatian a

good pseudo-German?). Going bothways will allow us to see the difference between predicting

DE from an ALS decoder, used to variation, and ALS from a DE decoder, better performing.

We observe (Figure 9.3) that results are overall very low (forwhat is an identity prediction),

with a BLEU around 17-20 points in 1-best, which reflects the strong differences between ALS
and DE. This score goes up to 26 when predicting using the DE decoder to predict ALS, and 36

when predicting DE from the ALS decoder in 10-best. The ALS decoder, more used to variation,
produces a wider range of answers than the DE decoder, which cannot anticipate the expected

variation for ALS. To summarize, it is unlikely that using DE as a proxy for ALS in the hope of

capitalizing on its ‘better’ performance to FR in zero shot would work. We try it nonetheless.
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9.5 Managing dialectal variation

Figure 9.4: BLEU scores for zero shot experiments. Colours indicate the model type for a lan-
guage pair: Bi-NMT in orange (col 1), M-NMT3 in blue (col 2), M-NMT4 in purple

(col 3), M-NMT5 in grey (col 4). Colour shades indicate the value of n in n-best pre-
dictions (1, 2, 3, 5 and 10 from bottom to top).

On Figure 9.4, we observe that the BLEU score obtained when using the DE encoder (resp.

decoder) as a substitute to predict ALS→FR (resp. FR→ALS) are even lower than just focusing

on ALS-FR directly. This confirms that German is not a good proxy for Alsatian in zero-shot,

as such. Going from a language family to another, as well as using a high-resourced but still

quite different reference language for zero-shot, and the inherent ambiguity variationofAlsatian

combine together to prevent this task from properly working.

9.5 Managing dialectal variation

Contrary to our initial expectations, it appears very difficult to directly produce a French-

Alsatian lexicon from a char-based MT model trained on Germanic languages and French, as

the performance is just too low. However, when going from DE to ALS, we observe that the

model learns spelling variations motifs, such as when going from DE Entscheidungsträger to
FR Äntschaidungstrager, where the model predicts Entschaidungschträger, Äntschaidungsträjer,
Entschaidungsträjer, Entschaidungschträga, Äntschaidungschträga, among shorter variations,

with the initial ‘ent’ appearing both as ‘ent’ and ‘änt’ and the ending ‘ager’ as ‘äger’, ‘äjer’ or ‘äga’

(correspondences which exist, as mentioned in Section 9.1.1, with ‘elbow’ being written Elleboje,
Ällabooga, Elleböje and Ellaboja.).
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9 From cognates to words

9.6 Conclusion

After compiling and extracting bilingual lexicons in our languages of interest (ALS, DE, FR, GSW,

LB), we experimented with different setups to find the best parameter combination for cross-

family character-levelMTmodels. We found that the best architectureswere the simplest (with-

out added monolingual data, and without sharing components), either statistical or neural re-

current (Transformers still under performing). When studyingmodels and language pairsmore

specifically, we observed that intra-family prediction on Germanic languages performed as well

as our previous experiments on Romance families, but that cross-family prediction did not per-

formwell, plausibly becauseof a lack of datawhich causedoverfitting. Wealsoobserved that our

models captured what seems to reflect phonotactic comprehension, and were able to mitigate

ambiguity for Alsatianwhen coming fromGerman. We therefore suppose that, using an already

existing bilingual French-German lexicon, it could be possible to induce plausible Alsatian vari-

ants from the Germanwords, using a character-basedmachine translation approach trained on

enough data, and then to check predictions by looking for occurences in monolingual Alsatian

corpora,whichwould circle back to previouswork (MannandYarowsky 2001). However, though

Germanic character basedmultilingualmachine translationmodels seem to help the prediction

of Alsatian, further work in this direction is needed.
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Man is poorly designed for collating

masses of data, but is able to bring a wide

range of knowledge and interpretation to a

single item of data at any one time. The

machine, on the other hand, betrays a

certain inanity when it comes to matters of

interpretation, since it has no knowledge of

the world, and is thereby obliged to form

its interpretations onmere surface

appearances, [while its capacity] to collate

and search, on the other hand, may well

arouse our admiration. As for the

combination of man andmachine, we are

only just beginning to realize the

potentialities that this combination has for

the world of scholarship, and especially for

the discipline of Linguistics.

Hewson (1973)

The primary purpose of the current dissertationwas first, to study if and under which con-

ditions neural networks could be used for the task of cognate prediction, then determine more

precisely what they learnt on this task. In historical linguistics, cognates arewords that descend

in direct line from a common ancestor, called their proto-form, and therefore are representative

of their respective languages’ evolutions through time, as well as of the relations between these

languages synchronically. As they reflect the phonetic history of the languages they belong to,

they allow linguists to better determine all manners of synchronic and diachronic linguistic re-

lations (etymology, phylogeny, sound correspondences) (Durkin 2015). The formalisation of the

empirical sound change regularity rule by the Neogrammarians (Osthoff and Brugmann 1878)

represented an important step in the formal study of cognates.

As sounds change regularly through their languages’ history, cognates of given languages

tend to be linked, and identified, through systematic correspondence patterns, and neural net-

works, being especially good at learning latent patterns, seemed to be a goodmatch for this task.

At the beginning of this work, in 2019, they had started being used for cognate identification

(Frunza and Inkpen 2006; Frunza 2006; Kumar et al. 2017; Sepúlveda Torres and Aluı́ sio 2011)

and cognate prediction (Beinborn et al. 2013; Dekker 2018;Mulloni 2007; Nguyen et al. 2018;Wu

and Yarowsky 2018), with two caveats. First, the word cognate can reflect several concepts de-
pending on the field (see Section 1.2.2), and cognate identification and prediction papers from

the machine translation field or language learning studies do not usually concern themselves

with historical linguistics constraints, therefore not trying to capture the specific patterns we

are interested in. Secondly, prior work specifically on historical word prediction seemed to indi-

cate that therewere inherent limitations (data size, complexity, ambiguity)which could prevent

it from being learnable by neural networks, especially thosewewere interested in (Dekker 2018)

— though one paper obtained promising results (Meloni et al. 2021).

In the current dissertation, we sought to methodically study the applicability of machine
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translation inspired neural networks to historical word prediction, relying on the surface simi-

larity of both tasks, modelling sequence to sequence relations. In order to differentiate between

the hypothesiswhich could justify prior failure (theoretical differences too big, lack ofmodel op-

timisation, too small data size, task inherently too complex), we first created an artificial dataset

inspired by the phonetic and phonotactic rules of Romance languages, which allowed us to vary

task complexity and data size in a controlled environment (Fourrier 2020; Fourrier and Sagot

2020a). This led to the conclusion that, first, neural machine translation inspired neural net-

works could theoretically be used for the task, as long as they were optimised and the data size

was above a threshold, and second, that historical word reconstruction was not a symmetrical

task, with parent to child being the easiest direction to predict, child to parent themost ambigu-

ous, and child to child the most theoretically similar to machine translation.

We then extended our work to real datasets, and updated an etymological database to

gather a correct amount of data (Fourrier and Sagot 2020b), then studied first the transferabil-

ity of our conclusions on model success and optimisation to real data, then the applicability of

a number of data augmentation techniques to the task, to try to mitigate low-resource situa-

tions. We concluded that above a certain data size, and after optimisation, the best possible

setup was using multilingual recurrent neural networks. It performed better than using other

models (Transformer-based) or other techniques, such as pretraining and back-translation, also

leveraging added data (Fourrier et al. 2021).

Wefinally investigated inmoredetail the advantagesof usingmultilingual neural networks

compared to other setups, by looking at six possible instanciations of our neural models, bilin-

gual or multilingual, with or without monolingual data, sharing components or not, using sta-

tistical methods as a baseline. We first confirmed that, on the surface, they seem to capture

language relatedness information and phonetic similarity, confirming the work of Meloni et al.

(2021). We then discovered, by probing them, that the information they store is actually more

complex: ourmultilingualmodels actually encode aphonetic languagemodel, and learn enough

latent historical information to allow the reconstruction of the (unseen) proto-form of the stud-

ied languages as well or better than bilingual models trained specifically on the task (Fourrier

and Sagot 2022). This latent information is likely the explanation for the success ofmultilingual

methods in the previous works. Now...

What comes next?

Extension to other languages During this work, we studied and analysed ourmodels

on one single language family, the Romance language, which is already extremely well studied,

and not the one having undergone themost complex developments. Furtherworkwill therefore

need to study other language families, in order to see if the results obtained in this manuscript

can be generalized. Preliminary work on the training datasets of the SIGTYP 2022 cognate pre-

diction competition (covering 10 varied language families, with datasets containing between 4

and 19 languages)1 showed that our models, in the ‘best’ possible settings (between 107 word

pairs for 9 languages and 944 word pairs for 16 languages, still very low-resourced situations

compared to the data studied in this dissertation) barely reached a performance level equivalent

to a linguistically motivated baseline, without a clear difference between bilingual models and

multilingual ones. Data size still remains a hard limit for our models. Next steps to adress this

issuewould therefore beworking either on data collection and training for other languages fam-

1github.com/sigtyp/ST2022.
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ilies, or investigating other aspects of data augmentation, and likely designing new techniques

fitted to this task (such as pretraining models with artificial data reflecting the statistics of the

studied languages).

Cognate detection Cognate prediction models could then also be used as plausible cog-

nate generators, as in Bodt et al. (2018) and Bodt and List (2019), in which case plausible gen-

erated cognates could either be investigated in the field, or looked for in digitized manuscripts

(where the natural ambiguity management of our models could also allow to mitigate natural

variation), looping back to cognate identification.

Proto-form reconstruction If results were to be convincing enough on other families,

it would allow us to try to replicate model probing, and investigate the latent representation for

other language families using similar probes to the previous chapters. Another direct extension

could also be to find away to directly extract the latent informationwe uncovered through prob-

ing tasks fromour neural networks. Preliminary unpublished experiments trying to differentiate

intermediate representation of phones depending on their contexts of origin have not been con-

clusive so far, but further work in this direction is obviously needed.

Borrowing detection The models we developed could also be used to study the dif-

ferences between cognate and borrowings evolution, contributing to borrowing detection

(Ciobanu and Dinu 2015; Ciobanu and Dinu 2019; List and Forkel 2022). For example, an ap-

plication could be the study of the different latent sound correspondences learnt by a model

trained on cognate prediction versus one trained on borrowing prediction.

Of course, in the different extensions underlined, neural networks would only be used as

allies to linguists, who would make the final judgement on the quality of their predictions and

reconstructions.

Other historical linguistic tasks Cognates and borrowings can also be useful outside

of their prediction and identification stricto sensu. Several other historical linguistic tasks rely on
historical words, such as sound changes rules validation (Hewson 1973; Smith 1969) or phyloge-

netic recontruction, from reconstructing language trees (Dekker 2018; Greenhill 2011; Jäger and

List 2016; Rama et al. 2018) to understanding the genetic relations of isolate languages (Hantgan

and List 2018). Trained cognate prediction models, which we demonstrated are good at han-

dling ambiguity, could provide artificial but plausible data to check hypotheses for these tasks,

or, when validated against monolingual lexicons, provide new plausible cognate sets to help for

such tasks.

Semantic studies In the theoretical background of thismanuscript, we saw that the regu-

larity of sound changes (the mechanisms behind cognates and borrowings identification) are

also at the root of semantic change studies (Durkin 2015). Semantic change studies studies

meaning variations between languages or dialects, which has been done using word embed-

dings as proxies for word meaning, both diachronically on real or artificial data (Martinc et al.
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2020; Montariol and Allauzen 2021) and synchronically at the sentence or word level (Bein-

born and Choenni 2020; Hovy and Purschke 2018). Cognates have been used to study semantic

change (Uban et al. 2021), but as cognates and borrowings reflect different aspects of their lan-

guages phonetic history, do they differ in their semantic evolution trajectories? If they did, they

would constitute, by their very nature, a promising proxy for evaluating semantic changemeth-

ods. Inpreliminarywork (Fourrier andMontariol 2022),we triedusing cognates andborrowings

to see if they could also be used for diachronic semantic studies, possibly as markers to study

rates of semantic change between languages, though our experiments were too preliminary to

showanythingmore than light trends—itwouldbe interesting to reproduce these experiments,

but paying close attention to the respective data sizes of cognates and borrowings between lan-

guages, in order to get statistically comparable results. More generally, cognate prediction is

the door to a range of diachronic studies outside of phonetics, from morphological evolution

to semantics. Optimising cognate prediction models, this time on segmentation (which we did

not study), for example by using sub-word instead of character level tokenization, could provide

interesting insights on low-resourced cognatesmorphology, especially if the observedmultilin-

gual latent learning also occurs when studying cognates from amorphological standpoint.

Cognates beyond historical linguistics Cognates can also be useful synchronically,

for other tasks, and have for example been used in low-resourced machine translation setups,

to induce lexicons (Hauer et al. 2017; Mann and Yarowsky 2001), as seeds to align multilingual

word embeddings, or to help script decipherement (Luo et al. 2021).

Beyond cognates In the opening Chapter, we went past cognates as such, and focused

on lexicon induction, using our models to try to get the best cross-family results on the task,

while studying the impact of available languages on prediction. We observed that character-

levelmachine translation performs considerably better inside a given language family (reaching

the performance we had in previous experiments on Romance cognates), even mitigating nat-

ural dialectal variation. Experiments on dialectal variation management could be extended, by

producing plausible word forms from a neighbouring language, then training a classifier to de-

termine theplausible geographic originof thegivenpredictions. Topredictwordsbetweenunre-

lated languages (since using ourmodels cross-family gave poor results) we suppose that similar

multilingual architectures couldbe trained, language familyper language family, thenconnected

through “bridge-models” across intermediate representations. Preliminary experiments seemto

show that this would be an interesting direction for multilinguality management, especially in

low-ressource situations.
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A Linguistic information
We provide, for later reference, a table of the phones of interest studied in this manuscript, as

well as their unicodes and tipa commands. We first look at pulmonic consonnants, then vowels,

as defined in Section 1.1.1. We also provide a structured table of the pulmonic consonants, which

allows to better visualise their respective dimensions (manner and place). We then introduce a

list of the different language codes used in this thesis, as well as the reference versions for the

Wiktionary.

A.1 Phones of interest and their characteristics

A.1.1 Pulmonic consonants

Symbol Name Unicode TIPA

m Voiced bilabial nasal u006D m

m: Voiced bilabial geminated nasal u006D m:

p Voiceless bilabial stop u0070 p

p: Voiceless bilabial geminated stop u0070 p:

b Voiced bilabial stop u0062 b

b: Voiced bilabial geminated stop u0062u02D0 b:

F Voiceless bilabial fricative u0278 F

B Voiced bilabial fricative u03B2 B

à Voiced bilabial trill u0299 \textscb

M Voiced labiodental nasal u0271 M

bv Voiced labiodental affricate None bv

f Voiceless labiodental fricative u0066 f

f: Voiceless labiodental geminated fricative u0066 f:

v Voiced labiodental fricative u0076 v

v: Voiced labiodental geminated fricative u0076 v:

V Voiced labiodental approximant u028B V

n« Voiceless alveolar nasal None \textsubsquaren

n Voiced alveolar nasal u006E n

n: Voiced alveolar geminated nasal u006E n:

t Voiceless alveolar stop u0074 t

t: Voiceless alveolar geminated stop u0074u02D0 t:

d Voiced alveolar stop u0064 d

d: Voiced alveolar geminated stop u0064u02D0 d:

ts Voiceless alveolar sibilant affricate u02A6 ts

dz Voiced alveolar sibilant affricate u02A3 dz

tS Voiceless postalveolar sibilant affricate u0074 u0283 tS

dZ Voiced post-alveolar sibilant affricate u0064 u0292 dZ

tT Voiceless dental non-sibilant affricate None tT

dD Voiced dental non-sibilant affricate None dD
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s Voiceless alveolar sibilant u0073 s

s: Voiceless alveolar geminated sibilant u0073u02D0 s:

z Voiced alveolar sibilant u007A z

z: Voiced alveolar geminated sibilant u007Au02D0 z:

S Voiceless postalveolar fricative u0283 S

Z Voiced postalveolar fricative u0292 Z

S: Voiceless postalveolar geminated fricative u0283u02D0 S:

Z: Voiced postalveolar geminated fricative u0292u02D0 Z:

T Voiceless dental fricative u03B8 T

D Voiced dental fricative u00F0 D

ô Voiced alveolar approximant u0279 \textturnr

R Voiced alveolar tap and flap u027E R

R: Voiced alveolar geminated tap and flap u027E R:

r Voiced alveolar trill u0072 r

r: Voiced alveolar geminated trill u0072 r:

tì Voiceless alveolar lateral affricate u0074 u026C t \textbeltl

dÐ Voiced alveolar lateral affrciate u0064 u026E d \textlyoghlig

ì Voiceless alveolar lateral fricative u026C textbeltl

Ð Voiced alveolar lateral fricative u026E \textlyoghlig

l Voiced alveolar lateral approximant u006C l

Õ Voiced alveolar lateral flaps u027A \textturnlonglegr

ï Voiced retroflex nasal u0273 \textrtailn

ú Voiceless retroflex stop u0288 \textrtailt

ã Voiced retroflex stop u0256 \textrtaild

úù Voiceless retroflex affricate u0288 u0282 \textrtailt \textrtails

ãü Voiced retroflex affricate u0256 u0290 \textrtaild \textrtailz

ù Voiceless retroflex fricative u0282 \textrtails

ü Voiced retroflex fricative u0290 \textrtailz

õ Voiced retroflex approximant u027B \textturnrrtail

ó Voiced retroflex flap u027D \textrtailr

í Voiced retroflex lateral approximant u026D \textrtaill

ñ Voiced palatal nasal u0272 \textrtailn

c Voiceless palatal stop u0063 c

é Voiced palatal stop u025F \textbardotlessj

dý Voiced alveolo-palatal affricate u02A5 d \textctz

tC Voiceless alveolo-palatal affricate u02A8 tC

cç Voiceless palatal affricate u0063 u00E7 c \cc

éJ Voiced palatal affricate u025F u029D \textbardotlessj J

C Voiceless alveolo-palatal sibilant fricative u0255 C

ý Voiced alveolo-palatal sibilant fricative u0291 \textctz

ç Voiceless palatal fricative u00E7 \cc

J Voiced palatal fricative u029D J

j Voiced palatal approximant u006A j

ń Voiced palatal lateral approximant u028E textlambda

N Voiced velar nasal u014B N

k Voiceless velar stop u006B k

k: Voiceless velar geminated stop u006Bu02D0 k:

kw Palatized voiceless velar stop u006B k \super w

g Voiced velar stop u0261 g

g: Voiced velar geminated stop u0261 g:

g w Palatized voiced velar stop u0261 g \super w

w Voiced labio-velar approximant u0077 w

kx Voiceless velar affricate None kx

gG Voiced velar affricate None gG

x Voiceless velar fricative u0078 x

G Voiced velar fricative u0263 G
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A.1 Phones of interest and their characteristics

î Voiced velar approximant u0270 \textturnmrleg

Ï Voiced velar lateral approximant u029F \textscl

ð Voiced uvular nasal u0274 \textscn

q Voiceless uvular stop u0071 q

å Voiced uvular stop u0262 \textscg

qX Voiceless uvular affricate None qX

X Voiceless uvular fricative u03C7 X

K Voiced uvular fricative u0281 K

ö Voiced uvular trill u0280 \textscr

Ü Epiglottal stop u02A1 \textbarglotstop

è Voiceless pharyngeal fricative u0127 \textcrh

Q Voiced pharyngeal fricative u0295 Q

Ý Voiced epiglottal stop or fricative u02A2 \textbarrevglotstop

Ë Voiceless epiglottal trill u029C \textsch

P Glottal stop u0294 P

Ph Voiceless glottal affricate None Ph

h Voiceless glottal fricative u0068 h

H Voiced glottal fricative u0266 H

Table A.1: Some pulmonic consonants

Figure A.1: Official IPA pulmonic consonants chart (CC BY-SA 2020 IPA)
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A Linguistic information

A.1.2 Vowels

Symbol Name Unicode TIPA

i Close front unrounded vowel u0069 i

y Close front rounded vowel u0079 y

e Close-mid front unrounded vowel u0065 e

ø Close-mid front rounded vowel u00F8 \o

E Open-mid front unrounded vowel u025B E

Ẽ Open-mid front unrounded nasal vowel u025B \∼ E
œ Open-mid front rounded vowel u0153 œ

œ̃ Open-mid front rounded nasal vowel u0153 \∼ \oe
æ Near-open front unrounded vowel u00E6 \ae

ã Open front unrounded nasal vowel u0061 \∼ a
a Open front unrounded vowel u0061 a

Œ Open front rounded vowel u0276 \OE

I Near-close front unrounded vowel u026A I

Y Near-close front rounded vowel u028F Y

1 Close central unrounded vowel u0268 1

0 Close central rounded vowel u0289 0

9 Close-mid central unrounded vowel u0258 \textreve

8 Close-mid central rounded vowel u0275 8

@ mid central vowel u0259 @

3 Open-mid central unrounded vowel u025C 3

Æ Open-mid central rounded vowel u025E \textcloserevepsilon

5̃ Nasalised near-open central vowel u0250 \∼ 5
5 Near-open central vowel u0250 5

U Near-close back rounded vowel u028A U

Ũ Near-close back rounded nasal vowel u028A \∼U
ũ Near-close back rounded nasal vowel u028A \∼ u
W Close back unrounded vowel u026F W

u Close back rounded vowel u0075 u

G Close-mid back unrounded vowel u0264 G

o Close-mid back rounded vowel u006F o

õ Mid near back rounded nasal vowel u00F5 \∼ o
2 Open-mid back unrounded vowel u028C 2

O Open-mid back rounded vowel u0254 O

Õ Open-mid back rounded nasal vowel u0254 \∼O
A Open back unrounded vowel u0251 A

6 Open back rounded vowel u0252 \textturnscripta

i: Long close front unrounded vowel u0069 i:

y: Long close front rounded vowel u0079 y:

e: Long close-mid front unrounded vowel u0065 e:

ø: Long close-mid front rounded vowel u00F8 \o:

E: Long open-mid front unrounded vowel u025B E:

œ: Long open-mid front rounded vowel u0153 \oe:

æ: Long near-open front unrounded vowel u00E6 \ae:

a: Long open front unrounded vowel u0061 a:

Œ: Long open front rounded vowel u0276 \OE:

I: Long near-close front unrounded vowel u026A I:

Y: Long near-close front rounded vowel u028F Y:

1: Long close central unrounded vowel u0268 1:

0: Long close central rounded vowel u0289 0:

9: Long close-mid central unrounded vowel u0258 \textreve

8: Long close-mid central rounded vowel u0275 8:

@: Longmid central vowel u0259 @:
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A.2 Wiktionary language codes

3: Long open-mid central unrounded vowel u025C 3:

Æ: Long open-mid central rounded vowel u025E \textcloserevepsilon :

5: Long near-open central vowel u0250 5:

U: Long near-close back rounded vowel u028A U:

W: Long close back unrounded vowel u026F W:

u: Long close back rounded vowel u0075 u:

G: Long close-mid back unrounded vowel u0264 G:

o: Long close-mid back rounded vowel u006F o:

2: Long open-mid back unrounded vowel u028C 2:

O: Long open-mid back rounded vowel u0254 O:

A: Long open back unrounded vowel u0251 A:

6: Long open back rounded vowel u0252 \textturnscripta:

Table A.2: Some vowels

A.2 Wiktionary language codes

Family Language Wiktionary code Dissertation code

Romance Aromanian rup RUP

Catalan ca CA

French fr FR

Galician gl GL

Italian it IT

Latin – Classical la LA

Latin – Vulgar lat-vul LA

Middle French frm

Occitan oc OC

Old Catalan roa-oca

Old French fro

Old Latin itc-ola

Old Occitan pro

Old Portuguese roa-opt

Old Spanish osp

Portuguese pt PT

Proto-Indo European ine-pro

Proto-Italic itc-pro

Romanian ro RO

Spanish es ES

Germanic Alsatian gsw ALS

German de DE

Germanic Swiss gsw GSW

Luxembourgish lb LB

Table A.3:Wiktionary language code of our languages of interest in our chosen database, ver-

sus languages codes we used in the thesis.

Thewiktionary code forAlsatian is gsw, because it does not distinguishbetweenAle-

mannic languages, all under the ‘gsw tag umbrella’.
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B Artificial data experiment
results

In this section, we display the detailed tables of all the experiments we realised when looking

for the best hyperparameters combinations using artificially generated data, in Section 6.2. We

successively optimized parameters by group, selecting the best combination at one step as an

initialisation for the following steps of the research. (The artificial data followed phonotactics

and phonetic rules of the Romance language family).

B.1 Hyperparameter search for bilingual data

B.1.1 Embedding dimension versus hidden size
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Figure B.1: BLEU results of our experiments on artificial data.
Comparing embedding dimension versus hidden size, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.2: BLEU results of our experiments on artificial data.
Comparing embedding dimension versus hidden size, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.18
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Figure B.3: BLEU results of our experiments on artificial data.
Comparing embedding dimension versus hidden size, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.4: BLEU results of our experiments on artificial data.
Comparing batch size versus learning rate, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.5: BLEU results of our experiments on artificial data.
Comparing batch size versus learning rate, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.6: BLEU results of our experiments on artificial data.
Comparing batch size versus learning rate, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.7: BLEU results of our experiments on artificial data.
Comparing the impact of the number of layers, for all languages, for our five data sizes.
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Figure B.8: BLEU results of our experiments on artificial data.
Comparing the impact of the numbe of heads, for all languages, for our five data sizes.19
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B Artificial data experiment results

B.1.5 Recurrent models: Attention type
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Figure B.9: BLEU results of our experiments on artificial data.
Comparing the impact of the attention type, for all languages, for ourfivedata sizes.

B.2 Hyperparameter search for multilingual data

B.2.1 Embedding dimension versus hidden size

196



B.2
H

yperparam
etersearch

form
ultilingualdata

Daughter 1 to Daughter 2 Daughter 2 to Daughter 1

500

1000

1500

2000

3000

Figure B.10: BLEU results of our experiments on artificial data.
Comparing embedding dimension versus hidden size, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.19
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Figure B.11: BLEU results of our experiments on artificial data.
Comparing embedding dimension versus hidden size, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.12: BLEU results of our experiments on artificial data.
Comparing embedding dimension versus hidden size, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.19
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Figure B.13: BLEU results of our experiments on artificial data.
Comparing batch size versus learning rate, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.14: BLEU results of our experiments on artificial data.
Comparing batch size versus learning rate, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.15: BLEU results of our experiments on artificial data.
Comparing batch size versus learning rate, for our five data sizes.

From top to bottom: 500, 1000, 1500, 2000, 3000.
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Figure B.16: BLEU results of our experiments on artificial data.
Comparing the impact of the number of layers, for all languages, for our five data sizes.
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Figure B.17: BLEU results of our experiments on artificial data.
Comparing the impact of the numbe of heads, for all languages, for our five data sizes.
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B.2 Hyperparameter search for multilingual data

B.2.5 Recurrent models: Attention type
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Figure B.18: BLEU results of our experiments on artificial data.
Comparing the impact of the attention type, for all languages, for our five data

sizes.
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C Real data results
In this section, we display the detailed tables of all the experimentswe realisedwhen looking for

thebesthyperparameters combinationsusing realRomancedata, inSection6.2. Wesuccessively

optimized parameters by group, selecting the best combination at one step as an initialisation

for the following steps of the research.

C.1 Hyperparameter search for bilingual data

C.1.1 Embedding dimension versus hidden size

Figure C.1: BLEU results of our experiments on real data - embedding vs hidden size - 1.

207



C Real data results

Figure C.2: BLEU results of our experiments on real data - embedding vs hidden size - 2.

C.1.2 Batch size versus learning rate

Figure C.3: BLEU results of our experiments on real data - batch size vs learning rate - 1.
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C.1 Hyperparameter search for bilingual data

Figure C.4: BLEU results of our experiments on real data - batch size vs learning rate - 2.

C.1.3 Number of layers

Figure C.5: BLEU results of our experiments on real data - Number of layers
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C Real data results

C.1.4 Recurrent models: Attention type

Figure C.6: BLEU results of our experiments on real data - Attention type

C.1.5 Transformers: Number of heads

Figure C.7: BLEU results of our experiments on real data - Number of heads

C.2 Hyperparameter search for multilingual data

C.2.1 Embedding dimension versus hidden size

Figure C.8: BLEU results of our experiments on real data - embedding vs hidden size - 1.
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C.2 Hyperparameter search for multilingual data

Figure C.9: BLEU results of our experiments on real data - embedding vs hidden size - 2.
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C Real data results

C.2.2 Batch size versus learning rate

Figure C.10: BLEU results of our experiments on real data - batch size vs learning rate - 2.
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C.2 Hyperparameter search for multilingual data

C.2.3 Number of layers

Figure C.11: BLEU results of our experiments on real data - Number of layers

C.2.4 Recurrent models: Attention type

Figure C.12: BLEU results of our experiments on real data - Attention type

C.2.5 Transformers: Number of heads

Figure C.13: BLEU results of our experiments on real data - Number of heads
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D Interpretability

D.1 Complete Models BLEU Score Tables

The tables introduced here are the complete BLEU score tables for all ourmodels language pairs,

whenworking on real andwidelymultilingual data to understand the inner behavior of our dif-

ferent models (see Section 8.3). We provide the 1-best and 10-best predictions. The standard
deviation andmean are computed across all data shufflings used to train our models. These ta-

bles therefore represent 255 models (81 language directions * 3 bilingual models * 3 shuffling

seeds, + 4multilingual models trained on all directions at once * 3 shuffling seeds).
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D Interpretability

From CA to CA ES FR GL IT OC PT RO RUP

1-best
SMT 100.0± 0.0 72.0± 3.6 68.4± 2.3 63.4± 0.8 57.3± 0.6 85.0± 5.8 74.2± 3.0 32.6± 10.7 39.4± 3.7
B-NMT 99.6± 0.1 64.1± 3.4 45.0± 4.8 34.7± 2.3 43.9± 3.0 39.2± 7.8 52.8± 1.5 5.7± 3.0 4.8± 0.3
B-NMT+m 99.6± 0.1 74.0± 1.5 60.7± 4.6 58.4± 2.8 53.4± 2.7 77.6± 9.9 73.9± 2.9 19.9± 15.6 19.7± 8.2
M-NMT - 64.9± 2.7 61.2± 5.9 58.7± 4.1 52.7± 1.7 63.2± 2.0 63.3± 4.5 38.4± 1.2 46.9± 5.5
M-NMT+m 89.7± 0.9 74.6± 2.4 74.5± 4.3 73.0± 2.5 58.8± 0.4 75.9± 4.3 77.2± 2.4 50.2± 11.4 49.2± 8.0
+shared_emb 89.2± 1.7 74.0± 0.1 73.4± 1.8 67.0± 2.7 62.1± 0.9 84.9± 5.7 77.0± 5.0 39.3± 11.6 47.3± 7.7
+shared_all 59.3± 1.3 65.0± 2.8 66.7± 4.9 62.4± 4.3 51.5± 1.7 81.2± 5.8 69.2± 3.6 45.0± 11.7 43.7± 6.5

10-best
SMT 100.0± 0.0 89.8± 0.6 86.6± 2.5 81.2± 3.2 81.3± 2.3 90.2± 4.7 91.4± 2.1 63.7± 10.4 57.2± 4.5
B-NMT 99.9± 0.1 85.4± 1.2 69.9± 3.9 56.1± 3.9 64.1± 3.8 63.5± 5.3 78.3± 1.2 20.4± 9.6 12.6± 3.1
B-NMT+m 99.9± 0.1 90.2± 0.3 81.0± 2.2 76.4± 2.8 76.5± 2.7 83.8± 8.6 88.6± 2.2 35.4± 18.8 35.9± 2.9
M-NMT - 87.1± 1.4 84.3± 3.6 79.6± 3.4 77.2± 1.6 80.6± 1.2 86.1± 3.1 63.0± 6.0 71.8± 3.6
M-NMT+m 97.8± 0.3 90.9± 1.5 89.9± 3.1 89.8± 3.1 85.7± 1.3 88.8± 4.1 92.4± 1.1 71.2± 7.9 74.5± 6.9
+shared_emb 97.9± 0.5 91.8± 0.9 89.6± 3.4 84.4± 3.8 88.0± 0.4 92.5± 4.5 91.7± 1.3 66.1± 6.4 77.1± 6.9
+shared_all 75.2± 1.0 87.6± 1.3 89.7± 2.0 83.9± 4.1 77.1± 2.0 93.9± 3.4 89.9± 1.6 63.8± 8.4 73.5± 10.9

From ES to CA ES FR GL IT OC PT RO RUP

1-best
SMT 71.2± 0.4 100.0± 0.0 62.4± 0.9 67.4± 4.1 63.0± 0.5 48.6± 9.4 76.7± 2.6 34.4± 3.4 38.3± 5.5
B-NMT 73.9± 4.6 99.5± 0.1 51.6± 3.4 56.0± 3.0 57.7± 2.6 3.0± 0.2 65.9± 8.3 19.2± 5.1 5.7± 2.6
B-NMT+m 81.2± 2.9 99.5± 0.1 59.1± 4.4 69.4± 0.8 67.2± 2.2 37.8± 3.4 76.7± 2.6 26.2± 1.0 22.9± 13.1
M-NMT 72.1± 4.7 - 57.5± 2.7 70.5± 4.4 53.4± 2.5 75.7± 9.5 69.0± 3.7 37.6± 7.7 48.8± 9.0
M-NMT+m 79.0± 1.9 88.6± 1.1 67.3± 2.0 72.1± 6.2 63.1± 1.2 86.1± 3.3 73.7± 2.1 46.8± 2.7 45.9± 6.4
+shared_emb 80.8± 0.8 90.3± 2.5 71.4± 0.2 74.8± 2.6 64.8± 1.2 84.2± 8.0 76.4± 4.8 48.2± 5.6 42.4± 8.4
+shared_all 72.4± 3.0 61.8± 0.4 64.5± 1.9 67.3± 3.5 49.5± 3.7 78.7± 8.9 69.8± 2.5 38.2± 5.2 42.2± 8.1

10-best
SMT 90.3± 1.6 100.0± 0.0 79.6± 2.5 87.2± 2.1 86.3± 0.8 78.0± 5.4 91.9± 0.9 60.4± 6.8 53.7± 7.1
B-NMT 89.3± 2.8 100.0± 0.0 69.6± 2.3 75.8± 1.1 82.7± 2.4 8.8± 1.8 85.2± 6.2 44.1± 0.8 14.0± 5.9
B-NMT+m 91.9± 1.9 100.0± 0.0 79.0± 1.0 84.7± 2.3 86.4± 2.3 60.0± 2.6 91.4± 1.1 48.3± 2.4 41.6± 8.2
M-NMT 89.9± 2.5 - 80.6± 4.2 86.5± 4.6 80.0± 2.0 92.5± 4.5 87.6± 2.0 62.4± 7.2 71.0± 6.7
M-NMT+m 93.8± 1.4 97.9± 0.4 83.8± 2.0 88.8± 3.3 86.1± 0.1 94.9± 2.5 91.5± 0.7 68.4± 6.9 69.2± 3.1
+shared_emb 93.9± 1.1 98.6± 0.5 85.5± 2.8 90.6± 3.1 87.2± 0.6 91.8± 6.8 93.5± 2.6 71.0± 2.9 69.3± 5.6
+shared_all 91.4± 2.0 79.9± 1.5 80.2± 4.0 88.6± 4.2 80.0± 1.8 92.6± 4.7 91.2± 0.6 64.5± 2.6 65.9± 4.5

From FR to CA ES FR GL IT OC PT RO RUP

1-best
SMT 67.7± 2.7 63.4± 1.1 100.0± 0.0 55.9± 6.7 50.0± 3.9 32.6± 5.3 58.4± 2.9 21.5± 2.3 18.5± 6.8
B-NMT 40.1± 3.6 39.3± 5.4 98.7± 0.4 10.0± 5.8 28.9± 3.4 5.1± 0.7 31.2± 7.5 3.8± 1.5 2.3± 0.3
B-NMT+m 62.1± 3.2 58.1± 5.9 98.7± 0.4 34.3± 4.4 48.1± 5.4 7.2± 2.6 51.0± 2.1 8.4± 2.3 8.8± 2.9
M-NMT 66.0± 3.8 53.7± 2.6 - 62.8± 6.9 45.6± 3.2 62.8± 8.3 54.8± 3.5 21.8± 6.4 30.9± 19.8
M-NMT+m 74.9± 7.9 64.5± 1.5 83.8± 1.6 68.7± 4.9 53.2± 4.3 75.9± 10.8 64.8± 2.1 28.4± 3.0 21.4± 13.3
+shared_emb 70.9± 3.8 65.9± 4.1 81.9± 4.3 69.5± 5.6 56.3± 3.9 81.3± 10.3 65.2± 3.0 34.6± 6.4 14.5± 5.6
+shared_all 66.3± 3.8 54.0± 4.0 53.0± 5.7 57.9± 4.4 46.1± 5.4 67.3± 5.6 54.6± 2.0 28.0± 9.5 18.4± 8.8

10-best
SMT 85.1± 0.9 79.9± 3.1 100.0± 0.0 72.7± 5.5 70.9± 4.4 60.1± 2.8 77.1± 2.4 32.1± 10.9 28.4± 12.7
B-NMT 59.5± 1.7 60.5± 5.8 99.2± 0.3 24.7± 5.6 49.9± 7.4 9.2± 1.2 51.4± 7.8 8.6± 1.3 9.1± 0.8
B-NMT+m 79.0± 2.6 73.2± 5.7 99.2± 0.3 55.5± 5.0 66.7± 6.1 21.1± 5.1 69.4± 1.1 15.5± 5.8 23.6± 18.4
M-NMT 83.6± 2.3 79.8± 2.0 - 82.2± 5.5 70.2± 4.4 81.4± 2.5 76.7± 2.6 46.6± 8.7 60.4± 27.2
M-NMT+m 89.8± 4.0 85.8± 1.9 94.9± 0.9 86.7± 3.0 78.8± 1.1 85.1± 12.1 82.0± 2.8 57.8± 2.5 54.4± 20.8
+shared_emb 89.4± 2.1 84.9± 2.3 93.3± 2.0 88.2± 5.6 76.9± 3.7 95.5± 3.2 80.7± 1.1 64.1± 7.9 42.1± 16.1
+shared_all 84.7± 3.8 76.7± 4.5 66.8± 4.2 82.2± 4.2 66.8± 3.3 92.5± 5.4 74.8± 0.7 47.0± 10.9 40.7± 14.3

Table D.1: Results of our different models for the cognate prediction task - 1/3.
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D.1 Complete Models BLEU Score Tables

From GL to CA ES FR GL IT OC PT RO RUP

1-best
SMT 59.6± 4.1 74.9± 4.2 56.4± 9.0 100.0± 0.0 57.7± 6.6 54.6± 8.1 86.4± 1.6 29.7± 8.1 46.1± 13.6
B-NMT 38.8± 3.9 58.9± 3.0 11.4± 5.6 98.9± 1.3 30.5± 3.1 3.6± 0.5 72.7± 4.4 6.6± 1.0 4.7± 1.2
B-NMT+m 63.2± 1.7 73.2± 4.4 40.9± 7.2 98.9± 1.3 48.9± 7.7 22.6± 6.7 85.0± 0.7 15.2± 5.3 19.8± 2.2
M-NMT 69.0± 1.1 68.6± 4.7 59.6± 4.9 - 56.3± 3.8 67.9± 9.2 75.5± 1.9 45.7± 13.6 39.6± 4.6
M-NMT+m 69.4± 3.5 72.8± 2.8 64.1± 8.6 86.6± 5.0 59.8± 6.8 71.3± 14.2 82.9± 1.9 52.1± 11.0 62.3± 6.2
+shared_emb 72.7± 2.1 74.3± 1.5 61.5± 11.3 91.1± 1.1 62.6± 0.9 75.5± 4.0 87.1± 0.6 57.5± 11.6 57.1± 17.6
+shared_all 68.3± 3.5 68.9± 3.9 55.9± 10.7 64.2± 5.7 59.1± 5.8 69.3± 10.9 78.7± 3.9 51.0± 11.3 59.5± 4.7

10-best
SMT 85.8± 0.4 89.0± 1.6 72.5± 4.4 100.0± 0.0 77.0± 5.7 78.1± 6.8 93.9± 2.2 59.3± 5.1 58.5± 14.5
B-NMT 58.9± 2.5 79.3± 2.4 22.8± 5.1 99.5± 0.6 48.3± 2.2 8.1± 2.7 87.2± 2.4 11.7± 2.3 12.6± 4.8
B-NMT+m 77.1± 1.1 87.5± 0.8 53.7± 8.3 99.5± 0.6 68.0± 6.6 48.0± 9.6 93.9± 1.0 31.1± 6.1 42.4± 7.9
M-NMT 85.3± 4.7 85.7± 2.7 76.3± 5.6 - 79.6± 5.3 89.5± 9.2 93.4± 2.0 66.3± 4.2 81.3± 3.0
M-NMT+m 89.3± 3.7 89.5± 2.4 86.4± 5.3 96.4± 2.1 82.2± 5.1 88.2± 5.3 96.4± 2.3 77.0± 4.8 85.0± 6.8
+shared_emb 91.1± 1.0 90.2± 2.0 84.9± 2.8 98.7± 0.6 85.3± 5.2 94.1± 1.4 95.2± 1.1 78.8± 5.5 80.9± 5.6
+shared_all 88.2± 5.3 84.7± 1.1 80.4± 6.6 85.2± 4.2 76.9± 6.3 87.3± 7.8 93.3± 2.6 68.5± 7.0 80.0± 5.0

From IT to CA ES FR GL IT OC PT RO RUP

1-best
SMT 63.3± 3.1 74.8± 1.7 61.6± 2.8 58.2± 7.5 100.0± 0.0 44.7± 13.8 70.4± 3.1 48.6± 3.1 49.2± 0.9
B-NMT 35.5± 3.9 70.8± 0.6 31.7± 8.6 30.7± 2.9 99.6± 0.1 6.5± 5.2 61.5± 1.3 29.8± 2.6 21.9± 5.0
B-NMT+m 68.0± 0.8 73.0± 2.8 59.6± 6.4 55.2± 7.8 99.6± 0.1 35.6± 14.6 70.6± 1.5 44.7± 4.3 34.1± 4.7
M-NMT 61.0± 4.3 60.0± 4.8 55.1± 3.8 61.6± 4.0 - 55.8± 4.7 58.7± 3.5 51.9± 2.9 50.6± 3.8
M-NMT+m 73.3± 1.4 72.3± 1.7 64.3± 7.5 69.1± 5.4 81.8± 0.9 73.4± 5.8 72.9± 3.3 51.7± 2.2 52.8± 5.0
+shared_emb 72.8± 0.5 70.2± 3.9 66.5± 4.1 69.3± 5.4 81.4± 1.5 73.4± 8.3 73.5± 3.5 58.9± 2.8 50.9± 1.9
+shared_all 68.9± 4.1 60.8± 0.8 54.0± 6.1 59.6± 8.3 70.0± 3.3 71.2± 18.2 62.5± 2.1 44.2± 1.8 44.2± 1.1

From IT to CA ES FR GL IT OC PT RO RUP

10-best
SMT 83.8± 2.1 89.1± 0.4 76.7± 3.0 78.3± 6.5 100.0± 0.0 68.1± 9.7 87.9± 1.7 70.2± 4.6 70.6± 1.5
B-NMT 56.0± 5.7 85.2± 1.6 53.4± 8.4 50.1± 1.5 99.9± 0.1 12.4± 4.2 83.5± 2.4 51.7± 1.7 41.2± 6.4
B-NMT+m 82.8± 0.9 87.3± 1.1 77.4± 6.4 74.8± 3.5 99.9± 0.1 51.1± 15.5 86.2± 0.6 67.2± 2.4 58.0± 3.8
M-NMT 81.8± 1.5 82.2± 3.0 76.5± 5.0 81.4± 4.4 - 79.9± 2.9 81.9± 2.1 70.5± 4.5 72.7± 4.4
M-NMT+m 90.4± 1.8 88.0± 0.6 80.0± 3.4 86.6± 2.4 96.7± 0.8 84.1± 9.8 90.0± 0.9 80.1± 1.4 73.4± 1.0
+shared_emb 89.6± 0.6 89.4± 1.7 80.6± 3.9 87.3± 3.1 96.5± 0.6 85.7± 9.3 89.7± 1.5 77.1± 2.0 72.2± 0.3
+shared_all 83.5± 0.7 81.3± 2.0 76.6± 7.1 80.6± 4.5 91.9± 1.6 83.3± 10.1 87.3± 1.4 71.4± 4.0 67.4± 6.9

From OC CA ES FR GL IT OC PT RO RUP

1-best
SMT 88.2± 1.8 57.8± 7.1 34.1± 5.0 57.5± 9.3 53.1± 3.0 100.0± 0.0 44.0± 6.0 21.2± 10.4 30.7± 13.8
B-NMT 60.6± 10.6 7.3± 1.1 3.4± 1.4 4.1± 2.0 8.2± 2.6 97.8± 1.1 4.0± 0.9 3.2± 1.4 4.6± 1.4
B-NMT+m 84.9± 1.2 42.4± 4.7 11.6± 6.1 19.1± 6.2 42.9± 2.5 97.8± 1.1 39.5± 7.4 10.2± 2.4 7.5± 0.3
M-NMT 75.2± 8.8 56.7± 7.8 49.1± 11.0 64.7± 8.0 55.4± 2.1 - 59.4± 2.6 47.3± 6.5 69.9± 5.5
M-NMT+m 84.8± 2.4 69.5± 4.8 54.6± 5.5 71.5± 7.4 72.0± 4.5 82.3± 6.3 59.5± 10.6 58.9± 5.6 61.1± 5.0
+shared_emb 86.3± 7.1 73.8± 11.2 53.5± 1.5 76.1± 13.2 69.0± 7.1 84.2± 3.8 60.0± 16.2 70.1± 13.0 74.1± 5.3
+shared_all 86.5± 2.2 60.5± 10.0 41.2± 8.7 64.7± 10.3 58.4± 6.8 59.1± 3.4 57.2± 7.8 51.3± 18.7 57.5± 11.5

10-best
SMT 92.4± 2.6 80.0± 8.4 42.2± 5.3 74.0± 8.2 71.5± 2.6 100.0± 0.0 72.1± 3.4 35.9± 10.4 45.8± 6.4
B-NMT 75.2± 6.1 13.6± 3.2 8.3± 4.6 7.7± 3.5 18.6± 3.3 99.4± 0.8 8.0± 1.6 8.4± 1.9 10.4± 1.3
B-NMT+m 93.0± 2.4 63.6± 8.3 19.5± 9.8 38.0± 17.4 61.3± 1.9 99.4± 0.8 53.4± 8.5 25.1± 8.4 17.4± 4.9
M-NMT 91.0± 6.5 85.3± 6.0 61.9± 9.1 79.7± 5.5 79.5± 2.5 - 84.3± 3.9 76.4± 4.5 88.9± 11.5
M-NMT+m 94.9± 2.5 89.2± 6.0 70.5± 5.9 88.8± 6.4 88.5± 3.3 92.4± 3.1 86.7± 3.3 70.7± 4.2 88.1± 4.9
+shared_emb 97.1± 2.1 86.1± 7.2 67.9± 4.6 91.4± 3.2 85.6± 8.8 94.1± 1.3 86.8± 8.3 79.3± 4.0 86.0± 10.4
+shared_all 94.4± 2.4 83.1± 6.6 66.2± 5.1 85.1± 6.2 77.1± 6.2 72.0± 2.1 85.3± 3.1 71.5± 10.3 80.5± 12.3

Table D.2: Results of our different models for the cognate prediction task - 2/3.
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From PT CA ES FR GL IT OC PT RO RUP

1-best
SMT 75.0± 0.1 75.4± 0.3 63.2± 5.0 89.2± 0.7 59.4± 5.9 50.8± 4.7 100.0± 0.0 42.2± 1.9 45.5± 2.3
B-NMT 66.0± 4.1 69.2± 1.0 39.0± 7.8 75.3± 3.5 50.8± 3.1 6.3± 1.6 99.3± 0.4 11.9± 5.7 10.9± 3.0
B-NMT+m 75.9± 3.0 74.9± 2.1 56.2± 2.7 86.0± 2.1 59.5± 4.2 29.2± 5.9 99.3± 0.4 28.8± 6.8 27.3± 3.8
M-NMT 74.0± 3.3 69.2± 2.3 63.9± 3.6 77.2± 0.3 55.4± 3.7 72.4± 6.6 - 48.8± 6.4 62.1± 5.6
M-NMT+m 78.7± 3.9 75.8± 4.0 67.8± 0.5 83.9± 1.7 63.8± 1.6 89.1± 3.3 89.0± 1.7 55.7± 5.9 61.0± 12.6
+shared_emb 78.0± 3.4 73.1± 2.9 70.3± 4.1 82.2± 3.0 61.4± 2.3 81.9± 5.7 88.4± 1.9 52.9± 7.2 61.7± 3.2
+shared_all 76.4± 3.0 67.3± 0.7 63.4± 3.6 78.0± 3.7 55.1± 2.9 71.2± 5.4 64.2± 2.2 47.7± 5.6 56.1± 8.8

10-best
SMT 86.9± 1.1 91.6± 0.7 83.1± 4.9 96.2± 1.0 80.9± 3.6 76.4± 9.6 100.0± 0.0 67.8± 4.8 74.2± 2.1
B-NMT 80.1± 3.3 88.5± 0.5 61.0± 5.2 89.1± 2.3 73.6± 2.5 11.7± 1.5 99.8± 0.1 24.2± 1.3 36.5± 3.3
B-NMT+m 86.5± 2.7 89.5± 0.8 76.0± 4.0 93.9± 1.6 82.0± 3.6 43.6± 3.7 99.8± 0.1 43.2± 4.6 51.3± 2.4
M-NMT 88.5± 2.2 89.0± 1.4 85.8± 2.8 93.0± 1.1 80.0± 3.6 90.4± 2.4 - 70.3± 5.9 83.8± 2.2
M-NMT+m 90.0± 3.1 92.1± 1.0 86.6± 3.0 94.5± 1.9 85.1± 2.1 96.4± 4.3 98.7± 0.7 77.8± 4.2 80.3± 11.6
+shared_emb 89.7± 2.8 91.4± 1.0 89.0± 2.6 95.8± 1.3 85.2± 2.8 95.4± 3.9 97.7± 1.1 73.6± 9.8 84.4± 3.2
+shared_all 87.0± 1.1 88.6± 2.3 85.5± 1.9 92.9± 1.3 75.9± 2.1 93.1± 4.2 84.6± 3.0 69.6± 2.8 85.0± 1.5

From RO to CA ES FR GL IT OC PT RO RUP

1-best
SMT 32.9± 5.3 37.6± 5.8 20.2± 2.6 29.7± 10.4 43.5± 5.6 25.5± 2.8 32.7± 0.6 100.0± 0.0 66.3± 1.7
B-NMT 10.4± 3.4 22.6± 4.5 6.3± 1.4 2.1± 0.5 33.1± 8.7 7.1± 2.5 14.9± 6.2 98.5± 1.4 59.0± 8.3
B-NMT+m 18.1± 4.8 34.2± 3.0 7.2± 3.3 15.9± 2.5 44.7± 7.0 12.9± 1.8 21.7± 7.3 98.5± 1.4 67.4± 9.8
M-NMT 47.9± 2.4 48.5± 2.1 37.9± 9.2 47.0± 3.9 42.0± 6.6 51.0± 17.3 42.0± 5.6 - 58.1± 8.3
M-NMT+m 47.2± 4.0 56.4± 7.4 36.9± 10.7 55.6± 4.1 53.2± 2.2 59.1± 13.5 45.7± 3.4 70.4± 2.3 70.7± 9.4
+shared_emb 57.7± 7.1 54.2± 3.7 36.0± 4.7 54.6± 6.6 55.1± 4.9 63.0± 13.4 50.7± 6.3 70.4± 1.8 75.6± 8.0
+shared_all 53.7± 5.3 33.1± 5.6 37.8± 6.3 50.9± 6.8 37.3± 2.2 56.8± 11.5 38.4± 7.3 48.1± 0.9 63.4± 7.4

10-best
SMT 57.9± 3.9 63.7± 7.6 38.1± 6.1 47.0± 6.4 72.1± 4.2 44.5± 9.6 58.3± 2.3 100.0± 0.0 87.4± 2.0
B-NMT 22.5± 10.8 45.4± 0.7 10.0± 0.4 6.0± 0.2 58.1± 5.6 14.2± 3.8 30.8± 4.8 99.6± 0.5 80.8± 9.8
B-NMT+m 38.2± 8.4 58.3± 4.5 16.2± 5.2 32.9± 8.8 64.9± 4.3 27.2± 3.9 51.5± 4.0 99.6± 0.5 85.7± 8.8
M-NMT 79.6± 4.8 75.7± 5.9 56.6± 16.0 66.9± 2.0 71.3± 4.5 74.7± 15.3 70.2± 3.7 - 80.1± 9.2
M-NMT+m 75.9± 5.6 80.5± 8.0 52.8± 8.8 76.2± 5.9 80.8± 3.9 77.9± 7.5 75.8± 3.7 89.3± 3.3 87.2± 4.9
+shared_emb 80.8± 5.5 82.7± 4.6 65.2± 6.1 81.0± 5.3 82.4± 2.1 83.0± 14.0 76.0± 2.4 89.5± 1.0 90.2± 7.0
+shared_all 74.6± 9.8 64.5± 6.2 60.8± 7.1 69.7± 8.4 67.0± 3.3 66.9± 14.3 68.3± 4.6 64.5± 1.6 84.8± 6.3

From RUP to CA ES FR GL IT OC PT RO RUP

1-best
SMT 29.2± 2.4 32.4± 1.9 21.7± 2.9 29.5± 13.2 36.6± 4.1 26.1± 12.4 42.0± 5.5 63.3± 7.3 100.0± 0.0
B-NMT 2.7± 0.7 3.3± 0.7 5.7± 1.0 3.1± 1.9 26.7± 2.6 5.2± 2.0 27.1± 3.0 48.8± 5.1 95.2± 1.8
B-NMT+m 16.4± 4.5 23.4± 1.9 9.1± 1.7 15.4± 9.1 30.6± 0.4 14.4± 5.3 28.9± 12.6 64.8± 5.4 95.2± 1.8
M-NMT 50.1± 12.7 36.7± 6.3 32.0± 12.7 33.4± 1.9 44.4± 4.9 29.9± 3.1 56.8± 5.6 57.7± 3.0 -

M-NMT+m 60.0± 4.8 51.8± 7.4 24.6± 14.4 49.6± 8.0 44.7± 3.5 63.5± 7.9 60.4± 7.1 67.9± 4.7 70.4± 6.0
+shared_emb 59.2± 8.4 47.2± 3.5 46.7± 5.0 54.6± 6.7 48.9± 4.3 41.7± 11.4 61.6± 5.6 66.7± 3.4 75.6± 3.2
+shared_all 46.9± 20.6 25.1± 6.7 35.2± 18.3 37.3± 12.1 34.0± 5.0 53.6± 9.9 39.0± 12.7 52.6± 6.4 59.8± 2.1

10-best
SMT 53.8± 14.2 60.4± 7.7 32.4± 11.5 45.7± 6.8 62.6± 0.7 35.2± 11.3 62.7± 9.1 83.1± 7.4 100.0± 0.0
B-NMT 8.3± 4.1 15.6± 6.8 13.4± 3.8 7.0± 2.3 44.6± 2.0 7.3± 1.0 46.6± 5.3 72.0± 7.0 98.4± 1.3
B-NMT+m 25.1± 6.0 51.8± 4.7 17.8± 5.4 22.1± 10.9 51.9± 1.8 31.1± 15.8 51.8± 9.9 80.9± 8.1 98.4± 1.3
M-NMT 77.4± 9.0 72.3± 1.5 62.2± 11.2 66.9± 8.0 69.4± 6.0 46.7± 12.2 79.0± 1.5 79.5± 0.7 -

M-NMT+m 73.6± 10.6 80.1± 6.5 53.4± 18.4 78.7± 12.1 72.5± 3.3 77.2± 7.1 81.6± 5.6 83.2± 4.0 89.2± 4.4
+shared_emb 79.2± 12.5 78.6± 11.0 63.4± 9.6 77.6± 7.2 74.7± 1.9 82.3± 3.3 80.8± 1.5 83.4± 5.6 89.9± 3.2
+shared_all 69.1± 13.9 60.9± 7.2 62.4± 14.9 62.3± 1.5 64.0± 3.4 73.6± 18.8 72.9± 4.8 77.9± 8.4 76.4± 0.9

Table D.3: Results of our different models for the cognate prediction task - 3/3.
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D.2 Consonant space t-SNE

This section introduces the t-SNE of the consonant space, to provide a new representation of

the dimension reduction described in Section 8.5.2.2. We still observe a phonetically significant

division of the space in the different dimensions.

Figure D.1: Consonant t-SNE, seed 0, coloured onmanner above and on place below
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D.3 BLEU frequencies

We display the BLEU frequency histograms for the remaining languages pairs (following Sec-

tion8.3.6), tobetterunderstand the repartitionof correctlypredictedwords (highBLEU)vsbadly

predicted words (low BLEU) depending on the language andmodel type.

Figure D.2: BLEU frequencies, from all our languages to Galician, Italian, Occitan.
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D.3 BLEU frequencies

Figure D.3: BLEU frequencies, from all our languages to Portuguese, Roumanian, Aromanian.
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D.4 Phone accuracy and frequency

Wedisplay thephone accuracy of our three languagepairs of interest (ES-PT, PT-GL, RO-FR) as a functionof thephone frequency, asmentioned in Section8.4.2.

Figure D.4:Matching accuracy as a function of character frequency (ES-PT, PT-GL, RO-FR).
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D.5 Raw phones correspondence predicted

D.5 Raw phones correspondence predicted

In this section, we look at the raw phones that our best models (SMT, M-NMT+m, M-

NMT+m+shared_emb) predicted for each language pair, when studying Romance sound

correspondences by looking at French, Italian, Spanish, Portuguese, and Romanian (see Sec-

tion 8.6.1.1). We compare them to the ”gold” truth, the phones most frequently aligned in the

target language to the input phone, obtained through the Needleman-Wunsch alignement

algorithmwith our custom phonetic cost function (see Appendix D.5.6).

D.5.1 From Spanish

Spanish to Italian

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, a:, da a, a: a, a: a(72%), a:(26%)
b b, v, ve b, f, v b, b:, f, p, v v(58%), b(38%)
d d, de, di, dine, do, te d d, f d(93%), t(6%)
e dZe, e, re, E a, e, e:, f, i, l, s, v, E, E: a, e, e:, i, j, E, E: e(62%), E(13%), i(8%), E:(6%)
f f, ff f f f(99%)
i dZi, e, i, iko i, i: i, i: i(70%), i:(20%), e(6%)
j i, j, ri e, e:, i, i:, s, E a, d, e, f, i, j, l, v, E, E: i(57%), j(11%), s(9%), S(9%)
k k, kr, kw k k k(89%), k:(6%)
l l, le, lle, lo l l l(94%)
m m,mm, n m m m(92%), n(8%)
n n, ne, no n a,m, n n(97%)
o do, o, ro, vo f, o, u:, v,w, O, O:, U o, o:, u, O, O:, U o(88%)
p p p p p(93%)
r or, r, rR r r r(100%)
s s, se, so, ss, sse s e, o, s s(77%), z(21%)
t t t t t(91%), t:(8%)
u bo, dZu, o, ot:o, u, uo, u:, U f, i, u, u:, U f, u, u:, U U(40%), u:(19%), u(18%), o(17%)
w fO, o,w, O, U f, o, u, u:,w, O, U a:, f, k, k:, o, u,w, O, O:, U w(40%), U(32%), u:(8%)
x dZ b, d, f, l, p, s, v, L d, e, j, k, l, r, s, v, E, g Z(61%), d(12%), L(11%), s(9%)
D d, di, t, tr d, v d, e, f, i, t d(57%), t(40%)
N n, ni, N f, n, v, N, g, ñ a, b, e,m, n, o, p N(71%), n(29%)
O do, o, O, O: f, o, o:, u:, v,w, O, O:, U o, o:, u, O, O:, U o(45%), O:(19%), o:(16%), O(16%)
E de, dZe, e, E a, e, e:, i, i:, l, o, v, E, E: a, e, e:, i, j, E, E: e(46%), E(30%), E:(8%), i(5%)
g g, gw, gwi b, f, k, v, g f, k, g g(81%), ñ(11%)
G k, kw, g b, f, k, p, g f, k, g g(68%), k(31%)
I dZ:e, i, j d, e, f, i, l, o, s, v,w a, a:, d, e, i, i:, j, E, E:, g i(33%), i:(33%), e(33%)
ñ ne, nn, ñ m, n, N, ñ a, b, e,m, n, p ñ(59%), n(41%)
R dere, re r r r(97%)
S l,m, u:, S, Z d, f, i, l, p, s, t, t:, U e, e:, o, r, s, O, E, S t(40%), S(40%), Z(20%)
U dU, l, li, p, pi, s, U b, f, l, p, v b, f, o, o:, u, u:, O, O:, U U(77%), i(15%)
L kj, l, ll, pj l d, l, g l(79%), j(16%), L(5%)
J dZ d, e, e:, f, i, i:, l, s, v, E a, a:, d, e, f, i, i:, j, v, E: Z(83%), j(17%)
B b, p, s, v b, f, v b, b:, f, k, p, v v(51%), b(34%), p(8%)
T altSe, tSe s, t s, t S(42%), s(28%), t(16%)

Table D.4: Phones predicted by our different models with a confidence above 0.05, from Span-

ish to Italian. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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Spanish to Portuguese

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, 5 a, 5, 5̋ a, 5 5(51%), a(35%), 5̋(8%)
b b, v v b, v v(60%), b(38%)
d d1 d d, f d(99%)
e d1, e, eI, E, 1 e, i, E, 1 e, i, E, 1 1(41%), e(39%), E(9%), i(6%)
f f f f f(100%)
i i i i i(95%)
j i, j, 5̋ e, f, i, j, v, E, 1, Z d, e, i, j, E, 1 j(45%), i(37%), e(9%)
k k k k k(97%)
l l, l1 l l l(90%),w(6%)
m m m m m(92%), N(7%)
n n, N, IN, Ű n, 5̋, I n, N N(45%), n(36%), Ű(14%)
o u, U f, o, u, ũ, v, O o, u, O U(67%), u(21%), o(7%)
p p p p p(98%)
r K K e, ô, R, K K(99%)
s s, s1, S s, S s, z, S s(45%), S(32%), z(20%)
t t t t t(99%)
u fu, u f, u, ũ u u(82%), ũ(12%)
w o, u,w, O f, o, u, ũ, O f, k, o, u, O u(59%),w(35%)
x Z s, Z d, k, s, v, g, S, Z Z(85%), L(8%)
D d d d, f d(97%)
N N, IN k, n, g, Z a, b, e,m, n, p, 5, 5̋, g, ñ N(100%)
O foI, o, ow, u, 5̋, 5̋Ű, O, U f, o, u, ũ, O o, u, O u(31%), O(21%), 5̋(20%), o(20%), U(7%)
E e, eI, E, 1 e, i, v, E, 1 e, i, E, 1 e(53%), 1(24%), E(12%)
g g, gw k, g, Z k, g g(98%)
G g k, g, Z k, g g(98%)
I i, I d, f, i, k, s, v, g, Z e, i, j, 5, E, g, 1, Z I(86%), i(14%)
ñ n, I, ñ n, g, I, ñ b, e,m, n, p, 5, 5̋, g, ñ ñ(48%), n(30%), N(9%)
R ô, R d, ô, R, K a, ô, R, K ô(62%), R(37%)
S iN,m, I k, s, S, Z k, o, p, s, z, O, g, 1, S, Z S(75%), t(25%)
U U b, f, k, o, p, s, u, v, O, Z b, f, k, o, t, u, ũ, O, U U(85%), u(10%)
L l, S l, S e, l, 5, O, g, 1, S l(76%), S(16%)
J i, Z d, e, f, i, s, v, E, g, 1, Z d, e, f, i, j, E, g, 1, Z Z(67%), i(33%)
B b, v, v1 b, v b, k, v v(57%), b(42%)
T s, s1, S s k, s, t s(81%), z(7%), S(6%)

Table D.5: Phones predicted by our different models with a confidence above 0.05, from Span-

ish to Portuguese. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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D.5 Raw phones correspondence predicted

Spanish to French

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, aak, aaks, ak, aK a a a(69%), e(14%), A̋(7%)
b b, v b, f, p, v b, v v(50%), b(48%)
d d d d d(100%)
e asjŐ, e, jasjŐ, je, @, E e, i, s, E, S e, i, j, E e(44%), E(31%), @(8%)
f f f f f(98%)
i i i i i(82%), E̋(13%)
j i, j, Z e, i a, e, i, j j(79%), K(10%)
k aKtik, k, tik k k k(96%)
l l, li l l l(97%)
m m m m m(98%)

n n n n n(91%)
o e, k, o, s, u, y, O, On, @- u, y, O O O(52%), o(8%), ø(7%), y(6%)
p p p p p(99%)
r K K K K(100%)
s s s s s(79%), z(15%)
t t t t t(93%)
u fy, y y y y(88%), Ő(8%)
w y, O y a, k, o, y, œ̋, O y(40%),w(20%), v(20%), s(20%)
x Z f, s, Z s, Z Z(69%), s(9%), k(9%), l(6%)
D d, t d d d(57%), t(33%), K(7%)
N N f, k, g, Z m, n
O o,œ, O, Ő y, O, Ő o, u, y, O O(45%), Ő(42%),œ(7%)
E e, E e, i, s, v, @, E, Z a, e, i, j, E E(35%), A̋(33%), e(26%)
g k, g, Z f, k, g k, g g(62%), n(19%), k(12%), Z(6%)
G g, Z f, k, g, Z g, Z g(86%), Z(9%)
I gzism d, f, i, k, v, E̋, g, S, Z a, d, e, i, j, A̋, @, E, Z i(100%)
ñ ñ n, ñ m, n, A̋, ñ ñ(67%), n(33%)
R aK, K, Kal, Katif K K K(97%)
S k f, k, s, g, S, Z k, s, S, Z t(33%), l(33%), S(33%)
U b, p b, f, k,m, p, u, v, y, O a, b, f, k, o, u, y, œ̋, O o(73%), p(9%), k(9%), b(9%)
L l b, l, p l, Z l(71%),w(14%), n(14%)
J Z d, e, f, i, j, v, E, S, Z a, d, e, i, j Z(100%)
B b, f, v, vj, vja b, f, p, v b, v b(56%), v(32%), f(10%)
T s s s s(94%)

Table D.6: Phones predicted by our different models with a confidence above 0.05, from Span-

ish to French. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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D Interpretability

Spanish to Romanian

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, ra, @ a a a(47%), @(36%), 1(7%), e(6%)
b b, v v b, v v(61%), b(33%)
d d, t, te d, z d, z d(62%), t(22%), z(9%)
e a, dZea, e, ea, r@, @, Ze a, e, i, j, o, s, Z a, e, i, j, @ e(58%), a(11%), o(8%), @(8%), i(6%)
f f f f f(100%)
i e, i, j, je, @, Zi j a, d, e, f, i, j, z i(58%), e(21%), j(6%), @(6%)
j e, f, i, j, s e, j, v, S, Z a, d, f, j j(39%), i(17%), s(13%), g(9%), S(9%)
k k, kr k k k(94%)
l l, r l l l(65%), R(18%), r(12%)
m m m m m(95%), n(5%)
n n, ne, n@ n n n(94%)
o a, aU, fu, na, o, u, ur, Oa, U, Ze a, o, u e, o, u, O, @ u(44%), U(14%), o(13%), e(6%), O(5%), @(5%)
p p p p p(100%)
r r r r r(92%), R(8%)
s s, se s, S s s(83%), S(11%)
t st, t p, s, t t t(88%), p(6%)
u fu, u a, f, u u,w, O u(77%), o(10%), U(6%)
w fO, u,w, O, @ a, o, u, O a, j, o, u, O, @ O(44%), p(22%),w(6%), v(6%), o(6%), f(6%), b(6%), S(6%)
x dZ, ls, s, Z d, f, h, l, s, Z j, k, s, v, S, Z s(45%), Z(36%), l(9%), S(9%)
D d, t d, j, v, z d, z t(61%), d(29%)
N m, n, ne, N d, f, n, N, g, 1 d,m, n, p, N, 1 N(60%), n(20%),m(20%)

O e, fu, o, u, Oa a, o, u, O o, u, O u(58%), o(17%), O(11%), e(8%)
E a, e, i, j, je a, e, i, j, o, v, Z a, d, e, i, j, @, Z e(47%), a(16%), i(15%), 1(8%)
g k, g, gr d, f, k, g, Z k, g g(77%), k(15%), Z(8%)
G k, p, g d, k, g d, f, k, g k(68%), g(32%)
I dZe, jept d, j, v, z, S, Z a, d, e, j, p, s, t, z, @ e(67%), @(33%)
ñ m, n, I m, n, 1 d,m, n, p, v, 1 n(36%),m(27%), N(27%), I(9%)
R a, r r r r(67%), R(19%)
S k, p, S s r, s, S t(62%), S(25%), k(12%)
U u a, d, f, h, l, o, s, u, v, Z a, j, o, u, O, @, U u(100%)
L k, l, p, pl f, l, p, s l l(75%),w(8%), p(8%), k(8%)
J d, j d, e, f, j, v, S, Z a, d, f, j, z, Z j(67%), Z(33%)
B b, p, v, U v b, v b(45%), p(35%), v(10%)
T de, tS, tSe s, S s, t, S S(59%), t(19%), s(6%), Z(6%)

Table D.7: Phones predicted by our different models with a confidence above 0.05, from Span-

ish to Romanian. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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D.5 Raw phones correspondence predicted

D.5.2 From Italian

Italian to Spanish

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

extipaa a, ad, aR a a a(97%)
a: a a a a(98%)
b b, B b, p b B(59%), b(41%)
b: p, B, Bl b, p b, f, B B(80%), p(20%)
d d d, t, J d d(47%), D(44%)
d: bD b, d d, p, t b(100%)
e bRe, e, es, E, ER e, E e, E e(61%), E(29%), i(7%)
e: e, E e, i, E a, e, E e(69%), E(25%), i(6%)
f f f f f(92%)
i e, i, in e, i e, i i(67%), j(20%), e(7%)
i: i e, i e, i i(91%)
j l, le e, f, i, j, u, E e, i, j, l, E j(66%), l(20%), L(7%)
k k k k k(92%), G(7%)
k: ek, k k k k(96%)
l el, l l, L l, L l(92%), L(6%)
m m m m m(98%)

n n n n n(91%)
o o o, u, O o, u,w, O o(76%), O(17%)
o: o, O o, u, O o,w, O O(57%), o(38%)
p p p p p(94%), B(6%)
p: p p p p(100%)
r r, ER, R r, E, R r, R R(89%), r(9%)
s eks, es, s s s s(77%), T(14%)
s: s: s p, s, x T(100%)
t t t t t(79%), D(12%), T(6%)
t: kt, t, tj, tS k, t t t(91%), D(7%)
u o, u, ua o, u o, u, O u(91%), O(6%)
u: o, u o, u o, u, O u(87%)
v b, B b, f, B b B(62%), b(36%)
w bR, u,w, ña a, e, f, i, j, o, u,w, O a, k, l, o, u,w, O, U w(54%), j(25%), R(8%)
z ks, s s s s(95%)
N d, N n b,m, n, p, s, N, g, ñ N(94%), n(6%)
O o, O, On o, u,w, O o, u,w, O O(61%), o(27%), e(7%)
O: o,we, O, On, Eo o, u,w, O o,w, O O(67%), o(19%), E(7%), e(6%)
E e, es, E e, E e, E E(55%), e(40%)
E: e, E e, E a, e, E e(54%), E(46%)
g g, G k, g, G k, g, G G(60%), g(36%)
g: G k, g, G k, g, G G(100%)
I e, is, iT, o, s e, i, j e, i, j, l, s, x, E, G, J, T i(57%), s(14%), o(14%), e(14%)
I: I: e, f, i, j, u e, i, E i(100%)
ñ n, gn, ñ f,m, n, N, g, ñ b,m, n, p, ñ ñ(62%), n(19%), g(19%)
R i a, b, d,m, r, s, N, O, g, R b, r, g R(89%), i(11%)
S sT, T, Ti, Tin s, T s T(77%), j(15%)
U o, u o, u o, u,w, O u(71%), U(14%),w(8%)
L l, x, L f, l, L l, x, L x(73%), l(18%), L(9%)
Z S, B k, s, x, G k, p, s, x, g x(66%), j(15%), J(8%)
Z: j, x a, e, i, j, l, o, s, u, x, T e, k, l, p, s, x, N, E, g, J x(60%), j(40%)

Table D.8: Phones predicted by our different models with a confidence above 0.05, from Ital-

ian to Spanish. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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D Interpretability

Italian to Portuguese

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

extipaa a, 5 a, 5, 5̋, A a, 5, 5̋ 5(68%), a(15%), 5̋(10%)
a: a a, i, 5, 5̋, A a, 5 a(82%), 5̋(7%), A(6%)
b b, v, v1 b b, v b(80%), v(19%)
b: b b, p, v, g b, v b(100%)
d d d, t d d(89%)
d: d b, d, t, v d, n, p, t d(100%)
e e, eI, eIN, 1 e, i, E, 1 e, E, 1 1(37%), e(37%), i(9%), Ű(8%)
e: e, eI, E e, i, E, 1 e, E e(71%), E(16%), i(10%)
f f f f f(97%)
i e, eI, i, iN, 5̋, 1 e, i e, i i(77%), e(7%), j(7%)
i: i e, i, j i i(90%)
j i, l, I, S, Z e, i, j, n, o, s, z, E, 1, I e, i, E, 1 i(38%), S(21%), l(17%), ô(7%), Z(7%), R(7%)
k k k k k(91%), g(8%)
k: k k k k(92%), g(8%)
l l l l l(91%)
m m m m m(98%)

n n, N, IN n, I n N(54%), n(38%)
o u, U o, u, ũ, O o, u, O U(60%), u(27%)
o: o, oN, O o, u, ũ, O o, u, O o(71%), Ű(16%), u(5%)
p p, p1 p p p(94%)
p: p p p p(100%)
r ô, R, K R, K R, K ô(54%), R(36%), K(8%)
s s, S s, S k, s, z, S s(58%), S(35%)
s: Z k, p, s, z, S, Z p, s, z, S, Z s(50%), z(33%), Z(17%)
t d, t, S t t t(77%), d(15%)
t: t t t t(90%), d(7%)
u o, ow, u, ũ o, u, ũ o, u, ũ, O u(63%), o(22%), ũ(15%)
u: ow, u o, u, ũ o, u, ũ, O u(90%), o(6%)
v v v b, v v(95%)
w u,w d, k, n, o, t, u, ũ, v, 5̋, g a, o, u, 5̋, O w(81%), u(19%)
z s, z, S, Z s, z, S, Z s, z, S, Z z(89%)
z: j k, s, g, Z e, i, u, E, 1, S j(100%)
N N, IN k, n, ũ, N, 5̋, g, I n, p N(100%)
O u, O o, u, ũ, O o, u, O O(46%), u(38%), o(11%)
O: o, ow, oI, O o, u, ũ, O o, O 5̋(49%), o(28%), O(17%)
E e, eI, eIN, E e, i, E, 1 e, E e(59%), E(22%), 1(8%), I(6%)
E: e, eI, E, 1 e, i, E, 1 e, E E(50%), e(41%), 1(6%)
g g k, g g g(95%)
g: g k, g k, g g(100%)
I iS, 5, 1, 1S, U e, i, E, 1 e, i, E, 1, S 1(62%), i(8%), Ű(8%), U(8%), I(8%), 5(8%)
I: I d, f, i, k, s, Z e, i, E, 1 I(100%)
ñ n, g, gn, ñ n, I, ñ n, p, ñ ñ(70%), g(15%), n(10%)
R S d, s, v, z, g, I, R, K, Z e, i, l, s, E, 1, ô, R, K K(71%), ô(13%), e(10%), z(6%)
S eINS, s, IS, S s, z, Z e, k, p, s, z, E, 1, S s(61%), S(18%), z(5%)
U u, U o, u, ũ o, u, ũ, O u(83%), U(13%)
L L l, L l L(100%)
Z Z Z a, k, p, s, E, g, 1, S, Z Z(84%), j(6%)
Z: Z: n, s, v, z, g, I, U, Z b, e, k, o, p, s, O, E, g, S Z(75%), I(25%)

Table D.9: Phones predicted by our differentmodels with a confidence above 0.05, from Italian

to Portuguese. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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D.5 Raw phones correspondence predicted

Italian to French

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

extipaa a, al, aK, aKd, aKde, e a, A̋, E a a(72%), A̋(10%), e(7%)
a: a, aa, aak, aaks, aj, e a, E a a(56%), E(21%), e(7%), A̋(5%)
b b b b, v b(98%)
b: b, v b, p, v, Z b, v b(67%), v(33%)
d d, di d, g, Z d d(85%), K(5%)
e e, ine, ize, E d, e, f, i, v, E a, e, i, j,w, A̋, @, E e(51%), E(20%), A̋(11%), i(6%)
e: e, i,w,wa, A̋ d, e, i, E, E̋ a, e, A̋, E i(23%), e(23%), E(23%), a(15%), E̋(8%), A̋(8%)
f f, fK f f f(98%)
i aj, e, i, ik, j i, j, E̋ i i(67%), E̋(12%), j(11%)
i: i i, E̋ i i(80%), E̋(15%)
j j, l e, i, j, E, E̋ a, d, e, i, j,w, A̋, @, E, Z j(54%), l(38%), Z(8%)
k k k k k(94%)
k: k k k k(100%)
l al, l l l l(96%)
m m,mism m m m(95%)

n an, n, ni, E̋ n n n(91%)
o e, je, o, u, y, O, On, Ő, E f, k, y, ø, œ̋, O, Ő o, y, O O(48%), Ő(15%), ø(7%), y(7%), u(6%)
o: kz, u, y,œ, O, Ő y, ø, œ̋, O, Ő o, O œ(31%), Ő(22%), O(19%), o(8%), u(6%)
p ip, p, pa k, p p p(97%)
p: p k, p p p(83%), S(17%)
r K K K K(93%)
s ks, s e, s, S s s(88%)
s: z a, e, k, o, p, s, z, E, S p, s, z, S z(100%)
t t d, e, s, t, S t t(85%)
t: kt, pt, t e, k, p, s, t, S t t(61%), k(33%), j(6%)
u y k, y, œ̋ y, O y(82%)
u: y y, œ̋ y y(87%), u(13%)
v de, f, v d, f, v, Z v v(64%), f(21%), d(6%)
w w e, f, i, œ̋, E̋ a, O s(100%)
z s, z, za, gz p, s, t, z, K s, z, S, Z z(66%), s(19%), j(13%)
N N n m, n, p, A̋, ñ
O o,wa, ø, O, Ob, @- y, ø, œ̋, O, Ő O O(77%), o(8%), u(5%)
O: i, O, KO y, ø, œ̋, O O Ő(56%), O(37%)
E e, A̋, E e, i, @, E a, e,w, A̋, @, E E(35%), A̋(27%), e(23%)
E: e, E e, i,w, @, E a, e,w, A̋, E E(77%), e(14%)
g g, Z k, g g, Z g(83%), k(9%), Z(6%)
I I i, j, E, E̋ a, d, e, i, j, l, s, v, E, Z i(100%)
ñ j, nj f, n m, n, A̋, ñ n(43%), ñ(43%), K(14%)
R e a, e, s, v, E, K K K(100%)
S o, s s, z, S, Z s, S, Z s(74%), j(9%), S(6%), K(6%)
U y, OK y, œ̋ y, O y(82%), o(10%)
L j, l l l, Z l(67%), j(33%)
Z z e, j, k, s, S, Z Z Z(81%), z(5%), j(5%), K(5%)
Z: j e, i, j, p, s, v, z, E, Z j, v, g, S, Z Z(67%), j(33%)

Table D.10: Phones predicted by our different models with a confidence above 0.05, from Ital-

ian to French. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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D Interpretability

Italian to Romanian

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

extipaa a, at, @ a, @ a @(50%), a(34%), 1(7%), e(6%)
a: a, aI a a a(89%)
b b b b b(94%)
b: b, o, gu b, p b g(50%), b(50%)
d ad, d d, z d, z d(90%)
e ae, e, ea, ja, je, te, @ a, e, i, j, Z e, i, j, @ e(72%), @(9%), a(8%), i(6%)
e: e, ea, i, 1 e, i, j a, e, i, j, @ e(67%), i(22%), 1(11%)
f f f f f(100%)
i e, ea, est, i, in, ine, l, r, @, 1 e, i, j e, i, j i(48%), e(25%), 1(12%), @(8%)
i: e, i, j, l, si, sj e, i a, e, i, j i(72%), e(14%)
j e, j, l, I e, i, j j, S l(33%), n(20%), j(20%), s(7%), p(7%), O(7%), I(7%)
k k k k k(95%)
k: k, p k k k(83%), t(17%)
l a, l, la, l@ l l, r l(70%), R(13%), r(6%)
m am,m m m m(98%)

n n n n n(87%), N(6%)
o ar, o, u, Oa, @, U a, o, u, O a, j, o, U u(55%), e(11%), U(8%), o(7%)
o: o, p, u, Oa a, o, u, O o, u, O, U u(37%), o(37%), O(11%)
p p, pj p p p(100%)
p: p p p p(100%)
r ar, r, ra r r r(72%), R(16%)
s as, s, S s, S s, S s(83%), S(14%)
s: s s, S s s(100%)
t st, t, ts t t t(96%)
t: apt, bts, pt, t k, p, s, t, Z k, p, t t(63%), p(32%), b(5%)
u u, 1 a, o, u u, O u(70%), 1(10%)
u: a, t, u,wa a, o, u u, O u(77%)
v b, v h, v, Z j, v v(73%), b(12%), j(6%)
w w a, o a, j, k, o, U p(50%), b(50%)
z s, S s, S s s(85%), S(10%)
z: z: e, i, j, s, S, Z a, d, e, i, j, s, @, 1, S, Z z(100%)
N m, N a, i, u, 1 m, n, N N(67%),m(33%)

O o, u, Oa a, o, O o, O u(51%), O(27%), o(22%)
O: a, au, aU, o, u, Oa a, o, O a, j, k, o, r, U o(55%), u(24%), O(12%)
E e, ea, je, jes, jest, jeste, se a, e, i, j, 1 a, e, j, @, 1 e(68%), i(13%), 1(8%), a(5%)
E: a, e, i, ja, je, @ e, j a, e, j e(64%), a(16%), i(12%), @(8%)
g ag, k, g d, k, g, Z k, g g(72%), k(25%)
I dZe, jj e, i, j e, i, j j(25%), i(25%), e(25%), d(25%)
ñ m,mn f, i,m, n, 1 m, n, p m(60%), n(20%), j(20%)
R aR, R, S o, r, s, S r n(60%), R(30%), S(10%)
S aS, stS, tS, S, St s, S s, S S(95%)
U au, u a, o, u o, u, O u(94%)
L ie, j, l f, j, v l l(40%), j(40%), R(20%)
Z b, s, Z s, S, Z e, s, S, Z Z(93%)
Z: z, Z d, e, j, s, v, S, Z e, j, o, r, s, S Z(71%), z(29%)

Table D.11: Phonespredictedbyourdifferentmodelswitha confidenceabove0.05, fromItalian

to Romanian. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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D.5 Raw phones correspondence predicted

D.5.3 From Portuguese

Portuguese to Spanish

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, al, ka, la, na a a a(99%)
b al, b, bl, eB, leB, B b, p b, p, B B(66%), b(32%)
d d b, d d D(56%), d(42%)
e e, E a, b, d, e, i, j, E, J e, E e(48%), E(43%)
f f f f f(98%)
i e, i, il, in i i i(86%), j(7%)
j i, j i e, i, j, E, J j(94%)
k k k k k(98%)
l el, l l, L l, L l(94%), L(5%)
m m m m m(98%)

n n m, n, ñ n n(97%)
o lo, o,we, O, OR o,w, O o, u,w, O O(51%), o(35%)
p p p p p(99%)
r R r, R a, i, l,m, n, r, u, O, E, R R(100%)
s s, sja, T s, T s, T s(53%), T(46%)
t t t t t(99%)
u o, u, ulo, un, O, On o, u, O o, u, O u(42%), o(30%), O(24%)
ũ u o, u, O o, u, O u(92%), O(8%)
v b, be, ben, eB, B b, f b B(66%), b(32%)
w l,w a, b, f, l, u,w a, f, k, o, t, u,w, O l(48%),w(38%)
z ks, s, T s, T s, T s(85%), T(13%)
N n, na, naR m, n, E m, n, N, ñ n(85%),m(8%), N(5%)
5 a, al, ana, la, na a a a(98%)
5̋ a, ana a, b a a(58%), j(34%), O(7%)
A a, na a a a(100%)
O o,we,wo, O o,w, O o,w, O O(70%), o(19%), e(5%)
@ b, d, E p, r, R a, b, e, f, l, p, r, E, R T(50%), e(25%), E(25%)
E e, ek, inje, je, nje, E a, b, e, i, j, E, J e, i, j, E E(49%), e(47%)
g g, G k, g, G k, g, G G(68%), g(28%)
1 e, E e, i, j, E, J e, E e(71%), E(25%)
I a, e, i, n, nj, I, S, T a, e, f, i, j, l,m, s, x, J e, i, j, l, s, x, E, g, G, J E(37%), I(12%), n(10%), i(8%), o(6%), j(6%), e(6%), T(6%)
ñ eñ, n, ñ a, e, f, i, j,m, n, E, G, ñ n, ñ ñ(56%), n(36%)
ô ER, R r, E, R r, R R(99%)
R R r, R r, R R(99%)
K r, re r r, R r(99%)
S es, s k, l, p, s, x, L, T s s(85%), T(8%)
U jo, lo, o f, i, o, u,w, O o, u, O o(89%)
Ű no, On f, i, j, o, u, O a, e, i, n, o, u, O, E, B, T O(71%), n(19%), o(7%)
L l, x, L f, i, l l, L x(50%), l(33%), L(17%)
Z s, x f, i, j, x, J k, s, x, g, J, T x(80%), s(8%), j(7%)

Table D.12: Phones predicted by our different models with a confidence above 0.05, from Por-

tuguese to Spanish. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.
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D Interpretability

Portuguese to Italian

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, a: a, a: a, a: a:(66%), a(33%)
b b, p b, p b, p b(73%), p(13%)
d d, di, t d, v d d(71%), t(26%)
e a, de, e, e:, le, ne e, e:, i, i:, v, E, E: a, e, e:, i, E, E: e(53%), E(21%), i(7%)
f f, ff f f f(98%)
i e, i, in, i: i, i: i, i: i(64%), i:(21%), e(9%)
j i e, i, i:, I a:, d, e, e:, i, i:, j, v, E, E: i(72%), s(12%), Z(9%), S(5%)
k k, kw k k k(95%)
l l, le, llo l l l(97%)
m m,mm m m m(99%)

n n, nn m, n, N, ñ m, n n(98%)
o alo, o, o:, O, O: o, o:, u, u:,w, O, O:, U o, o:, u, O, O:, U o:(36%), o(22%), O:(19%), O(12%), u(7%)
p p, pr p p p(92%), p:(7%)
r r r e, l, o, r r(100%)
s s, ss, tS s s s(69%), S(19%), t(5%)
t t t, t: t t(88%), t:(11%)
u o o, u, u:, O, O:, U o, u, u:, O, U o(50%), U(21%), u:(10%), O(8%), u(6%)
ũ o, u o, u, u:, U o, u, u:, O, U o(61%), u(21%), U(14%)
v v, ve, ven f, v b, v v(87%), b(7%)
w d, di, l,w f, l, o,w, R, U a, a:, k, o, o:, u, u:, O, O:, U w(59%), l(29%), d(6%), U(6%)
z d, dz, s, tS, tSi, z, O: d, i, l, n, r, s, t, z, S d, s, t, z z(78%), S(6%)
N n, ne m, n a,m, n, N, ñ n(93%)
5 a, la, na a, a: a a(97%)
5̋ a, a:, va a, a:, i a, a: a(50%), O:(28%), a:(12%), i(7%)
A a, a: a, a: a, a: a(50%), a:(50%)
O o, O, O:, O:do, O:la f, o, o:, u:,w, O, O:, U o, o:,w, O, O:, U O(45%), o(26%), O:(22%)
@ d, t r a, a:, e, l, o, r, s, v, E, S t(50%), d(25%), o(6%), i:(6%), e(6%), a:(6%)
E anE, e, e:, inE, nE, E, E:, E:tro a:, e, e:, i, i:, j, v, E, E: a, a:, e, e:, i, j, E, E: E(45%), E:(32%), e(12%), e:(7%)
g k, g, gw k, g k, g g(74%), k(20%)
1 e, ine, le, I d, e, e:, f, i, v a, e, e:, i, o, E, E: e(80%), i(7%)
I a, d, dZe, e, i, s, ve, I a, b, d, e, i, o, s, v, E a, d, e, i, i:, r, s, E:, S, Z n(20%), E(18%), e(16%), t(7%), i(7%), d(7%), a(5%)
ñ n, ne, ñ, ñj f, i, l,m, n, v, ñ a,m, n, N, ñ ñ(59%), n(36%)
ô dere, nere, re r r r(98%)
R r r r r(98%)
K r, rR r r r(73%), R(24%)
S s, tSe k, p, s, t e, o, s s(81%), S(12%)
U lo, no, o, olo, ro f, o, u, u:,w, O, O:, U o, o:, u, u:, O, O:, U o(94%)
Ű ne, no, o:ne, O:ne f, n, v b, n, o, v, U e(63%), o(20%), o:(14%)
L li, L i, l l L(86%), l(14%)
Z dZ d, f, s, v d, s Z(76%), z(8%)

Table D.13: Phones predicted by our different models with a confidence above 0.05, from Por-

tuguese to Italian. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.
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D.5 Raw phones correspondence predicted

Portuguese to French

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, at, e a, o a a(51%), e(33%), E(9%)
b b b, p b, v b(94%)
d d, t d d d(81%), t(15%)
e e, i, l, E, Ek d, e, i, j, l, v, @, E e, i, j, E e(30%), A̋(29%), E(24%), i(6%)
f f, fi f f f(100%)
i e, i, ik i e, i i(74%), E̋(10%), e(7%)
j i, j, n d, e, f, i, j, E̋, Z a, e, i, j, E K(60%), j(40%)
k k, kŐ k k, S k(97%)
l l l l l(99%)
m m,ma m m m(98%)

n n n n n(92%)
o p, y,œ, O w, y, O O œ(23%), O(23%), y(13%), o(13%), Ő(10%), u(8%)
p p, pa p p p(98%)
s ks, s s s s(96%)
t kt, t t t t(96%)
u y, yk, O y u, y, O O(41%), y(40%), Ő(9%)
ũ w, y, O y, œ̋ u, y, O Ő(45%), y(18%), œ̋(9%), E̋(9%), A̋(9%), O(9%)
v b, de, f, v b, f, v v v(60%), f(21%), b(12%)
w l, y, E f, l, u, y a, f, i, k, o, y, O l(88%), t(12%)
z s, z, gz p, s, z, K s, z, Z z(81%), j(8%), s(6%)
N m, n, A̋ m, n n, A̋, ñ n(30%), k(20%), g(20%), p(10%),m(10%), K(10%)
5 a, ak, al a a a(88%)
5̋ j, A̋ a, b, j, o, A̋, E a j(54%), A̋(38%)
A a, nE, E a a a(67%), E(22%), o(11%)
O o,wa, O O O O(89%)
@ @ K d, e, j, l, n, s, t, v, K, Z A̋(50%), E(50%)
E e, nE, E, Ek e, i e, i, j, E E(65%), e(30%)
g k, g, Z f, k, g g, Z g(67%), k(13%), n(8%), j(5%), Z(5%)
1 e, jasjŐ, E, Ek, EK e, i, E e, O, E e(44%), E(36%), i(9%)
I k, p, Z f, i, j, k,m, s, y, E, E̋ a, d, e, i, j, v, E, S, Z k(40%), y(10%), p(10%), i(10%), a(10%), A̋(10%), Z(10%)
ñ n f, n, ñ n, A̋, ñ n(60%), ñ(40%)
ô tœK, K, Ka, Kal, Katif K K K(89%)
R K K K K(95%)
K K K K K(100%)
S s k, p, s, S s, S s(81%), e(5%)
U aZ, e, i, k, l, o, s, E, EK, E̋ f, k,m, y, O k, o, y, O ø(20%), l(18%), y(10%), o(10%), E(10%), Ő(8%), i(7%), a(7%)
Ű Ő f, i:, n, œ̋ b, f, i, j, n, s, v, y, O Ő(98%)
L j, jl, l, lj l l l(71%), j(29%)
Z Z Z Z Z(91%), s(6%)

Table D.14: Phones predicted by our different models with a confidence above 0.05, from Por-

tuguese to French. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.
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D Interpretability

Portuguese to Romanian

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a a a a(93%)
b b, p, p@ b b b(71%), p(24%)
d d, t, z d, z d, z t(49%), d(42%), z(8%)
e a, e, ea, je, jede, @ d, e, i, j, l, s, v, S, U, Z a, e, i, j, @, 1 e(63%), i(24%), a(7%), @(5%)
f f f f f(100%)
i e, eg, i, j, je, sj, @ j a, e, i, j i(54%), e(21%), @(10%), j(7%)
j j j, v, S a, e, j, v, Z j(60%), i(20%), I(20%)
k k k k k(95%)
l l l l l(82%), R(8%)
m m m m m(93%)

n n m, n, 1 n n(100%)
o a, o, u, ul, @ a, o, O a, o, O u(51%), o(30%), O(9%)
p p p p p(100%)
s s, s@, s@d, tS, S s s s(67%), S(33%)
t pt, st, t, ts p, s, t t t(99%)
u juo, o, u, ud, un, uo a, d, j, u a, j, u,w, O, @ u(79%), o(12%)
ũ u u u u(100%)
v b, v, ve v v v(66%), b(17%)
w a, d, de, l, U a, d, f, j, l, z, g, Z a, j, O t(25%), p(25%), l(25%), d(25%)
z s, ts, tS s, S s, S s(55%), S(36%), r(9%)
N n, ne m, n, 1 n n(80%),m(7%), N(7%)
5 a, n@, r@, @ a a @(66%), a(17%), e(13%)
5̋ a, an, 1, 1n@ a a a(40%), 1(37%), u(10%), y(7%), @(7%)
A a, @ a a a(80%), @(20%)
O aI, o, od, u, Oa o, O a, o, O O(44%), o(31%), u(19%), I(6%)
@ k r a, j k(33%), d(33%), @(33%)
E dZe, e, ea, je, se, sea e, j, v a, e, j e(95%)
g k, g d, k, g, Z g k(48%), g(48%)
1 e, @ d, e, j, s, v, S, Z a, e, j e(82%), @(9%)
I d, de, dZe, n, p a, d, f, h, j, l, o, s, v, Z e, i, j, @, 1 e(29%), 1(21%), u(8%), p(8%), a(8%)
ñ ñ f, i,m, n, 1 m, n, 1 n(100%)
ô a, aRe, de, dea, j, ne, r r a, r r(60%), j(12%), R(9%), d(5%)
R n, r, I, R r r r(69%), R(26%)
K r r r r(71%), R(19%), j(10%)
S as, s, st, tSe s s s(73%), S(16%)
U a, d, in, n, r, u, v, @, g, U a, d, f, j, o, s, u, v, Z a, j, o, u, O, @, U e(21%), U(21%), u(15%), r(9%), n(9%), @(9%), a(6%)
Ű n, ne, n@, Ine f, n, v, 1 a, i, n, t, u, v, y, 1, U n(38%), e(25%), U(12%), I(12%), @(12%)
L I e, i, j, l, Z l l(50%), I(50%)
Z dZ, s, st, Z h, Z d, s, v, z, S, Z Z(81%), s(14%)

Table D.15: Phones predicted by our different models with a confidence above 0.05, from Por-

tuguese to Romanian. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.

234



D.5 Raw phones correspondence predicted

D.5.4 From French

French to Spanish

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, aDo a a a(94%)
a: a a a a(100%)
b b, bo, Bjo, Bo b, B a, b, f, k, B B(67%), b(30%)
d d, do, jo, Djo, Do d d D(53%), d(43%)
e ad, aDo, aR, e a, b, d, e, i, j, o, E b, e, k, p, s, E, L, J, T e(42%), a(33%), E(18%)
f f, o, Bo f, i, u f, o, u, O f(77%), B(20%)
i i, ia, io, ito, iDo, ja i i i(92%)
j j, jo, lo a, e, i, j, l, o, u,w, O, E a, e, i, j, l, s, E, I, J, T j(85%)
k k, ko k k k(92%)
l l, la, le, ljo, lo l, L l l(93%)
m m,ma,me,mo m m m(98%)

n n, na, no n b,m, n n(93%)
o al, aU, o,wo, O a, o, u, O k, o,w, O o(48%), U(28%), O(16%), a(8%)
p p, pa k, p, t, L p p(94%)
s es, s, se, so, T, Tjo k, l, s, t, T k, s, T s(53%), T(41%)
t t, ta, te, tjo, to t t t(83%), D(13%)
u eLo, o, oBo o, u, O o, u, O o(64%), O(21%), u(14%)
v b, B, Be, Bo b b B(58%), b(40%)
w e, O, Re a, e, i, n, o, u, O, E, B o, u, O R(40%),w(20%), t(20%), T(20%)
y o, u, uDo,we,wo o, u, O o, u, O u(79%), o(10%)
z s, sis s, T s s(83%), T(10%)
D ta, to k, t d, t t(50%), o(50%)
ø oso a, o, u, O o,w, O o(83%), e(17%)
œ aDO, O o, u, O o, O O(82%), o(9%), a(9%)
œ̋ une, uno, unos o, u, O u, O o(50%), e(25%), E(25%)
A̋ an, ano, ante, jEnto, Ente, Ento a, E a, E E(58%), a(40%)
O o, O, On o, u, O o,w, O O(51%), o(45%)
Ő On k, n, o, u, O o, u, O O(86%), u(7%)
@ a, e a, e, f, i, j, l, o, s, u, B a, b, e, E e(90%), a(10%)
E a, ajja, e, es, eso, eto, o, E a, e, i, p, E, T e, E e(44%), E(36%), a(14%)
E: E: a a, b, e, E, J a(100%)
E̋ ano, in, ino i a, i,m, E, S i(89%)
g g, G, Ga, Go k, g, G k, g, G, L G(58%), g(31%)
I i e, i, u a, e, i, j, l, p, s, S, J, T i(100%)
ñ nja, ña n, E, ñ b,m, n, p n(50%), ñ(50%)
K aR, paR, r, ra, R, Ra, Re, Rjo, Ro, RO a, d, r, E, R r, R R(79%), r(9%)
S esk, k, pjo i, k, t, S, J k k(50%), s(25%), j(12%), S(12%)
Z x, xe, xjo, Go f, j, x, g, J e, k, l, x, g, G x(69%), j(10%), G(7%)
T t t t, T t(100%)

Table D.16: Phones predicted by our different models with a confidence above 0.05, from

French to Spanish. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.
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D Interpretability

French to Italian

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a a, a:, o a, a: a(79%), a:(14%)
a: a a, a: a, a: a(50%), a:(50%)
b b, bo b, v a, a:, b, f, k, k:, v, g b(87%), s(6%)
d da, de, dia, dine, dio, do d d, f d(95%)
e a, a:re, e, ere, i:re, ka:re, ga:re a:, e, e:, i, i:, j, o:, v, E, E: a, a:, e, e:, i, j, o, p, s, t e(64%), a(10%), E(9%), i(7%)
f f, vo f f f(76%), v(20%)
i e, i, ia, i:a, o a:, e, e:, i, i:, j, E, E: i, i: i(73%), i:(15%)
j i, le, llo a, e, i, o, u, E, U a, a:, d, i, i:, k, s, t, t:,w i(49%), j(10%), z(9%), r(9%), S(7%)
k ko a, d, k, o, s, t, t:, g k k(81%), t:(5%)
l ile, la, le, lle, lo a:, l, o, s, v, E, R l l(93%)
m m,ma,me,mento,mo m m m(98%)

n n, na, ne, no n, N a, b,m, n, ñ n(92%)
o aU, lda, o, passe, O, O:ko a, a:, o, o:, u, u:, O, O:, U a, a:, k, o, o:, O, O: o(23%), U(23%), a(13%), O(13%), o:(10%), e(7%)
p p, po p p p(91%)
s s, sa, sso, tSe, tSo s, t, z s, t s(73%), S(17%)
t ta, te, to t, t: t t(88%), t:(5%)
u o, ollo, u:po o, o:, u, u:, O, O:, U o, o:, u, u:, O, U o(57%), u:(14%), O(14%), o:(10%)
v v, ve, vo v a, a:, b, b:, f, v,w, E: v(92%)
w e, e:, u a:, e, e:, i, i:, j, o, o:, E, E: a, a:, e, o, o:, u,w, O, O:, U t(25%), l(25%), d(25%), Z(25%)
y o, u, usto, u:e, u:to, U, Uo u, u:, U o, u, u:, U U(48%), u(22%), o(11%), u:(10%)
z dZo, z s, s:, z, S, S: d, s, t, z z(79%), Z(8%), s(5%)
D to t, t: a, d, e, f, i,m, o, t t(100%)
ø ko, o:zo o, o:, s:, u, u:, O, O: e, o, o:, s, O o(47%), o:(37%), E(11%), O(5%)
œ ato:, o:, to:, v o, o:, u, u:, O, O:, U o, o:, O o:(64%), o(7%), e(7%), a(7%), U(7%), O:(7%)
œ̋ u:ne, u:no o, u u u(33%), o(33%), e(33%)
5 a a, a:, e, o, o:, O a, a:, o a(100%)
A̋ a, ante, ente, ento, ne, Ente, Ento a, a:, E a a(35%), e(29%), E(29%)
O o o, o:, u, u:, O, O:, U o, o:, O, O:, U o(62%), O(19%), O:(10%), o:(5%)
Ő o, onko, onno, onte, o:ne, O:ne n, o, o:, u a, o, u, O o(41%), O:(38%), o:(14%)
@ a, e, E e, e:, i, i:, o, o:, v, O, E, E: a, a:, e, j, l, o, r, s, v, E e(53%), i(13%), a(13%), E(13%), o:(7%)
E a, e, et:o, E, Et:o a, a:, e, e:, i, o, E, E: a, a:, e, e:, i, j, o, s, E, E: e(38%), E(22%), E:(12%), a(11%), a:(8%)
E: a: a, a: a, a:, e, e:, i, j, s,w, E, E: a:(100%)
E̋ a:no, im, in, i:ne, i:no a, a:, d, e, e:, i, n, o, E, ñ a, i, i: i(74%), i:(9%), e(5%)
g g, ga, go k, N, g f, k, g g(86%), t(5%), k(5%)
I i e, i, i:, u, I a, a:, d, i, k, p, s, t, t:, g i(100%)
ñ nia, ñja n, ñ a, a:, b,m, n, p, ñ n(50%), ñ(50%)
K dere, ere, r, ra, re, ro r, g r r(90%)
S ko d, k, s, t, t:, g a, a:, d, k, n, o, o:, p, s, t k(50%), s(10%), p:(10%), n(10%), g(10%), S(10%)
Z dZ, dZo d, v, g d, f, k, v, g Z(70%), Z:(11%), r(7%)
T t t e, s, t t(100%)

Table D.17: Phones predicted by our different models with a confidence above 0.05, from

French to Italian. In parenthesis, the actual frequency of the different target phones

aligned with the input phones in the gold data.
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D.5 Raw phones correspondence predicted

French to Portuguese

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, aU, 5 a, 5, 5̋, U a, 5 5(66%), a(25%)
a: a, 5 a, 5, 5̋ a, 5, 5̋ a(67%), 5(33%)
b b, bjU, bU b, v b, p b(79%), v(17%)
d d, dj5, d5, d1, dU d d d(95%)
e ad1, adU, aô, eô, iaô, iô, 1 a, d, e, i, l, s, v, 5, E, 1 e, i, k, p, s, v, E, g, 1, S a(25%), e(24%), 1(21%), i(15%), E(9%)
f f, vU f f f(74%), v(23%)
i i, idU, itU, i5 e, i, u, E, 1 i i(88%)
j i, i5̋, jU, lU, 5̋, LU e, i, n, o, s, t, u, ũ, 5̋, I a, e, i, j, E, g, 1, Z 5̋(53%), i(24%), j(7%)
k k, k5, kU k k k(88%)
l eU, l, l5, lU l l l(82%)
m m,m5,m1,mU m m m(95%)

n n, naô, n5, nU n n, p n(82%)
o aU, Al, U a, o, u, 5, 5̋, A, O, U a, o, O u(30%), U(30%), o(22%), O(13%)
p p, pjU, p1, pU p, S p p(93%)
s s, siU, sj5, s5, sU, S s, z, S, Z s, z, S s(76%), S(21%)
t t, t5, t1, tU t t t(89%), d(9%)
u obU, u, O o, u, ũ, O, U o, u, ũ, O u(60%), o(30%), O(10%)
v v, v5, v1 v v v(96%)
w ũ, O, ôe a, e, i, o, u, v, O, E, 1, I o, u, ũ, O v(20%), e(20%), d(20%), ô(20%), R(20%)
y u, udU, ug5, u1, uU o, u, ũ u, ũ, O u(82%), U(6%)
z z, zj5 b, k, o, s, u, z, g, S, U, Z z, Z z(86%), t(6%)
ø eU, ozU o, u, O, U k, o, p, O U(73%), o(9%), e(9%), O(9%)
œ do, o, 5do o, u, ũ, O o, O o(91%), 5(9%)
œ̋ un1, unU, ũNS o, u, ũ o, u, ũ ũ(25%), o(25%), U(25%), 1(25%)
A̋ eINt1, eINtU, 5̋Nt1 a, e, 5, 5̋, A, E 5̋ e(50%), 5̋(41%)
O o, u, O o, u, ũ, O, U o, O u(57%), O(33%), o(7%)
Ő oNkU, ũN, ũNd5, ũNkU, KaIU, Ű o, u, ũ o, u, ũ, 5̋ Ű(55%), u(20%), ũ(9%), o(8%)
@ e, 5, 1 a, d, e, i, l, s, v, z, E, 1 a, b, e, i, v, 5, E, g, 1 e(56%), i(12%), 1(12%), O(6%), E(6%), 5(6%)
E a, e, eI, 5, E, 1, U a, e, i, 5, E, 1 e, i, E, 1 e(29%), 1(29%), E(20%), a(9%)
E: E: a, 5, 5̋, U a, e, E, 1 a(100%)
E̋ inU, iN e, i, o, u, 5̋, I e, i, 1 i(77%), e(10%)
g g, g5 g g g(92%), N(8%)
I i i e, i, j, p, 5, E, g, 1, Z i(75%), 5(25%)
ñ ñ5 n, I, ñ b, e, n, p, 5, 5̋, ñ ñ(100%)
K ô, ô1, ôU, RjU, R5, R@sU, RU, K, K5, K1 ô, R, K R, K ô(40%), R(40%), K(14%)
S a, k, S k, S k, p, s, S k(71%), S(14%), R(14%)
Z gU, Z, ZjU, Z1 k, g, Z g, Z Z(78%), g(8%)
T t t s, t t(100%)

Table D.18: Phones predicted by our different models with a confidence above 0.05, from

French to Portuguese. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.
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D Interpretability

French to Romanian

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, @ a a a(57%), @(17%), e(13%)
b b b, v b b(100%)
d d, d@ d, v d d(90%), n(10%)
e a, e, ea, je, s, vale a, d, e, j, s, S a, e, j, k, o, s, v, S e(63%), a(21%), s(5%), o(5%), j(5%)
f f f, v f f(88%), v(12%)
i e, i, j, 1s e, i, j, S e, i, j, @, 1 i(52%), e(26%), j(9%), @(9%)
j j, o a, e, i, j, s, u, @, S a, e, i, j, o, s, u, O, 1, S s(50%), j(25%), S(25%)
k k d, k, r, t, u k k(87%), t(7%), j(7%)
l ale, l, l@, r, R@ a, e, i, j, l, u, Z l l(69%), r(10%), j(7%), R(7%)
m m,m@, @m@ m m m(95%), n(5%)
n n, n@ n m, n n(80%),m(10%), R(10%)
o a, al, o, oU, pas@Re a, o a, k, o o(33%), a(33%), u(17%), @(17%)
p p p p p(89%), t(11%)
s as, s, s@t, tS, tSe, S s, S s s(50%), S(39%), t(6%), r(6%)
t st, t, t@ t t t(87%), n(9%)
u o, oj, u, ul, up o, u a, o, u, O u(80%), o(20%)
v b, b@, v v b, f, k, v v(69%), b(19%), s(6%), j(6%)
w e a, d, e, j, o, s, v, y, U a, j, k, o, s, u, O, 1, U e(40%),w(20%), j(20%), Z(20%)
y oj, u, ur, ut o, u o, u, O u(83%), o(8%), e(8%)
z s j, s, S l, r, s, t, I, S s(40%), b(20%), Z(20%), S(20%)
ø k a, j, o k, o, s o(100%)
œ o o k, o o(100%)
A̋ an, en, im, n, nt, 1n a, e, j, n, s, t, @, 1, S a, 1 1(36%), i(29%), e(21%), a(7%), @(7%)
O o, vo, Oa o, O k, o o(67%), O(22%), @(11%)
Ő te, ump, un n, o, t, u u u(33%), e(33%), o(17%), @(17%)
@ a, e, je j, s, v, S a, j, v e(50%), a(50%)
E a, aIe, e, ea, et@, je, jeste, sea, va, @ a, e, j, s, t, S a, e, j, o, @ e(65%), a(17%)
E: E: a a, e, j a(100%)
E̋ im, in, yU, Oa, Oam, Oame, 1n a, i, j, n, z i, 1 i(57%), y(14%), a(14%), @(14%)
g b@, g d, e, i, o, r, N, g k, g g(50%), t(17%), d(17%), b(17%)
K r, r@, R@ r r r(65%), R(12%)
Z dik@, dZi, ib, z, g@ d, v, Z d, k, s, t, z, S, Z Z(44%), z(11%), j(11%), g(11%), d(11%), b(11%)

Table D.19: Phones predicted by our different models with a confidence above 0.05, from

French to Romanian. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.
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D.5 Raw phones correspondence predicted

D.5.5 From Romanian

Romanian to Spanish

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, aR a a a(78%), e(9%), E(9%)
b b, B, Bjo, Bo b, p b, B B(67%), b(26%)
d d, da, do, Do b, d d, i, E d(53%), D(19%), n(8%), i(6%)
f f f, i a, f, i, o, u f(90%)
h b, k a, b, f, i, k, o, p, t, u, T a, e, f, i, j, k, x, g, G, J k(50%), b(50%)
i a, e, i, iR, ja, je, jE, li, E a, e, i, j, E e, i, j, l i(60%), E(20%), e(9%), j(5%)
j i, j, l, E, R, J, T a, e, i, j, o, s, u, O, E, B a, e, i, j, k, l, E, G, I, J j(23%), i(18%), R(14%), J(9%), B(9%)
k ko k k k(74%), G(19%)
l l l, L l l(80%), L(18%)
m m,mo m m m(94%)

n n, njo, no n n n(87%)
o o, uno,we, O o,w, O o,w, O o(32%), O(25%), e(22%), u(8%), E(8%)
p p, po p p p(71%), B(16%), t(8%)
r lo, r, ro, OR, R r, R r, O, R R(77%), r(17%)
s es, s, so s s s(88%)
t kto, t, te, to, tRo, Do t t t(62%), D(20%), d(5%), T(5%)
u o, tu, u, O o, u, O o, u, O u(35%), o(30%), O(25%)
v b b a, b b(83%), B(8%)
w u,w, L o, u, O o,w, O w(33%), O(33%), L(33%)
y a, an, aD, en a o, u, O a(75%), e(25%)
z d, dj, p, s, Do, J a, b, d, e, i, o, E, J d, e, k, n, p, s, t, x, T d(33%), s(17%), R(17%), J(17%), D(17%)
N n, N, EN f, k,m, n, N, g, G, ñ m, n, N, ñ N(44%), n(22%), ñ(22%), l(11%)
O o, u,w, O o,w, O o,w, O w(42%), O(37%), o(16%), u(5%)
@ a a, e, i a, b, e, j, J a(81%), e(9%)
g g, go, Go k, g k, g, G g(48%), G(29%), j(10%)
1 a, e,wa, E a, e, i, o, E a, e, i, j, E, I, J a(55%), E(24%), e(15%)
I s, xo, I, BiR a, e, i, k, l, o, s, t, u, T a, e, i, j, l, x, E, G, I, J s(25%), o(25%), u(12%), i(12%), ñ(12%), I(12%)
R l, r, R a, e, i, l, o, r, u, O, E, R l, r, R R(63%), l(28%)
S s k, s, T s, T T(56%), s(23%), j(7%)
U o, Bo e, i, o, p, t, u, O, U, B o, u,w, O o(60%), u(20%), e(13%), O(7%)
Z x, xi, g a, e, f, i, j, s, u, x, E, T k, l, s, x, g, G, L x(28%), R(28%), t(11%), T(11%), j(6%), g(6%), J(6%), D(6%)

Table D.20: Phones predicted by our different models with a confidence above 0.05, from Ro-

manian to Spanish. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.
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D Interpretability

Romanian to Portuguese

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, aô, 5 a, 5, 5̋ a, 5 a(58%), 5(14%), 5̋(8%), A(5%)
b b, bU, v, vU b, v b, v, g b(58%), v(35%)
d d, d5, dU, U d d, f, Z d(68%), ô(10%)
f f f f f(93%)
h k, v b, d, k, n, p, t, v, g, Z a, f, i, k, t, v, 5, g, U v(50%), k(50%)
i e, eI, i, noN, 1 d, i, j, n, o, t, u, ũ, I, Z e, i i(60%), e(27%)
j i, l, v, E, ô, S d, e, i, n, o, u, ũ, v, 1, I a, e, i, j, 5, 5̋, E, g, Z ô(25%), i(20%), j(15%), v(10%), S(10%), K(10%)
k k, kU, gU k k k(74%), g(21%)
l l, lU l l l(86%)
m m,meI,meIN,mU m m m(95%)

n n, nU, N, U n n N(43%), n(33%)
o o, u, ũN, O, U f, o, u, ũ, O o, O o(40%), u(29%), O(20%)
p bU, p, pU p p p(82%), b(13%)
r lU, ô, R@, RU, K, KU, U R, K l, R, K R(41%), ô(39%), K(15%)
s s, sU, zU, S s s, z, S s(48%), S(41%), z(8%)
t dU, t, t1, tU, 5dU t t t(74%), d(25%)
u bU,m, o, om, u, O, U o, u, ũ, O o, u, O u(53%), o(26%), U(5%)
v v, U v b, f, v, 5 v(96%)
w o o, u, ũ, O k, o, u, O, U w(33%), u(33%), n(33%)
y e, 5̋ a, d, 5, 5̋, g o, u, ũ, O e(33%), 5̋(33%), 5(33%)
z d, djU, dU d, Z d, i, s, z, 1, S, U, Z d(67%), z(17%), I(17%)
N N, IN m, n, N, g, I e, i, n, N, 5̋, 1, U N(100%)
O o, u, O o, O o, O O(47%), o(33%), u(20%)
@ 5 a, d, v, 5, 5̋, A, g, U a, i, 5, 1, U 5(72%), i(7%)
g vU, g, gU k, g g g(88%), v(6%),m(6%)

1 e, i, 5, 5̋ a, d, e, n, o, u, ũ, 5, 5̋, A a, d, e, i, v, 5, E, 1, U 5̋(47%), I(32%), i(11%), e(5%), 5(5%)
I S, L a, d, e, i, n, o, u, 5̋, I, U e, i, j, 5̋, E u(17%), 5̋(17%), S(17%), R(17%), O(17%), L(17%)
R b, l, R, K a, d, e, l, t, u, 5, R, K l, E, R, K R(64%), ô(12%), K(9%), l(6%), b(6%)
S s, S s, Z s, S s(69%), S(21%), z(10%)
U vU, U d, n, o, t, u, ũ, v, 5̋, I, U k, o, u, O, U U(50%), u(14%), v(7%), o(7%), Ű(7%), 5̋(7%), I(7%)
Z a, Z s, Z g, Z Z(95%), ô(5%)

Table D.21: Phones predicted by our different models with a confidence above 0.05, from Ro-

manian to Portuguese. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.

Romanian to French

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, e, o, @, E a a a(50%), E(18%), e(11%), o(7%), @(7%)
b b, v b, k, Z b, f, k, v b(40%), v(30%), z(10%), g(10%), Z(10%)
d d d d d(67%), K(17%), g(8%), Z(8%)
f f f f f(100%)
i i e, i, j, E, E̋ e, i, j, @ i(61%), E̋(28%), A̋(11%)
j a, i, iv, j, l, v, K e, f, i, j, l, v, @, E, Z a, e, i, j,w, E j(29%), l(14%), i(14%),w(7%), v(7%), k(7%), e(7%), Z(7%), K(7%)
k k k k k(87%), K(13%)
l l l l l(95%)
m m,mE m m m(100%)

n an,m, n, A̋ n n n(69%), t(19%),m(6%), K(6%)
o j, o, u,w,wa,œ, O o, u, y, ø, O O O(41%), u(12%), o(12%), e(6%), a(6%), ø(6%),œ(6%), Ő(6%), E(6%)
p p p p p(100%)
r l, K K K K(88%), l(9%)
s s, z, ze s, Z s s(58%), z(16%), j(11%), K(11%), v(5%)
t s, t t t t(77%)
u u, y, @- u, y, œ̋ u, y, O y(48%), u(28%), Ő(8%)
v de, v v, Z f, v v(85%), f(8%), K(8%)
w w u, y o, y, O w(100%)
y y a, d, k, n, t, @, g, K, S o, u, y, O a(50%), E̋(50%)
z Z d, Z d, s, Z z(50%), Z(50%)
N N k,m, n, g m, n, A̋
O O u, y, O O O(100%)
@ aKin,wa, E, Kal a, e, i, j, l, s, y, @, E a, e, i, j, l, @ a(25%), i(19%), e(12%), E̋(12%), o(6%), Ő(6%), A̋(6%), O(6%), E(6%)
g g k, g g g(67%), k(17%), Z(17%)
1 1 a, e, i, o, t, y, O, E, K a, e, i, j, E A̋(86%), i(14%)
I I a, i, j, l, u, y, z, @, E a, e, i, j,w, A̋, @, E j(100%)
R n, K a, i, l, o, u, y, O, E, K K K(62%), l(25%), n(12%)
S p, s s, z, S s s(78%), z(11%), j(11%)
U l j, k, n, t, u,w, y, œ̋, @ o, u, y, O l(100%)
Z Z Z Z Z(67%), z(17%), K(17%)

Table D.22: Phones predicted by our different models with a confidence above 0.05, from Ro-

manian to French. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.
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D.5 Raw phones correspondence predicted

Romanian to Italian

Phones SMT M-NMT+m M-NMT+m+shared_emb Gold

a a, a:re, va:re a, a: a, a: a:(44%), a(37%), e(10%)
b b, bio, bo, vo b, b:, f, p, v b, f, v b(68%), v(20%)
d d, do d d, f d(91%)
f f f f f(98%)
h v b, d, f, k, k:, p, s, t:, v, g a, a:, b, f, k, k:, v, g v(100%)
i a, e, i, io, i:re, ro, E a, a:, e, e:, i, i:, u:, E, E:, U e, i, i:, j, l, E: i(50%), i:(19%), e(12%), E(7%)
j i:re, re, E a, a:, e, e:, i, j, o, O:, E, E: a, a:, e, e:, j, o,w, O:, E, E: r(35%), i:(12%), i(10%), v(8%), j(8%)
k k, ko k k k(87%), g(9%)
l l, la, llo l l l(84%), j(8%)
m m,me,mo m m m(89%)

n n, ne, no n a,m, n n(86%)
o o, O, O: o, o:, u:,w, O, O: o, o:, O, O: O:(28%), o(21%), o:(21%), O(19%)
p p, po p m, p p(85%), t:(5%), p:(5%)
r lo, r, re, ro, rRo i, j, r r r(96%)
s s, sio, so, zo s s s(76%), z(15%)
t t, te, to, tro t, t: t t(85%), t:(7%)
u o, O, U, Uo o, o:, u, u:, O, O:, U o, u, u:, O, U o(39%), U(17%), u:(10%), O(10%), u(8%), o:(6%), O:(5%)
v v b, f, v a, b, f, v v(97%)
w l, ol, u:, O: o, u, u:, O, O:, U f, k, o, o:, u, u:,w, O, O:, U l(100%)
y a:, e: a, a:, o o, o:, u, u:, O, O:, U e:(50%), a:(50%)
z d, dj, do, tso d, f d, n, s, t, z d(42%), s(17%), z(8%), z:(8%), j(8%), Z(8%), Z:(8%)
N n, N k,m, n, N, g, ñ a,m, n, N n(64%), N(36%)
O o, O o, o:, u:, O, O:, U o, o:, O, O: O(52%), O:(22%), o(9%), o:(9%)
@ a a, a:, i, o, O: a, a:, e, l, o, s, v,w a(72%), e(12%), i(8%)
g vo, g, go k, N, g k, g g(85%)
1 a, i a, a:, i, o, u, u:, O: a, a:, e, e:, i, i:, j, E, E: a(40%), i(29%), u(7%), a:(7%)
I j, I, ñjo, Lo a, a:, e, e:, i, i:, o, u:, E, E: a, a:, e, e:, i, i:, j,w, E, E: o(33%), l(17%), j(17%), L(17%), I(17%)
R l, r a, a:, j, o, o:, r, u:, O, O:, U r r(71%), l(21%), R(5%)
S s, tSo i, s, t s, S, S: S(61%), s(27%)
U no, o, vo f, i, i:,m, o, p, u:, v, O, U f, o, u,w, O, O:, U o(62%), n(15%), u:(8%), o:(8%),m(8%)

Z dZ, Z d, s, v d, k, t, g Z(67%), Z:(19%), r(6%)

Table D.23: Phones predicted by our different models with a confidence above 0.05, from Ro-

manian to Italian. In parenthesis, the actual frequency of the different target

phones aligned with the input phones in the gold data.

D.5.6 Custom cost function

When aligning phonetized words, we wanted to provide the Needleman-Wunsch algorithm

with a custom cost function, reflecting phonetic similarity, and therefore being harsher on an

[a] aligned with a [b] than on a [p] aligned with a [b].

Each phone is associatedwith backness/height values for vowels and place/manner values

for consonants. Backness numeric values are 1 for front, 1.5 for near front, 2 for central, 2.5 for

near back, and 3 for back. Height numeric values are 0 for close, 0.3 for near close, 0.6 for close

mid, 1 for mid, 1.3 for open mid, 1.6 for near open, and 2 for open. Manner numeric values are

1 for nasals, 2 for stops, 3 for affricates, 4 for fricatives, 5 for approximants, etc. Places numeric

values are 1 for bilabials, 2 for labiodentals, 3 for labiovelar, 4 for lingualabials, 5 for dentals, 6 for

alveolars, 7 for postalveolars, etc.1

Weconsider that if twophones are equal, unaligning them is costly (cost of 15). A ‘i’ and a ‘j’

phones are similar too (cost of 7). We convert other phones to their types (Vowel orConsonants),

and consider that theyare very easy tounalign if theyareof different types (cost of0). Forphones

(p) of the same type, we apply a scoring S, which, for vowels, is:

S(p1, p2) = 10− 5 ∗ (|backness(p1)− backness(p2)|+ |height(p1)− height(p2)|) (D.1)

1Full lists can be found at https://github.com/clefourrier/PLexGen/blob/master/language_
definition/phones/pulmonic_consonants.py.
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D Interpretability

And for consonants:

S(p1, p2) = 10− 5 ∗ (|place(p1)− place(p2)|+ |manner(p1)−manner(p2)|) (D.2)

D.5.7 Studied phone correspondences

In this subsection, we provide sound correspondence examples thatwe extracted for our phones

of interest. 2

The file first level of keys is the phonetic context in Latin, with actual letters in small case,

uppercase ‘C’ to indicate ‘any consonant’, uppercase ‘V’ ‘any vowel’, and the dash around the

context to indicate if the group is preceded/succeded (‘-’ before/after) or not (no dash) by other

letters. The second level contains 5 keys: ‘c’ for the character correspondence to the context in

Latin’s descendants, ‘p’ for the phonetic correspondence to the context in Latin’s descendants,

‘example’ for a use case, ‘origin’ for the source (either Dorman (2010) or Boyd-Bowman (1980)),

and ‘rule’ for the generality level of the rule (all consonants for ‘general’, p, b, v consonants for

‘PBV’ and t or d consonants for ‘TD’).

-sC-

c IT: ‘-sC-’, ES: ‘-sC-’, PT: ‘-sC-’, FR: ‘-C-’

p IT: [‘-’, ‘s’, ‘C’, ‘-’],ES: [‘-’, ‘s’, ‘C’, ‘-’], PT: [‘-’, ‘S’, ‘C’, ‘-’],FR: [‘-’, ‘C’, ‘-’]
example ‘pescare, pascar, pescar, pêcher’

origin ‘Dorman2010, 9|Bowman1980, 35’

rule ‘general’

sC-

c IT: ‘sC-’,ES: ‘esC-’,PT: ‘esC-’,FR: ‘C-’

p IT: [‘s’, ‘C’, ‘-’],ES: [‘e’, ‘s’, ‘C’, ‘-’], PT: [‘i’, ‘S’, ‘C’, ‘-’],FR: [‘e’, ‘C’, ‘-’]
example ‘spada, espada, espada, épée’

origin ‘Dorman2010, 9|Bowman1980, 35’

rule ‘general’

Table D.24: Sample examples of the identified correspondences

2The full file is availableathttps://github.com/clefourrier/selected-romance-sound-correspondences.
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If you read this far...

So long, and thanks for all the fish!

Adams (1984)

Wrong superhero (XKCD 1012)
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MOTS CLÉS

Traitement Automatique des Langues (TAL), linguistique computationnelle, étymologie computationelle, re-

construction de mots historiques, cognats, traduction automatique neuronale

RÉSUMÉ

En linguistique historique, les cognats sont des mots qui descendent en ligne directe d'un ancêtre commun, leur proto-

forme, et qui sont ainsi représentatifs de l'évolution de leurs langues respectives à travers le temps. Comme ils portent en

eux l'histoire phonétique des langues auxquelles ils appartiennent, ils permettent aux linguistes demieux déterminer toutes

sortes de relations linguistiques synchroniques et diachroniques (étymologie, phylogénie, correspondances phonétiques).

Les cognats de langues apparentées sont liés par des correspondances phonétiques systématiques. Les réseaux de

neurones, particulièrement adaptés à l'apprentissage de motifs latents, semblent donc bien un bon outil pour modéliser

ces correspondances. Dans cette thèse, nous cherchons donc à étudier méthodiquement l'applicabilité de réseaux de

neurones spécifiques (inspirés de la traduction automatique) à la `prédiction de mots historiques', en nous appuyant

sur les similitudes entre ces deux tâches. Nous créons tout d'abord un jeu de données artificiel à partir des règles

phonétiques et phonotactiques des langues romanes, que nous utilisons pour étudier l'utilisation de nos réseaux en

situation controlée, et identifions ainsi sous quelles conditions les réseaux de neurones sont applicables à notre tâche

d'intérêt. Nous étendons ensuite notre travail à des données réelles (après avoir mis à jour une base étymologiques

pour obtenir d'avantage de données), étudions si nos conclusions précédentes leur sont applicables, puis s'il est possible

d'utiliser des techniques d'augmentation des données pour pallier aux manque de ressources de certaines situations.

Enfin, nous analysons plus en détail nos meilleurs modèles, les réseaux neuronaux multilingues. Nous confirmons à

partir de leurs résultats bruts qu'ils semblent capturer des informations de parenté linguistique et de similarité phonétique,

ce qui confirme des travaux antérieurs. Nous découvrons ensuite en les sondant (probing) que les informations qu'ils

stockent sont en fait plus complexes : nos modèles multilingues encodent en fait un modèle phonétique de la langue, et

apprennent suffisamment d'informations diachroniques latentes pour permettre à des décodeurs de reconstruire la proto-

forme (non vue) des langues étudiées aussi bien, voire mieux, que des modèles bilingues entraînés spécifiquement sur

cette tâche. Ces informations latentes expliquent probablement le succès des méthodes multilingues dans les travaux

précédents.

ABSTRACT

In historical linguistics, cognates are words that descend in direct line from a common ancestor, called their proto-form, and

therefore are representative of their respective languages evolutions through time, as well as of the relations between these

languages synchronically. As they reflect the phonetic history of the languages they belong to, they allow linguists to better

determine all manners of synchronic and diachronic linguistic relations (etymology, phylogeny, sound correspondences).

Cognates of related languages tend to be linked through systematic phonetic correspondence patterns, which neural

networks could well learn to model, being especially good at learning latent patterns. In this dissertation, we seek to

methodically study the applicability of machine translation inspired neural networks to historical word prediction, relying

on the surface similarity of both tasks. We first create an artificial dataset inspired by the phonetic and phonotactic rules of

Romance languages, which allow us to vary task complexity and data size in a controlled environment, therefore identifying

if and under which conditions neural networks were applicable. We then extend our work to real datasets (after having

updated an etymological database to gather a correct amount of data), study the transferability of our conclusions to

real data, then the applicability of a number of data augmentation techniques to the task, to try to mitigate low-resource

situations. We finally investigat in more detail our best models, multilingual neural networks. We first confirm that, on

the surface, they seem to capture language relatedness information and phonetic similarity, confirming prior work. We

then discover, by probing them, that the information they store is actually more complex: our multilingual models actually

encode a phonetic language model, and learn enough latent historical information to allow decoders to reconstruct the

(unseen) proto-form of the studied languages as well or better than bilingual models trained specifically on the task. This

latent information is likely the explanation for the success of multilingual methods in the previous works.

KEYWORDS

Natural Language Processing (NLP), computational linguistics, computational etymology, historical words

reconstruction, cognates, Neural Machine Translation (NMT)
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