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Abstract

People interact with their environment thanks to their perceptual and motor skills. This is the way
they both use objects around them and perceive the world around them. Interactive systems are ex-
amples of such objects. Therefore to design such objects, we must understand how people perceive
them and manipulate them. For example, haptics is both related to the human sense of touch and
what I call the motor ability. I address a number of research questions related to the design and
implementation of haptic, gestural, and touch interfaces and present examples of contributions on
these topics. More interestingly, perception, cognition, and action are not separated processes, but
an integrated combination of them called the sensorimotor loop. Interactive systems follow the same
overall scheme, with differences that make the complementarity of humans and machines. The in-
teraction phenomenon is a set of connections between human sensorimotor loops, and interactive
systems execution loops. It connects inputs with outputs, users and systems, and the physical world
with cognition and computing in what I call the Human-System loop. This model provides a complete
overview of the interaction phenomenon. It helps to identify the limiting factors of interaction that we
can address to improve the design of interaction techniques and interactive devices.

Les humains interagissent avec leur environnement grâce à leurs capacités perceptives et motrices.
C’est ainsi qu’ils utilisent les objets qui les entourent et perçoivent le monde autour d’eux. Les sys-
tèmes interactifs sont des exemples de tels objets. Par conséquent, pour concevoir de tels objets,
nous devons comprendre comment les gens les perçoivent et lesmanipulent. Par exemple, l’haptique
est à la fois liée au sens du toucher et à ce que j’appelle la capacité motrice. J’aborde un certain nom-
bre de questions de recherche liées à la conception et à la mise en œuvre d’interfaces haptiques,
gestuelles et tactiles et je présente des exemples de contributions sur ces sujets. Plus intéressant
encore, la perception, la cognition et l’action ne sont pas des processus séparés, mais une combinai-
son intégrée d’entre eux appelée la boucle sensorimotrice. Les systèmes interactifs suivent le même
schéma global, avec des différences qui forme la complémentarité des humains et des machines. Le
phénomèned’interaction est un ensemble de connexions entre les boucles sensorimotrices humaines
et les boucles d’exécution des systèmes interactifs. Il relie les entrées aux sorties, les utilisateurs aux
systèmes, et le monde physique à la cognition et au calcul dans ce que j’appelle la boucle Humain-
Système. Ce modèle fournit un aperçu complet du phénomène d’interaction. Il permet d’identifier
les facteurs limitatifs de l’interaction que nous pouvons aborder pour améliorer la conception des
techniques d’interaction et des dispositifs interactifs.
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Introduction

Was there anything more exciting in life than seeking
answers?

Isaac Asimov

My research domain is Human-Computer Interaction (HCI). I study the interaction phenomenon be-
tween people and interactive systems. To produce such phenomenons I design and implement in-
teraction techniques and interactive devices. Most of the work in this document is related to haptics
in the broad sense. The word haptics comes from the ancient Greek word ἁπτικός or haptikós which
means to touch, contact, manipulate1. Therefore I not only refer to haptics as a way to stimulate the
human sense of touch, but also the human ability to perform motor actions. I discuss how my fo-
cus was initially on these two notions separately, and how I finally combined these two approaches
and now focus on the sensorimotor loop. Therefore, haptics is in the end an occasion to discuss the
sensorimotor loop, which is a higher-level notion and the true focus of my work today.

I describe my research since I got my Maître de Conférences position at the University of Lille in
September 2011. I started my research at CRIStAL and Inria in the Mint project team. The Mint
research themes were tactile and gestural interaction. Then, I joined the Mjolnir research group with
other Mint members. We worked on tools to empower people, in the vein of Engelbart and Bush’s
visions [44, 73]. Finally, this research group became Loki, with a focus on technology and knowledge
for interaction. These themes, and more generally the exceptional working environment I have been
working in for 11 years had and still have a large impact on my work and my vision of my research
field I will describe in the next chapters.

I have been thinking for years about the form this document should take. I decided towrite a document
that I hope to be useful for anybody who wants to design, implement, or evaluate interactive systems,
in particular, but not limited to haptics. My core expertise is in Computer Science, but research inHCI is
typically interdisciplinary. HCI experts will probably not be surprised to read elements of experimental
psychology, electronics, robotics, or design for example. Other readersmust understand that the force
of our research domain, is to allow studying research problems in a holistic and systemic way. This is
my favorite approach, and the way we practice our research in the Loki team (and previously Mjolnir).
We do not focus on a particular technology or methodology for example. On the opposite, we are
1https://en.wiktionary.org/wiki/haptic

https://www.cristal.univ-lille.fr/
https://www.inria.fr
https://www.cristal.univ-lille.fr/mint/
http://mjolnir.lille.inria.fr/
https://loki.lille.inria.fr/
https://en.wiktionary.org/wiki/haptic


open to any problem, that wemust characterize before searching for appropriate solutions. Hence, we
rather need a large overview of methodologies, technologies, and knowledge. Thanks to this kind of
expertise, we are used tomaking bridges between research communities, and keeping an overview of
the large picture rather than focusing on a tiny part of the problem. For example, in 2019 withMarcelo
Wanderley we revived the HAID workshop2 that brings together researchers and practitioners in HCI,
haptics, and music. Therefore, this document rather covers the basics of many notions I consider
as important rather than focusing on particular points. Indeed, each of these notions is extensively
studied in the literature. The interested reader will find entry points to this literature in this document.

Chapter I – The sense of touch

The Chapter I extends my Ph.D. work during which I used haptics to help visually impaired children at
school. I describe a haptics rendering pipeline that details the different steps on both the system and
human side, and both the hardware and software parts. This pipeline highlights the possible causes
of alteration of the original message between the software and the user’s mind. I explain the basics
of haptic technologies and the sense of touch, then I discuss the challenges of their design. The
first challenge is about the output vocabulary and how we encode information with haptic cues. The
second one is about the intertwined relationship between engineering and the evaluation of haptic de-
vices. The third challenge addresses the restoration of missing haptic properties of physical controls
in multi-touch and gestural interaction. The fourth challenge is about the haptic properties of tangible
controls and their effect on interaction. Then I discuss a number of contributions to these challenges,
about Tactons, tactile textures, printed vibrotactile widgets, and actuated computer peripherals.

Chapter II – The motor ability

The Chapter II presents a mirror vision of the work presented in Chapter I. The input pipeline I discuss
is almost identical to the haptic rendering pipeline, except that the user is initiating the action. In a
similar way, this pipeline describes the possible causes of alteration of the system’s interpretation
of the user’s intentions. I could not find an equivalent term of senses for human outputs. For lack
of anything better, I defined the term ability and in particular the motor ability. I describe the way it
works, as well as the way input systems work. Then I present challenges for the design of input sys-
tems. The first challenge is about the sensing and interpretation of human abilities. The second one
addresses the design of input vocabularies. The third challenge is about the relevance of unnatural
inputs and the limitation of only replicating the physical world into the digital world, which misses
many opportunities to augment what human can do with digital tools. To address these challenges
I present several contributions about latency measurement, flexible pens, finger identification, and
interaction techniques in Virtual Reality.
2http://haid2019.lille.inria.fr/

2
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Chapter III – The Sensorimotor loop

While Chapter II and Chapter I described the vision of HCI I had at the beginning of my research
career. This vision evolved as the sensorimotor loop kept having greater importance in my work. The
point of Chapter III is to explain that the first two chapters should have never been separated. This
chapter starts with studies that failed at improving interaction substantially because they followed
the vision of the two first chapters. Then I adddress these issues with contributions that leverage the
sensorimotor loop for gestural interaction, and the sense of embodiment in immersive virtual reality.
I conclude with a discussion about the connections between computing and the sensorimotor loop
throughmodels of human behavior, system architectures, and interaction paradigms. I propose a new
model of a Human-System loop that takes into account both the users and the system, the inputs and
the outputs, and the physical world with the software world. This model helps me keep a holistic view
of interaction, and identify the bottlenecks that limit interaction.
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I The sense of touch

Education is not something you can finish.

Isaac Asimov

We discuss haptics as the sense of touch, and the implication for the design and implementation
of haptic systems. To do so, we present the haptic pipeline that illustrates the hardware and
software parts of both interactive systems and users. First, it shows the diversity of disciplines
involved in the design and implementation of haptic systems. Second, it reveals pitfalls that
potentially alter the message transmitted to users through touch at every stage of the pipeline.
We present the main general research questions that guided my research: the output vocabulary,
the engineering and evaluation of haptic devices, the haptic properties of physical objects, and the
use of tangible objects for haptic interaction. We illustrate these research questions with several
research projects: vibrotactile Tactons for activitymonitoring, tactile textures with programmable
friction, printed vibrotactile widgets, and actuated computer peripherals.



Haptics is generally seen as an output modality, and most haptic systems are designed for provid-
ing haptic feedback. Despite the usual user-centered approach in HCI, this is the typical convention
in computer science and robotics, with a system-centered point of view. This is not the case for all
scientific disciplines. For example, I had misunderstandings with a postdoc researcher with a back-
ground in cognitive sciences when he joined the Mint group a few years ago. What he referred to as
input and output was the opposite of the convention I use. Initially, it created confusion between us,
but soon after it helped us to understand each other’s points of view. It also helpedme to characterize
the symmetries and asymmetries between humans and systems that I will discuss in Chapter III. This
chapter will cover haptics as a way to stimulate the sense of touch.

There is a large diversity of haptic sensations and perceptions. When I use vocabulary related to
haptic, I use Oakley et al.’s’ definitions [189]. As far as I know, this was the first time these terms were
clearly defined in the Human-Computer Interaction community. Following these definitions, haptics is
a general term that refers to anything related to the sense of touch. Kinesthetic refers to the feeling of
motion, resulting from sensations produced in muscles, tendons, and joints. Force Feedback is about
the “mechanical production of information sensed by the human kinesthetic system”. Tactile relates
to pressure sensations sensed by the skin.

The design of haptic systems requires joint efforts between specialists in several scientific domains
as depicted in Figure I.1. This pipeline has two steps on the system side and two steps on the human
side. Both the system and humans have a step in the physical world and one outside the physical
world. The objective of this pipeline is to transmit information to users through their sense of touch.
This is indeed a simplified pipeline, which nevertheless shows that several scientific disciplines are
interested in this topic. While each step of the pipeline is essentially studied by one or two scien-
tific fields, the role of Human-Computer Interaction is to connect them in a meaningful and useful
way for people. It is an illustration of our holistic approach, that enables us to study the interaction
phenomenon that not only takes into account the system, but also the users, their tasks, and the
environment.

Haptic systems

The objective of the pipeline is to render virtual objects or pieces of information into haptic sensations.
The pipeline starts with the software part of the system, which uses the data associated with this
information to compute a command or a signal. This is the system side, out of the physical world.
Here we consider, relatively speaking, that the software is the computer’s mind. These commands
activate various kinds of actuators to produce a mechanical effect.

Since there is a dichotomy between kinesthetic and tactile sensation, there is also a dichotomy be-
tween force-feedback and tactile systems. Force-feedback systems typically use one of two major
types of controls. The usual way to control a force-feedback system is to measure motion and com-
pute a force, this is called impedance control [224]. This is the most common technique, mostly
because there are many easy and cheap ways to measure motion. A function that computes a force

6



Physical World

Electronics
Mechanics

Electro-Mechanical
System

Sensory
system

Biology
Psychology

Computer Science
Mathematics

Software
Controller

Cognitive
system

Ergonomy
Cognitive Sciences

Output Perception

Data

Command

Physical

effect

Sensation

Interpretation

Figure I.1 – Haptic rendering pipeline with the system side and user side from the specified outputs
to their perception. Both have a hardware and a software aspect.

depending on movement is called a force model. Other systems sense forces and compute an out-
put motion, this is called admittance control [18, 253]. This is less used because forces are harder
to measure, especially if precision is required. The advantage of such systems is their much higher
stiffness than inductance systems. It is also worth mentioning Electrical Muscular Stimulation (EMS)
which directly stimulates muscles with electrical signals [247].

There are many ways to compute tactile signals, especially due to the diversity of actuation mech-
anisms and associated effects. Vibrotactile feedback is certainly the most common type of haptic
feedback, because of its low price and simplicity. Eccentric RotatingMass (ERM) actuators are widely
used for these specific reasons. The mechanical effect results from the centrifugal force of the ro-
tating mass. There is a delay before the motor spins fast enough, and inertia when the signal stops.
Therefore there is no easy way to control both the frequency and amplitude of the produced me-
chanical effect with these actuators. Voice coil actuators work similarly to speakers, and they can
actually be controlled with sound systems. The only difference is the frequency range, which is 1-
1000Hz, compared to 200-20000Hz for sound. They produce vibrations with a coil and a permanent
magnet [171, 266]. The precision of these actuators enables fine control of both frequency and am-
plitude. Such precision is either used for encoding abstract messages called Tactons [37, 120], or
reproduce tactile effects such as button clicks [157, 176].

Pin arrays are essentially used to render patterns [198, 202]. Each pin is controlled individually, either
up or down. Variable friction technologies change the perceived friction of a surface. Two meth-
ods can produce this effect: electro-vibration and squeeze-film effect. The electro-vibration mech-
anism uses a high voltage (hundreds to thousand Volts) to stick the user’s finger onto the inter-
active surface [243]. The signal is a sinusoid with controllable amplitude and frequency [20]. The
squeeze film effect uses a high-frequency signal (tens of thousand Hertz) that we cannot perceive
directly. This vibration creates an air cushion between the finger and the surface so that this surface
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feels smoother [29]. Finally, there are non-contact tactile technologies that transmit tactile feedback
through the air. One technique uses an array of ultrasound actuators. The interferences of ultrasound
waves create a stress field that triggers the sense of touch [48, 124] Another technique uses air vor-
texes [114, 238]. The displacement of a large membrane inside a box moves the air inside, which can
escape through a small circular hole. The vortex is created with the pressure and moves forward on
several meters before dissipating.

Sense of touch

The objective when producing a physical effect with a haptic system is to stimulate the users’ sense
of touch. On Figure I.1, I separate the pure sensing part from the interpretation part. The body has
sensors in the skin, muscles, tendons, and articulations [32]. These sensors are different types of
nerves and similarly to electronic sensors, they transform physical effects into electric signals. This
document will not cover this in detail. The interested reader will find explanations in many Ph.D.
manuscripts about haptics [40, 63, 119, 188], including mine [196]. We will just mention cornerstone
studies about the perception of touch that established the limits of tactile perception [96]. Interest-
ingly, the perception of touch depends on the body part, sex, and laterality [261]. In particular, the
authors established the range of frequencies humans can perceive (roughly up to 1000Hz), with a
peak perception around 250Hz. This study is the motivation whymost vibrotactile systems use a 250
Hz signal, sometimes modulated with another frequency [41]. My opinion on this choice is that other
frequencies provide different and interesting sensations. They just require a higher amplitude to be
perceivable. However, the amplitude produced with usual vibrotactile systems is sufficient for a large
range of frequencies. This is why we typically used different frequencies in our studies [112, 113].

The perception of touch is nevertheless not only amatter of received signal. Gibson showed that peo-
ple aremore efficient at tactile exploration with active touch [91]. Thismeans the brain combines sen-
sations with other information, including exploratory movements that resulted in these sensations.
Given the diversity of touch sensations: weight, shape, temperature, etc., Lederman and Klatzky de-
scribe specific exploratory procedures that enable people to perceive these types of sensations [144].
This chapter will not get into details regarding the relation between action and perception, and the Fig-
ure I.1 ignores this phenomenon. However we will cover this specific topic in chapter III.
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Figure I.2 – Examples of tactile illusions. Left: funneling, or phantom illusion; right: saltation or cuta-
neous rabbit illusion.
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Independently of active touch, our perception of haptic signals is an interpretation of the brain. For
example, peoplemay perceive only one vibrationwhile there are two distinct stimulation if they are too
close in space [261] or time [102]. We can use such interpretations to create tactile illusions. For ex-
ample, the funneling illusion, also called phantom sensations, produces a virtual vibration in between
two points[3, 24]. To do so, one must place two actuators, one at each end. The amplitude of the
signal on both actuators is a ratio corresponding to the desired position of the virtual vibration. For
example, let A be the maximum amplitude and two actuators a and b placed 4 cm apart, as depicted
on the left part of Figure I.2. If the amplitude of actuator a isA(a) = A

4 and the amplitude of actuator b
isA(b) = 3A

4 , then the users feel a vibration between a and b, 1 cm away from a and 3 cm away from b.
Tactile saltation (also called the cutaneous rabbit illusion) gives the illusion of a sequence of equally
spaced vibration [88]. The tactile stimulation however is a repeated vibration on a smaller subset of
locations. For example, with three actuators a, b, and c equally spaced on a straight line, the stimula-
tion is three vibrations on a, three on b, and three on c, as shown on the right part of Figure I.2. The
person feels nine equally spaced stimulations between a and c. Israr et al. combined both funneling
and saltation to produce 2D tactile motions, not only in a straight line but also on curves [129].

1 Research questions

The haptic rendering pipeline described above illustrates the multidisciplinary aspect of such re-
search. It also reveals the many pitfalls at all levels that can make users perceive something different
than what was intended. Any step in this pipeline potentially introduces a drift with respect to the orig-
inal message. For example, the resolution of commands could be too low, the mechanical response
to the command can be non-linear, the quality of the contact between the haptic system and the user
can be sub-optimal, the mechanical effects can be out of the perceptual range, and haptic illusions
can alter the interpretation of sensations. While the work of researchers in specialized domains men-
tioned in Figure I.1 is to avoid, or at least minimize such drifts in their part of the pipeline, my work as
an HCI researcher consists in selecting, adjusting, combining, designing, implementing, and evaluat-
ing such parts to build interactive systems. My research is therefore fundamentally interdisciplinary,
and I combine, complement or replace the expertise of different domains, depending on the needs
of each research project, and the expertise of my collaborators. My objective is to make interactive
systems better than the sum of their parts.
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1.1 Output vocabulary
From a practical point of view, when a new haptic technology emerges, their designers need informa-
tion about their specifications: the size of actuators, voltage, required amplitude, resonant frequency,
maximum force (continuous and peak), etc. They often simulate the behavior of their actuators and
evaluate the relation between the command and the physical effect [205, 206]. However, they need to
know the desired parameters and values of the physical effects they can produce in order to propose a
suitable output vocabulary. Therefore we perform iterations of prototyping and evaluation of human
factors in order to understand these requirements, and design interaction techniques. Interaction
techniques are combinations of a device (part of the electro-mechanical system) and an interactive
language (part of the software controller) [183]. We presented technologies for haptic devices above.
Interactive languages are systematic descriptions of the inputs and outputs of an interactive device.
Similar to programming languages, they have three levels: lexical, syntactic, and semantic.

Frequency Amplitude Duration Shape

Figure I.3 – Four parameters of the vibrotactile output vocabulary: frequency, amplitude, duration and
shape.

The lexical level defines the basic vocabulary of the device. For example, we can control vibrations in
frequency, amplitude, shape, and duration (Figure I.3). Hence the command for a vibrotactile actuator
is an electrical signalmade of these elements. The research challenge here is to bridge the knowledge
gap between the engineering of actuators and human factors to find tactile parameters that users can
perceive and distinguish. Such research is typically useful to guide the design of tactile actuators. We
will illustrate this kind of research in section I.2.2.

Frequency modulation Amplitude modulation Rhythm

Figure I.4 – Three examples of haptic phrases: frequency modulation, amplitude modulation and
rhythm.

The syntactic level combines lexical items to form haptic phrases. They eventually combine different
modalities. The Figure I.4 shows several examples of such haptic phrases with vibrotactile feedback.
Frequency and amplitude modulation create new kinds of feedback, that Brown et al. describe as
roughness [37]. They also use sequences of vibrations to form rhythms. The challenge here is to
find combinations of parameters that users are able to interpret together. I conducted such kind of
research during my Ph.D. [198, 200, 201, 202]. The difficulty is not only to identify such haptic param-
eters but also to evaluate them. By increasing the number of parameters and the number of values
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for each parameter, we quickly reach a point where it is impossible to evaluate every combination. In
this case, we use other methods that basically consist of probing this space. We will discuss this in
section I.2.2.

The semantic level represents themapping between the haptic effect and its associatedmeaning. For
example, if we create Tactons for meeting alerts, we can encode the kind of meeting with a rhythm,
the importance with roughness, and the delay with spatial location. The combination of both param-
eters enables encoding every level of urgency for every caller ID. Figure I.5 illustrates this example of
mapping between multi-parameters Tactons and hierarchical information.

Rh1 T1

Rhythm Rh2 T2 Type

Rh3 T3

Ro1 I1

Tacton Roughness Ro2 I2 Importance Information

Ro3 I3

L1 D1

Location L2 D2 Delay

L3 D3

Figure I.5 – Illustration of a semantic mapping between 3-parameters Tactons and a 3-level informa-
tion, adapted from [41]. 3 values of rhythm aremapped to 3 types ofmessages, 3 values of roughness
are mapped to 3 degrees of importance, and 3 spatial locations are mapped to 3 values of delay.

Some studies about Tactons associate information to Tactonswhile evaluating the syntactic level [41,
120]. Therefore these studies either assume that the interpretation of the mapping is trivial, or they
cannot make the distinction between the part of the metrics associated with the syntactic and the
semantic level. Some of the Tactons studies I conducted during my Ph.D. also combined the syn-
tactic and semantic level [198, 202]. The Tactons parameters I used were mapped to direction and
distance. However, the design rationale of these Tactons was to suggest an analogy between the
Tacton parameters and the associated information. These Tactons used pin-arrays and coded the
directions with lines or L shapes pointing towards the corresponding location. Unfortunately, we did
not evaluate to which extent the semantic helped the interpretation.

In section I.2.1, I will address another issue with the semantic level of the haptic vocabulary. Most,
if not all, haptic devices we use daily such as mobile phones or smartwatches have low-quality vi-
brotactile actuators, and typically only have one. In this study we addressed two challenges. First,
we designed Tactons with an off-the-shelf smartwatch, which has only one actuator of poor quality.
Second, we studied the interpretation of Tactons while users performed their daily activities.
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1.2 Engineering and evaluation of haptic devices

Not only the design of interaction techniques depends on technological factors (the electro-
mechanical system), but it also depends on human factors (both sensory and cognitive systems).
The expansion of the haptic interactive vocabulary goes in both directions. On the one hand, the
diversity of haptic sensations and body parts that sense them [145] motivate the design of a large
diversity of haptic devices [231]. On the other hand, the frequent emergence of new haptic technolo-
gies expands the diversity of haptic sensations we leverage for the design of interaction techniques.
This diversity of sensations and technologies is a richness, but also a limitation for the development
and integration of haptic systems. Indeed, the sense of touch combines all these sensations, but no
single haptic technology can produce all of them. Therefore, interactive systems which leverage the
sense of touch only focus on the subset of haptic sensations relevant to their context of use. This
means that the same type of research must be conducted for every new haptic technology. Further,
the users’ perception highly depends on the implementation, which is affected by many environmen-
tal factors such as temperature or moisture. The amplitude and randomness of such undesirable
effects are generally higher with research prototypes than with commercial products. While these
difficulties are essentially technical, they are difficult to quantify, and they have a strong effect on the
precision, validity, and replicability of scientific results. In section I.2.2, I will discuss a project in which
we investigated a way to mitigate this issue with physical objects reproducing a similar effect as the
effect produced by a programmable friction haptic device.

1.3 Haptic properties of physical objects

Haptic devices are designed to stimulate the sense of touch such that we can control the haptic
sensations that users will perceive. We described above the design rationale and pitfalls of such
systems. Beyond these haptic systems, physical objects have their own haptic properties. They have
a weight, mobile parts with resistance, tactile textures, etc. For example, physical buttons provide
a haptic click and detents sensations. These haptic properties are structural and mechanical. For
example, the size, shape, and layout of keyboard keys, aswell as the keyboard slope, height, and profile
are carefully designed [153]. The mechanical force required to push the keys and the click sensation
are also systematically adjusted. The objective is to reduce the effects of fatigue and muscle strain,
avoid incidental activations, and give immediate feedback to the user’s action on the device.

The haptic properties of physical interfaces are however typically missing on multi-touch interfaces.
Every widget feels like a flat surface. However, humans rely on haptic feedback all the time for ev-
eryday interactions with physical objects[161]. Efforts were made to restore this missing haptic feed-
back. For example, vibrotactile actuators can reproduce the clicking sensation of buttons [157, 176].
Several variable friction technologies can reproduce texture sensations [4, 20, 152]. Not only this hap-
tic feedback improves subjective assessment of comfort, but it also improves performance in some
cases. The clicking sensation on the Apple Magic Trackpad is impressive. It feels like a physical but-
ton. But we notice it is generated with a vibrotactile actuator because this haptic effect disappears
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when the trackpad is powered off. Further, studies show that vibrotactile feedback increases typing
performance [121] on touch keyboards. I will discuss in I.2.3 the design of vibrotactile widgets for a
touch dashboard.

1.4 Haptics and tangible interaction
Interactionwith physical objects is interesting beyond its inspiration for bringing desirable haptic prop-
erties to touch interfaces. We interact withmany objects in our environment all day. The haptic aspect
of our interaction with everyday objects is richer than with interactive systems. All the objects in our
environment have haptic properties, and the design of these objects leverage these properties. We
can identify the key on the door on a keyring in our pocket, just by touch. Thanks to the tactile sen-
sitivity of our fingers we can perceive the shape, size, and material of the key to some extent. We
can identify ripe fruits and vegetables based on their hardness. We can use a TV remote in the dark
because we locate the keys with proprioception. We can tell if an opaque bottle is empty, full, or in
between because we feel its weight, and we can feel the liquid splashing inside.

To leverage these haptic properties of everyday objects, there is indeed a compelling intersection
with tangible interaction. Ullmer and Ishii described Tangible User Interfaces (TUI) this way: “TUIs
will augment the real physical world by coupling digital information to everyday physical objects and
environments.” [128]. Tangible interaction not necessarily focuses on haptic properties. However, the
fact that TUIs use everyday objects means that TUIs inherit their haptic properties. Further, physical
objects have interesting properties, among which the possibility to change their shape. They can fold,
squeeze, some parts are mobile. Changing the shape of objects can change the way we use them,
therefore their function. For example, changing the shape of a knob changes the way we grip it [168].
A knob can even become a slider [136]. In section I.2.4, I will discuss how the actuation of computer
peripherals can bring them new interactive properties.

2 Contributions

The previous section presented challenges, but also opportunities for the design and implementation
of haptic interactive systems. These are questions I regularly address in my research. The way I
describe the research projects below does not necessarily follow the narrative of the papers that
resulted from theseworks. I rather discuss the contribution of these studies to the research questions
above.
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2.1 Tactons for activity monitoring

Using haptics as an output vocabulary to transmit information to users directly stems frommyMaster
and Ph.D. work. I had the privilege and pleasure to collaborate with Stephen Brewster, who is also the
inventor of the concept of Tactons [37]. I worked on several Tacton sets at the time: active [200]
and passive [201] force feedback, as well as pin-array Tactons [198, 202]. Here, I will discuss another
project on Tactons called Activibe, which was a collaboration with Jessica Cauchard, James Landay,
and Janette Cheng from Stanford University [55].

The idea was to design haptic feedback for activity monitoring. Fitness trackers becamemainstream
in the last decade. People use wearable devices such as smartwatches or bracelets to measure
their activities, such as their daily steps [60]. They typically define daily objectives and need regular
reminders to help them meet their goal. These activity trackers provide visual information with small
screens or LEDs. Therefore users have to actively look at their devices to know their progress. This
is a limitation of the incentive aspect of activity monitoring towards behavior change. Still today, the
solution in consumer electronics products is a simple vibration that encourages users to look at their
device to check for information visually. In this project we decided to provide progress information
with vibrotactile feedback, thus not requiring users to look at the device while they perform their daily
activities. We describe below the design and evaluation of these Tactons.

2.1.1 Tacton design

The context of activity monitoring implies several limitations on the design of the Tactons. We be-
lieved it would be difficult for us to motivate activity manufacturers to include a better tactile actuator
than the existing ones. Therefore we decided to use an off-the-shelf smartwatch: the Pebble1. It
includes an eccentric rotating mass (ERM) actuator. This low-resolution DC motor constrains the
choice of tactile parameters to amplitude, duration, and rhythm. Given that the perception of ampli-
tude varies from one user to another or the way the smartwatch is fastened, we use the duration and
rhythm parameters only.

Information

ActiVibe was designed as a set of vibrotactile icons to represent progress. As activity performance
is generally evaluated as a percentage or as a value on a scale, we created vibrations corresponding
to the values 1 to 10, intending to represent 10% increments. Since there was no prior encoding of
discrete numbers found in the literature using duration and rhythm only, we first had to determine the
best encoding pattern for ActiVibe.

Figure I.6 shows a visual representation of the pattern sets thatwe evaluated. Each individual squiggly
line represents a single short pulse, while a long line represents a longer vibration. We first designed
the series of vibration sets (A-E) that were evaluated in a first laboratory setting. The results of the

1https://en.wikipedia.org/wiki/Pebble_(watch)
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first study helped us to design pattern F, which was then compared in a second laboratory study to
the best sets from the first study (A, C, and E).

1
2
3
4
5
6
7
8
9
10

Set A Set B Set C Set D Set E Set F

Figure I.6 – Visual representation of the 6 pattern sets we evaluated in two laboratory studies, and a
longitudinal study.

Design Rationale

Our design is driven by the semantics of the valueswewant to convey. We intend to represent discrete
values of a progression. We explored two possibilities: 1) represent the actual value only; 2) represent
the value as well as the scale.

When representing the actual value only, the duration of the vibrotactile pattern depends on the value
it represents (Figure I.6, sets A & B). The pattern has a short average duration, and thus it may be
hard to understand the distance to the end of the event represented. We distinguish two variations.
In set A, each value is represented by a series of short pulses, separated by short pauses. In set B, a
continuous vibration represents each value with the duration corresponding to the value.

The disadvantage of representing only the value is that even if the user has an idea of the current
value, there is no clue about the distance between this value and the maximum value. Introducing
a scale enables the positioning of a value relative to the beginning and the end of a progression.
Sets C-E represent both the value and the scale of a progression in several ways. Either the current
value is represented by a series of short vibrations and the scale by filling the sequence with a long
vibration, either before or after the value (Figure I.6, sets C & E), or the current value is represented by
a long vibration and the scale is represented by filling the sequence with a series of short vibrations
(Figure I.6, set D). Set F was defined using the results from the first laboratory study described in
Section I.2.1.2 as a combination of short pulses and long vibrations.

Table I.1 summarizes the design space of the vibration pattern sets we developed for our laboratory
studies. We were interested in knowing which sets of icons were the most suitable for representing
progression values, and what is the best precision we can obtain using these representations. We
can clearly see that we did not explore all the possible combinations. This is mostly due to the lim-
ited number of sets we could reasonably evaluate in a laboratory study. Other dimensions are also
relevant, like adding a warning vibration before the actual code, to help users paying attention to the
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Set Information Representation Padding
A Value only Shorts
B Value only Long
C Value + scale Shorts (padding: Long) Before
D Value + scale Long (padding: Shorts) Before
E Value + scale Shorts (padding: Long) After
F Value + scale Long + Shorts

Table I.1 – Design space of the Activibe pattern sets.

signal while doing their daily activities. However, in some cases, the padding vibration more or less
plays this role. In any case, we analyzed this aspect in the longitudinal study.

Parameter values

We ran short pilot studies to estimate the shortest vibration pulse that users are able to perceive with
the apparatus (Pebble watch), as well as the shortest pause between two vibrations so that users can
distinguishmultiple short pulses. We obtained 100ms for the pulse and 150ms for the break between
two pulses. Therefore, the longest patterns last less than 3 seconds.

In the longitudinal study, we increased the vibrations durations given that participants will not be pay-
ing as much attention to the vibration as they had in the laboratory studies. Short vibration lasted
150ms, long vibration 600ms, and pauses were 200ms long. Finally, the pre-vibration was long vi-
brations of 700ms.

2.1.2 Evaluation

I will not give the details about the evaluations in this study. I will rather discuss themain findings with
hindsight. Readers interested in the details about the experimental protocols and the results should
refer to [55].

Counting VS duration

The first findings are related to the participants’ strategy for interpreting the patterns. Either they
counted the short vibrations or estimated the duration of the long ones. The results showed that it is
easier to count vibrations than to estimate the duration. This is at least true within the tested range:
1-10, and 3 s maximum. Indeed, we believe it would be much more complicated to keep the count
with higher values. Durations are much complex to interpret, in particular because of the perception
of time. Other modalities can influence the perception of the duration of haptic signals [103].

Now, sets C-E contained both short and long vibrations that potentially both encoded the target num-
ber. Participants clearly stated that they counted the short vibrations to identify the answer. There-
fore, with set D inwhich the padding sequence of small vibrations before the long vibration supposedly
represented the answer, participants reported counting backward.

The set F was designed after the first user study. The rationale was to reduce the counting task by
using a long vibration for marking 5, and additional short vibrations to represent increments. There-
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fore, users have to count up to 5 short vibrations, and they do not have to estimate the duration of
long vibrations. We compared this set with sets A, C, and E in a second laboratory study. Participants
identified these patterns with the same or better performance than the patterns of the other sets.

Distance between input and answer

In the context of activity monitoring, the distance between the correct value and the user answer
matters. Indeed, interpreting a 60% progression instead of 70% is a lesser concern than interpreting
20% instead of 70%. Therefore we analyzed this precision as a measure of distance between the
input and the actual answer. We observed differences in terms of precision across pattern sets. For
example with sets A and B, the precision gets worse as the number is high. However, the proportions
are larger with set B, which confirms the idea that counting short vibrations is easier than estimating
the duration of long vibrations.

Interestingly, with set D the participants’ precision was higher on the middle-range values. We explain
this with confusion due to the numbers being represented by the duration of the long vibrations at the
end of the patterns. Since participants reported they counted backward, this result shows that they
sometimes forgot to do so. It had a strong influence on the result, which is another reason to reject
this pattern set.

Pre-attentive signals

Many participants mentioned that with the pattern set C, they liked the long vibrations, which helped
them focus on the upcoming short vibrations and count them. We believed this aspect would be
important in a real context when users receive information while they perform their daily activities.
Therefore we conducted a 28-days longitudinal study. Participants were presented with random num-
bers of set F. Half of them received a pre-attentive vibration of 700ms between the actual pattern. In
order to make sure participants do not expect the notifications, they were sent twelve vibrations per
day at semi-random times within a one-hour window between 7am and 8pm. This schedule helped to
cover different activities from the users such as their commute, when they bring their kids to school,
their day at work, and some evening activities.

The results did not show a significant difference in terms of answer accurracy rate. However, when
discussing with participants after the experiment, most of the groups who did not have the vibration
answered that a pre-vibration would have been useful. Almost all of the participants in the group
who had it answered that the pre-vibration was useful to them. So despite a lack of quantitative
improvements, we recommend providing a pre-attentive vibration because users prefer to have it.
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2.1.3 Discussion

Participants identified the patterns with high accuracy both in the laboratory (96%) and in-situ (89%).
We note that in the longitudinal study, the patterns were presented in random order. However, in an
activity monitoring scenario, they would be presented in increasing order. Hence we conjecture that
participants could identify them better.

Themain limitation of this work is certainly its scalability. Themost efficient technique for interpreting
the patterns is counting the vibrations, and distinguishing short and long vibrations. We only used 10
patterns in each set, but if we would like to expand it to larger sets, we will need another way of coding
numbers.

Finally, our starting constraint of this work was using an off-the-shelf wearable device. We used a
Pebble watch, which includes a low-quality ERM actuator. Indeed, it strongly limited the output vo-
cabulary we could use. However haptic technologies are evolving, andwe can expect better actuators
even in consumer electronics products in the future. Therefore it would be interesting to push this
work forward with better vibrotactile actuators [171, 266], and use other tactile parameters such as
frequency.

2.2 Tactile textures with programmable friction
This next contribution is also about the extension of the haptic output vocabulary. However, contrary
to the previous contribution, in this project we studied the output vocabulary for a new kind of tactile
technology: programmable friction. This work wasmainly done by Ludovic Potier who was a postdoc
with a cognitive sciences background that I co-supervisedwith Nicolas Roussel andGéry Casiezwhen
we were part of the Mint team. The design and implementation of the tactile device we used are the
result of years of research by the experts in electrical engineering in the Mint team: Frédéric Giraud,
Michel Amberg, Betty Semail, and their students.

Two different technologies exist for changing the perceived friction of a surface. The first one is
electrovibration. It uses a high voltage signal on an electrode to stick the user’s finger on the sur-
face [243]. Therefore this technology increases the perceived friction. The second technology lever-
ages the squeeze film effect to reduce the perceived friction [29]. Technically, the whole surface
vibrates at a high frequency, typically tens of thousand Hertz [4]. This frequency is way beyond the
tactile sensitivity range. However, it creates an air cushion between the surface and the finger, which
makes the surface feel more slippery. This project has two orthogonal challenges. First, the tech-
nology was new and developed by colleagues with expertise in electrical engineering. Therefore we
had to work with research prototypes, called Stimtac, that were evolving in parallel to our own stud-
ies. Second, we had to characterize the tactile sensations produced with this technology in order to
define the output vocabulary. Our results guided the design of the devices and the improvements of
the devices enabled better sensations. The co-evolution of both research activities pushed forward
this technology, and it is today developed by Hap2U2.
2https://www.hap2u.net/
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2.2.1 Technical considerations

Our colleagues built several prototypes. They glued an array of piezoelectric ceramics under the tac-
tile surface. Their objective is to control the actuation of the ceramics to deform the whole surface
consistently [29]. The ceramics are activated by two electrical signals with a phase shift between
each other. The amplitude is maximized with a 180° phase shift, and zero with a 0° phase shift. The
perceived friction depends on the vibration amplitude of the whole surface. Therefore the device
cannot produce different tactile sensations on several fingers touching the surface. It is however
possible to change the amplitude over time. In particular, the prototypes have sensors to locate the
contact points so that we can adjust the tactile feedback depending on the finger position on the
tactile surface.

The typical feedback with this technology consists of steps between two slickness values [28]. Pre-
vious work shows for example that using sticky targets increases target selection performance [52].
Authors showed that the increase in performance is due to the return of information, and not to a
physical effect.

2.2.2 Perception of programmable friction

The connection between the command and what users perceive through their fingers is not trivial
though. This is a typical example of the phenomenon discussed at the beginning of this chapter
and illustrated on Figure I.1. Both the relation between the command and the vibration amplitude
and the relation between the amplitude and the sensation of slickness are not linear [29]. They are
affected by many environmental factors such as air moisture, temperature; surface properties such
as material, cleanliness; and fingers aspect: tribology, cleanliness, moisture. There are differences
in performance between prototypes. Some of these differences are due to their hand-made nature,
especially the ceramics gluing. Others are just due to the updates resulting from lessons learned with
each prototype. The major consequence of this is that the actual values of psychophysics studies
results are tied to a particular prototype. They are hard to generalize. However, lessons learned are
useful for improving the technology and understand its benefits and limitations.

The first study in which I was involved consisted in evaluating the Just Noticeable Difference (JND) of
friction between two adjacent zones. The objective is to measure the useful resolution of the device.
With this information, our colleagues could optimize the power consumption of the device, and we
could design more complex patterns such as textures. This work was not published, therefore I will
get in more details below with a new statistical analysis.
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Methodology

We used a one-up/two-down adaptative method, which enables a faster convergence to the JND
value [148]. This method consists in reducing the intensity of the signal after two good answers and
augmenting it after one wrong answer (Figure I.7). The evaluation of each trial used a 3-alternatives
forced-choice (3-AFC). This means we presented participants with 3 configurations. One of them had
a signal: a difference of friction between the left and right sides of the device. This difference of
friction corresponds to the intensity of the signal. The friction was uniform on the whole surface for
the two other configurations. Participants had to tell which configuration presented a signal. This
procedure reduces the chance level to 33% and avoids anticipation biases. The position of the signal
among the 3 configurations was random, and the side presenting the reference level was random as
well.

1 10 20 30
Trial

In
te
ns

ity

Good answer
Wrong answer
Reversal
Estimated threshold

Figure I.7 – Example of an adaptative procedure.

The first trial of each block used the largest difference for the chosen reference value. For example,
with a reference level of 0° the other value was 180°. Then, the value decreased by 1.8 dB after two
good answers in a row and increased by 1.8 dB after awrong answer. After three reversals we reduced
the increment/decrement to 1.2 dB since participants went closer to the perception threshold. The
block ended at the 13th reversal. We estimated the threshold by averaging the values corresponding
to the last 10 reversals.

We used six reference levels, one for each block. The values were spread out linearly between the
minimum and maximum command (0° to 180° phase shift). For the first three values (0°, 36°, and
72°) we searched the minimum greater value for which participant could feel a step. For the last
three values (108°, 144°, and 180°) we searched the minimum lower value for which participant could
feel a step.

The Stimtac device version we used in this experiment is depicted on Figure I.8. The surface is
75 × 40mm, made of Copper-Beryllium, covered with a Filmolux® easy clear matt plastic sheet. 36
piezo-electric ceramics are glued underneath. 35 of them are actuated to vibrate the surface, and the
last one is used as a sensor to measure the vibration amplitude. The device was connected to a PC

20



through USB, on which the experimental application was running. A plastic cover, not visible on the
picture, was placed over the surface to reduce the interactive surface to 70 × 20mm to reduce the
variability of amplitude and guide the user on a lateral movement.

Figure I.8 – The Stimtac device produces a variable friction haptic feedback.

We instructed participants to use the index finger of their dominant hand only. They wore a noise-
canceling headset to avoid guesses with audio cues. We cleaned the surface with isopropyl alcohol
before each block. To make sure participants felt the signal in both directions, we instructed them to
perform at least 3 back-and-forths between the left and right zones of the surface. The experiment
application showed a pressure bar and participants were instructed to remain in a specified range.

The experiment startedwith a training phase inwhich signals of different intensitieswere presented to
participants. We presented them with a low-intensity signal to make sure they will be able to perform
all 6 blocks. All the participants felt this signal. The application showed three visually identical items
representing the three configurations of the trial. Participants could switch between them with the
Space key but could not go back to the previous ones. The current item was highlighted, and we
limited the exploration time for each item to 12 s. After exploring the three items, participants had
to indicate which one presented the signal with the 1 2 3 keys. Participants did not receive any
feedback regarding whether their answer was good or wrong.

12 participants took part in this experiment, all of them were right-handed, their mean age was 27.7
years old, and none of them had a known tactile sensitivity issue. Participants performed 2 sessions
of 6 blocks with pauses between blocks and the two sessions happened on a different day. Each
block typically consisted of 30 to 50 trials and lasted about 20 minutes. The order of blocks was
balanced with a Latin square.
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Results and discussion

In this analysis, we used 10 Reversals × 6 Levels × 12 Participants = 720 trials. Table I.2 shows
the mean JND value and standard deviation for each reference level. Figure I.9 shows two represen-
tations of the results. On the left, for each level, the bars represent the JND value. On the right, for
each level, the bottom of the bars represents the reference level and the height of the bar is the JND
value. It gives an absolute view of the phase shift associated with the reference level and the JND.
For both charts, the error bars are 95% confidence intervals. On the right side, the error bar is on the
variable end because the reference level did not change.

a) b)
Figure I.9 – Results of the experiment about the JND between two adjacent zones. a) The relative
phase shift JND corresponding to the difference between the reference level and the variable value.
b) The absolute values of the reference level and the JND. Error bars are 95% confidence intervals.

Reference level Mean JND Standard Deviation
0° 60.0° 33.8°
36° 29.8° 16.6°
72° 34.1° 17.0°
108° 39.8° 15.5°
144° 57.6° 16.8°
180° 64.6° 33.7°

Table I.2 – Mean JND values and standard deviation for each reference level.

A Shapiro-Wilk normality test shows the data does not follow a normal distribution (p < 0.0001).
We performed a boxcox correction (λ = 0.18), however the data distribution remained not normal
(p < 0.0001). Therefore we analyzed our data with a Kruskal-Wallis rank-sum test, which showed sig-
nificant differences (χ2 (5) = 204.45, p < 0.0001) The posthoc analysis with pairwiseWilcoxon rank-sum
tests shows two groups of reference levels with significant differences between the groups. The dif-
ference between the JND and the 0°, 144°, and 180° reference levels was significantly higher than with
the 36°, 72° and 104° (p < 0.0001 for all differences, except between 72° and 108° for which p < 0.05).

First of all, it is important to remind that the squeeze film effect reduces friction. Therefore, when
the command is high, the surface is more slippery than when the command is low. On the figures,
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the left and bottom sides correspond to high friction, and the right and top sides correspond to low
friction. Hence, we explain the fact that the higher difference between the reference levels and the
JND are on the edge values (0°, 144°, and 180°) with the non-linearity of both the effect produced by
the command (effect on 0°) and the perception of the mechanical effect (effect on 144°, and 180°).

The overall and conservative recommendation here is to use differences of phase shift greater than
100° to create patterns with this implementation of Stimtac (larger mean JND plus standard devia-
tion). In any case, it is unlikely users can perceive a difference of phase shift lower than 10° (lower
mean JND minus standard deviation). Unfortunately, at the time I am writing this I have no access to
the amplitude measurement data. This makes it impossible to drawmore general recommendations.
The measurement with a laser vibrometer of a 180° command gives a 2.2 µm amplitude of vibration.
It is however difficult to measure an actual friction value because it depends on the force applied on
the surface, which varies when users move their fingers to explore the surface.

2.2.3 Output vocabulary: Tactile Textures

The exploration of low-level parameters such as the difference of friction between two adjacent zones
as discussed in the previous section enables the design of higher-level tactile parameters such as
textures. The literature on the perception of tactile textures is vast. It is an active research topic in
psychology for decades. However, we struggled to find an exact definition of a tactile texture. Many
studies like [146, 147, 268] focus on roughness. Roughness can be seen as a fine-grain texture for
which users do not feel individual elements. There is research in the physical world, with studies on
fabrics [192, 195]. In the digital world, there is a notion of patterns [89], that are sometimes direct
translations of visual textures [127]. Schellingerhout studied repeated patterns and describes 3 con-
figurations [227]. The first one is smooth textures, which corresponds to a uniform signal without
repetition. The second one is a homogeneous texture, which is a repeated pattern without variations.
The last one is a gradient texture, which is a repeated pattern of different scales. Therefore the multi-
scale aspect nature of texture is an important element to consider [122].

Definition

We took inspiration from this research topic to propose a definition of tactile patterns and texture as
follows [208, 209].

Definition 1 We define a tactile pattern as a spatial or temporal sequence of shapes distinguishable
from a background, periodic or not.

Figure I.10 depicts examples of 1D tactile patterns of increased complexity. The first one is a constant
pattern, for which the device uses the same friction command over the whole surface. Like every
other pattern type, we can adjust the friction level. The second pattern is a step. It corresponds to a
frontier between two adjacent zones which have a different friction value. It is the smallest building
block we will use later for designing more complex patterns and textures. We can adjust its position
and direction. The third pattern is a shape: a localized pattern distinct from the background. It has
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two steps so that the user can move through it. Its parameters are position and size (width). The
fourth pattern is a field, a regular repetition of a shape. With a sufficiently low size and a high number
of repetitions, users are not able to count the item while exploring the surface. They rather have
a sensation of roughness. One of the parameters is the duty cycle, which is the ratio between the
signal size and the period size. We can also adjust the number of repetitions and the width, which
together controls the density of the pattern. The fifth pattern is a gradient, repetition of a shape, with
a variable size. There aremany ways to increase or decrease the size of shapes of a gradient: linearly,
exponentially, etc. Finally, the sixth pattern is a random series of shapes. We can control theminimum
and maximum sizes of shapes.

Constant Step Shape Field Gradient Random

Figure I.10 – Examples of tactile patterns with increased complexity. The background is white and
the pattern is blue.

Definition 2 We define a Tactile texture as combination of one of several patterns on several dimen-
sions or at different scales.

Textures can have patterns of different scales, providing different levels of detail. For example, physi-
cal objects can have a rugosity due to the microstructure of their material and a higher grain structure
due to the carving of their surface. Figure I.11 shows two examples of tactile textures. The first one
is a sequence of tactile patterns of different types: field, constant, gradient, and random. Users can
most likely identify different parts in the textures, without necessarily locate their boundaries. The
second one repeats a field-type pattern, which is itself a repetition of a shape. We can also see this
texture as the frequency modulation of two signals. We can obviously use the same structure and
parameters than with vibrotactile Tactons (see Figure I.3 and I.4). However, the range of friction we
can produce with this device is not as wide as the range of vibration amplitudes we can produce with
state-of-the-art vibrotactile actuators. Therefore we cannot simply translate vibrotactile Tactons into
tactile textures with current programmable friction devices. It would be interesting to perform JND
studies with newer devices that produces a higher quality variable friction feedback, such as devices
made by Hap2U3.

Contrary to vibrotactile Tactons, tactile texture can easily extend to multiple dimensions. Figure I.10
shows 1D textures, but it can extend to 2D, 3D textures or even 4D with a temporal dimension. Other
technologies are indeed required for three spatial dimensions, like ultrasound actuators [48]. The ex-
amples of tactile patterns and textures we presented do not necessarily cover all possibilities. How-
ever, it is an illustration of the expressive power of tactile textures made of elementary steps. We will
next discuss an evaluation of users’ perception of tactile patterns.
3https://www.hap2u.net/
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Figure I.11 – Examples of tactile textures. The first one is the combination of a series of various
pattern types. It starts with a field, then a constant, a decreasing gradient, a random pattern, another
field and finishes with an increasing gradient. The second one is a repetition of a field-type tactile
pattern.

Evaluation of tactile patterns

The first interesting research question is whether users can distinguish the patterns. The way of
evaluating this is not trivial though because the design space is large and it is difficult, not to say
impossible, to present all of them with sufficient repetitions for an accurate analysis. Therefore we
must evaluate a subset of all possible patterns. Recent work addressed this issue with a newmethod
for sampling the design space [67]. At the time, we used multidimensional scaling (MDS) because
of the multidimensional nature of our patterns. This method consists in asking participants to group
items and use the number of times they are in the same group as a similaritymetric. Thenwe compute
the number of required dimensions and map each item to a position in space so that the distance
between two items is proportional to their dissimilarity. Finally, we identify clusters of similar patterns.
This method was already successfully used to evaluate Tactons [74]. Figure I.12 shows the patterns
we evaluated in our study [208]. They are made of 5 shapes and 7 densities, for a total of 34 patterns
(the lowest density vertical line and squares are identical).

vertical
lines

horizontal
lines

squares

dots

circles

Figure I.12–Tactile patterns used in theMDS experiment. They aremade of 5 shapes and 7 densities.

The secondary research question is whether the perception of tactile textures with a variable friction
device is similar to the perception of a similar pattern on a physical surface. Wecan expect differences
because this technology cannot produce edges that we can feel under the fingertip. With a squeeze
film effect device, edges are produced by changing the friction of the whole surface depending on
the finger position. Therefore in our experiment, we compared tactile patterns rendered on a Stimtac
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device, and 250g dull coated paper cards as tangible surfaces. The stimulation on the paper is created
with transparent ink, which feels stickier than the paper. The stickiness depends on the number of
printed layers, printed with an HP Indigo Digital Press® printer. We performed a pilot study with 3
users to define the number of layers required to match the stimulation with the STIMTAC. We opted
for 30 layers, which makes a 0.05 mm thickness. Both STIMTAC and cards have the same size: 8cm
wide and 4cm high.

Discussion

Interested readers will find more details on the experimental details and the full analysis in the corre-
sponding paper [208]. Here I will focus on the main findings. We designed the patterns with several
shapes and densities. Therefore we expect participants to group patterns of the same shapes or den-
sities. However, the MDS analysis fails at identifying a good set of clusters with 2 or 3 dimensions.
This means that this is unlikely there is a consensual grouping strategy among users and conditions.
We observed participants often grouped vertical and horizontal lines per shape in both conditions.
We hypothesize this is due to the fact that the sensation with these two shapes is different whether
you explore them horizontally or vertically.

Next, we analyzed the composition of pattern groups made by participants. We observed if groups
contained the same shape, same density or if users mixed shapes and densities. In the paper con-
dition, participants used more often a shape or density strategy than a mixed strategy. In particular,
when they made groups of 6 or 7 items, they dominantly used a shape strategy. Interestingly, in the
Stimtac condition participants mostly used a mixed strategy, and made more groups of 2 items. Be-
cause the grouping strategy was different in the two conditions, we assume that they perceived the
patterns differently with the paper cards and Stimtac.

2.2.4 Conclusion

This project is a typically interdisciplinary project in which research was made on two fronts at the
same time. On one side, our Electrical engineering colleagues designed, simulated, and implemented
the device itself. On our side, we evaluated the perception of the haptic effect by users. Both research
activities benefitted from the other. Our main contribution was the evaluation of variable friction pa-
rameters for the design of an output vocabulary with programmable friction devices.

We first worked on the lexical level and evaluated the JND of steps for six reference values of friction.
We observed differences of perception between reference values. We attributed these differences to
both the non-linearity of the mechanical effect resulting from the command and the perception of the
mechanical effect. As a result, the signal commands on the device were adapted.

Then we worked on the syntactic level and proposed definitions of tactile patterns and textures. We
compared the users’ estimation of similarity of tactile patterns made of different shapes and den-
sities implemented with a Stimtac device and with coated paper cards. We observed differences in
grouping strategy across conditions, suggesting differences of perception between the haptic device
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and a similar physical representation of textures. It means that results about perceptionmadewith re-
search prototypes are hard to generalize. Using physical props is an alternative to evaluate best-case
scenarios. However, devices cannot reproduce all haptic properties of the physical world.

2.3 Printed vibrotactile widgets
In the previous section, we investigated the output vocabulary for a new device providing a new type
of haptic feedback. We did not explore a particular context or application but rather studied the pos-
sibilities and limitations of the technology. In this project, we are interested in vibrotactile feedback,
which is well covered in the literature. We were however interested in a particular case: restoring
haptic feedback on touchscreens. Indeed touchscreens have many advantages compared to physi-
cal interfaces. They can be updated. They have no mechanical parts that wear over time. They are
flat, so they are easy to clean. However, physical interfaces such as buttons and sliders have inter-
esting interactive properties. They have a relief that enables people to locate them with touch. They
provide haptic feedback when they are operated: click sensation, detents, stops. These properties
guarantee invaluable usability benefits, such as giving continuous feedback of users’ actions and the
discoverability of interactive elements.

This work was part of the H2020 Happiness project. I was the leader of the Human Factors work
package, aswell as the leader for Inria thatwas represented by theMjolnir andHybrid research groups.
In this project I supervisedChristian Frissonduring his postdoc in the group, aswell as JulienDecaudin
who was the engineer who implemented the software library, demos, and electronic prototypes.

Themanufacturing process of touch interfaces such as dashboards augmented with haptic feedback
is complex. Mechanical actuators must be attached underneath such that the vibration transmits to
the interactive places of the surfaces. In this project, we investigate a new kind of actuator. They are
printed on a flexible substrate with a piezoelectric ink. Therefore, these actuators can be embedded
in plastic injection molds when dashboard parts are produced. They can even be integrated into
curved interactive surfaces. Our colleagues at CEA LITEN4 designed and implemented the actuators,
and Walterpack5 worked on the integration of actuators in the plastic injection mold. We prototyped
the driving electronics and clamping system, designed tactile widgets, and implemented the software
part and driving electronics for a dashboard prototype that was showcased at the GenevaMotor Show
20176 (Figure I.13).
4Pictic platform
5http://www.walterpack.com/
6Mojave concept car, produced by the Esperra Sbarro school

27

https://cordis.europa.eu/project/id/645145
https://www.cea.fr/cea-tech/liten/english/Pages/Work-with-us/Technology-platforms/Large-Surface-Printed-Electronics.aspx
http://www.walterpack.com/
https://www.carscoops.com/2017/03/this-is-what-sbarro-mojave-really-looks/
http://www.e-sbarro.fr/


Figure I.13 – The Mojave concept car designed by the Esperra Sbarro school, showcased at the
Geneva Motor Show 2017. We implemented the software part of the dashboard and the driving elec-
tronics.

2.3.1 Experimental platform

The design of these actuators is a trade-off between their size and thickness, the number of layers,
and the signal voltage. Our colleagues who designed and implemented these actuators performed
FEM simulations and measured the response to signal with laser vibrometers [205, 206]. They gave
us several prototypes that we could use to design vibrotactile widgets. The first prototype (top of Fig-
ure I.14) had six buttons embedded in a molded plastic dashboard part. The clamping area was
a circle around each actuator. It defines the area on which the vibration propagates, therefore this
vibrotactile feedback is localized. The second prototype was a bare flexible substrate with seven ac-
tuators. We designed a clamping frame around the actuators so that the vibration could propagate
on the whole length of the slider. We added tension strings to tighten the frame so that the clamping
area could resonate. This is the same approach as a drum head on a drum shell. The capacitive
touch sensor, printed with silver ink, is under the actuators. The setup is depicted at the bottom of
the Figure I.14.

Figure I.14 – Top: Printed buttons. They are clamped individually. Bottom: Printed slider on a clamp-
ing frame. The slider is made of 7 piezo actuators. Tension strings make sure the substrate is tight.
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We built a custom PCB with piezo drivers7 (one per actuator), and the capacitive sensing chip 8. The
chips communicate with the mainboard that runs the application9 through an I2C bus. The drivers
have two modes of operation. Either we play pre-recorded signals, or we provide an audio signal in
the tactile frequency range. The pre-recorded signal solution is easier because it does not require
additional hardware. The audio solution requires sound generation hardware (typically a sound card
with one channel per driver), but the signal generation is more flexible. We chose to use the audio
mode for designing iteratively the tactile signals. We generated the audio signals with Purr-Data [43].
Then when used the other mode when the tactile signals were validated.

2.3.2 Vibrotactile widgets

The idea of using vibrations to simulate button clicks on touch surfaces started with vibrotactile actu-
ators attached to PDAs [84, 176, 210], then mobile phones [38, 121]. Current mobile phones use low
quality actuators (ERM or LRA). Vibrations are still mostly used for messages and call notifications.
Mobile phones sometimes use vibrations for button presses, but the quality of this feedback is poor.
Indeed other actuators provide sharper vibrotactile feedback. We discussed this at the beginning of
this chapter. Voice coil actuators provide precise and strong vibrations [266], and piezo actuators
have a smaller form factor and are convenient for implementing buttons [157, 248]. Our challenge is
that printed actuators are thin (between 4 and 10µm). Therefore the vibration propagation requires a
careful design.

Kim and Lee analyzed force-displacement curves of physical buttons and designed high-quality vibro-
tactile feedback that emulates button presses [138]. They split force-displacement curves into two
types of sections: slopes and jumps, which are delimited by tactile points (Figure I.15). Slopes are
spring-like sensations that correspond to material resistance. When pressing a button, we feel first
the resistance before the click, then another one when the button reaches its end. When releasing
a button, we feel another resistance before the click sensation. The tactile points (1) and (3) repre-
sent the click sensations when the button physically switches, and the bottom-out (2) represents the
end of the button. We adapted and simplified these curves for the design and implementation of our
buttons. We describe further our implementation of buttons, sliders, and touchpads in [81, 82].

The design of the tactile feedback for slopes and points we described in the previous paragraph re-
quires an iterative process. Several tools were designed to support the design of vibrotactile anima-
tions [229, 230], but they are not necessarily designed for the design of haptic feedback for tactile
widgets. As we discussed in section I.2.3.1, the haptic drivers provide an audio mode in which we
can provide an audio signal to drive the actuators. We leveraged this feature with Purr Data, a web-
based audio synthesis programming language that we used to design vibrotactile feedback [83]. We
describe the design of the vibrotactile feedback for tactile buttons in [82].
7TI DRV2667
8Microchip CAP1188 for buttons and Microchip CAP1214 for sliders
9Raspberry Pi 3B
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Figure I.15 – Force-displacement curve for a tactile button, adapted and simplified from [138].

2.3.3 Discussion

This work required interdisciplinary skills and knowledge to put together existing building blocks to
design a whole system. This is what I consider a strength of Human-Computer Interaction research,
at least the way I practice it. We have skills in many research domains, which allows us to design,
implement and evaluate interactive systems. When more expertise is required, we can efficiently
collaborate with experts in other domains. In this project, we collaborated with experts in material
science who designed the tactile actuators, modeled and simulated their vibrations in a theoretical
environment.

In these simulations, therewas no finger, and the clamping of the surfacewas perfect, without tension.
In practice, the finger dampens the vibration, and it is unsure other vibrations disrupt the perceptions
of the vibrations produced by the device. In particular, the main scenario of the project10 was a car
dashboard. Cars produce vibrations of various frequencies and amplitudes because of the engine
and the road. Other partners of the project actually evaluated the perception of this tactile feedback
in a real-case scenario [178]. On our side, we noticed the clamping of research prototypes is not
trivial. It is difficult to glue the flexible substrate on a rigid surface with a clamping area so that the
substrate remains perfectly flat on the clamping area. It creates a bi-stable condition on the surface
that produces an undesirable click sensation when touching it with a finger. Therefore we must apply
tension to hold the flexible substrate flat on the rigid surface. It is well known that adjusting the
tension of a drum head on a drum shell changes its resonant frequency. This is precisely the way we
tune a drum. The same principle applies to our setup. However, the vibration was still perceptible,
with no bi-stable condition.

A difficulty of this work was the long manufacturing process of actuators. It required weeks of plan-
ning, and the actuators were printed in a clean white room. This long process limited the number
of iterations we could perform for designing the actuator layout and properties such as thickness,
shapes, and sizes. Therefore at each iteration, we printed several configurations then tested them to
select the most appropriate one. However, it limited the type of user studies we could perform.
10H2020 Happiness, grant agreement #645145
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One of the major differences between this vibrotactile technology and other piezo-based actuators is
that their thickness is very low. It is an advantage because it uses lessmaterials. It is also a drawback
because the amplitude of vibration is much lower. Therefore the vibration hardly transmits to thick
surfaces like a 1mm thick plastic dashboard. The alternative is placing the actuators on holes that
define a clamping area so that the substrate resonates like a drum shell. This solution brings an
interesting property that other technologies do not have. The vibration is localized to the clamping
area, therefore it is localized. Hence with a dashboard with several buttons and sliders, it is possible
to vibrate buttons individually.

2.4 Actuated computer peripherals
The previous project addressed technological issues due to the replacement of physical interfaces
by touch interfaces. In particular, we studied a haptic technology that could restore the haptic feed-
back of physical controls. This project is the exact opposite. We embrace physical controls and their
haptic properties, and we study how we can use them differently. It introduces the idea we will de-
velop in Chapter II and Chapter III that haptics is not only about the sense of touch, but also about
manipulation.

This project was a collaboration with Gilles Bailly during his postdoc at Deutsch Telekom, and his de-
but as a CNRS researcher. In the first part of this project I designed and implemented theMétamorphe
prototype, and we collaborated with my former colleagues at the University of Toronto for the user
studies: Daniel Wigdor and Jonathan Deber. In the second part of the project we worked with Sylvain
Malacria just before he joined theMjolnir team, and Sidarth Sahdev, and electrical engineeringmaster
student who designed and implemented the Living Desktop hardware before he joined the Univerity
of Toronto as a Ph.D. student.

In this work, we focused on desktop interaction with the augmentation of desktop peripherals. There
aremany examples of extensions of desktop peripherals in past research, in particular keyboards. For
example, additional sensors enable contact sensing on the keys of a keyboard [213], gesture on the
whole keyboard surface [31, 134, 249, 271], or force sensing on keys [69]. In other works, actuators
are embedded in each key to make them harder to press [118, 226]. Mice were also augmented,
with shape-changing features to enable notifications or provide an elastic input device for continuous
rate control [137]. More generally, the idea of changing the shape of a physical controller is to provide
different affordances [136, 168]. Theworkwehave donewithMétamorphe explores the augmentation
of keyboards for increasing its input vocabulary [12]. We embedded solenoids in keys such that they
can either be raised or lowered. However, they could be pressed in both positions. Not only it changes
the geometry of the keyboard, but it also gives users access to the sides of the keys. We will discuss
the augmentation of desktop interaction at the device level in the next section.

Beyond the augmentation of devices, the desktop itself can also be augmented. The earlier works on
the extension of the desktop combined the best of paper and computing [6, 263]. Later, other sys-
tems combined projection and touch interaction to give users access to additional information and
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offer them a larger interactive surface [26, 241]. Actuation is another modality that augments desk-
top interaction. For example, a fleet of small robots can represent data dynamically [143]. However,
the combination of ubiquitous displays with actuation brings another dimension that increases the
interaction vocabulary [220]. Our approach with Living Desktop also considers the desktop worksta-
tion as a whole that should be integrated into its environment [13]. However, our primary focus is on
augmenting devices and their interaction by leveraging their physical properties.

These two research projects are complementary, and they focus on different levels. Métamorphe
focuses on the device level while Living Desktop focuses on the desktop level. In both cases, we
use actuation as a mechanism to provide new features, with two paradigms in mind. The first one is
shape-changing interaction: the shape of an object is one of the signifiers of its affordances. Hence
changing the shape of a device is an interesting way of providing and advertising an extended inter-
active vocabulary. The second paradigm is tangible interaction, which “augments the real physical
world by coupling digital information to everyday physical objects and environments.” [128]. Here we
see desktop peripherals as everyday objects that we manipulate as such.

2.4.1 Device level

Motion is an essential aspect of interaction with peripherals. Pointing devices rely on movement
measurements. Keyboards use binary key positions as input data. In the Métamorphe project [12],
we actuated the keys so that they can either be up or down (Figure I.16, left). However, contrary to
other augmented keyboards [118, 226], users can press its keys, whether the key is up or down.

Figure I.16 – Métamorphe is a keyboard with actuated keys, which can either be up or down. Left:
view of the keyboard with two keys up. Right: raised keys have new interaction possibilities. For
example, they can be pushed or pinched.

This shape-changing keyboard provides new interactive properties compared to regular keyboards.
First of all, it changes the haptic properties of the keyboard. When users scan the keyboard with their
hands, they can distinguish raised keys. Not only it helps users to locate raised keys, but also the
surrounding keys because the raised keys provide a reference point. This is the same phenomenon
as the little notches on the F and J keys that help touch typists placing their hand on the keyboard, at
a different scale, and with more flexibility. We experimented this phenomenon with a user study [12].
It is indeed an interesting property for eyes-free interaction. We can imagine for example that keys

32



corresponding to a keyboard shortcut are raised when the Ctrl key is pressed. This was the original
idea behind the CtrlMouse project [199] that I will not discuss in this document.

Beyond haptic properties, this new mechanism provides other benefits. When a key is up, users can
push it in four directions, pinch it (Figure I.16, right), or even rotate it. With a force sensor all around
it, we can turn the key into an isometric pointing device such as a trackpoint. Previous work showed
examples of interactions we can perform with an array of actuated rods [80, 130, 149]. Our prototype
only actuated eight keys for technical reasons, and we kept the layout of traditional keyboards be-
cause we intended to augment traditional keyboards. However, if we put technical limitations aside,
we can envision a combination of these two concepts: a shape-changing surface, and a new input
vocabulary brought by controllers that pop out of the surface.

2.4.2 Desktop level

In this project, we observed people when they use a desktop computer. We identified situations in
which they move the peripherals but not for interacting with the computer. For example, we observed
people turning their screens to avoid sun reflections. Other users turned their screen either to show
visual content to somebody. It is also frequent to give other people the mouse or keyboard to give
them control over the computer. In the Living Desktop project, we actuated a mouse, a keyboard, and
a screen (Figure I.17). The mouse and the keyboard can translate in the x, y plane directions. The
keyboard can also rotate. The screen can rotate and translate in the x axis direction. The details of
the apparatus are described in [13].

x

y

z

Figure I.17 – The Living Desktop is a concept in which desktop peripherals can move around on the
desk.

With these capabilities, devices can move on their own without requiring the user to move them.
The interesting question here is the degree of control the user has over their devices. Beaudouin-
Lafon defines two interaction paradigm: computer-as-a-tool and computer-as-a-partner [21]. In the
first case, the system only reacts to the users’ actions. In the second case, the users delegate tasks
to the system. Here I argue for a continuum between full control and full automation. We discuss
examples of application scenarios for four degrees of control.
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Full control

When users have full control over the actuated devices, they can move them around physically or
remotely. For example, when video-conferencing with a desktop computer, the camera is usually
affixed to the screen. We can manipulate it with full control to adjust the field of view. The problem
is when remote users would like to show an object they manipulate outside the camera field of view.
They have tomove the screen at the same time that they aremanipulating the object. In this scenario,
we take the control over the remote screen to adjust the field of view and make sure we can see what
the remote users would like to show.

Constraint control

Even with a large screen or multiple screens, the interactive screen estate is limited. We propose to
use an actuated screen as a peephole display in a larger working space. In this scenario, the screen
moves on the x axis and the pixels show the content in this area in the physical space. The screen
is like a moving physical window. We can imagine combining this scenario with a projection that
provides a low-resolution image around the screen [132].

Constraint automation

We sometimes need to watch information on our screenwhilemoving in a room, like whenworking on
awhiteboard. We implemented a scenario inwhich themonitor orientation follows users in their office
It displays notifications such as new emails, agenda alerts, missed calls, etc. It also uses proxemic
interaction [222] by adapting the text size so that it is readable regardless of the distance.

Full automation

Beingwell seated is essential for healthy officework. It reduces fatigue and pain. It is however difficult
to pay attention to our posture all day. In this scenario, the mouse and the keyboard move away if we
are not seated correctly on the chair. The user has no control over the devices in this situation.

2.4.3 Discussion

This work on actuated devices is indeed different from projects discussed in the previous sections.
The previous projects followed the typical view on haptic, which we commonly designate as “hap-
tic feedback”. In these previous projects, we encoded information or rendered haptic properties of
objects with forces and vibrations. Here we take a step back and consider the haptic properties of
physical objects. The properties are due to the objects’ shape, size, weight, material, position, etc. By
actuating objects, desktop peripherals in our case, we modified some of these properties, typically
the shape and position. Our focus here was not on how users perceive these haptic properties but
how we can leverage them to propose new interaction properties.

These projects introduce two concepts that we will develop in Chapter II and Chapter III. The first one
is the idea that haptics does not only cover the sense of touch but also our ability to manipulate. In
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our examples, the haptic properties of objects enabled different kinds of manipulation. The situation
is reversed, and we can see the user as a haptic device that produces forces on a manipulated entity.
The second concept is the idea that we cannot separate haptic as output and haptic as input. These
are two sides of the same coin that forms interaction. This concept has many consequences, such
as the continuum between control and automation, and it is linked to several fundamental paradigms
of the literature that we will discuss in Chapter III.

3 Conclusion

The work that was presented in this chapter illustrates the systematic approach in my research. The
objective is not to focus on a particular technology, a particular problem, or a particular context.
Rather, I search for appropriate technologies for a given problem in a given context. It gives me
the flexibility to address many different types of research questions depending on the expertise of
my collaborators and the objectives of the research project. This is to me the key factor to conduct
interdisciplinary research. For example in the Activibe project, I collaborated with other researchers
in HCI who were interested in using haptic cues for promoting behavior change. The focus was not
on designing a new device or even new haptic technologies, but to design a way to encode informa-
tion with an off-the-shelf device. Hence, we worked on the design, implementation, and evaluation of
tactons. The approach was different with tactile textures and printgets. In these cases, I collaborated
with researchers with a background in engineering who designed a new kind of haptic technology.
The two situations were different though. In the first case, I also worked with a postdoc who had a
background in cognitive sciences. Therefore our studies focused on the perception and interpretation
of tactile textures. In the second case, I worked with a postdoc who had a background in audio and
music technologies. As a consequence, our work was directed to the signal generation, authoring
tools, and the technical apparatus. Finally, with the actuated devices project I mainly worked with HCI
colleagues and a master intern with an electrical engineering background. The intern designed and
implementedmost of the robotics part of Living Desktop. I workedmostly on the hardware part ofMé-
tamorphe, the software part of both, and the observation study All of us worked on user studies and
the application scenarios. The complementarity of expertise in my research project is an important
aspect that not only guides my own contribution, but also the whole direction of the project.

These research projects have a few limitations. Acknowledging them is not only important regarding
these projects, but this is also useful hindsight for the evolution of my research practices on the same
type of projects. While the longitudinal study we performed with Activibe is rare and insightful on this
kind of topic, there is room for improvement on the tacton design methodology. The design rationale
was not systematic, so even if we found a satisfactory solution there are probablymany other possible
designs. The difficulty is that the design space is huge, and there are many points of view. The main
consequence of the results is the difficulty to generalize these results to bigger sets. The design
of large tactons sets is hard in general. The works of tactile textures and printgets were interesting
examples of projects in which the research on the technology and the research on the usage of the
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technology feed each other. They are illustrations of Huot’s designeering concept [126]. One of the
limitations is that research prototypes are built upon simulations. However, real-world conditions can
have a huge impact on the device performance, and the user’s perception. This is why an iterative
process is efficient at taking into account both the technological and interaction concerns. However,
the other limitation is the slow iteration process due to the longmanufacturing of prototypes. HCI uses
low-fidelity prototypes to bootstrap the first cycles of iterative design. It is important in such projects
to identify alternative technologies that can be used for prototyping. This way, as HCI researchers, we
can give our engineering colleagues specifications at the early stage of the project rather than waiting
for their early prototypes that already commit to choices that cannot be changed. In the actuated
devices project, we built working prototypes that enabled us to explore the scenarios in real contexts.
The Métamorphe was robust enough to evaluate interactive properties, such as the users’ ability to
locate raised keys. However, technical limitations prevented us from actuating all keys, or add all the
sensors we would need to explore some of the new input we imagined, typically rotating the keys.
The Living Desktop was functional but with technical limitations on speed or forces. Therefore a user
evaluation with the prototype could have been biased due to these technical limitations. This is why
we evaluated the scenarios with videos. We would certainly have collected more valuable data with
more robust prototypes.

In this part of my research activities, I leveraged the sense of touch for the design of interactive sys-
tems. Most of this work focused on tactile sensations, but I remained interested in kinesthetic sensa-
tions aswell. The design of force feedback devices is complex due to both themechanical constraints
and signal generation of the device side, and the perception and interpretation of the mechanical ef-
fect on the user side (see Figure I.1). My next projects in this area will cover an evaluation of the
effects of the haptic loop frequency on the perception of haptic feedback. It will require the design
and implementation of a simple but fast force feedback device.

This chapter focused on haptics as the sense of touch, which is the usual point of view on haptics.
However, as we have seen with the actuated devices in particular, haptic is also about manipulation.
This is the subject of the next chapter.

36



II Themotor ability

The true delight is in the finding out rather than in the
knowing.

Isaac Asimov

After considering haptics as the sense of touch, we discuss here haptics as the human ability to
touch andmanipulate the environments and the objects it contains. Wepresent themotor sensing
pipeline that is the mirror of the haptic rendering pipeline discussed in the previous chapter. It
reveals the research questions I addressed in my research: the sensing and interpretation of
the users’ gestures, the input vocabulary, and the design of interaction techniques for unnatural
actions. Then I discuss four contributions: a system latencymeasurementmethodology and tool,
flexion as a new degree of freedom for pen interaction, finger identification as a new property of
multi-touch interaction, and interaction techniques in virtual reality.



In the previous chapter, we discussed haptics as the sense of touch. This is the common interpre-
tation of the word “haptic”. However, haptics also refers to our ability to touch and manipulate. In
this chapter, we will focus on gestures we perform with our fingers, hands, and arms. It covers most
of the commonly used input modalities: button, pointing interfaces, touch, and gestural interaction.
All these modalities rely on gestures, but they leverage different parameters. Typically, buttons only
sense binary contacts regardless of which finger pressed it or the force or speed of actuation. Point-
ing interfaces such as mice or touchpads sense 2D movements in addition to contacts. Multi-touch
interfaces can even sense the contacts and movements of several contact points. Finally, gestural
interaction can be sensed in 3D in the air without contact.

The relation between gesture input in the broad sense and hapticsmay seem far-fetched at first sight.
However, if we look at Figure I.1 in the previous chapter and switch the user and the system, we
obtain the Figure II.1. The user produces amechanical effect that the systemwill sense and interpret.
Therefore the user will play the same role as a haptic device. With this in mind, this is not surprising
that cognitive scientists call this phenomenon output, as opposed to input for computer scientists.
The Figure II.1 depicts both the user and the system, which both have a hardware part, in the physical
world, and a software part. The software part of users corresponds to ideas, or the mind in general,
whereas the software part of the system refers to the code and its execution.

The purpose of the modalities mentioned above is to sense and interpret the gestures of the fingers,
hands, and arms. This is a much more complex task than it seems at first sight. The hand alone has
21 degrees of freedom [72] and the arm adds 7 more [175]. The movement range of each of these
degrees of freedom depends on multiple factors, including morphology, physical condition, age, and
gender [175]. It is therefore not surprising that input systems only sense a small part of the possible
human movements.
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Figure II.1 – Motor sensing pipeline with the user side and system side from the user’s action to the
inputs in the system. Both have a hardware and a software aspect.
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Motor ability

Definition 1 Human abilities refer to the human capacities to act on their environment, similar to the
human senses that refer to the human capacities to get information from their environment.

In this chapter, we focus on themotor ability, which leverages themotor system to touch and manip-
ulate the environment and objects it contains. As depicted on Figure II.1, this notion comprises both
the motor system and the associated part of the cognitive system. Specifically, when users should
like to perform an action they form an intention that the cognitive systemwill turn into execution com-
mands for themotor system. Themotor system, typicallymuscles, tendons, and articulations actuate
the body, which in turn produces physical effects. These physical effects enable the manipulation of
objects in contact with the mobile parts of the body. They take the form of movements or forces.
The hand has 21 degrees of freedom: 5 for the thumb and 4 for each of the four other fingers [72].
The arms have 7 degrees of freedom: 3 for the shoulders, 1 for the elbow, 1 for the forearm, and 2
for the wrist [175]. Knowledge about the range of movements and maximum forces is necessary for
the design and layout of workstations. For example, NASA documents these values with and without
gravity, or with pressurization because they need to provide precise and documented specifications
for spacecrafts [175]. They also use these specifications to design clothes that astronauts can wear
comfortably to perform routine tasks.

In our case, we design input systems. Therefore we need to know the range and precision of move-
ments we have to sense. However, these are not the only human factors that have an impact on input
systems. Users may ignore the way to perform a specific action. The discoverability [186, 207] and
learnability [58, 106] of interaction are typical research problems in the HCI field related to this point.
Then the physical actions users have to perform can require high motor skills or training [228]. For
example, performing some multiple-key keyboard shortcuts with one hand can be challenging [199].

Input systems

Input systems capture our movements with sensors that measure directly or indirectly parts of our
movements. There are several families of technologies for this. The list below is not necessarily
meant to be exhaustive. Rather, the idea is to give readers an overview of today’s most frequent tech-
nologies. The first family is electro-mechanical components. In this family, various types of switches
and push buttons sense contacts. Keyboards and buttons use variations of this technology. Linear
and rotary potentiometers sense continuous movements. Joysticks typically contain two of them to
sense rotations in two directions. Encoders sense discrete movements. Ball mice used two of them
to sense positions, and mice wheels still use one. The second family of input sensing technologies
is electrical sensors, such as resistive or capacitive sensors. They sense the position of one or more
contact points. They are used in current touchscreens, includingmobile phones and tablets. The third
family is vision-based technologies. Such sensors use cameras and vision algorithms to detectmove-
ments. For example, optical mice use high-frequency and low-resolution cameras. Old-generations
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tabletops used infrared lights and cameras to detect contact points. Other devices use one or more
RGB or infrared cameras to detect markers or a projected pattern. They are used for body motion
capture or for tracking objects. VR headsets also use this technology to track the controllers. The
last family of technologies is Microelectromechanical systems (MEMS). They sense many kinds of
physical phenomenons such as acceleration, rotations, magnetic fields, or fluid pressure. Input sys-
tems typically use combinations of accelerometers, gyroscopes, and magnetometers called Inertial
measurement units (IMU).

The signal coming from these sensors requires several transformations. Contact inputs such as
buttons require a software or hardware debouncing mechanism to avoid unwanted multiple activa-
tions. Threshold-based input such as capacitive sensing not only requires adjusting a sensitivity and
threshold value, but they often require an hysteresismechanism to avoid multiple activations as well.
Analog signals must be transformed to digital values with an Analog-to-digital converter (ADC). Input
values often have noise that must be filtered. Many possible filters remove noise, at the cost of la-
tency [53]. Some kinds of input require further transformation. In particular, pointing input requires a
transfer functions that computes themovement of the cursor on the screen depending on the physical
movements of the input device. These transfer functions usually take into account the ballistic-then-
corrective nature of our movements [167]. Vision-based technologies are sensible to occlusions.
Therefore the software part of the pipeline extrapolates data to fill gaps in the input streams. The
combination of several sources of inputs is challenging as well but provides more precision in some
cases. For example, data from accelerometers require mathematical integrations for position sens-
ing. Not only it requires calibration, but it is also sensible to drift due to the data precision. The fusion
of accelerometers, gyroscopes, andmagnetometers provides better tracking, at the cost of increased
processing complexity.

The software processes described in the previous paragraph are either computed on the device or
the host computer. For example, the device systematically debounces inputs with analog low-pass
filters. They also implement hysteresis effects with a Schmitt trigger1. The ADCs are either microcon-
trollers peripherals or dedicated components. Filters are commonly implemented either on the device
firmware or the host drivers. For example, mouse and touchpadmovements are filtered on the device.
On the opposite, inputs of depth-cameras are filtered on the host side, because the host retrieves raw
data and computes a skeleton for example [233]. The transfer function is typically computed on the
host because it requires information about the display.

When devices are integrated into interactive systems, they are connected to hosts with a simple bus
like SPI or I2C2. In this case, the device implements a communication protocol that the host has to
follow. There is no standard protocol, but the overall idea is usually similar. These buses use no cor-
rection codes, therefore they are fast but sensible to interferences. Thus, devices that users can plug

1https://en.wikipedia.org/wiki/Schmitt_trigger
2https://en.wikipedia.org/wiki/Serial_Peripheral_Interface https://en.wikipedia.org/wiki/I2C
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use more robust buses such as USB with the Human Interface Devices (HID) class3. This class de-
fines a standard communication protocol for interactive devices. When the device is plugged, it sends
descriptors that list its features. In particular, the HID descriptor details the format and semantic of
the data packets the device will send at a fixed frequency. With this protocol, the host can interpret
virtually any HID device with a generic driver. Regardless of the communication method between
the host and the device, the drivers of the operating system create input events that applications will
interpret for their own use.

1 Research questions

Similar to the haptic pipeline, the motor pipeline reveals pitfalls that could lead systems to behave
differently than what users had in mind. Users may ignore the way to perform what they intend to do.
They can know the action they have to do but it is challenging to perform. There can be obstacles
in the physical world that prevent systems to sense these actions correctly. The range of physical
effects can be out of the sensing range of the system. The system may interpret what it sensed
incorrectly. This pipeline is therefore a profuse source of HCI research questions. I focus here on
three categories of research questions that I addressed in my research in the last decade: sensing
and interpretation, input vocabulary, and unnatural input.

1.1 Sensing and interpretation
Interactive systems have a limited set of sensors, which sense a limited subset of the users’ actions
features. This is sometimes a desired property: a button is pressed regardless of the actual mo-
tion that produced its activation. When users lift a mouse, its position is not tracked anymore. This
behavior enables clutching, which extends the motion range of the mouse cursor with the same re-
quired physical area. Sensing limitations are sometimes constraints for the interaction though. For
example, occlusion phenomenons or the limited field of view of vision-based sensors can impede
gesture recognition. Many factors can have a negative influence on the processing of input signals.
For example, gesture recognition failures provoke interaction errors. Beyond errors, the segmentation
of gestures is a key challenge of gestural interaction because typical gesture sensors observe users
all the time, even when users do not want to interact with the system. The main consequence is the
Midas touch4 effect that forces users to interact at all times. In the next chapter, section III.2.1.1, I
will discuss this issue and a mitigation strategy for this specific problem. In the section II.2.1 of this
chapter, I will discuss a method andmeasurement systemwe designed for characterizing the latency
of input systems.
3https://www.usb.org/hid
4https://en.wikipedia.org/wiki/Midas#Golden_Touch
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1.2 Input vocabulary
The structure of the input vocabulary is similar to the structure of the output vocabulary. Wedescribe it
with the lexical, syntactic, and semantic levels of languages. I typically explain this with the example
of the computer mouse because everybody used it and knows its interactive language. Its lexical
elements are degrees of freedom (DOF): x-y motion and button presses and releases. They have
associated data: relative displacement value on both axes, and the ID of the button that was pressed
or released. The syntactic level consists in assembling these elements to form input phrases. A click
is a button press followed by the release of the same button. There are many variations, typically
a double click that repeats a click twice, or half-clicks that replace the release by dwell. Finally, the
semantic level associates input phrases to commands and parameters. For example, a press on an
object followed by a movement and a release on another object is typically interpreted as moving the
first object into the second one.

When designing a new input device, we have to specify its DOFs, their type, range, precision, and if
they are integrated with each other [160]. For example, the x and y DOFs of a mouse are integrated
because users control them together with a single movement. The design process of an input device
consists of cycles between engineering and evaluation in order to choose and document this infor-
mation related to DOFs. In Section II.2.2 I will describe the design of flexible pens, and in Section II.2.3
I will explain how we leveraged finger identification for multi-touch interaction.

1.3 Unnatural input
The term natural interaction was already used before multitouch and gestural interaction became
mainstream [33]. These interaction styles are integrated into ubiquitous consumer electronics prod-
ucts such as smartphones and tablets for more than a decade. They are nowadays referred to as
natural user interfaces or NUI [264]. The first question is: what do we mean by “natural”? It primarily
refers to what exists in the nature. However, gestures are not objects that can be found in the wild. It
also refers to what comes to mind, or prior skills. People have skills in manipulating physical objects
that we can leverage in interactive systems. Yet, people have different backgrounds, skills, and cul-
tures. Therefore what comes to somebody’smind is not necessarily the same aswhat somebody else
is thinking. The second question is: is it better because it is natural? This is a vast question because
it depends on what we would like to improve: performance, learnability, guessability, etc. There is no
general guarantee that gestures improve any of these measures. They have to be carefully designed
for this. This is the reason why decades have passed between the first gestural interaction systems
and the first successful commercial products based on gestural interaction. Norman discussed the
concept of NUIs and concluded that what matters is not whether these interactions are natural or
not [184]. What matters is that it is an alternative interaction modality for the design of interactive
systems, and the same usability rules apply to them.

Now, if the natural essence of gestural interaction is not an essential benefit for the design of inter-
active systems, we can think about this modality differently. The digital world does not have some
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of the limitations of the physical world [131]. For example, we can easily teleport inside a virtual
environment. We can move through objects or even fly. We can manipulate objects remotely and in-
dependently to their weight, size, or shape. Hence, when designing interactive systems with gestural
interaction there is no necessity to reproduce the physical world. We should rather focus on what
we would like users to achieve, and improve performance, learnability, and so on. From a practical
point of view, we care about the input vocabulary, the properties we would like to manipulate in the
virtual environment, and the mapping between them. For example, in Section II.2.4 we present two
interaction techniques for immersive virtual environments. The first one is a selection technique for
distant objects. The second one enables users to select facial expressions for their avatar without
the need to perform the same expression with their own face.

2 Contributions

With these research questions in mind, now I will describe some of my contributions leveraging the
users’ motor abilities for the design of interactive systems and interaction techniques. Instead of
presenting the research below the way it was described in research papers, I will focus on hindsight
and how these contributions influenced my research.

2.1 System latency measurement
The first contribution I will present is not an interaction technique or an interactive system. It is a
methodology and study about the latency of touch-based interactive systems in the general sense.
Every interactive system has a delay between the moment users perform an action and when the
system produces a response. This delay is referred to as end-to-end latency. This latency is known
to cause performance and usability issues [65, 133, 250, 258]. Therefore, there are research studies
about strategies to mitigate these effects or reduce latency [54, 174].

This work was part of the ANR Turbotouch, coordinated by Géry Casiez. He was involved in this
work, along with Nicolas Roussel, and Mathieu Falce who was an engineer in the team. I designed
and implemented the Lagmeter device with the help of Damien Marchal, who is a permanent CNRS
research engineer at the CRIStAL laboratory.

Before reducing latency or mitigating its effects, it is important to measure it and understand the
contribution of each part of the system to it. There are many possible sources of latency: input and
output, software and hardware, device and host. Typical latency measurement methods consisted in
counting frames on videos made with a high-speed camera [177, 240, 250]. This method is simple
but tedious. It is difficult to make large series of measurements and it is impossible to identify the
main sources of latency. Other methods enable repetitive measures, but they are adapted to specific
input types [49, 64].
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Figure II.2 – LagMeter measurement process.

2.1.1 Measurement apparatus

We designed LagMeter, a latency measurement tool that facilitates repetitive measures, and enables
the slicing of latency between several parts of the interactive system [50]. It measures latency for any
tap-based input such as keyboards, mice, touchpads, touchscreens. The details are described in the
paper, and the overall idea is depicted on Figure II.2. The light blue items correspond to input stages
and dark blue items to output stages. The dashed items are optional steps that provide finer grain
information for latency slicing. They depend on the system running on the host computer.

The moment users touch the input device, a piezoelectric vibration sensor5 attached to the fingertip
detects the contact. The idea is that all touch-based inputs require an initial contact. We connected
this sensor to a custom electronic board connected to an Arduino Leonardo6 microcontroller board.
The board enables the adjustment of the detection threshold since the voltage we get from the piezo
sensor is typically lower than 0.5V. The Arduino sends a Raw HID message to the host computer
when it detects contacts. In parallel, the input device sends an event HID packet to the host com-
puter. A custom application gets the RawHID packet with HIDAPI7, and the device HID packet with
libpointing [51]. It also has callbacks on the system and the toolkit input events. When the appli-
cation received the input event, the application toggles the screen between black and white. It has
callbacks that trigger when the screen repaint is requested and done. Then, a photodiode on the elec-
tronic board detects changes on the screen and the Arduino sends another Raw HID message to the
application.
5http://www.te.com/usa-en/product-CAT- PFS0011.html
6https://www.arduino.cc/en/Main/Arduino_BoardLeonardo
7https://github.com/signal11/hidapi
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2.1.2 Results and discussion

What I realized with this project is that nothing in interaction can be considered instantaneous. When
we measured the responsiveness of the piezoelectric vibration sensor, we noticed that even the me-
chanical contact of a physical button creates latency at the millisecond scale. It is both due to the
elasticity of the finger, and the mechanical actuation of the button switch. We made this measure-
ment with an aluminum foil around a finger, tapping on a copper tape pasted on a mouse button. The
finger also had a piezoelectric sensor strapped around its tip. The Figure II.3 shows a measurement
with three signals: the finger contact in blue, the button press in red, and the piezo signal in green.
We notice it takes about 2ms for the button to switch. The delay of the piezo trigger depends on the
threshold, but it typically takes between 1ms and 3ms. The paper contains more detailed data about
these measures [50].

Finger contact Button pressed Piezo trigger

1.5 V Threshold

Figure II.3– Latencymeasurement of a button press. The blue line goes to 5Vwhen the finger touches
the surface. The red lines goes to 0V when the button is pressed. The green curves shows the piezo-
electric vibratio sensor signal. The violet line shows a 1.5V threshold.

The measurement of the screen change was more accurate. The idea was to switch the screen be-
tween black and white so that we can detect the change with a simple luminosity sensor. We used
a photodiode because it is fast. Figure II.4 shows the signal when the screen turned white. Interest-
ingly, the measure is so fast that we can observe the lines being drawn around the sensor. Therefore
the position of the photodiode on the screen has an impact on the latency we measure. However,
depending on the adjustment of the detection threshold, we can reliably measure the screen change
in 4 µs. This is way sufficient for our purpose andmakes the actual position of the sensor less critical.

Latency slicing requires having all measures with the same clock. This was an issue because part
of the process was done on the Arduino board, and another part on the host computer. It means
we needed a way to communicate in a fast and reliable way between the two. The problem is that
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Figure II.4 – Photodiode measure. The green signal is the photodiode signal and the red signal is the
amplified signal.

typical operating systems (Windows, Linux, and MacOS) cannot guarantee the execution of code
with a 1ms precision. One solution was to use a Raspberry Pi8 as a host computer because it has
GPIOs that can communicate with microcontrollers with low latency. However, measures with this
platformwould not necessarily be representative of the usage of other platforms. Thuswe considered
several communication channels between amicrocontroller and a host computer, such as ethernet or
a parallel port with a specific extension card. Nevertheless, we opted for raw HID messages because
their latency was sufficiently low and consistent. The round-trip delay between the Arduino and the
host computer was between 1 s and 2 s, depending on the operating system and the processor load.

We made multiple series of measures to study the impact of many types of factors. Concerning the
input, we compared different input frequencies with a Logitech G9 mouse that enables the adjust-
ment of the mouse frequency. The host computer received the device HID packet after 3.3ms on
average for 125Hz and under a millisecond for frequencies above 250Hz. The latency between the
moment the device HID packet was received and the moment the application requested the repaint
of the screen was about 3ms. The end-to-end latency was around 60ms, therefore the input part
of the pipeline has little impact on latency. Most of the latency is due to the output. We observed
several factors that impact latency: the operating system, graphic toolkit, and screen frequency. We
used aminimal application for our measures, but real applications most likely introducemore latency
because of their normal operations.
8https://www.raspberrypi.org/
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2.2 Flexible pens
Latency is a technical limitation for interaction. On the oposite, limited output vocabularies can be
improved with technical solutions. Pen interaction is a good example of the exploration of new de-
grees of freedom. This is certainly because pens are used in many contexts, in particular for artistic
creation. Typical interactive pens sense the x-y position as well as proximity. Research explored addi-
tional sensing such as pressure [116], tilt [251] and roll [27]. Not only this extended input vocabulary
can be used to map brush parameters. But it also enables selecting commands and offers richer
interactions, whether it is with combinations of pen and touch interactions [117] or by leveraging
physical attributes of the pen [256]. In this work, we were interested in the bending of a flexible pen
as additional degrees of freedom.

This project initiated my collaborations with Audrey Girouard from Carleton Univerity. The first part
of this work was done by Nicholas Fellion who was a master student at Carleton. He did a 6 months
internship in Lille towork on the Flexstylus prototype. The second part of thisworkwas done byAlfran-
cis Guerrero, who was also a master student at Carleton University. He designed and implemented
the Hyperbrush prototypes.

2.2.1 Prototypes

We built two series of prototypes, the first one being FlexStylus [77, 78] (Figure II.5, up). It used a
custom flexion sensor made with 4 eroded fiber optics, with an infrared LED on one end and photo-
transistors on the other end each. By measuring the amount of light sensed by the phototransistors
we could infer two angles and a degree of absolute bending.

The choice of the flexible part did not follow a systematic rationale, but rather general design consid-
erations. The idea was to have a diameter similar to the one of a drawing pen. It had to be flexible
enough to avoid muscle strain, but stiff enough so that users could write and draw conveniently.
Informal pilot studies showed that full-length flexible prototypes were inconvenient for precise ma-
nipulation. Therefore we chose to limit the flexible part to a few centimeters with a rigid part on both
sides to keep the benefits of both flexible and rigid pens. The rigid part between the tip and the flexible
part is long enough to enable users to grip the stylus there.

The second series of prototypes, called HyperBrush [107] (Figure II.5, down), used a consumer elec-
tronics bend sensor9. It provided more precise and reliable inputs. However, the interesting new
property of these prototypes was the ability to change the flexural stiffness with interchangeable flex-
ible components. Both the rigid and flexible parts of the pen are 3D printed, and the flexible part is
threaded so that it is screwed to the rigid parts. The end sensor slips inside the 3D-printed stylus.

The FlexStylus prototypes had an orientation issue. Users had no cues on where to hold the stylus.
Therefore the angles inputs were relative rather than absolute. This is the same issue Buxton reports
with the iMac Round Mouse10. We addressed this issue with the HyperBrush prototypes by adding
9https://www.bendlabs.com/
10https://www.microsoft.com/buxtoncollection/detail.aspx?id=109
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FlexStylus

HyperBrush

Figure II.5 – Two series of flexible pen prototypes. On the top: FlexStylus with a custom bend sensor
made of eroded fiber optics. On the bottom: HyperBrush with a consumer electronics bend sensor,
and interchangeable flexible components.

a fake button that users were encouraged to keep under their index fingers. The relief of this button
helped users keep the stylus in a consistent orientation eyes-free.

2.2.2 Pen grips

Studies in the literature show that there is a strong connection between the way users hold a stylus
and the way they use the stylus [116, 239]. They noticed that participants in their user studies of-
ten changed the way they gripped the stylus depending on the task they were performing. We took
inspiration from this work, and we designed our prototypes for three kinds of grips.

n Tool grip: users hold the stylus the same way they hold a pen. This is actually a family of grips, but
the idea is that users hold the rigid part of the pen close to the tip. They can press the pen with their
thumb to bend it.

n Menu grip: users hold the stylus from the rigid part on the other side of the flexible part. The tip
remains still on the surface thanks to friction. This way, users can control an orientation vector around
the contact point.

n In-air grip: users hold the stylus in the air between their fingers. They can bend the stylus by squeezing
their fingers, or rolling the pen.

When we evaluated our second series of prototypes some participants reported drawing with the
menu grip, after the flexible part. Drawing this way gave them the impression of painting with a brush,
hence the name Hyperbrush. This is a difficulty with this type of work. We need a design rationale to
guide the implementation before we evaluate the device. We evaluate the interaction with the device
to make sure that users can use it the way we wanted them to use it. However, we want to let such
serendipitous behavior happen because it makes interaction with the device richer.
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Figure II.6 – Three types of grips with a flexible pen. The pen grip, the joystick grip and the roll grip.

2.2.3 Evaluations and discussion

We evaluated the users’ ability to control the bending of FlexStylus and compared it to pressure in-
put [78]. We found out that the participants of our studies were more precise with the flexible pen
than with pressure input. Pressure pens are isometric devices, therefore it is unsurprising that they
do not perform well with position control [269, 270]. Flexstylus can be considered as an elastic de-
vice. Therefore position control can be an issue. However, the classification of a flexible pen between
an isotonic or elastic device essentially depends on its flexural stiffness. A soft flexible pen is most
likely to behave like an isotonic device while a hard one should act like an elastic or even isometric
device. Therefore with the next generation of flexible styluses, HyperBrush, we wanted to compare
different flexural stiffnesses.

We built several prototypes of different flexural stiffness (Figure II.7). The flexural stiffness is adjusted
with the thickness of the flexible parts inner walls. The measure of flexural stiffness we used is the
ratio of the amount of force applied per unit of deflection. We measured it with a hollowed cylinder
cantilever beam test. We compared the performance and subjective preferences between these dif-
ferent flexural stiffnesses and a pressure pen for pie-menu item selection and brush stroke precision.
The results do not show any clear better configuration. We also collected subjective preferences with
a drawing task. The results suggest that the best is to provide users with several interactive pens that
provide different kinds of input vocabularies and haptic feedback. Users will choose the one they feel
is appropriate for their current task.

9mm
Soft
0.1N/m

8mm
Medium soft

0.123N/m

7.5mm
Medium
0.129N/m

7mm
Medium hard

0.134N/m

6mm
Hard

0.139N/m

Figure II.7 – Flexural stiffnesses of the 5 prototypes of HyperBrush we used for our evaluations.
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2.3 Finger identification
Hands and fingers have many degrees of freedom and most people have enough skills and dexterity
to perform gestures and manipulate objects. Therefore hands are widely used for interacting with
interactive systems. Yet, consumer electronics interactive devices only use a limited subset of ges-
ture properties. Typically multi-touch devices essentially use the coordinates and movement of the
contacts, number of contacts, and recently pressure. It already enables complex interaction tech-
niques, in particular for command selection [11]. Further studies leverage the raw data of multi-touch
surfaces, either from cameras or capacitive sensors. With this data, we can detect contact blobs in-
stead of single coordinates, which increases the input vocabulary [221]. Other research investigated
technologies that sense other gestures properties such as the part of the finger touching the surface
[115], make a distinction between contacts from different users [70], or analyze the hand posture
[173]. This has been an active research area in the last decades, therefore this is just a tiny overview
of what has been done on this topic.

In this work, we were interested in finger identification. It was the master internship work of Alix
Goguey, which I co-supervised with Géry Casiez. We collaborated with Fanny Chevalier and Nicolas
Roussel in our research team, as well as Daniel Vogel from the University of Waterloo.

Finger identification is an additional hand gesture property, which says which finger of which hand
produced a given contact point. There is still no technology that senses this property directly in con-
sumer electronic products. Aworkaroundwith existing technologies is to ask users to press all fingers
before releasing some of them [151]. Other projects use different processing of sensed data. For ex-
ample, the old generations tabletops used an infrared projector under a translucent surface, pointed
towards the user. An infrared camera sensed the reflection of the infrared light that created blobs at
contact points. Themulti-touch coordinates were computed as the centroid of these blobs. However,
the whole hand is visible on this image and it is possible to identify fingers with image processing of
this data [75]. Several other studies in the literature use heuristics to detect finger chords. They de-
tect the hand palm and deduce the position of fingers [10] or make assumptions based on the relative
position of contact points [90, 257]. Other research investigated finger identification with prototyping
technologies: optical fibers under a touchpad that enable the capture of fingerprints [123], a glove
with piezoelectric vibration sensors [165], or a glove with fiducial markers [164]. In the next section,
we will discuss the finger identification sensing technologies we used in our studies.

One of the simplest applications of finger identification is probably mapping a different command
to every finger. Research showed that this is already sufficient to increase the input throughput of
touch interaction [223]. This is particularly useful because multitouch applications typically cannot
provide as many commands as desktop applications. For example, in 2014 Wagner et al. reported
that there were 648 commands in the menus of the desktop version of Adobe Photoshop compared
to 35 commands on the tablet version [257]. Interaction techniques that use finger identification are
a solution. However, the input space is huge: 210 − 1 fingers chords, to which we can add gestures.
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We will discuss how we systematically leverage this new input space, in particular how we reduce
this input space.

2.3.1 Prototyping apparatus

This project is a typical HCI project in which we investigate the benefits and limitations of an interac-
tion paradigm before the technology is ready to be implemented in consumer electronics products.
The advantage is that research for such technology will happen only if and when the benefits will bal-
ance the costs. Even if such technology is not ready yet, the HCI community regularly uses alternative
technologies that necessarily make compromises. In some cases, we just imagine the technology is
there and works perfectly. The wizard of Oz technique consists in having an operator executing the
actions on the users’ behalf, with any other technology. This is not always even necessary. In the case
of finger identifications, the Glass+Skin study just indicated participants the finger they wanted them
to use. Other methodsmake assumptions on the inputs [90, 257], but it limits the resulting interaction
techniques. We can also use alternative technologies. Either they only work for specific devices, like
projection-based tabletops, or they use invasive methods like markers. We prefer the last method
since it allowed us to build prototypes for tabletops, tablets, and smartphones, without limitations on
the input vocabulary.

Figure II.8 – Three implementations of finger identification prototypes. The first one uses gametracks
to locate fingers on a tabletop. The two other ones use color markers with a camera to track fingers
on a tablet and a smartphone.

The Figure II.8 shows our three prototypes. The tabletop prototype combines two sources of infor-
mation to identify fingers. The first one is the 2D coordinates of the contact points. The second one
is the 3D position of every finger that we sense with GameTraks11. GameTracks sense a 3D position
by measuring the length and angles of a string attached to a joystick. This method requires calibra-
tion and strings attached to every finger, but it is not sensible to occlusion for example. The tablet
and smartphone prototypes used color markers on every finger, as well as an external camera. It
requires calibration as well and it is sensible to occlusion. However, having no strings attached to
the fingers is more convenient for interacting on smaller devices. These prototyping technologies are
clearly not usable in consumer electronics products. But they are robust enough and add little con-
straints onmulti-touch interaction, so they are convenient for exploring the input space of multi-touch
interaction with finger identification.
11https://en.wikipedia.org/wiki/Gametrak
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2.3.2 Input vocabulary

In this project we leveraged the input vocabulary of finger identification for command selection as
well as the direct manipulation of the command parameters [97, 98, 99]. Without finger identification,
the input space is just the number of contacts, between 1 and 10 for one user, and coordinates for
each contact point. With finger identification, the theoretical input space is much larger: each finger
can either be pressed or not, which leads to 210 − 1 possibilities. However, chords with too many
fingers are less likely used. For a given number of fingers k, there are still C10

k possible combinations
of two-hands chords. This leads to 45 combinations of 2 fingers and 120 combinations of 3 fingers.
People cannot perform all chords efficiently because of biomechanical constraints [90]. However,
this input space remains still high therefore the design of a command selection technique requires a
systematic approach.

The inspiration for our design rationale stems from command selection with keyboard shortcuts.
Keyboard shortcuts use modifier keys and an alphanumeric key. Different combinations of modifier
keys change the command activatedwith a given alphanumeric key. Then, when the associated action
is being executed the users can apply constraints with modifier keys. The Figure II.9 shows how we
applied this principle to multi-touch interaction with finger identification. The users start by touching
the surface with their left hand. Some of the possible chords enable the selection of commands
with the right hand. A crib sheet shows icons representing the five commands mapped to each of
the five fingers of the right hand. In this example pressing both the thumb and index finger maps
drawing commands to fingers. The user draws a rectangle by using the command associated with
the middle finger. The initial contact point of the middle finger of the right-hand defines one corner
of the rectangle, and the opposite corner is adjusted continuously with direct manipulation. During
this step, the users can lift their left hand and continue to adjust the rectangle. Now, they may want
to apply constraints. To do so, they touch the surface with the left hand. In this example, the middle
finger sets the initial contact point as the center of the rectangle rather than the first corner. Another
crib sheet shows an icon representing this constraint.

Figure II.9 – Command selection with finger identification. A chord with the left hand shows a crib
sheet of commands users can select with the right hand. The user selects a command and adjusts
the parameters with direct manipulation. The user can lift the left hand while adjusting the command
parameters. The user can invoke additional constraints on the command parameters with the left
hand.
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2.3.3 Discussion

One of the key issues of this kind of system is the discoverability of the available commands. The
Figure II.10 shows the visual feedforward items we use to promote the discoverability of commands.
On the left, when all fingers touch the surface, bubbles show all the possible chords associated with
modifiers or commands. On the left, crib sheets represent the visual icons of available commands or
constraints for the current chord of the left hand. All this visual feedforward information is displayed
around the corresponding contact points and follows them continuously when they move. The actual
crib sheets are updated continuously as fingers touch or leave the surface.

Linear menus and toolbars in desktop applications show, in principle, all the available commands
of an application. In our case, the visual representation of commands is only available on demand.
The command mapping and constraints change in real-time as the users press or release fingers.
It encourages users to explore the system and discover the available commands. This exploration
would be an issue if the explorable input space was too large. However, we essentially use one-hand
chords. There are therefore C5

k possible chords with k fingers, which gives 5 combinations of one
or four fingers, and 10 combinations of 2 or 3 fingers. Therefore there are 5 + 10 + 10 + 5 = 30

modifier chords for a maximum of 150 single-finger commands with the right hand. We assume this
is a reasonable size for an explorable input space. However, we did not conduct a user study to
evaluate this aspect and validate this claim.

Figure II.10 – Discoverability features for multi-touch interaction with finger identification. Users can
see all the available commands when touching the surface with all their fingers. Crib sheets show the
available commands and constraints when fingers of the left hand are touching the surface.

Keyboard shortcuts with multiple modifier keys are sometimes difficult to execute because the po-
sition of the keys is fixed. Therefore sometimes it requires users to stretch their fingers to reach all
the keys, especially if they want to keep one hand on the mouse. In this context, we studied the pos-
sibility to select modifiers on the mouse so that the left hand only has to select the alphanumeric
key [199]. The input space remained limited, especially because we only had two modifier buttons on
the mouse. In the case of our command selection technique for multi-touch interaction with finger
identification, the advantage is that there is no actual button to press. Therefore, the location of the
contact point does not matter. Hence, users can touch the surface with a comfortable posture.
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2.4 Immersive Virtual Reality
Immersive virtual reality has been around since the beginning of personal computing [244, 245]. Early
prototypes already included a stereovision headsetwith head tracking tomatch the users’movements
with their position in the virtual environment. Yet, it took VR headsets much longer than personal
computers to reach either households or professional environments. Even today that many different
consumer electronics VR headsets are available at a reasonable price, their usage remains limited.
Similarly to every interactive technology, the objective is not to replace completely concurrent tech-
nologies, but rather find the particular application scenarios for which this technology ismore suitable
than others. To do so, we need to know better how we interact in virtual environments.

The studies I will describe in this section focus on input methods for immersive virtual reality. This
was Marc Baloup’s work during his master internship that I co-supervised with Géry Casiez and his
Ph.D. that I co-supervised with Géry Casiez and Martin Hachet. It was part of the Avatar project
funded by Inria. In this work we take immersive virtuality reality as a context that constrains the input
methods we can use, in which users have to perform specific tasks. One of these constraints is that
the users cannot see their own bodies because the virtual environment covers their entire field of
view. Therefore, either a motion capture system senses the users’ body movements, or they hold
input devices in their hands. Users interact with their environment mostly with gestures, but also with
buttons, touchpads, and joysticks on handheld devices. As we discussed at the beginning of this
chapter, the objective in virtual reality is not always to reproduce what exists in the physical world.
We rather focus on either elementary or compound tasks and figure out ways to enable users to
perform these tasks. For example, selecting an object is an elementary task that is usually part of
more complex or compound tasks: manipulation, command selection, navigation, text entry, etc. We
describe below the design and evaluation of a new 3D pointing technique for immersive virtual reality.

One of the main active research topics in this area is augmenting immersion, presence, and embod-
iment [135, 234, 265]. In short, these three concepts are related to the users’ sensation of being in
the virtual environment. I will cover this topic in the next chapter, section III.2.2. Yet, a typical way
to increase the users’ sensation of embodiment is to provide them an avatar that they can control.
The users can typically control their avatar’s hands and head because it is easy to map their position
to the VR headset and the controller’s position with inverse kinematics. The facial expression of the
avatar is important for non-verbal communication. However, it is more complex to control than the
head and hands because it requires many degrees of freedom. Therefore we describe below the de-
sign and evaluation of an interaction technique for the control of the facial expression of an avatar in
immersive virtual environments.

We used a common general methodology for the design of these two interaction techniques. We
identified the key design aspects of the techniques and we implemented and evaluated several al-
ternatives. Then we implemented the best combination of these alternatives and compared it to
equivalent techniques in the literature.
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2.4.1 3D Pointing

In the physical world, it is difficult to interact with objects remotely because of physical constraints.
In virtual worlds, such physical constraints do not exist. Users can interact remotely with objects, re-
gardless of their size, shape, or weight. Themost common technique for selecting objects is certainly
raycasting [36]. The users control a ray with their hand, and the first intersected object can be selected
with a validation action, such as a button press. It shares similarities with laser pointers, except that
the light ray between the controller and the contact point is visible. The simplicity of this technique
has a cost. Occluded targets cannot be selected, or require users to get around them. Moreover, even
if theoretically there is no limit to the distance and size of the object the users would like to select,
in practice hand tremor and input noise create such a limit. Therefore, there are many adaptations
of this technique in the literature, well covered in [7]. Most of these techniques use a disambiguation
step to let the users select a target among all the interested targets [66, 105, 141]. Other techniques
use a cursor on the ray that users can either manipulate by manipulating the ray [105], or with another
degree of freedom [217].

These solutions fix the issue of occluded targets but not the issue of small and distant targets. To
do so, we propose RayCursor, an alternative of raycasting with a cursor that users can control that
leverages proximity selection [14, 15, 16]. Proximity selection consists in selecting the nearest target
from the cursor instead of the intersected target [104]. Initial studies were with 2D pointing. However,
it was also studied for 3D pointing with a virtual hand [254], that is to say pointing at targets the
users can reach around them. We combined this approach and raycasting with a cursor. For the
design of this technique, we performed three initial evaluations. The first one was about the most
appropriate visual feedforward and was inspired by a similar work for 2D proximity selection [109].
The second evaluation was about the transfer function for the movement of the cursor, and the last
one was about the benefits of filtering the inputs that control the ray with a 1e filter [53]. After this, we
designed a semi-automatic RayCursor that combines RayCursor and raycasting (Figure II.11). Finally,
we compared the performance of the two versions of RayCursor, raycasting, and another technique
of the literature [217].

Figure II.11 – Two versions of Raycursor. Themanual RayCursor (left) selects the nearest target from
the cursor. The semi-automatic RayCursor acts like raycasting, a black cursor is positioned on the
first intersected target. When the ray moves out of a target, it remains selected while it is the nearest
target. The users can move the cursor manually with the touchpad, which turns red, to select another
target. If the users lift their finger for more than 1s, the cursor switches back to its initial behavior.
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2.4.2 Facial expression selection

Research on virtual reality and the possibility of creating immersive virtual environments inspired
many science-fiction authors. Decades after Sutherland’s work [245], novels like Neuromancer [94],
Snow Crash [242], and more recently Ready Player One [57] describe immersive virtual worlds as
alternate realities in which people can socialize, play, or even work. The new brand of Facebook,
Meta, is a reference to Snow Crash’s metaverse and shows the new focus of the company on an
immersive social network, with Spaces then Horizon12. Similarly to other immersive social networks
like Mozilla Hubs13, VRChat14, and RecRoom15, the objective is to enable people to get together in a
virtual environment and interact with each other as if they were in the same room.

Such immersive virtual environments require easy and usable ways to perform atomic actions such
as the study presented in the previous section. But above all, communication is certainly themost im-
portant aspect of social networks in general. Text entry remains a difficult and tedious task in immer-
sive virtual environments, and the current best solution is to simply use voice. However, non-verbal
communication such as facial expressions is also an essential aspect of communication, whether for
speech in the physical world or bywriting [48]. Oneway to enable users to control the facial expression
of their avatar is to detect their own facial expression, we call this isomorphic control. Vision-based
techniques use either external depth cameras[156, 262] or cameras embedded in a VR headset [154,
246]. However, with such techniques facial expressions are limited to expressions users are able to
perform. Moreover, users cannot give their avatar a different expression than their own. Therefore
we investigated the non-isomorphic control of facial expressions, with interaction techniques [17].

The fine control of facial expressions requiresmany degrees of freedom. For example, the FACS stan-
dard defines 24 Action Units [71], and the MPEG-4 proposes 68 Facial Animation Parameters[191].
Therefore we propose to reduce the number of degrees of freedom by decomposing the selection
of a facial expression into several sub-tasks, similarly to Bowman’s decomposition of 3D interaction
tasks [36]. The sub-tasks are: selecting a facial expression, its intensity, duration, and ending. The
selection consists in choosing a facial expression among a list of pre-defined expressions. Each pre-
defined expression is a configuration of FACS action units values. The Figure II.12 shows four of
the facial expression selection techniques we designed, the fifth one uses voice commands. These
techniques are essentially item selection techniques, similar to what we would use for command se-
lection. Similar to command selection, some of the facial expressions share properties, which we
leveraged to structure the layout of items in some of the techniques.

The visual representation of facial expressions in our techniques uses emojis. We made this choice
because they are frequently used in messaging and social networks. Also, people can even identify
small versions of them. If we restrict facial expressions corresponding to emotions, we can leverage
12https://www.facebook.com/spaces, https://www.oculus.com/facebookhorizon/
13https://hubs.mozilla.com/
14https://hello.vrchat.com/
15https://recroom.com/
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Figure II.12 – Four of the facial expression selection techniques: 2D circular menu arranged by emo-
tion, raycasting 2D grid menu, touchpad gestures, raycasting on the 2D circular menu arranged by
emotion.

models of emotions such as PAD [166] or Plutchik’s wheel of emotions [204]. The layout of our pie
menu selection technique is adapted from Plutchik’s wheel, which organizes emotions along 8 axes
representing 8 base emotions. The difference between Plutchik’s wheel and our menu is that we
mapped the maximum intensity to the edge of the circle rather than to the middle so that the center
represents the neutral face. The grid menu allows the selection of any facial expression, regardless
of whether they represent an emotion or not. In particular, users can select emojis with decorations
such as hearts, tears, or glasses for example. In this case, we render these decorations on top of
the avatar’s face. Transitions between two facial expressions are made by interpolating the values
of each FACS action unit. Our evaluations show that participants made more errors with the gesture
and voice techniques, and they preferred the other techniques.

We designed several techniques for controlling the intensity, duration, and ending of facial expres-
sions all at once. Users define the duration indirectly when they end the facial expression. The first
technique maps the intensity to the controller trigger. The facial expression ends 1 s after the user re-
leased the trigger to avoid incidental endings. The other techniques below endwhen the user releases
the selection button. With the second technique, users have to shake the controller and the intensity
is mapped to the shaking speed. The third technique is similar, users must roll the controller and
the intensity is mapped to the roll angle. The fourth technique creates a visible elastic band between
the selected expression and the selection ray. The intensity is mapped to the length of the elastic
band. This technique requires a ray to which the elastic band is attached, therefore it cannot be used
with a subset of the facial expression selection techniques. The last technique only works with pie
menu techniques and maps the intensity to the distance to the center of the menu. Our evaluations
show a subjective preference of the elastic band, trigger, and orientation techniques over the shaking
technique.

We evaluated the usability of the pie menu with a raycasting selection and intensity control with the
elastic band. The results show that controlling their avatar’s facial expression can disturb users while
they are talking or listening to somebody else. However, the perceived interruptions were reasonable.

57



2.4.3 Discussion

More than fifty years after the first virtual reality headsets, the use of immersive virtual reality is still
in its early stages. Social media companies recently started investing massively on this topic. When
people evolve in such virtual environments, they are free of many constraints of the physical world.
Therefore when we design interaction techniques to enable people to perform actions in such virtual
environments, we also think about ways to perform actions they could not in the physical world. The
two techniques we discussed in this section allow users to perform two distinct actions: select ob-
jects and show facial expressions. However, they both have in common that they enable users to
perform these actions in ways they could not in the physical world. In the physical world, it is im-
possible to select an object remotely and show a facial expression different from their actual facial
expression. The choice of using these techniques in virtual reality systems is indeed a matter of
trade-offs.

Most of the benefits of Raycursor rely on proximity selection. The actual benefits of proximity se-
lection were demonstrated with the bubble cursor in both 2D [104] and 3D with a virtual hand [254].
We extended this knowledge to remote selection in 3D. The consequence of proximity selection is
that there is always a selectable object, and the area of influence of the targets is a Voronoi diagram.
The issue we overlooked in this work is the exact way to interpret the area of influence of 3D objects,
as opposed to points. We conducted evaluations with spheres and, as a 3D extension to the bubble
cursor, the distance to the sphere is the distance to the center minus the sphere radius. With arbitrary
objects, it is unclear which point should be considered. This choice has a major effect on the area
of influence. We identified issues with convex and oblong objects, as well as dense clusters of small
objects surrounded by large objects. Solutions remain to be investigated for such cases.

Themain argument for using a non-isomorphic technique for selecting a facial expression is to enable
users to show a facial expression different from their actual facial expression. This is typically what
we do when we use emojis in messaging or social media apps. In particular, it allows people to show
a specific facial expression even if they are not able to perform it at will. Not everybody is an actor.
Now, isomorphic techniques also have benefits. They do not require conscious control and they do
not disrupt or interrupt a primary task, like talking. Moreover, new VR headsets include cameras for
face tracking16, which will make it easier to implement such interactions techniques. Therefore it
would be interesting to investigate the combination of isomorphic and non-isometric techniques to
get the best of both and study the control/automation trade-off in the context of facial expression
selection.
16https://www.vive.com/eu/accessory/facial-tracker/
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3 Conclusion

When I started writing this chapter, the idea was to highlight the symmetry between output and input,
in particular in the case of haptics. The previous chapter was about the sense of touch, one of the five
senses. I was however surprised by the difficulty for me to find an equivalent of the word “senses”,
as the human input systems, for the human output systems. I decided to use the word ability, which
refers to the ways humans have to act on their environment, the same way their abilities enable them
to get information from their environment. In fact, humans do not have many kinds of ways to act on
their environment. This is maybe the reason why I could not find the word I was searching for. To the
best of my knowledge, humans can do so with movements, voice, and fluid secretions.

This chapter focused on motor abilities, which are abilities that leverage the human motor system.
Themotor systemenables people to touch andmanipulate their environment, therefore it is the output
part of the human haptic system. I described on Figure II.1 the process between the moment a user
plans a manipulation action and the moment the system produced information based on the effects
of this manipulation it sensed. Similar to the analogous figure in the previous chapter (Figure I.1), this
description clarifies the software and hardware parts on both the human and system side, as well
as the connection between humans and systems. This process revealed general research questions
that I addressed in some of my research projects.

The first research question was about the way we design and evaluate the sensing and interpretation
of physical effects resulting from human manipulation with an interactive system. This question is
essentially related to the system. In particular, I discussed a methodology and tool we designed and
implemented to measure and slice the latency of interactive systems.

The second research question was about the interactive input vocabulary. This is a whole research
domain in itself. It involves both users and systems because the system produces the input vocab-
ulary, and users need the physical ability to perform the appropriate actions. I discussed first the
design of alternative input methods with flexible pens. Then I discussed the mapping and reduction
of degrees of freedom with finger identification for multi-touch interaction.

The third research question was about unnatural input, which are ways to leverage the properties of
virtual environments to perform actions that are difficult or impossible in the physical world. This re-
search is essentially about interaction techniques, therefore it is both about the users and the system.
The contributions I describe are interaction techniques for immersive virtual reality. The first one is a
distant 3D pointing technique with proximity selection The second one is an interaction technique to
select facial expressions for an avatar.

Indeed, all the studies we discussed in this chapter focus on hands dexterity and our capacity to touch
and manipulate. However, the haptics as the sense of touch was barely used.

The latency measurement study assumed the output was visual. We performed measurements on
Linux, MacOS, and Windows with several graphics library, that send data to a graphic card connected
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to amonitor. We showed that this part of the processwas themajor source of latency. Haptic systems
are quite different, and there is no clear standard. There is typically a haptic look running around
1kHz that computes forces or vibrations faster than the human haptic sensitivity [225]. Audio-haptic
systems with physical simulations use loops up to 10 kHz [150]. In the future, I would like to study the
effect of the haptic loop on the perception of different kinds of force models. I will also measure the
latency of several types of haptic systems, to compare them to visual systems.

The flexible pens we described in this chapter provide passive force feedback with their flexural stiff-
ness. We build several prototypes of different flexural stiffnesses and studied their effect on both
objective and subjective measures. However, we could also provide active vibrotactile feedback with
an actuator. With controllable haptic feedback, we could give users a haptic immediate response
when the users are bending the stylus. I hypothesize that such feedback, like haptic detents, would
help users control the bend of the device with continuous gestures. We could also create discrete
input with click sensations for activation gestures. The overall idea would be to use haptic feedback
to support direct manipulation. We will discuss this concept in a different context with a haptic wrist-
band in Section III.2.1.2 of Chapter III.

Our multi-touch interaction paradigm with finger identification heavily relies on visual cues. It uses vi-
sual feedforward, feedback, and uses additional visuals for promoting learnability and discoverability.
Tactile feedback on touch surfaces is usually poor. At best smartphones have a low-quality tactile
actuator. We started this project with tabletops, which are difficult to actuate. We discussed the
design and evaluation of several potential technologies for this in Section I.2.2 and Section I.2.3. It
would be interesting to see how such haptic feedback can reduce the visual clutter of our multi-touch
interaction paradigm with finger identification.

Finally, we discussed the way that immersive virtual environments enable users to perform actions
that are difficult or impossible to perform in the physical world. In particular, we discussed two con-
tributions, the first one was a distant pointing technique with proximity selection and the second one
was a facial expression selection technique. These techniques use basic haptic feedback, with sim-
ple clicks upon selection activation for example. However, it does not permit users to feel objects
they touch in the environment. Haptic devices for immersive Virtual Reality is an active research
topic [35]. However, solutions usually focus on particular manipulations. One of my current projects
is about visuo-haptic integration and includes the design of an expressive vibrotactile VR controller.

60



III The Sensorimotor loop

The most exciting phrase to hear in science, the one
that heralds new discoveries, is not ‘Eureka!’ but
‘That’s funny…’.

Isaac Asimov

We discuss the limits of the approach presented in the previous chapters that consist in focusing
on either input or output. We present two users studies in which this approach is not sufficient to
improve interaction. Then we discuss the critical role of the sensorimotor loop throughmodels of
human behavior, as well as system architectures and paradigms. We combine these approaches
and discuss their positioning to the approach discussed in the first two chapters. Finally, we
illustrate this approach with two contributions. The first one is alternative interaction paradigms
that leverage the sensorimotor loop. The second one is a series of studies around the sense of
embodiment in immersive virtual reality.



The previous chapters focused on the way we leverage haptics for the design of either input or output
systems. The first chapter, about haptic as the sense of touch, barely mentions input. On the oppo-
site, the second chapter, about haptic as the motor ability, barely mentions output. This separation
sometimes seems to make sense. For example, Tactons used to convey information for notifications
do not necessarily require user input. However, combining output with gestural input enable users to
getmore detailed information [193]. Multi-touch and gestural interfaces generally use visual feedback
to compensate for the lack of physicality of controls. But the problem remains the same: whether the
feedback is visual or haptic, it requires a systematic design.

The message of this chapter is that input and output have equivalent importance for the design of
interactive systems, and must be designed together. This is not as trivial as it seems to be at first
sight. To illustrate this, I describe below two parts of rejected submissions and explain what was
wrong with them. It had to do with the motivations and the lack of focus on the sensorimotor loop.
It made me realize that this is a large hole in the two previous chapters. Therefore I will discuss the
sensorimotor loop, its connection to both human and computing models, and postion this approach
to the approach of the first two paragraphs. I will concludewith contributions that illustrate the critical
role of the sensorimotor loop in interaction.

1 The limits of the separated approach

During my postdoc at the University of Toronto under the supervision of Ravin Balakrishnan, I worked
on the lack of haptic feedback in 3D gestural interaction. The Microsoft Kinect1 was just released.
It featured a motion capture system affordable for households. It followed the trend of natural user
interfaces, and was advertised as “You are the controller”2. Besides the discussion about the natu-
ral aspect of user interfaces and their relevance in the previous chapter, this motivation to eliminate
physical controllers also eliminated many useful, not to say essential, haptic properties of physical
controllers. Thiswas already an issuewith touch interaction, but therewas at least the passive haptics
of the interactive surface. In the case of 3D gestural interaction, the users have no haptic feedback
when they interact with virtual objects. Therefore, the immediate feedback they need for direct ma-
nipulation [232] is essentially visual or auditory. This contributes to the overload of these modalities.
Therefore, I worked on a way to provide haptic feedback for 3D interaction.

The design rationale was to keep the users’ hands free since this was themain motivation of this type
of sensor. If users have to hold a device for haptic feedback, this device could also serve as an input
controller. Therefore we opted for a wearable haptic device for the wrist.
1https://tiny.one/Kinect
2https://tiny.one/youAreTheController
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Apparatus

There are several reasons to discuss the design and implementation of the prototype in this docu-
ment. First, it is designed for expressivity with simplicity. Second, the iterative process is an interest-
ing case study that led to guidelines regarding the implementation of interactive systems. It helped
me with the ideation of the concept depicted in Figure I.1 in Chapter I.

We discussed the output vocabulary of vibrotactile feedback in Chapter I. The independent control
of both the frequency and amplitude of a vibrotactile signal is necessary for an expressive output
vocabulary. It requires precise vibrotactile actuators such as voice coil actuators. We used EAI C2
tactors [171]. The typical way to drive precise vibrotactile actuators is to use a sound generation
system. This is convenient because the parameters of the signal are the same: frequency, amplitude,
and shape. The main difference is the frequency range: 1–1000Hz for haptics and 200–20 kHz for
sound. Managing the amplitude is easier with vibrations because the required amplitude levels are
much lower. In the end, the shape parameter is in my opinion the bottleneck of complexity for the
implementation of vibrotactile devices because it imposes a much higher sampling rate. It makes
the design of sound generation systems complex, especially with microcontrollers available at the
time this project started. For the sake of simplicity, I rather opted for a straightforward design that
enabled the precise control of both frequency and amplitude at the cost of a low control of the signal
shape3. The idea is to control the frequency and amplitude with two PWM signals generated by the
timers of a microcontroller (Figure III.1). The frequency signal typically ranges between 1–1000Hz.
The amplitude is controlled by the duty cycle of a high-frequency signal. We used voice coil actuators,
therefore they behave like low-pass filters, which stabilize this high-frequency signal, hence reducing
the amplitude of the actuator’s movement. Our prototypes used 16MHz controllers with 8 bits timers,
which gives a 62.5 kHz loop with 256 levels of amplitude. It communicated with a host computer with
a serial protocol over Bluetooth.

Frequency
Amplitude

A

3V3
Frequency

Amplitude

Actuator

Figure III.1 – On the left: electrical diagram for driving the actuators. Two signals, one for Frequency
and the other for Amplitude are modulated. On the right: a low-frequency signal with 50% duty cycle
for Frequency, a high-frequency signal with an adjustable duty cycle for Amplitude (34 in this example),
and the modulation of both signals to drive the actuator.

3Controlling the signal shape remains possible, with a software∆Σmodulation for example https://tiny.one/DeltaSigma.
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As shown on Figure III.2, the design of the prototypes was iterative. The first two prototypes used
Arduino LilyPad microcontroller boards [42]. These boards are designed for wearables, so they made
sense for this project. On the first prototypes, the components were sewn with conductive thread.
It caused several issues though. First, the thin conductive thread had a non-negligible resistance.
Therefore it was necessary to duplicate the connections to have enough power flowing in the circuit.
Second, the elasticity of the wristband was convenient for comfort, but it caused short circuits that
made the device unreliable. To alleviate these issues, I soldered the components on small proto-
boards, which I connected together with conductive thread. Now the issue was the connection be-
tween the thread and the pads. Using conductive glue was only a temporary fix because it would not
stick long to the pads. Given the recurring technical issues, I designed a PCB for the third prototype,
which was connected to the microcontroller, battery, and actuators with wires. This new prototype
uses an ArduinoMini Promicrocontroller board4, which includes the samemicrocontroller as the Lily-
Pad: the Atmega 328P5. This is a convenient 8-bits microcontroller for small designs. The issue with
it was that it only has six timer channels, and I needed eight to control four actuators in frequency
and amplitude. Therefore I used a common frequency signal for all actuators, and an individual Am-
plitude signal. This choice made sense given the type of tactile effects we planned to use, which we
will discuss in the next sections.

Figure III.2 – Three iterations of haptic wristband prototypes. On the first prototypes, components
were connected with conductive thread. On the second prototype, the components were soldered on
protoboards that were connected with conductive thread. The third prototype used a homemade PCB
connected with wires.

The takeaway is that prototyping interactive devices requires both keeping in mind the design ratio-
nale and the technical constraints of their implementation. It is critical to balance the trade-offs and
make informed compromises. For example, replacing conductive thread with wires was not a com-
promise after all, and make the prototype more robust. It was a constraint motivated by a bad choice
of microcontroller board from the beginning. The restrictions on signal shape and the common fre-
quency were actual compromises. But they enabled a simple and robust design while keeping an
expressive output vocabulary.
4https://tiny.one/ArduinoMiniPro
5https://tiny.one/ATmega328P
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1.1 Quantitative limitations
Thefirst rejected submission on thiswork described several scenarios inwhich 3Dgestural interaction
was supposed to benefit from tactile feedback. I expected quantitative benefits, the same way tactile
feedback improved typing performance on amobile soft keyboard [121]. Therefore I described several
scenarios for 3D gestural interaction in which I provided tactile feedback. I evaluated the quantitative
benefits for some of them, in particular for target selection.

3D gestural interaction has two main issues. The first one is the precision of the movements, due
to both the stability of the hand and the noise of the input system (see Figure II.1 in Chapter II). The
second one is the lack of segmentation. Physical controls typically have at least two states among
out-of-range, tracking, and dragging [45]. 3D gestural interaction only has a tracking state. Therefore,
workarounds are necessary even for basic interactions such as target activation. Kinect applications
typically use a dwell cursor, that requires users to remain still over buttons for a few seconds to acti-
vate them. We replicated these cursors as depicted on III.3. In Kinect applications, both the immediate
feedback telling users they hover a button and the dwelling progress is indicated with visual feedback.
At the time, we assumed that complementing this feedback with haptic feedback would be beneficial
for users. Therefore we implemented the tactile dwell cursor the following way.

OK

Idle

OK

Hover

OK OK OK

Progress

OK OK OK

Activation

250Hz vibration 50Hz vibration no vibration

Figure III.3 – Tactile dwell cursor. When the cursor is not over a button, the users receive no feedback.
When it is over a button, the users feels a 50Hz vibration all around their wrist. If the they stay on the
button, the progress animation starts with all vibrators at 250Hz. Then the four actuators vibrate in a
sequence. When the sequence finished all the actuators vibrate and the command is activated.

The cursor has no color and gives no tactile feedback when it is not over a target. When it hovers
a target, it is colored and all the four actuators vibrate at 50Hz. After 1ms over the button, a ring is
drawn around the cursor, and all the four actuators vibrate at 250Hz during 150ms, then they stop for
another 150ms. It warns the users that the animation is about to start. The animation vibrates the
four actuators in a clockwise sequence at 250Hz during 200ms, followed by a 175ms pause. After
this animation all the actuators vibrate at 250Hz for 200ms, then the target is activated. Therefore,
overall users had to hover a button during 3 s to activate it.

We ran an experiment with the idea to measure an increase in performance in a tactile condition over
a visual condition. This was motivated by the fact that when we tried the buttons, tactile feedback
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seemed to bring some benefit. We did not have a clear idea ofwhatwas better though. We presented
to participants a screen with an array of four-by-four buttons. They had to select a series of buttons
indicated with a highlight. The details of the experiment do not matter. We failed at detecting a
significant difference between the conditions, either in selection time or error rate. I am convinced
now that performance is not the benefit of tactile feedback in this situation.

That being said, several participants reported that tactile feedback was a good addition to visual
feedback, as it reduced their visual attention. For example, two participants said: “without tactile
feedback, I have to focus more on the visual feedback” and “I found [tactile feedback] more helpful
than the visual feedback because I didn’t have to focus 100% visually with the tactile redundancy.”
Users also appreciated that tactile feedback indicated when they hovered a button. For example, one
of the participants said: “It felt more like interacting with a physical button when activating the button
produced a sharp buzz.” Therefore, the benefits of the tactile feedback seemed to be qualitative
rather than quantitative. This is why in the next iteration we focused on the qualitative benefits of
tactile feedback for gestural interaction.

1.2 Qualitative limitations

The dwell buttons scenario did not seem to be the most appropriate for evaluating qualitative bene-
fits. Another scenario for haptic 3D gestural interaction in this project was an open-source car racing
game6 that I adapted for Kinect (Figure III.4). The users steered the car bymoving their arms as if they
were holding a steering wheel. The Kinect API computed a skeleton of the user. The steering angle
was computed as a function of the relative position of the hands of the skeleton, capped between
−90° and 90°. Braking was mapped to 15–30 cm between the hands and the chest, and throttle to
30–50 cm. The spatial location of vibrations indicated the steering angle as shown on Figure III.4.
The speed of the car was mapped to a modulation of the 250Hz signal with a low-frequency signal
between 1Hz and 25Hz with 50ms durations. This modulation makes users feel as if equidistant
strips covered the road. In addition to this, the bottom actuator vibrated for 200ms at 100Hz when
the car was braking.

250Hz vibration no vibration
Figure III.4 – Screenshot of the customized version of VDrift, an open-source car racing game. The
right side shows the mapping of the vibrotactile feedback depending on the steering angle.

6https://sourceforge.net/projects/vdrift/
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In a first pilot study, we compared performance between the tactile feedback and no tactile feedback
conditions. In hindsight, there were few chances haptic sensations increased suchmetrics. However,
participants reported that the tactile sensations provided them benefits in terms of realism and im-
mersion in the game. Therefore we conducted the following experiment, which focused on qualitative
benefits. We made the hypotheses that H1 tactile feedback would increase the sensation of realism
of the game because of the increased sensory stimulation, and H2 tactile feedback would increase
the users’ sensation of control because it provides them feedback about the way the game interprets
their actions.

1.2.1 Methodology

40 participants took part in the experiment (mean age 24.7 years). They were instructed to drive
as many laps as possible in 10 minutes. They were advised to avoid going out of the road since it
notably reduces the speed. They stood 2.5m away from the Kinect during the game. The game was
displayed on a 17” laptop screen, with a 1600 × 900 resolution, and the same sound volume was used
for all subjects. We opted for a between-subjects design: half of the participants received tactile
feedback (T), and the other half did not (NT). We explained the mapping of the tactile feedback to
the participants of condition T. Tactile feedback was not mentioned to the participants of condition
NT.

Before they performed the task, the participants filled the immersion tendency questionnaire
(ITQ) [265]. It measures the ability to get involved and focused on tasks, playing habits, and the
tendency to get immersed in games. After the experiment, we measured spatial presence with the
presence questionnaire (PQ) [32]. It measures the sensation of control, perception of sensations,
distraction from the task, and realism. We added three additional questions about tactile feedback
adapted from questions about audio feedback: 1) How much did the tactile aspects of the environ-
ment involve you? 2) How well could you identify the vibrations? 3) How well could you localize
vibrations? We analyzed our results with T-tests, Pearson correlation, and Cronbach’s alpha.

1.2.2 Results

Figure III.5 shows the results of the ITQ and PQ questionnaires. The reliability of the ITQ questionnaire
is acceptable (α = 0.75). Participants had amean immersion tendency of 116.05/189 in theT condition
and 117.5/189 in the NT condition. We did not detect any significant effect (p = 0.72).

The PQ questionnaire had a good reliability in both T (α = 0.89) and NT (α = 0.88) conditions. Par-
ticipants in the T condition had a 159.75/245 mean overall Presence score whereas participants
in NT condition have 142.5/245. We detected a significant difference between the two conditions
(p < 0.001). The analysis shows a significant difference between Sensory (p < 0.001) and Real-
ism (p < 0.001) factors. However, we do not detect difference in Control (p = 0.55) and Distraction
(p = 0.90).
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Figure III.5 – Results of the Immersion Tendency Questionnaire and Presence Questionnaire.

1.2.3 Discussion

The absence of detected difference in Immersion Tendency between the T and NT conditions with
a small difference of means and a high p-value tends to indicate that there should not be a strong
bias between the participant groups. However, this is not a definitive argument, and the problem of
splitting participants into homogeneous groups is still an open question and we are currently working
on it.

Regarding our research question, we first hypothesized that tactile feedback would enhance the re-
alism of the game (H1). The results of the Realism items of the Presence Questionnaire support this
hypothesis. In addition to this, five participants of the NT condition explicitly reported they did not
have a sensation of speed while several participants of the T condition spontaneously mentioned
feeling the speed.

Our second hypothesis (H2) predicted that tactile feedback would enhance the user’s sensation of
Control. The results do not support this hypothesis, therefore we cannot make any conclusion re-
garding this hypothesis. However, participants indeed reported control issues. They had difficulties
braking because they had to move their arms very close to their chest, and it was difficult to turn at
the same time. Indeed this issue was happening in both conditions and tactile feedback did not help.

1.3 Discussion
The paradox here is that the motivation for 3D gestural interaction was to offer users natural ways to
interact with systems, without manipulating artificial artifacts. Whether it was relevant or not, with-
out haptic sensations the virtual objects manipulated do not feel real to users, and they sometimes
struggle to manipulate them because of this.

Restoring haptic feedback on dwell buttons was not sufficient to make them efficient. My hypoth-
esis was that restoring tactile feedback would help users press them. I anticipated that this would
increase selection performance. However, with the way I implemented these buttons activation re-
quired at least 3 s. This is very long indeed. But it was a replication of buttons in Kinectmenus. Should
tactile feedback help select buttons faster, the effect size could not be sufficient to make a significant
improvement. The average selection time in theNT condition was 3.6 s, and it was 3.5 s in theT. This
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is the first clue that improving haptic feedback is not sufficient. It requires an efficient input method
as well. Otherwise, the eventual benefits of haptics do not compensate for the inefficiency of input.
In Section III.2.1 I describe a new paradigm for 3D gestural interaction with haptic feedback, and the
systematic design of both the input and output vocabulary to enable direct manipulation on a tactile
display.

The qualitative study with the car racing scenario showed a similar issue. Tactile feedback did pro-
vide qualitative benefits. However, the low quality of inputs diluted these benefits and made them
barely measurable. The haptic feedback provided was questionable as well. I used spatial location
around the wrist. However, the task required participants to rotate their wrists. Therefore it might
have influenced negatively how participants interpreted the tactile cues. Unfortunately, I did not in-
vestigate this issue at the time. Moreover, the haptic cues indicated the steering angle of the wheel,
not the car. The rationale is that it provides users immediate feedback on their actions, which is lack-
ing without a physical controller. However, it does not provide haptic feedback about the result of
the action. Regrettably, I did not investigate this aspect either. On the positive side, I did observe an
effect of tactile feedback on presence. This is an interesting result for the Virtual Reality community,
and I regret this result was not published in the end, hence the discussion here. However, later we
investigated a related question with the effect of haptic feedback on the sense of embodiment, which
we will discuss in Section III.2.2.

2 Contributions

In the previous chapters, I presented contributions to improve output by leveraging the sense of touch,
and input by leveraging themotor abilities. In the previous section, we discussed that this approach is
not always sufficient to improve interaction. The two examples above illustrate two major problems.
The first problem is when we solve a local problem rather than a global problem. Such solutions
sometimes patch a couple of issues, but the problem is more general and it is necessary to take a
step back and analyze the problem in a holistic way. The second problem is the difficulty to identify
and measure the real benefits of proposed solutions.

The contributions below use the orthogonal approach as discussed above to improve interaction by
leveraging the sensorimotor loop. The first contribution provide quantitative benefits with two interac-
tion paradigms that leverage gestural interaction and vibrotactile feedback. The second contribution
investigates qualitatives benefits of the sensorimotor loop on the sense of embodiment of an avatar
in Virtual Reality.
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2.1 Haptic interaction paradigms

In Section III.1 we first wanted to measure the quantitative benefits of haptic feedback for gestu-
ral interaction. The interaction paradigm we used was so inefficient that haptic feedback could not
compensate for its limitations. Here we propose a new interaction paradigm that gets around these
limitations. Then, wewill discuss a new interaction paradigm that brings directmanipulation to tactile
displays. I implemented both paradigms with the device described in Section III.1. These two studies
were the continuation of my postdoc work discussed above. I collaborated with Aakar Gupta during
his Ph.D. at the University of Toronto under the supervision of Ravin Balakrishnan. He came twice
for 6 months internships to work on these projects, during which I co-supervised him with Nicolas
Roussel.

2.1.1 Summon interactions

The main limitations of 3D gestural interaction we discussed in Section III.1 are tracking difficulties
and the lack of segmentation. The users are tracked without interruption. Therefore gesture segmen-
tation is difficult. Moreover, every gesture the users perform is potentially interpreted. This is called
Midas Touch, as a reference to the curse of the king that turned everything he touched into gold in the
Greekmythology. There are also issues when the user is outside the sensor field of view, either on the
edges or when it is occluded. The users need additional feedback for this in order to avoid usability
issues. And even though, it makes interaction more complicated.

These issues make it difficult to use standard GUI widgets. We discussed in Section III.1 the simple
case of buttons that require a different activation mechanism. 3D gestural interfaces typically use
dwell buttons that require users to hold their hand still over a button for a couple of seconds to select
it. We proposed to simply add haptic feedback, but we were unable to measure a quantitative benefit.
I believe we need deeper changes to improve interaction in this context. Therefore we proposed a
different paradigm that does not rely on pointing & selection. This new paradigm relies on summoning
& selection [113].

This paradigm leverages a combination of semaphoric gestures, continuous gestures, and tactile
feedback (Figure III.6). We first defined a segmentation hand posture (an open hand) to summon
the GUI elements. Then we defined a different hand posture for different kinds of widgets: buttons,
sliders, knobs, switches, spinboxes, and paired buttons. It is of course possible to add other kinds of
widgets with other hand postures. When the users perform one of these postures, they can select one
of the widgets of this type. They receive a 150ms/350Hz vibration pulse to confirm the selection, and
the currently selected widget is visually highlighted. If the GUI has several widgets of this type, the
users can disambiguate with a continuous movement. Then they perform a gesture for manipulating
the widget and receive immediate haptic feedback with continuous vibrations on the thumb and index
finger. For example, they can pinch and drag to move a slider knob. They can release the knob by
releasing the pinch and release the slider by performing the segmentation gesture again.
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We conducted user studies to measure the benefits of this new paradigm. In the first one, we showed
that this paradigm avoids the Midas touch issues, and we compared two disambiguation mecha-
nisms. In the second study, we showed that this paradigm has quantitative and qualitative benefits
compared to midair pointing. Despite these benefits, this new paradigm has challenges that are still
to be addressed. In particular, it relies on semaphoric gestures that users have to know. It contradicts
Nielsen’s recognition rather than recall heuristic [179, 180], which is one of the essential benefits of
the point & select paradigm. Therefore, we still have to evaluate the discoverability and learnability
of the gestures and improve them if necessary [58]. We can for example encourage learnability and
discoverability with feedforward visual cues in the vicinity of the widgets [163].

1 2 3

(0)

1 2 3

(1)
Summon

1 2 3

(2)
Disambiguate

1 2 3

(3.1)

1 2 3

(3.2)
Manipulate
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1 2 3

(4)
Release

Figure III.6 – Steps of summon & select for the bottom slider. (0) Idle (1) Summoning posture for
slider (2) Disambiguating by zoning to the desired slider (blue focus moves to the bottom slider) (3.1-
3.3) Manipulation: (3.1) Enter Drag posture to enter dragging mode (red box around the bar) (3.2)
Dragging the slider bar (3.3) Exit Drag posture to exit dragging mode (4) Release posture to release
the control.

2.1.2 Haptic Direct Manipulation

Wediscussed the concept of directmanipulation in Section III.3.2 [232]. It is one of themost important
concepts of GUIs. Its properties provide valuable usability benefits that highly contributed to the
success of GUIs over command line interfaces. Yet, this paradigm was tailored for visual interfaces.
The question of whether this concept could be used or adapted to tactile display was open. Therefore
we studied the adaptation of direct manipulation to tactile displays [111, 112, 203].

The most challenging direct manipulation property for tactile display is certainly the one stating that
objects of interest have to be visible. Contrary to vision, it is difficult to perceive an overview of the
environment at a glance with the sense of touch. Vision is particularly efficient at glancing not only
because of the high density and sensitivity of photoreceptor cells in the retina but also because of
the high mobility of the eyes and the ability of the brain to process this sensorimotor loop. Therefore,
we leveraged the sensorimotor loop with the sense of touch and the motor ability to make objects of
interest touchable and explorable.
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In this new paradigm, the users can control a pointer that they can move continuously with gestures
and perceive with tactile feedback. When the cursor moves, it feels like a vibration moving continu-
ously on the skin. This property makes the tactile space explorable. Then, the sensation is different
when the cursor hovers over a target or moves over the background, which makes objects touchable.
Input modifiers such as the number of contact points or the number of contact repetitions are used to
switch between the idle, tracking, and dragging stages [45]. With these interactions we can implement
fundamental directmanipulation interaction techniques such as pointing, selection, andmanipulation.

We implemented this paradigm with a proof of concept 1D 360° tactile display around the wrist (Fig-
ure III.7). We used the prototype described in Section III.1, which has four EAI C2 tactors. The continu-
ously moving cursor is implemented with the funelling illusion I described in Chapter I and illustrated
on Figure I.2. The display is divided into four quarters in between the actuators. The cursor is a
phantom sensation created by interpolating the signal amplitude of the two edge actuators of the
corresponding quarter. Targets are represented with a 250Hz frequency and the background with
100Hz. Not only it is an easily distinguishable vibration, but the 100Hz is subtle and avoids or at
least reduces numbness. The inputs use a multitouch smartwatch. Up and down swipes move the
cursor in either direction. The tracking states trigger with one contact point and the dragging state
triggers with two contact points. The cursor is not felt in the idle state, to avoid numbness. The details
about feedback and states machines are presented in the paper [112].

0°

90°

180°

270°

0°

Figure III.7 – A 1D circular 360° tactile display around the wrist. On left, the tactile pointer is over
void and the tactile response frequency is 100Hz. On right, the user navigates the pointer to a target,
where the tactile response frequency is 250Hz.

We validated the concept with user evaluations of the proof of concept prototype. First, we validated
that users are able to navigate anddistinguish targetswith a JNDexperiment on themaximumnumber
of targets they were able to count. On average, participants were able to count up to 19 targets. Then
we evaluated the pointing performance and confirmed it globally follows Fitts’ law. We note however
participantsmade faster selectionswhen the targetswere exactly over an actuator position compared
to in-between. We proposed a refined pointingmodel that takes into account this observation. Finally,
we designed two tactile menus with 4 and 8 items and we showed that participants were fast and
accurate.
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2.2 The sense of embodiment in Virtual Reality
We discussed in Section III.1.2 that haptic feedback has qualitative benefits, in particular when it re-
stores haptic sensations that are non-existent or limited in gestural or multi-touch interaction. This
is especially important in virtual environments in which we would like to immerse users. Slater de-
fined immersion as “the extent to which the actual system delivers a surrounding environment” [236].
Therefore, this notion refers to technological aspects that contribute to immersing the user in the vir-
tual environment. Presence is rather the subjective feeling of being inside a virtual environment [234,
235]. Witmer and Singer proposed a questionnaire to measure users’ presence in a virtual environ-
ment [265]. They identified four factors that influence the feeling of presence: the ability to control
objects, sensory stimulation, distraction from the real world, and realism. We used this questionnaire
in the study presented in Section III.1.2 and observed that haptic feedback improved presence, in
particular sensory and realism factors.

The users are generally represented in virtual environments with an avatar. This avatar usually has
a visual representation, which is not necessarily realistic or even human [190]. The users explore
the virtual environment through this avatar. They can also perform operations that are impossible in
the physical world, like telekinesis or teleportation. In fact, the appearance or behavior of the avatar
has an influence on the way the users behave in the virtual environment. For example, the Proteus
effect describes the way the visual representation of an avatar influences the behavior of the users
that control it [267]. On the opposite, visuotactile stimulation can lead people to consider a rubber
hand as part of their body [34], or that they have a sixth finger on their hand [125]. These effects are
examples of extensions of the sense of embodiment of a virtual body [135]. Kilteni et al. discuss three
subcomponents of the sense of embodiment that were extensively studied in the literature [135]. Self-
location refers to the “volume in space where one feels to be located”. Agency refers to “the sense of
having global motor control” over the virtual body. And ownership refers to “one’s self-attribution of a
body”.

We studied this notion of avatar embodiment within the Avatar project funded by Inria. These studies
are part of Grégoire Richard’s Ph.D. thesis, which I co-supervise with Géry Casiez, Anatole Lécuyer,
and Ferran Argelaguet.

2.2.1 Methodologies for measuring the sense of embodiment

There is a number of questionnaires in the literature tomeasure the sense of embodiment. Wediscuss
some of them in one of our studies [216]. There are recent attempts to standardize these question-
naires. For example Roth et al. propose a questionnaire with subcomponents: ownership, agency, and
perceived change in the body schema [219]. The latter notion is larger than self-location as it refers to
any difference the users may perceive between their own body and the avatar. Gonzalez Franco and
Peck proposed another questionnaire in which they added to Kilteni et al.’s subcomponents : tactile
sensations, external appearance, and response to external stimuli [101]. They later improved and sim-
plified their questionnaire, and evaluated it with many different tasks [194]. The subcomponents of
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this new questionnaire are: appearance, response, ownership, and multi-sensory [194]. Interestingly,
agency is not an identified subcomponent but rather distributed among the others, in particular to the
response subcomponent.

These questionnaires are typically used in controlled experiments after the participants performed a
specific task in a virtual environment. We compare the overall embodiment and its subcomponents
score in two or more conditions to identify the effects of these conditions. The experimental protocol
we can use depends on the task. For example, some studies use a threat like a virtual fire or sharp
blade as an objective measurement of embodiment [8, 68]. Subjects are considered embodied if they
attempt to avoid the threat despite its virtual nature. The issue is that this kind of metric requires
participants to be surprised by the threat. However, this cannot be guaranteed with a within-subjects
design in which participants perform all the conditions one after the other. In such situations, the
experiment must follow a between-subjects design, in which separate groups of participants perform
a different condition.

User study

In a between-subjects study, participants are assigned to one of the conditions. There is therefore
potentially a bias if the groups are not well balanced. We investigated this effect on embodiment stud-
ies [216]. We experimented a visuomotor task with a synchronous condition and an asynchronous
condition with a latency of 300ms between the inputs and output response. This value is known to
have amedium effect on embodiment in the literature [34, 135, 140]. We chose a simple experimental
task that requires no special equipment to facilitate replication. Participants were seated on a chair,
with their legs on a table, and had to perform gestures with their feet (Figure III.8), similarly to [140].
92 participants performed this task in a balanced within-subjects design. To study the effect of the
sample size and its effect on the statistical analysis we analyzed random data subsets of 10 to 92
participants. To study the effect of the experiment design we simulated between-subjects designs
by selecting the first condition every participant made. We considered the analysis of all participants
with the within-subjects design as the ground truth. Similarly to the literature this analysis shows that
latency reduces the sense of embodiment [34, 135, 140].

Figure III.8 – The user seated on a chair, performing leg movements, the virtual environment, and the
two avatars.
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Our results showed that all the random subsets with at least 40 participants with the within-subjects
design gave the same result as the ground truth. However, regardless of the number of participants,
we did not observe the ground truth effect with the between-subject analyses. Based on the debriefing
with participants, our main explanation of this phenomenon is that participants needed a reference
to provide a meaningful answer for each question. Therefore they calibrated their answers to the
second condition relatively to the first one. Hence, we could not measure the effect with the first
condition only. We discuss recommendations and possible mitigation strategies in the paper [216].
Interestingly, when we analyzed the second condition as a kind of calibrated between-subjects design
we observed the ground truth effect. However, the effect size was about half the effect size of the
within-subject analysis. Therefore, wewonder if both designs evenmeasured the same phenomenon.
We are still working on this subject, in particular to provide calibrationmethods andmetrics to balance
groups for between-subjects design in embodiment studies.

2.2.2 Haptics and the sense of embodiment

The study of the causes and effects of the sense of embodiment of an avatar in virtual reality is a
hot topic in the Virtual Reality community. Interestingly, all the embodiment questionnaires such as
those we discussed before have subcomponents related to the sensorimotor loop. It means that the
sensorimotor loop is essential to the sense of embodiment. For example, people have a stronger
sense of ownership when they perform actions with a visually realistic hand, and a stronger sense of
agency when they embody an abstract-looking virtual hand [8]. Following this idea, we studied the
effect of haptics on the sense of embodiment.

We performed a user study to compare embodiment for a drawing task with force feedback, tactile
feedback, and a control condition with no haptic feedback [215]. The participants were seated on a
chair, and they had to paint a mandala in an immersive virtual environment with a Phantom Desktop7

device (Figure III.9). In the force feedback condition, they felt the surface resistance of hard objects
and the viscosity of the paint spheres at the bottom. In the tactile condition, they felt a 250Hz vibra-
tion whose amplitude was proportional to the interpenetration distance to the canvas surface. We
attached an EAI C2 tactor to vibrate the Phantom stylus (Figure III.9). In the control condition, the
Phantom was only used as an input device, with no force or vibration. We mesured embodiment with
Gonzalez Franco and Peck’s first standardized questionnaire8 with the agency, self location, owner-
ship, and tactile sensations subcomponents [101].

We observed a stronger embodiment in the force feedback condition compared to the control condi-
tion. In particular, participants had a higher sense of ownership. However, we did not observe these
differences between the tactile and control conditions. Besides the detailed discussion in the paper,
it is important to note that in someways this task favored the force feedback condition over the tactile
condition. Participants certainly expected to feel the stiffness of hard surfaces. Similarly to realistic

7Today called Touch X by 3D Systems https://www.3dsystems.com/haptics-devices/touch-x
8The second one was not published at the time.
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Figure III.9 – Haptic device setup, virtual environment and task of the virtual embodiment study.

visual feedback [8], this realistic force feedback aspect reinforced the sense of ownership. On the con-
trary the vibrotactile feedback was symbolic because participants only received tactile guidance. And
we did not observe any improvement in embodiment. It does not necessarily mean that the sense of
embodiment requires realistic haptic feedback. For example, non-realistic visual feedback improved
the sense of agency [8]. But in our task force feedback constrained the stylus tip movement to pre-
vent it from getting through the surface, while vibrotactile feedback only guided it. Therefore I believe
the force feedback condition helped participants focus on the painting task rather than controlling
the stylus to paint the canvas , which reinforced sensorimotor integration. The workload analysis dis-
cussed in the paper gives supports this explanation. Further studies should investigate other tasks
or a variation of this one in which vibrotactile feedback promotes sensorimotor integration.

3 Computing and the sensorimotor loop

In the previous chapters, we discussed several examples of how haptics as the sense of touch on one
side, and haptics as the motor ability on the other side provide useful interactive properties. In the
previous section, we discussed the fact that the benefits of one of them cannot necessarily compen-
sate for the issues of the other. This observation is however only the tip of the iceberg. It is one of
the many clues showing that inputs and outputs cannot be separated, the same way that our senses
and abilities cannot be separated either.

One of themajor differences between humans and systems is that humans are as they are, we cannot
fundamentally change the way they function. They can learn and get experience, but we cannot give
people new senses and abilities. Systems are different: we build them, therefore we can design and
build them according to our needs. We have no reason to build a machine that has no purpose for
us. We discuss below how the literature modeled the way humans work, and models for designing
systems. Interestingly, both work in a similar way, with inputs, processing, and outputs. I will discuss
this observation, my vision of how interactive systems work, and the critical role of the sensorimotor
loop.
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3.1 Human behavior
The understanding of human behavior, and in particular the way humans perceive the world and act
on it is the foundation of HCI. Gibson’s work on this topic was pivotal to the development of the HCI
community. He studied for decades how we, as animals, perceive our environment [92]. His work
mainly focused on visual perception, but he also studied other senses like the sense of touch [91].
The idea is that the perception we have of the environment is not just based on a bunch of input
streams from our senses. It is the integration of these input streams with the exploratory movement
that we made, with our memories and experience. This is because the input streams depend on the
exploratory movements, and we make these exploratory movements to seek information and match
it with our previous knowledge to shape our perception.

The nature of the movement itself, that Lederman and Klatzky call exploratory procedures [144, 145],
enables people to sense different properties of objects. For example, we can feel the texture of an
object with a lateral motion, and we can feel its hardness with a pressure. When we enclose an object
with our handswe can sense its volume and global shape, but if we follow its contours with our fingers
we can not only sense its global but also exact shape. This intertwined relation of sensations and ac-
tive exploration in our perception enables outstanding paradigms. For example, sensory substitution
consists in translating information that is typically sensed with one sense to another sense [9]. Sev-
eral sensory substitution devices use the sense of touch with active exploration gestures to replace
vision [30, 59, 85, 155]. They typically enable blind people to read printed books, or scan their environ-
ment with a haptic white cane. Without active exploration, our brain cannot process such a complex
tactile input stream.

Affordance

Gibson’s theory involves a close relationship between the animal (humans in our case) and its envi-
ronment. Gibson makes a difference between the physical world and the environment. The physical
world refers to everything from the smallest particles to the biggest possible objects like galaxies.
The environment refers to what is reachable for the animal, in particular in terms of size. This study
on an animal in its environment is what Gibson calls the ecological approach of perception. It makes
it possible to study the relations between animals and their environment. In particular, specific com-
binations of properties of an animal and objects of its environment enable the animal to perform
particular actions on the object. Gibson called these relations affordance [93]. A handle of a given
size and a hand of a similar affords grasping. A flat horizontal surface of the size of the pelvis affords
sitting.

These notions were not initially studied to improve the design of interactive systems. However, HCI
researchers and interaction designers applied these principles for the study and design of interac-
tive systems. In particular, Norman’s work has a strong influence on the HCI community. His theory
of action depicted on Figure III.10 is an operational view of Gibson’s ecological approach to percep-
tion [187]. It describes seven stages to describe how people interact with objects in their environment,
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based on theirmental model how this object works. There is a central stage representing the goal the
person would like to reach, and three stages for the execution of actions and the evaluation of the
changes in the world. Norman uses this model to explain the many usability issues that can arise
when this mental model differs from the conceptual model of how this object actually works.
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actions Perception

World
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Figure III.10 – Norman’s seven stages of action [185]. It describes how people interact with their
environment.

Norman also participated in the introduction of the concept of affordance to the HCI community.
Contrary to objects found in nature, human-made objects can leverage our knowledge about human
characteristics. We can reduce the gaps between thementalmodel and conceptualmodel by creating
affordances. Norman gives the example of doors designed in a way we know which side to pull and
which side to push [187]. The pull side has a handle that affords to grasp and pull whereas the push
side has a flat plate that affords pushing. However, we cannot control all the physical properties of
all the objects around us. Therefore there can be a difference between the actual affordances and
the affordances we perceive. Gaver describes four possibilities [87]. Two of them are desired: a
perceived affordance and a true reject (there is no affordance, and no affordance is perceived). He
also describes hidden affordances and false affordances. Because of this, Norman now makes a
distinction between an affordance, as a property, and a signifier which is a perceivable property that
advertises the existence of an affordance [185].

Other practical models in HCI literature guide the design of interaction techniques and interactive
devices. One of the most universal mathematical models in interaction is certainly Fitts’ law that
measures the difficulty (ID) of a target selection movement ID = log2

(
2D
W

)
[79]. The model says

that the longer the distance and the smallest the target width, the higher the difficulty. With the original
experiment protocol, participants perform a reciprocal left-to-right movement between two targets of
widthW and distanceD (also calledmovement amplitude). The reciprocal aspect of the task reduces
visual search, hence the influence of perception. Therefore this is essentially a measure of motor
performance. This is an active research topic with new contributions every year for decades. HCI
research usually uses MacKenzie’s throughput-based formulation [158], and experimental protocols
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were adapted to 2D [159], 3D [172], and similar tasks like steering [2]. Other researchers propose
alternative interpretations, as a time/error trade-off for example [108].

Besides motor-behavior models, we discussed perceptual empirical evaluations andmodels in Chap-
ter I. GOMSmodels are examples of human behavior model that takes into account both perception
and actions. They model humans with three components: a perceptual system, a motor system, and
a cognitive system [47]. These are therefore more generic than models such as Fitts’, they model
a greater diversity of behavior. In particular, the Keystroke-Level Model (KLM) defines several types
of operations from mental activities to key presses [46]. Typically it leverages models such as Fitts’
to quantify pointing operations. With these models, we can describe interaction techniques as se-
quences of atomic operations, and predict average performance based on empirically-defined rules.

The models we discussed take into account human behavior, and to some extent the way interaction
techniques work, but not necessarily how they are implemented. For example, they do not take into
account the transfer function between the pointing device and the cursor. They do not necessarily take
into account the integration or separation of degrees of freedom [160] or the type of feedforward [255].
In my opinion, this is a limitation of the generative aspect of these models, and I believe we must
include more knowledge about the implementation into interaction models and conversely. This is
one of the objectives of the Loki project team.

3.2 System architectures and paradigms
Studying human behavior is useful for the design of machines for several reasons. The first reason
is to reproduce the strengths of humans. For example, in the previous section, we discussed the
fundamental coupling between humans’ perception and action. Systems called closed-loop systems9

also leverage such a mechanism [25]. For example, the non-inverting and inverting amplifiers circuit
depicted on Figure III.11 have the output of their operational amplifier connected to one of their input
through a resistor. As a result, the output voltage is proportional to the input voltage whose value
depends on R1 and R2. But most importantly, the feedback loop stabilizes the output voltage to the
desired value. This kind of control mechanism is used in many applications such as robots, domestic
appliances, or drones. It is also used in haptic devices that leverage information from people with
Human-in-the-loop models [253]. However, this paradigm focuses on system control. The human
only exists as a parameter of the equation. Therefore despite the similarities with thewaywe describe
human behavior, this is not our focus.

The second reason to study human behavior is to improve the interaction between humans and ma-
chines. Humans and interactive systems are distinct entities that need each other and must commu-
nicate to achieve their objectives. Hencewewill discuss below the architecture of interactive systems,
the similarities and differences with humans, and how this is critical for improving interactions.
9https://en.wikipedia.org/wiki/Control_system
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Figure III.11 –Non-inverting amplifier and inverting amplifier. They both use their inputs and their own
output to compute their output.

Computation models

Initially, computers and programs were essentially based on theoretical models such as
λ-calculus [56] or Turing machines [252]. These are computing models, and they focus on solving
numerical problems rather than helping people with their everyday activities. A Turing machine has
an infinite tape with symbols written in advance, and a pre-defined transition table that describes the
behavior of the machine. Therefore these machines ignore their environment, in which anything can
change at any time. All these models are equivalent (or Turing-equivalent), and the Church-Turing the-
sis says that everything these models can compute can be implemented with an algorithm. Wegner
and Goldin explain that both this universality and this limitation are due to their inductive nature [260].

Induction requires structures to be finite, and computation to end. For example, the Listing III.1 shows
the inductive definition of a list of numbers and a function that computes the length of a list. A list
is built with two constructors: either a Nil value for an empty list or a Cons function that create a
list with a number (the head) and another list (the tail). The Nil value ensures that the list is finite.
It ensures in turn that the length function ends because there is no recursive call on the base case
(Nil) and every list ends with Nil.

1 Inductive list : Set :=
2 | Nil : list
3 | Cons : nat→ list→ list.
4
5 Fixpoint length (l: list) : nat :=
6 match l with
7 | Nil⇒ 0
8 | Cons _ s’⇒ 1 + (length s’)
9 end.

Listing III.1 – Inductive list and example of inductive function on a list.

This simple example shows the rigidity of algorithmic behavior. All information about the problem
must be known in advance, the computing process is precisely defined, and the output is specified by
the inputs [139]. Wegner and Goldin describe interaction as a more general model in which the ma-
chine is connected to input streams, that provide unpredictable data [100]. They discuss interaction
between systems, and Beaudouin-Lafon explains how their concept also applies to HCI [23]. They
model interaction with co-induction as in the example in Listing III.2. This example defines a stream
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of numbers, which is a non-finite structure, and a function that returns another stream in which num-
bers from the input stream are multiplied by 2. The co-inductive definition of the stream only has one
constructor, identical to the second constructor of lists. The absence of a base constructor makes
streams infinite structures. Therefore recursive functions on streams potentially run forever. Hence,
there is no equivalent of a length function because it would never return a value. However, functions
such as in this example still make sense. They operate iteratively rather than globally, therefore they
can operate on infinite structures.

1 CoInductive stream : Set :=
2 Cons : nat→ stream→ stream.
3
4 CoFixpoint double (s: stream) : stream :=
5 match s with
6 | Cons x s’⇒ Cons (2 * x) (double s’)
7 end.

Listing III.2 – Co-inductive stream and example of co-inductive function on a stream.

We observe here that each iteration of the co-fixpoint can be inductive, as in the example. It shows
that interaction is a general process that connects entities in the environment to enable them to ex-
change information. Algorithms only process information to transform known input into outputs with-
out knowledge of the overall scheme, and no external event can change their behavior during their
execution. Interactive systems we use every day react to unpredictable inputs in real-time. There-
fore they are not just built with algorithms. They have separated input and output loops at different
levels that communicate through streams. For example, on the system level, an input loop gets in-
put streams of input data (e.g. mouse displacements) and produces output streams of input events
(e.g. mouse move event). On the application level, an input loop gets output streams of input events
and combines the information they convey with interaction techniques to produce an output stream
of actions to be executed. On the application level, a graphics loop gets an input stream of graphic
commands and produces an output stream of objects to be displayed. Therefore, applications are
what Wegner calls interaction machines [259].

Software architectures and interaction paradigms

Software architectures leverage this interactionmachine to describe a higher-level structure that con-
nects users to a functional model. This model, also called an abstraction, defines the objects of the
system, their properties, and the operations on them. For example, the originalMVC architectures dis-
tinguish the model with views that describe how objects are presented to users and controllers that
define the way users can manipulate them [211, 212]. Arch [19] and PAC [62] rather combine inputs
and outputs as a presentation component, and add a controler component that manages transitions
between abstract inputs/outputs and domain-specific properties of the model/abstraction. The ad-
vantage of these architectures is to separate the objects of interest from the interaction with them.
It is therefore easier to display several synchronized representations of the same object and provide
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multiple ways to manipulate them. These interactive properties contribute to leveraging human ca-
pacities and flexibility throughmultimodality [181, 183].

In the previous section, we discussed the critical role of the sensorimotor cycle on human perception.
The software architectures above create connections between humans and interactive systems with
input and output streams. However, leveraging the full potential of the sensorimotor loop requires
an additional layer of interaction paradigm such as direct manipulation [232]. The direct manipula-
tion paradigm defines several properties: objects have to be visible and directly manipulable, and
actions have to be fast, reversible, and incremental. Implementing these properties into the design of
graphical user interfaces (GUI) favors their usability. For example it contributes to some of Nielsen’s
heuristics [179, 180]: visibility of systemstatus, user control and freedom, recognition rather than recall,
and Flexibility and efficiency of use. The instrumental interaction paradigm extends direct manipula-
tion and makes the connection with software achitectures [22]. Similar to software architectures,
it defines domain objects. Users can interact with them through interaction instruments, which are
reifications of commands. When users perform actions on the instruments, they receive immediate
feedback and the instrument performsoperations on the domain objects. The domain object returns a
response to this operation. The combination of the action and both the feedback and response forms
a sensorimotor cycle that enables direct manipulation and leverages the users’ perceptual skills.

4 Ecological approach to computing

Humans and interactive systems share the same overall schema in the sense that they are both
autonomous entities that interact with their environment through input and output streams (Fig-
ure III.12). People perceive and act on their environment thanks to their sensorimotor loop. Therefore
our perception depends both on our sensorial andmotor capabilities. They have limitations that influ-
ence the way we perceive our environment. There are type limitations. For example, we can perceive
light waves but not magnetic fields. There are range limitations. For example, we hear a sound wave
of 400Hz, but not 400 kHz. We can reach objects 50 cm away from us, but not 50m. There is also a
precision limitation, for example we can distinguish colors of wavelength 100 nm apart, but not 1 nm
apart. Precision is actually a range of difference, therefore according to Weber’s law, the threshold is
proportional to the base stimulus value [76]. Finally, there are processing limitations, related to our
cognitive abilities to interpret signals resulting from our perceptions and actions. Typically, illusions
are distortions of what we could consider as ground truth. Interactive systems have the same kind of
limitations. They are limited by the inputs and outputs they receive, and the computing capabilities
to interpret them. Here inputs and outputs do not necessarily refer to bit streams, but more generally
streams of physical phenomenons of their environment they can sense or produce (e.g. movements,
sounds, light).

Humans and machines are autonomous entities but they are not independent. On one side, humans
use tools, machines, and instruments to extend their limitations discussed above. Extending human
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Figure III.12 – The user and the system interact together through a shared environment.

capacities with computers marked the beginning of Human-Computer Interaction, with the pioneer
visions of Bush [44] and Engelbart [73]. On the other side, all machines need humans otherwise they
have no purpose. They all need instructions and data, and they all modify the environment or produce
information. These interactions between entities, whether they are humans ormachines, require com-
munication. What I mean by communication is to produce a physical effect on a shared environment
that the other entity can perceive. This shared environment has a common space and time, at a sim-
ilar scale. The characteristics of these communications depend on the skills and capabilities of both
entities. For example, the most efficient communication between two humans is certainly speech.
This is maybe the reason why there is a push toward vocal interfaces. However, so far technologies
struggle with the interpretation of natural languages because of their lack of flexibility compared to
a human mind. Vocal interfaces only recognize a limited and pre-defined set of instructions. But in
addition to speech, wemake gestures with the hands, face, or other body parts that can totally change
the meaning. As we discussed in the previous chapter, systems are efficient at sensing gestures, and
there is even still room for improvement. Therefore this is today the main communication modality
between humans and machines.

4.1 Seven stages of reaction
In Section III.3.1 we discussed how people perceive their environment and in particular interactive
systems. We presented how Norman’s theory of action (see Figure III.10) explains the difference
between the conceptual model of the system, and the perceptual model the users have of it based
on their perception. It is known that the implementation of systems depends on ethnographic back-
ground of programmers [218], and the system architecture reproduces the organization structure that
designed it [61]. Therefore, I suggest that interactive systems follow a similar perceptual scheme than
the human perceptual scheme, and their interaction is an interactive loop in itself.

I illustrate this approach with an adaptation of Norman’s theory of action, depicted on Figure III.13.
The input chain begins with the sensing stage. Physical sensors measure physical effects in the en-
vironment. Typically they measure the user movements, but it can be various other information such
as light, temperature, moisture, or vibrations. All such information is transformed into input events.
At this stage, we notice that the infinite richness of the world is reduced to a small number of bits.
For example, when a user presses a key on a keyboard, the interactive system only senses whether
the key is pressed or not. There is usually no information about the finger that pressed it, the speed
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of the finger, or its trajectory. Input events have to be treated as tokens, or lexical units. They are
interpreted as input phrases with grammars or finite automatons [5] and form the building blocks of
interaction techniques [182]. The software part is an interaction machine that receives streams of in-
put phrases, interprets them with algorithms, and eventually sends back information through output
streams. First of all the systems must encode the pieces of information. A visual encoding can be
an icon or a text. Audio encodings can be sounds [86] or melodies [39]. Various haptic encodings
include vibrations [37], forces [162, 197, 200], or textures [198, 202, 208]. Output devices have driving
electronics that require specific commands and turn them into physical effects. These are typically
lights (like screens), sounds, vibrations, and forces. This model extends software models like PAC,
MVC, or Arch because it describes the interactive system on three levels. Similarly to these architec-
tures, it describes the application level with the input phrase, the program, and the encoding. But it
also describes the system level, with the input event and the command creation. And it also describes
the connection with the physical world with the sensing and physical effect stages.
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Figure III.13 – The seven stages of reaction, adapted from Norman’s seven stages of action. It de-
scribes how interactive systems interact with their environment.

Funnel of evaluation

The funnel of evaluation designates the fact that the input stages reduce the complexity of the sys-
tem’s environment into a few bits. A good design of the input chain senses the right phenomenons, at
an appropriate amplitude, with a sufficient spatial and temporal resolution, and with little distortions.
This informationmust be combined correctly to form ameaningful sequence of actions that the users
must perform. For example, the Midas touch problem is a usual issue with 3D gestural interaction.
Since the sensors observe the users’ movements without activation or interruption, there is no obvi-
ous segmentation. The system has no way to know if the users move their hand to interact with the
system, or for scratching their nose for example. Occlusion has the opposite issue. The sensor can-
not get position information for objects outside of its field of view. In these situations, we can grow
the funnel of evaluation respectively by adding segmentation gestures (see Section III.2.1.1 below),
and using multiple cameras.
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Funnel of execution

The funnel of execution is symmetrical to the funnel of evaluation. The way the objects of the internal
model are shown to the users can have a huge impact on how they interact with it [272]. Therefore, the
encoding part is crucial, and it is the first filter for reducing the internal complexity of the system. The
specification of the output device is a second filter. There is a limitation of physical effect (e.g. force,
color, brightness, frequency) each device can produce in practice. There is also a limit of precision,
that depends on electronics and mechanics. Last, the physical effect can be inconsistent for the
same command. Some haptic devices can behave differently depending on ambient conditions (e.g.
temperature, finger moisture, cleanliness).

4.2 The Human-System loop
Norman’s theory of action is typically used to describe differences between the user’s perceptual
model and the system’s conceptual model. The adaptation of this theory to systems describes a
similar difference, but the conceptual and perceptual models are inverted. The systems’ conceptual
model of the user is based on the user’s perceptual model of it that describes the way the users
interactwith the system. This iswhat Norman describeswith his seven stages of action (Figure III.10).
The systems’ perceptual model of the user is based on its own conceptual model that describes
its ability to interact with humans. This is what I describe with the seven stages of reaction above
(Figure III.13). Usability issues occurwhen these behaviors cannot connect together. Norman’s theory
of action and the seven stages of reaction must not be two separate concepts, but a unified process
that creates real-time loops between the human and the system. One of the interesting properties
of such connections is their ability to connect and disconnect. Some of them are planned, when the
users know the affordance, or perceive a signifier of this affordance. Others are serendipitous as the
users explore the interactive system.

There is a fundamental difference between human and system behavior though. We design the sys-
tem behavior thanks to our engineering skills and scientific knowledge. Therefore we control it and
we can adapt it to our needs. We can add sensors and actuators, tune their sensitivity and operating
range, and change their software. On the opposite, human behavior depends on cultural and social
background, and experiences. We can only shape it through training and education. Moreover, we
cannot change the human body to add another sense or adjust its sensitivity and range for example.
This is why we need tools and instruments to extend our capacities beyond human capacities.

The Figure III.14 summarizes the difference between the two approaches we discussed in this
manuscript. The outer circle shows the connection between the output path discussed in Chapter I
detailed on Figure I.1, and the input path described in Chapter II detailed on Figure II.1. It is similar
to Abowd and Beale’s interaction framework [1]. The advantage of this approach is that it describes
better the connections between the user and the system and takes both into account. The inner loop
shows the connection between the human and the system through Norman’s seven stages of action
(Figure III.10), and the seven stages of reaction I described above (Figure III.13). The advantage of
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this approach is that it leverages the sensorimotor and execution loops through both perception (resp.
input) and action (resp. output).
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Figure III.14 – The Human-System loop. Both the humanmodel and the systemmodel are connected
in a shared environment of the physical world.

We notice that the way I describe the system on Figure III.13, it reacts to the user’s initiative, and
Norman’smodel on Figure III.10 starts with the goal at the top. Whenwe connect both, the cycle starts
from the user, goes through the systems, and returns to the user. This is an example of Beaudouin-
Lafon’s computer-as-a-tool paradigm, which is the usual paradigm in HCI. The computer-as-a-partner
paradigmwould look like a symmetricmodel in which the system has an objective, and the user would
react to the system’s requests. This is basically the human-in-the-loop approach I mentioned above,
favored in AI and automatics.

4.3 Discussion
The idea here is that interaction is not separate loops on the user and system sides. Once connected,
these loops form a Human-System loop that cycles between the user and the system. Therefore,
smooth interaction between a user and an interactive system requires efficient connections between
them. Here we focus on computer-as-a-tool systems in which the users have the initiative. Hence,
the system must not be a limiting factor to the user’s sensorimotor loop, it must react in real-time.
But the notion of real-time is context-dependent. The visual system requires a 100Hz loop. The
touch system requires a 1000Hz loop. The audio system requires a 40000Hz loop. We know that
breaking this loop affects perception. For example, a disruption of the human visual input stream
prevents people from seeing changes in their visual field [214]. On the opposite, as we discussed in
Chapter I, force-feedback devices use forcemodels computed over 1000Hz, but the forcemodel to be
applied can be updated at a lower frequency without affecting the perception of a shape. Hence, the
fine characterization of the bottlenecks in this Human-System loop is necessary to avoid undesirable
effects. But we can also leverage the limits of our sensorimotor loop to create illusions to extend
interaction. More generally, combining the user and the system at the same level with complementary
roles facilitates the holistic approach of my research.
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The similarity of the user and the system in this model can give the wrong impression that humans
and systems have the same capacities. Indeed, this is not the case. Humans are good at adapting
to many situations, they have intuition, and they have high perceptual and motor skills. On the op-
posite, systems are good with repetitive tasks, precise calculations, and automation in general. In
the Artificial Intelligence community, this is known as Moravec’s paradox which states that contrary
to general assumption, sensorimotor behavior is much more complex to implement than reasoning
and computation [169]. This statement should not be surprising after reading this manuscript. My
analysis of this paradox is that first, the assumption was a clear underestimation of the complexity of
perception. Second, the inductive nature of systems and the co-inductive nature of humans are the
core of this difference. Systems are made to execute algorithms with high efficiency. On the oppo-
site, the human sensorimotor loop enables humans to explore, try, analyze, and therefore understand
their environment. Research started to apply this principle of curiosity as a building block of a robot
behavior[142]. Thanks to a kind of sensorimotor loop, a robotic arm can manipulate objects without
explicit instructions on how to actually do that. Maybe if we manage to build systems that can adapt
their behavior to the users, we will stop considering that humans must use their adaptation capacity
to compensate for system failures.

5 Conclusion

In this chapter, I discussed the sensorimotor loop, how it is connected to many research domains,
and aspects of the design, implementation, and evaluation of interactive systems. I discussed two
examples of rejected submissions in which the work had the common fundamental flaw that we over-
looked the sensorimotor loop. The reason why it happened is probably that my previous research that
leveraged the sense of touch barely required inputs because they were essentially notification mech-
anisms. Later, I worked on the motor ability and visual feedback was sufficient. The interesting fact
with these studies is that people who triedmy 3D gestural interaction prototypes with haptic feedback
appreciated this feedback, even if we did notmeasure quantitative benefits, and barely observed qual-
itative benefits.

The issue with the initial quantitative study was basically that the gestural interaction we used for
target selection was too inefficient. The dwell time to activate the button was 3 s while the mean
selection time was 3.5 s. This means that 85% of the selection time is inevitable. The 3 s correspond
to replications of selection in Kinect applications. There is certainly a slight progression margin, but
nothing close to fast selection like with a mouse or a touchpad. Therefore, we proposed a new in-
teraction paradigm for 3D gestural interaction that replaces point & select by summon & select. This
new paradigm avoids the typical issues of gestural interaction: lack of segmentation, Midas touch,
and tracking in general. However, these advantages are balanced with new potential issues. This
paradigm relies on semaphoric postures and gestures that users have to know beforehand. There-
fore there are potentially guessability and learnability issues. We did not study this aspect, but it has
to be addressed or at least considered before implementation in an actual interactive system.
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The initial qualitative study showed an increase of presence thanks to tactile feedback, in particular
for the sensory and realism factors. Some of the controls remained difficult though. The task con-
sisted in driving a racing car with the hands in the air as if participants were holding a steering wheel.
However, a physical steering wheel has many advantages in addition to precise and reliable steering.
In particular, users can rest their arms on the steering wheel. But the difficulty with the input map-
ping is that both the steering and acceleration/braking degrees of freedom were integrated. It made
it difficult to brake and steer at the same time, which is a common task when driving. Our next stud-
ies on the qualitative aspect of haptic feedback focused on the sense of embodiment in immersive
virtual reality. On one hand, we showed that participant answered embodiment questionnaires rela-
tively, which mean they either need calibration or we must use a within-subjects design. On the other
hand, we showed that force feedback has an effect on embodiment for a painting task. We did not
observe any effect of tactile feedback on embodiment. We explained this difference by the fact that
force feedback prevented interpenetration, therefore participants could focus on the task. We must
investigate other tasks in which tactile feedback contributes to sensorimotor integration.

The interaction models I described mostly correspond to current good practices. Therefore I tend to
claim they have descriptive properties. But at this stage, I am still uncertain of their generative prop-
erties. These are the results of years of thinking about what started as an attempt to make a bridge
between HCI and theoretical computing. Theoretical computing, and in particular logic was a large
part of my educational background. It significantly shaped my vision of science at the beginning of
my career. When I started thinking about this document years ago I struggled with avoiding crossing
the boundaries of my expertise in these topics. There is therefore much more to say on the connec-
tions between interaction and computing, but with less confidence about relevance. This is also the
reason why I needed to make the connection between interaction and design models, and shape my
own vision of HCI research that I put into practice in my research.
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Conclusion

There are no happy endings in history, only crisis
points that pass.

Isaac Asimov

This document presents the evolution of my vision of Human-Computer Interaction as I practice it in
my research. The first two chapters describe my early vision that either focuses on output and the
sense of touch, or input and the motor ability. The third chapter describes the limits of this approach,
and how the sensorimotor loop combines these two approaches to form a whole that worth more
than its parts. However, each chapter presents useful lessons learned from years of research.

Chapter I was the connection with my Ph.D., which essentially focused on haptic feedback. I used
haptics essentially to encode information with Tactons that users mostly received as notifications.
My work focused on the encoding for the system side and interpretation on the human side. In this
chapter, I presented work in which I studied other parts of the pipeline, in particular the device level
on the system side, and psychophysics on the human side. My vision of this work evolved thanks to
collaborations with researchers of other domains, like cognitive sciences, electronics, and material
sciences.

After working almost exclusively on haptic output, I got interested in input techniques as well. The
Chapter II describes the symmetry between input and output systems. The difference is who between
the user and the system stimulates the other. Interestingly, while systems have many ways to stim-
ulate human senses (e.g. visual, audio, or haptic cues), humans essentially stimulate systems with
gestures. However, the richness of the gestures we can perform and their properties we canmeasure
is an endless source of input solutions.

In Chapter III, I wanted to describe how thinking with the sensorimotor loop in mind changed the way
I approach HCI research. I described the foundations of the field and their connections to many other
research domains. Of course, each of these notions was individually studied for decades since their
discovery, and they are still studied and extended today. But instead of focusing on a precise notion,
I rather wanted to take this opportunity to look at the whole picture. It felt like a giant mind puzzle
because all these notions are connected. It reflects the systemic and interdisciplinary approach in
my research and life in general.



Interdisciplinarity is certainly the most exciting aspect of Human-Computer Interaction to me. The
design, implementation, and evaluation of interactive systems require knowledge of the users, their
biology, their cognition, their behavior, and knowledge about technologies, their mechanics, electron-
ics, and software. Many researchers are highly specialized in one of these aspects. I rather prefer a
systematic approach that consists in studying all the angles of a research problem. It is a difficult
practice because each research community has its own literature, methodologies, and practices. But
it is also an infinite source of ideas to push my research in new directions.

Future work

In Chapter III I described interaction with three components: users and their sensorimotor loop, sys-
tems and their execution loop, and a shared environment. Each of these components is a source
of research questions, as they are potential bottlenecks of the Human-System loop. This integrated
view helps me to look at interaction as the whole, with complementarity between users and systems,
between inputs and outputs, and between the physical and software worlds. My research follows
principles that I will refine in the next years.

First I like to propose simple yet expressive solutions. The simplicity can wear different forms. It can
be simple from an engineering point of view, like the vibrotactile devices discussed in Section III.1.
It can be simple interactions that increase the input or output vocabulary, like Métamorphe in Sec-
tion I.2.4. This principle follows Kay’s famous quote: “Simple things should be simple, complex things
should be possible”10.

Second, the digital world is an occasion to perform actions that are impossible in the physical world.
Therefore I refrain as much as possible from the necessity to reproduce the physical world in the
digital world. By this, I do not mean to ignore Nielsen’s “Match between system and the real world”
heuristic [180]. I mean that simulating the physical world is difficult, and it is difficult to validate that
the replicate has the same properties as the original one. Moreover, slight discrepancies can trigger
an uncanny valley effect [170]. On the opposite, artificial effects and objects encourage my simplicity
principle above and are a source of expressivity. Graphical widgets on our interactive devices are
artificial, they are not meant to be realistic. And we are fine with it. Conversely, the physical world
enables interactions that are more difficult to implement and perform in the digital world. This is
especially true for object manipulation because we can leverage all the degrees of freedom of our
hands and fingers. We leverage the full capacities of our sense of touch. Therefore, I am interested
in developing more work on tangible interaction [128].

Third, my background is in Computer Science and I have studied theoretical Computer Science topics
like logic and formal systems for years. I always believed I could make connections between these
approaches and Human-Computer Interaction. The Human-System loop is an early vision that posi-
tions them. In my vision, computation is one of the components of the loop, and it is at times one
10https://tiny.one/kayquote
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of the bottlenecks we should study to improve interaction. The rigidity of the algorithmic approach
is today compensated by the promising flexibility of machine learning mechanisms. The idea here
is not to replace humans, or even perform activities on their behalf as in the computer-as-a-partner
paradigm. The idea here is to leveragemechanisms such as reinforcement learning to break the rigid-
ity of traditional computer programs. I believe it will enable them to probe their environment, try, evolve
to avoid making repeatedly the same mistakes, or even avoid Gödel’s incompleteness phenomenon
by developing new features and capabilities by themselves [95]. I believe we can leverage a proper
combination of rational and empirical methods to improve interaction.

So far, my research did not focus on any category of users, technology, or interaction context. I rather
had a horizontal approach consisting in searching for appropriate solutions to any problem for any
user. In mymedium-term future research, I would like to focus on particular contexts, in order to favor
incremental research and facilitate transfer of research results to the industry as I will continue to
shape my vision of HCI.

Interaction in immersive virtual environments

There is an increased interest in immersive virtual environments over the past few years. The idea
of metaverses was already there decades ago in popular culture [57, 94, 242]. The technology also
emerged decades ago [244, 245]. However, like every technology, it required time and a lot of research
to become mainstream. The availability of consumer-grade VR headsets over the last few years fos-
tered research on interaction in immersive virtual environments. I described the contributions we
made on this topic in Chapter II and Chapter III. It is however still unclear what metaverses will be like
[110]. Some see it as a shopping mall, others as a social network, a gaming platform, or a classroom.
Whatever it will be, immersive virtual environments challenge our senses and abilities. Without the
constraints of the physical world, there are many new possibilities to leverage the sensorimotor loop.

I will continue the work on the sense of embodiment. On the methodological side, there is still work
to improve measures of embodiment, whether with qualitative metrics like in Section III.2.2 or quan-
titative metrics with sensors. In addition to user evaluations, quantitative measures of embodiment
could be used as inputs. It would be interesting to study the kind of sensorimotor loop we can create
with this. More generally, I am interested in any method that leverages the sensorimotor loop. For
example, I am part of a consortium that aims at leveraging microgestures in particular for virtual and
augmented reality. In this project, I am interested in the combination of microgestures and haptic
sensations to interact in immersive virtual environments.
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Interaction in Space

Humans will return to the Moon in the upcoming years with the ambition to keep a sustained pres-
ence at the end of the decade [237]. The objective is to prepare for manned missions to Mars. This
ambition requires developing space activities to a scale never seen before. It will involve more hu-
mans and robots in space and mission control on Earth. Space challenges many aspects we take for
granted on Earth. Entities in space live in a completely different physical environment, for instance
with low gravity. And the interaction between entities on earth and in space suffers from commu-
nication constraints, like latency, limited bandwidth, and connection availability. There are therefore
many open research questions related to the effects of these conditions on the sensorimotor loop.
Yet, space exploration has remained a niche topic in HCI research, gaining little attention and staying
the exclusive domain of spacial agencies.

My objective is therefore to measure the effects of space conditions on human activities to test the
limits of the sensorimotor loop and proposemitigation strategies. For example, I coordinate a consor-
tium of experts in HCI, communications, robotics, and dependability. Together, we aim at improving
the teleoperation of lunar rovers. To achieve this, we will first work on the effects of space commu-
nications conditions on the operator’s ability to perform actions, and compare different communica-
tions architectures and protocols. Then we will study the human control/automation trade-off with
new rover controls and environment sensing. Finally, we will integrate our solutions and ensure they
could operate in a fault-tolerant way. Later I will extend this work to robot fleets, controlled either from
Earth or locally by astronauts. I am also interested in the communications between astronauts and
Earth with seconds- or minutes-long latencies. It will be critical during operations, but it will also af-
fect personal communications between astronauts and their relatives. The question of how we could
interact between Earth and space is an important challenge for space exploration.
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