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... ἔοικα γοῦν τούτου γε σμικρῷ τινι αὐτῷ τούτῳ σοφώτερος εἶναι,
ὅτι ἃ μὴ οἶδα οὐδὲ οἴομαι εἰδέναι.

(in Plato, Apology 21d)
... I seem, then, in just this little thing to be wiser than this man at any rate,

that what I do not know I do not think I know either.
(from the Henry Cary literal translation of 1897)
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Summary in French

Tout au long de l’histoire, l’homme a souvent été le principal sujet des arts visuels, car de nom-
breuses œuvres d’art n’avaient d’autre but explicite que de produire de la beauté. Les œuvres
d’art devaient être regardées et admirées et susciter des émotions, et seuls les sujets humains pou-
vaient transmettre certains types d’émotions. L’idée de créer des robots semblables aux humains a
d’abord été conçue (et l’est encore souvent aujourd’hui) pour satisfaire cet esprit artistique, ainsi
que le désir humain de recréer et éventuellement d’améliorer son propre corps. Le concept de
robots humanoïdes est né dans de nombreuses cultures anciennes du monde entier, et a fait son
apparition dans la mythologie grecque au début du IVe siècle avant Jésus-Christ. L’un des pre-
miers dessins enregistrés d’un robot humanoïde a été réalisé par Léonard de Vinci vers 1495. Ses
carnets, redécouverts dans les années 1950, contiennent des dessins détaillés d’un chevalier mé-
canique en armure (Figure 1 gauche) qui était censé s’asseoir, agiter les bras et bouger la tête
et la mâchoire. Les preuves de l’existence de robots humanoïdes construits n’apparaissent que
trois siècles plus tard. Le premier robot humanoïde construit de l’histoire serait en fait un soldat
équipé d’un soufflet automatique soufflant dans une trompette (figure 1 droite), fabriqué en 1810
par Friedrich Kaufmann à Dresde, en Allemagne.

En 1928, un robot humanoïde plus avancé a été présenté à l’exposition annuelle de la Model
Engineers Society de Londres. Inventé par W. H. Richards, le robot était constitué d’une armure
en aluminium avec onze électro-aimants et un moteur alimenté par une source de courant de 12
volts. Le robot pouvait bouger ses mains et sa tête et pouvait être contrôlé par télécommande. En
1962, la première société de robotique au monde, Unimation, a été fondée. Elle a ensuite posé les
bases de l’industrie robotique moderne. En 2000, Honda a révélé le développement d’un nouveau
robot humanoïde léger et de petite taille, ASIMO, qui utilise la nouvelle technologie de marche
robotique de Honda pour atteindre une capacité de marche semblable à celle d’un humain. En
2013, Boston Dynamics a lancé le robot humanoïde Atlas [2], qui est aujourd’hui le plus avancé
en termes de capacités de locomotion. Il peut en effet traverser des terrains accidentés, exécuter
quelque chose qui s’apparente à une routine au sol en gymnastique, et effectuer un circuit de
parkour avec des sauts et des poutres d’équilibre. La quantité de robots humanoïdes a maintenant
augmenté au point que plus de 70 plateformes humanoïdes différentes existent dans le monde,
dont certaines sont également disponibles sur le marché.

Les humanoïdes sont utilisés comme outils de recherche dans plusieurs domaines scientifiques
et sont développés dans le but d’être des travailleurs mécaniques polyvalents ou des platformes de
divertissement. En raison de leur complexité, leurs capacités sont encore limitées et ne sont pas
comparables au niveau de compétences et de polyvalence des humains. Leur utilité est parfois
remise en question au sein de la communauté robotique, car il existe des situations où des robots
plus simples peuvent résoudre un problème plus efficacement. Un lave-linge, par exemple, est une
machine simple, très efficace pour laver le linge et qui présente peu de similitudes avec la façon
dont l’homme le fait. De même, il existe des situations où des robots mobiles comme des rovers ou
de simples robots manipulateurs suffisent pour accomplir une certaine tâche. Cependant, la poly-
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valence potentielle des robots humanoïdes en fait des plateformes intéressantes dans l’optique
d’une société future où les robots sont censés être bien intégrés dans la vie quotidienne des hu-
mains. En effet, les gens vivent dans des environnements qui s’adaptent à leur morphologie et à
leur comportement. Par exemple, les objets du quotidien sont conçus pour tenir dans la main d’une
personne et sont suffisamment légers pour être transportés ; les tables et les chaises sont conçues
pour avoir une hauteur adaptée au corps humain ; les escaliers sont conçus pour relier des zones
à différentes hauteurs, d’une manière adaptée à la locomotion humaine. Les robots humanoïdes
peuvent potentiellement tirer parti de ces conceptions centrées sur l’homme, ce qui simplifie les
tâches et évite de devoir modifier l’environnement pour le robot. De plus, le contexte dans lequel
les robots sont censés opérer est caractérisé par un haut niveau d’incertitude dynamique, et par la
présence de plusieurs collaborateurs humains ou spectateurs. Dans ces circonstances, le robot doit
être capable d’interagir socialement et physiquement avec ses homologues humains, pour lesquels
une morphologie humaine aide réellement à rendre les actions du robot "lisibles" et "prévisibles"
par les partenaires humains [53].

Enfin, alors que les chercheurs étudient la structure et le comportement du corps humain
pour construire des robots humanoïdes, la même tentative d’imiter le corps humain conduit à une
meilleure compréhension de celui-ci. Cela a par exemple permis de mettre au point des prothèses
de jambe ou d’avant-bras motorisées pour les personnes souffrant de troubles neuromusculaires ou
de réaliser de nombreuses études d’ergonomie sur le mouvement humain, qui peuvent contribuer
à réduire le risque de blessure dans les industries [?].

Étant hautement redondants et dotés d’une structure corporelle complexe, les robots humanoïdes
sont difficiles à contrôler, en particulier dans les applications du monde réel impliquant la loco-
motion, ainsi que l’interaction avec l’environnement [102] et avec des partenaires humains [158].
L’incertitude dynamique de ces environnements présente des défis critiques pour les systèmes de
cognition des robots, qui, malgré les progrès récents basés sur les techniques d’apprentissage au-
tomatique, ne peuvent pas produire de manière autonome des comportements de robot socialement
et physiquement compétents dans toutes les situations.

Une alternative à l’adoption de solutions entièrement autonomes peu fiables consiste à con-
trôler à distance le robot comme un avatar qui reproduit en temps réel le comportement humain.
De cette façon, les excellentes capacités cognitives et les décisions de haut niveau de l’homme
sont pleinement exploitées et transférées dans le robot. Cette technique est communément appelée
"téléopération". L’un des principaux avantages de la téléopération est de permettre le contrôle
à distance de robots dans des scénarios de réponse aux catastrophes ou sur des lieux de travail
dangereux, où la présence humaine serait plutôt évitée.

Le terme téléopération en général, indique l’ opération d’un système (le robot) à distance, et
a une signification similaire au terme contrôle à distance. Par conséquent, notre interprétation
précédente, à savoir "opération consistant à transférer des mouvements humains en temps réel au
robot en imitant l’opérateur", est certainement valable. Cependant, ce n’est pas la définition la
plus générale puisque la téléopération d’un robot peut se faire avec d’autres entrées qui ne sont
pas le mouvement humain, par exemple le bouton d’un joystick.

La téléopération a été conçue pour la première fois au laboratoire national d’Argonne, peu
après la Seconde Guerre mondiale, pour manipuler des matériaux radioactifs à l’aide de robots
manipulateurs [67]. Par la suite, son utilisation s’est étendue à de multiples domaines, attirant
l’attention de la communauté des chercheurs. En 1980, Susumu Tachi a proposé l’idée de la télex-
istence [176], un concept d’autonomisation humaine permettant aux humains d’exister virtuelle-
ment dans un autre lieu où ils pourraient agir librement en vue d’une société plus écologique et
plus efficace en termes de temps, avec un meilleur équilibre global entre vie professionnelle et vie
privée. Ce concept a été développé à travers plusieurs projets de recherche et de développement
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qui ont abouti à la création d’une entreprise (Telexistence Inc.).
Au fil des années, l’intérêt pour les applications potentielles de la télexistence, et plus générale-

ment de la téléopération, dans une multitude de domaines industriels, a augmenté. Dans le cadre
de ce processus d’industrialisation de la téléopération robotique et inspirée par une visite au labo-
ratoire Tachi, la Fondation XPRIZE a récemment lancé l’ANA Avatar XPRIZE, un concours mon-
dial de quatre ans qui débutera en janvier 2020, axé sur le développement d’un système d’avatar
qui "déploiera les sens, les actions et la présence d’un humain dans un lieu distant en temps réel,
ce qui conduira à un monde plus connecté."

Aujourd’hui, la téléopération des robots est également largement employée dans les appli-
cations spatiales. Des expériences ont déjà été menées avec des robots téléopérés à bord de la
station spatiale internationale (ISS), dans le cadre des projets METERON et Kontur-2 [107]. Ces
projets se sont limités à l’utilisation de rovers et de manipulateurs mobiles, mais au cours de la
dernière décennie, on a commencé à étudier la possibilité d’employer des robots humanoïdes pour
l’exploration spatiale. Dans cette direction, l’humanoïde Robonaut 2 a été envoyé à la Station
spatiale internationale (ISS) en 2011 pour aider les astronautes dans diverses tâches [52] mais a
cessé de fonctionner en 2014 en raison d’un court-circuit induit par l’ajout de nouvelles jambes, et
a finalement été renvoyé sur Terre après 3 ans. De même, le robot Skybot F-850 a été envoyé par
fusée vers l’ISS en août 2019 dans un vaisseau spatial non habité transportant des fournitures [11].
Le robot s’est avéré avoir un design qui ne fonctionne pas bien, démontrant qu’il y a encore du
travail à faire pour avoir des humanoïdes dans l’espace.

Des efforts de recherche supplémentaires sont nécessaires pour contrôler avec succès ce type
de robots dans des scénarios réels, mais ils restent les candidats idéaux pour remplacer les humains
dans des environnements dangereux, éloignés ou inaccessibles. En fait, contrairement aux plates-
formes robotiques plus conventionnelles, la structure des humanoïdes est mieux adaptée aux envi-
ronnements et aux tâches conçus pour et exécutés par des humains (voir la figure 4) et leur poly-
valence opérationnelle les rend aptes à des activités professionnelles qui nécessitent une variété
de mouvements complexes, comme l’inspection, la maintenance et l’interaction avec les humains.
Dans certains contextes, comme la télexistence, où l’on s’attend à ce que d’autres partenaires hu-
mains et/ou des spectateurs interagissent avec le robot téléopéré, le facteur de ressemblance avec
l’humain est encore plus important puisqu’il augmente l’acceptabilité et l’engagement envers le
robot [53].

De nombreux efforts de la communauté robotique ont été consacrés à l’amélioration de la
téléopération des humanoïdes et de nombreux défis doivent encore être relevés. Le travail de cette
thèse vise à développer un système de téléopération pour les robots humanoïdes qui résout certains
de ces défis.

Dans le chapitre 1, nous donnons d’abord un aperçu de l’architecture générale partagée par les
systèmes de téléopération existants. Tous ces systèmes comprennent généralement la perception
des états humains, leur mise en correspondance avec le robot (également appelée motion retarget-
ing), un contrôleur de robot et la perception des états du robot et de l’environnement distant qui
représente le retour d’information pour l’opérateur. Nous présentons les différents dispositifs de
mesure qui peuvent être utilisés pour capturer les mouvements, les commandes et/ou les états de
l’homme, ainsi que les interfaces de retour possibles qui permettent à l’homme de percevoir les
états du robot. Dans notre implémentation, nous nous sommes appuyés sur un système de capture
de mouvement basé sur la technologie inertielle pour suivre les mouvements humains et avons
utilisé un casque de réalité virtuelle pour transmettre à l’utilisateur la vue des caméras du robot et
d’autres caméras externes.

Dans le chapitre 2, nous présentons notre stratégie de reciblage. Nous avons suivi le mou-
vement humain avec la combinaison de motion capture et nous avons traité les informations hu-
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maines pour produire des comportements équivalents sur le robot en temps réel. Le système de
capture de mouvement produit un squelette humain reconstruit. À partir de celui-ci, nous avons
converti les angles des articulations en valeurs correspondantes pour les robots iCub et HRP-4C.
Nous avons mis à l’échelle les positions cartésiennes relatives et utilisé une carte d’identité entre
le mouvement de rotation de l’humain et du robot. Nous avons également reciblé les trajectoires
du centre de masse de l’humain au robot en recourant à des décalages normalisés qui nous ont
permis de reconstruire la position du centre de masse du robot sur le sol. Enfin, nous avons
proposé une correction dynamique du centre de masse : si l’utilisateur effectue un mouvement
qui peut déséquilibrer le robot, son mouvement est corrigé avant d’être transféré au robot afin
de garantir l’équilibre du robot. D’après les différentes configurations que nous avons testées, il
semble que le suivi de la posture du corps entier de l’utilisateur, ainsi que la pose des effecteurs
terminaux et la position du centre de masse au sol, produisent le comportement du robot le plus
proche de l’homme. Ceci est possible si les contraintes dynamiques comme les contraintes du
cône de friction sont gérées par le contrôleur. Pour les mouvements très dynamiques, une cor-
rection dynamique des références reciblées peut également être nécessaire. Nous avons proposé
ici une correction simple du centre de masse basée sur LIP pour les mouvements à double ap-
pui. Des modèles simplifiés étendus devraient être utilisés pour des mouvements plus complexes
impliquant le changement de contacts.

Dans le chapitre 3, nous passons en revue les contrôleurs de corps entier qui ont été utilisés
dans la littérature pour téléopérer des robots humanoïdes. Un choix courant consiste à formuler le
problème de commande sous la forme d’un programme QP, qui peut être utilisé pour calculer les
commandes des robots commandés en position ou en couple. Dans le premier cas, le problème
QP représente un problème de dynamique inverse ou de cinématique inverse, tandis que dans le
second, il représente un problème de contrôle basé sur la quantité de mouvement. Nous avons
utilisé un contrôleur QP basé sur IK pour le robot iCub et un QP basé sur TSID pour un robot
HRP-4C simulé. Chaque contrôleur est caractérisé par plusieurs paramètres qui dictent la façon
dont les trajectoires de référence des tâches sont suivies, et établissent la priorité assignée à chaque
tâche. Le réglage des paramètres de contrôle nécessite normalement une procédure d’essais et
d’erreurs qui ne produit pas nécessairement des comportements efficaces du robot. Pour cette
raison, nous avons proposé un cadre pour apprendre automatiquement à la fois la structure et les
paramètres d’un contrôleur "générique" du corps entier. Nous avons utilisé l’optimisation multi-
objectifs pour rechercher des solutions sur le front de Pareto, représentant les compromis optimaux
de performance (suivi des trajectoires de référence) et de robustesse (limitation du moment de
basculement du robot). Cela nous a permis de trouver efficacement un ensemble de solutions
de compromis Pareto-optimales en simulation. L’utilisateur peut facilement choisir dans le front
de Pareto une solution pré-optimisée à tester sur le robot réel : cela réduit considérablement le
nombre d’essais sur le robot réel et améliore le réglage des paramètres. Pour donner un exemple
au lecteur, il ne nous a fallu que trois essais sur le robot réel pour trouver une configuration de
contrôleur adaptée à la téléopération d’un humanoïde. Avant notre méthode, le réglage d’un tel
contrôleur était une procédure d’essais et d’erreurs qui prenait beaucoup de temps. Dans notre
système nous avons optimisé un contrôleur QP basé sur IK que nous utilisions pour téléopérer
le robot iCub tout en effectuant des mouvements de double appui. Les critères de robustesse à
prendre en compte pour des mouvements plus dynamiques, comme la marche ou la course, restent
une question ouverte et doivent être étudiés plus en profondeur.

Dans le chapitre 4, nous avons amélioré le système de téléopération en intégrant un mode
de niveau supérieur pour contrôler le robot pendant la locomotion. Grâce à cette intégration,
l’utilisateur a pu passer d’un mode de téléopération de bas niveau, dans lequel il peut générer des
mouvements du corps entier pour le robot grâce à une combinaison de motion capture, à un mode
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de haut niveau, dans lequel il peut utiliser un joystick pour envoyer des commandes de référence
au robot, telles que la direction et la vitesse du mouvement, sans s’occuper de leur exécution réelle.
Dans les deux cas, l’opérateur humain reçoit un retour visuel grâce à un casque de réalité virtuelle
relié aux caméras du robot. Dans le mode de téléopération de haut niveau, nous avons utilisé
un générateur de démarche MPC basé sur un modèle LIP. Pour la locomotion 3D, des modèles
plus complexes devraient être utilisés et, selon leur nature, une formulation non linéaire du MPC
pourrait être requise.

Enfin, dans le chapitre 5, nous avons abordé les principaux problèmes qui apparaissent lors
de la téléopération de robots dans des réseaux de communication non idéaux. Les retards dans la
transmission des commandes de l’utilisateur au robot et dans la réception du retour d’information
du robot à l’utilisateur, peuvent perturber irrémédiablement l’opérateur. Nous avons donc pro-
posé une approche de compensation des délais qui permet de synchroniser les mouvements de
l’utilisateur avec le retour visuel du robot. Le robot anticipe le mouvement de l’homme de sorte
que le retour "anticipé" retardé soit synchronisé avec les commandes de l’opérateur. Dans notre
implémentation, nous avons utilisé les ProMPs pour représenter les primitives du mouvement hu-
main et aussi pour prédire les intentions de l’opérateur. Nous avons montré que le robot suit
l’exécution spécifique du mouvement, c’est-à-dire la façon particulière dont l’humain effectue la
tâche, en mettant continuellement à jour la prédiction du mouvement actuel (grâce à l’opérateur de
conditionnement des ProMPs). Dans les expériences, nous avons pu atteindre une bouteille d’une
manière qui n’avait pas été démontrée auparavant (mais incluse dans la distribution des démon-
strations d’entraînement), en évitant de nouveaux obstacles et en atteignant de nouvelles positions
d’objets qui n’avaient pas été incluses pendant la phase d’entraînement. Cette fonctionnalité est
extrêmement précieuse car elle permet à l’opérateur d’adapter les commandes à la volée à des
situations différentes de celles de la formation. Par exemple, il peut y avoir un obstacle qui oblige
l’opérateur à s’approcher d’un objet avec la main droite et l’empêche de suivre un chemin droit.
Ou encore, il peut y avoir un plafond bas qui oblige l’opérateur à plier davantage le torse ou à
fléchir davantage les jambes. Plus important encore, il existe de nombreux objets différents et
de nombreux environnements différents, et l’opérateur adaptera son mouvement aux conditions
locales, d’une position cible différente à une posture corporelle différente. Grâce à un ensemble
diversifié de ProMPs et à la "conformation" de la prédiction aux observations, notre système de-
vrait être capable de gérer la plupart de ces cas. La principale limitation est que notre approche
suppose que les données reçues sont suffisantes pour mettre à jour les prédictions ; c’est souvent
le cas, car les humains ont tendance à anticiper leur changement dans une trajectoire, c’est-à-dire
que le début de la trajectoire change lorsqu’un objectif futur change. Néanmoins, le système n’est
pas capable d’anticiper un changement de dernière seconde lorsque le début de la trajectoire est
toujours le même. Les travaux futurs devraient évaluer combien de démonstrations (et combien
de ProMPS) sont nécessaires pour s’adapter à un maximum de situations.

Le système que nous avons développé nous a permis d’effectuer des tâches simples comme
ramasser des boîtes, atteindre des objets, ouvrir des portes et imiter l’humain en espace libre. Ce
qui nous a empêché d’aborder des scénarios de téléopération plus compliqués était principalement
la fragilité des mains de l’iCub. Malgré leurs nombreux degrés de liberté, elles ne peuvent pas
soulever des objets d’un poids supérieur à 500g. De même, le robot simulé HRP-4C présente
une dextérité limitée dans les bras en raison du nombre restreint de degrés de liberté des mains et
des poignets (seulement deux chacun). Des mains plus complexes et plus robustes nécessiteraient
toutefois davantage d’informations sur l’état du robot et de son environnement.

En particulier, le retour haptique peut fournir des informations extrêmement précieuses pen-
dant la manipulation. Alors qu’une interaction physique sûre avec l’environnement peut être as-
surée par le contrôle de bas niveau du robot sans retour haptique, ces informations sont essentielles

5



Summary in French

pour améliorer les capacités de contrôle à distance de l’opérateur [20, 154]. En général, le retour
haptique est localisé dans les effecteurs terminaux, où la plupart des interactions se produisent
; dans le cas des humanoïdes téléopérés, le retour haptique sur l’ensemble du corps devrait être
envisagé [149], éventuellement au moyen de dispositifs vibro-tactiles portables [32].

Afin d’effectuer des mouvements plus dynamiques, les forces au niveau des contacts doivent
être contrôlées, c’est-à-dire qu’il faut revenir au contrôle du couple. Par rapport au contrôle de
la position, cela offre un certain nombre d’avantages, notamment pour les robots humanoïdes.
Le contrôle du couple permet d’améliorer les performances de suivi et des gains de rétroaction
plus faibles peuvent être utilisés avec le contrôleur, ce qui entraîne une meilleure conformité du
système. Cette conformité plus élevée permet de s’adapter automatiquement à un environnement
incertain (par exemple, marcher sur un terrain accidenté) et de sécuriser l’interaction homme-
robot. Cependant, l’obtention de comportements robotiques fiables avec le contrôle du couple
représente toujours un défi pour la majorité des plateformes robotiques existantes. En effet, alors
qu’en simulation le contrôle du couple articulaire peut être presque parfait, sur le robot réel, il y
a des erreurs dans le modèle de la chaîne d’actionnement, du bruit dans les capteurs, une largeur
de bande de couple limitée et/ou des retards [153]. Par conséquent, de nombreux comportements
obtenus en simulation ne peuvent pas être transférés facilement sur le robot réel.

Une autre amélioration future du système que nous avons proposé dans cette thèse, pour-
rait être liée à l’utilisation d’approches de contrôle partagé [148, 166]. Celles-ci permettent de
combiner les capacités du robot et de l’opérateur pour réaliser des tâches complexes plus efficace-
ment. L’opérateur guide le robot grâce à ses décisions de haut niveau et à ses capacités cognitives
avancées, tandis que le robot exécute les tâches de manière autonome ou semi-autonome en ex-
ploitant ses capacités de précision qui peuvent souvent surpasser celles de l’opérateur humain.
Par exemple, dans le cas de [148], le robot modifie l’orientation de ses effecteurs pour aider
l’opérateur à accomplir des tâches bi-manuelles plus efficacement. Une alternative intéressante
qui a été récemment proposée est de guider l’exécution d’une tâche par l’opérateur par le biais
d’un retour haptique [114]. Dans ce cas, le retour haptique ne représente plus les forces réelles
subies du côté du robot mais il est utilisé pour guider le mouvement humain. Le niveau de guidage
robotique est modulé en fonction de la prédiction des intentions de mouvement de l’homme.

Dans toutes ces approches, la téléopération devient une instance de collaboration homme-
robot. Cette collaboration n’est pas unilatérale (c’est-à-dire que l’opérateur contrôle le robot qui
suit passivement les commandes de l’utilisateur), mais les deux parties s’entraident pour accomplir
une tâche de manière plus fluide et efficace. En ce sens, notre approche de compensation des
retards peut également être considérée comme une stratégie de collaboration. Tant que l’opérateur
humain est celui qui prend les décisions de haut niveau pour le robot et n’est pas privé de la
possibilité d’en prendre le contrôle total, toute assistance du robot ne peut être que bénéfique. En
fait, nous supposons que si l’opérateur devait fournir trop d’efforts pour contrôler le robot lors
de l’accomplissement de tâches faciles, l’expérience d’incarnation serait immédiatement rompue,
rendant l’opérateur frustré ou perdant patience. Il s’agira d’une caractéristique essentielle des
futures applications de télexistence.
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Introduction

Throughout history, humans have often been the main subject of visual arts, because much artwork 
was made for no other explicit purpose than the production of beauty. Artwork was to be beheld 
and admired and make people emotional, and only human subjects could transmit certain types of 
emotions. The idea of creating human-alike robots was first (and often today still is) conceived to 
satisfy this artistic spirit, along with a human desire to recreate and possibly improve their own 
body. The concept of humanoid robots originated from many different ancient cultures around 
the world, and was first found in the Greek mythology in the early 4-th century BC. One of the 
first recorded designs of a humanoid robot was made by Leonardo da Vinci in around 1 495. His 
notebooks, rediscovered in the 1950s, contain detailed drawings of a mechanical knight in armour 
(Figure 1 left) which was supposed to sit up, wave its arms and move its head and jaw. Evidence of 
built humanoid robots only surfaces three centuries later. The first built humanoid robot in history 
is in fact said to be a soldier with automatic bellows blowing a trumpet (Figure 1 right), made in 
1810 by Friedrich Kaufmann in Dresden, Germany. In 1928, a more advanced humanoid robot 
was exhibited at the annual exhibition of the Model Engineers Society in London. Invented by 
W. H. Richards, the robot consisted of an aluminium suit of armour with eleven electromagnets 
and one motor powered by a 12-volt power source. The robot could move its hands and head and 
could be controlled by remote control. In 1962, the world’s first r obotics c ompany Unimation 
was founded. This later laid the foundations of the modern robotics industry. In 1970, four 
laboratories in Waseda University’s School of Science and Engineering teamed up and started 
the Wabot project. The efforts were led by Professor Ichiro Kato, a pioneer in humanoid robotics. 
In 1973, the group unveiled the Wabot 1. It was the world’s first full-scale anthropomorphic 
robot, capable of walking with a quasi-dynamic gait. In 2000, Honda revealed the development 
of a new small, lightweight humanoid robot named ASIMO [1] that employed Honda’s new 
robotic walking technology to achieve an unprecedented human-like ability to walk. In 2013, 
Boston Dynamics launched the humanoid robot Atlas [2], which is today the most advanced in 
terms of locomotion capabilities. It can traverse uneven terrains, perform something akin to a 
floor routine in gymnastics, and run a parkour course with jumps, balance beams, and vaults. 
The number of humanoid robots has now increased to the point that more than 70 different 
humanoid platforms exist around the world, some of which are also available on the market.

Humanoids are used as research tools in several scientific areas and are developed to serve 
as general-purpose mechanical workers or entertainers. Due to their complexity, their capabili-
ties are still limited and not comparable to the level of skills and versatility of the humans. Their 
usability is at times questioned within the robotics community, since there are situations where 
simpler robots can resolve a problem more efficiently. A washing machine, for example, is a sim-
ple machine, very effective in washing clothes and it shares little similarity with the human way of 
doing it. Similarly, there are situations where mobile-based robots like rovers or simple robot ma-
nipulators are enough to achieve a certain task. However, the potential versatility that humanoid
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Figure 1: First evidence of the realization of the concept of humanoid robot. Left: First recorded
designs of humanoid robots by Leonardo da Vinci (1495) and reconstruction of the Leonardo’s
robot from the original drawings (credits: lucasliso i.pinimg.com). Right: The supposedly first
built humanoid robot is a soldier with a trumpet made by Friedrich Kaufmann (1810) (credits: AP
Photo/Heinrich Sanden).

robots have, still makes them interesting platforms in the view of a future society where robots are
supposed to be well-integrated in the daily life of humans. In fact, people inhabit environments
that accommodate human morphology and human behavior. For example, everyday objects are
designed to fit in a person’s hands and are light enough to be carried around; tables and chairs are
designed to have a height convenient for the human body; stairs are designed to connect areas at
different heights, in a way that is adapted to the human locomotion. Humanoid robots can poten-
tially take advantage of these human-centered designs, thereby simplifying tasks and avoiding the
need to alter the environment for the robot. Moreover, the context in which the robots are expected
to operate is characterized by a high level of dynamic uncertainty, and by the presence of several
human collaborators or bystanders. In these circumstances, the robot must be able to socially
and physically interact with the human counterparts, for which a human morphology really helps
making the robot actions “readable”, “legible” and “predictable” by the human partners [53]. Fi-
nally, while researchers study the human body structure and behavior to build humanoid robots,
the same attempt to imitate the human body is leading to a better understanding of it. This for
example, helped develop powered leg or forearm prosthesis for neuromuscularly impaired people
or led to numerous ergonomics studies on the human motion, which can help reducing the risk of
injury in the industries [84].

Being highly redundant and having a complex body structure, humanoid robots are difficult to
control, particularly in real-world applications involving locomotion, as well as interaction with
the environment [102] and with human partners [158]. The dynamic uncertainty of these envi-
ronments presents critical challenges to the robots’ cognition systems, which despite the recent
progress based on machine-learning techniques, cannot autonomously produce socially and phys-
ically competent robot behaviors in all situations.

An alternative to adopting unreliable fully autonomous solutions is to remotely control the
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Figure 2: Examples of hazardous working environments where robotic avatars could replace hu-
mans. Left: Asbestos tiles removal operation (credits: myjobquote.co.uk). Center: Maintenance
operation in a confined space for oil and gas (credits: blog.rmiwyoming.com). Right: Health-care
workers assisting contagious patients (credits: aa.com.tr).

robot as an avatar that replicates in real-time the human behavior. In this way, the excellent human
cognition skills and high-level decisions are fully exploited and transferred into the robot. This
technique is commonly referred to as teleoperation. One of the main benefits of teleoperation
is enabling the remote control of robots in disaster response scenarios or dangerous workplaces,
where the human presence would rather be avoided.

Studies [128], [78], [178] indicate that hundreds of thousands of workers die each year world-
wide in the workplace, with a staggering cost (around 4% of global GDP) due to the time loss,
worker compensation, interruption of production, and medical expenses. Not surprisingly, data
show that some work activities remain inherently dangerous even with strict work regulations in
place. A study [178] from 2012 identifies cancer, respiratory disease, and accidents as the major
causes of work-related deaths that could be prevented through workplace automation. In particu-
lar, a survey of the Bureau of Labor Statistics [4] shows that the most common accidents in the US
are fatal falls, collisions with objects and equipment and injuries in confined spaces. The number
of these casualties could be reduced by avoiding the physical presence of the operator. For exam-
ple, removing asbestos roof tiles is an operation that could be performed by teleoperated robots.
Currently this task is carried out by humans in a context that is extremely dangerous for their
health, not only because they have to move on roofs but also because they are exposed to asbestos
particles (Figure 2, left). In the oil and gas industry, workers are often required to enter confined
spaces for inspection and maintenance, exposing themselves to hazards such as toxic vapors, not
to mention the difficulties of evacuation in case of accidents (Figure 2, center). In the hospitals,
healthcare workers are exposed to infectious diseases and are at higher risk of infection compared
with the general community. This is evident during disease outbreaks, as experienced during the
recent COVID-19 pandemic. Nurses physically interact with the environment for a wide variety
of tasks such as handling contaminated objects, taking measurements, and interact with patients
(Figure 2, right). In this respect, robots teleoperated by operators could facilitate the situation and
improve the nurses’ safety by performing some of their tasks, as an example in [105].

Even more human lives are put at risk in disaster response scenarios, where at times more
rescuers can die than the original victims. The Occupational Safety and Health Administration
recently examined reports for fatal, confined-space accidents and found that when multiple deaths
occurred, the majority of the victims were rescuers [10]. In certain disasters, responders cannot
even be sent to the site. For example, back in March 2011, no responder could be sent in the
Fukushima Daiichi power plant, because of the deadly levels of radiations. The nuclear disaster
could have been vastly mitigated if a teleoperated robot entered the facility within the first 24
hours after the cooling system malfunctioned, stabilizing the first nuclear reactor. Some robots
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Introduction

were actually sent but they ended up being of no help since they were not able to access certain
key areas by climbing stairs and opening doors, and could not perform important tasks like closing
some valves, proving that mobile-based manipulator have limited capabilities and humanoid robot
are needed. In all the above-mentioned scenarios human lives are exposed to serious risks and
employing robots at the place of humans could be extremely valuable, relieving humans from any
potential hazard.

The benefits of teleoperation are not limited to real-time applications. In fact, teleoperation
can be used to generate robot motions more easily. Current approaches for motion generation
in humanoid robots essentially rely on planners that search for the optimal sequence of joint
commands (typically joint torques or velocities) according to an objective function that fulfills
multiple tasks under several constraints [81, 168]. For instance, it is common to have tracking
tasks in the objective function to specify that the end-effectors should follow a desired trajec-
tory [118]. Unfortunately, designing and tuning the desired trajectories to realize complex tasks
is time-consuming and often requires the expert knowledge of the planner and of the humanoid’s
kinematics and dynamics, which prevents an easy deployment of new tasks [123]. An alternative
is to follow an imitation approach: a person performs a movement and the robot attempts to re-
produce it [22]. Kinesthetic teaching is now a mature approach for robotic arms and industrial
manipulators equipped with torque sensing: it allows the human operator to show the robot the
desired trajectories by physically manipulating the robot links. While this approach is relatively
straightforward for robotic arms, it can be hardly done for humanoids to demonstrate whole-body
movements because it is not possible to physically guide all the robot links at once while ensur-
ing the robot’s balance. For this reason, teleoperation can be considered as an extension of the
kinesthetic teaching concept at a whole-body level.

Teleoperation can be helpful for providing an intuitive way to re-
alize complex tasks (eliminating the manual design or expert tuning
problem), or even for conveying collaborative policies to humanoids.
In this context, this thesis was funded under the European project AnDy
1 [82], that foresees robots being supplied with increasingly more abil-
ity to control physical collaboration with human partners through inten-
tional interaction. For this matter, it becomes key to develop advanced
human-like robot behaviors that can be easily interpreted by the human partners. Indeed, a con-
sistent physical and social human-robot interaction is achieved when the robot is perceived by the
human partners as “believable” and “purposeful” [139] through the way it moves, its appearance
and through the consistency of its actions and behaviors [191]. Any physical or behavioral in-
consistency with the human standards can be quickly perceived as “strange”, making the robot
become unacceptable for the human partners [116]. The human-likeness of the robot movements
is, therefore, of crucial importance within the AnDy project and equally for this thesis.

1 Robot Teleoperation. An overview

The term teleoperation in general, indicates the operation of a system (the robot) at a distance,
and is similar in meaning to the term “remote control”.

Teleoperation was first conceived in the Argonne National Laboratory soon after World War
II to handle radioactive materials with robot manipulators [67]. After that, its use has spread to
multiple domains, attracting the attention of the research community. In 1980, Susumu Tachi pro-
posed the idea of telexistence [176], a human-empowerment concept enabling humans to virtually

1Advancing anticipatory behaviors in Dynamic human-robot collaboration.
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1. Robot Teleoperation. An overview

Figure 3: Examples of humanoid robot teleoperation. From top left to bottom right corner: [149],
[43], [184], [80], [87], [17], [97], [11].

exist in another location where they could act freely in view of a more ecological and time-efficient
society with an overall improved work-life balance. This concept has been developed through sev-
eral research and development projects leading to the establishment of a company (Telexistence
Inc.).

Through the years, the interest in the potential applications to a multitude of industrial fields
of telexistence, and more in general of teleoperation, has increased. In the frame of this industrial-
ization process of robot teleoperation and inspired by a visit to the Tachi Laboratory, the XPRIZE
Foundation has recently launched the ANA Avatar XPRIZE, a four-year global competition started
in January 2020, focused on the development of an avatar system that "will deploy the senses, ac-
tions, and presence of a human to a remote location in real time, leading to a more connected
world."

This is not the first competition focusing on robot teleoperation. In fact in 2012, the U.S.
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Introduction
 

Figure 4: Environments where humanoid robots are more suitable than other robotic platforms.
(credits: Jerry Pratt [15])

Department of Defense launched the DARPA Robotics Challenge (DRC) with the intention of
promoting innovation in human-supervised robotic technology for disaster-response operations.
The DRC finals also represented a midterm evaluation for WALK-MAN [14], a European Union
Horizon 2020 project with the aim of building a humanoid teleoperated platform for inspection
in dangerous unstructured environments damaged by natural events. The NASA Johnson Space
Center’s Val-EOD project is also focused on the use of teleoperated humanoid robots. The goal
of the project is to develop humanoid robots, primarily NASA JSC’s Valkyrie, to function as
Explosive Ordnance Disposal operators [87].

Robot teleoperation has also been employed in space applications. The Canadarm system –
officially Shuttle Remote Manipulator System (SRMS) – is a series of robotic arms that were used
on the Space Shuttle orbiters to deploy, manoeuvre, and capture payloads [3]. It was first tested
in orbit in 1981, on Space Shuttle Columbia’s STS-2 mission. Its first operational use was on
STS-3 to deploy and manoeuvre the Plasma Diagnostics Package, and has since flown on more
than 90 space missions. Also the use of other teleoperated platforms has been investigated in
the past decade. In 2018, experiments have been conducted with rovers and mobile manipulators
being teleoperated from aboard the International Space Station (ISS), in the context of the projects
METERON and Kontur-2 [107]. In 2011, the humanoid Robonaut 2 was sent to the ISS to help
astronauts with various tasks [52] but stopped working in 2014 due to a short-circuit induced by the
addition of new legs, and was finally sent back to Earth after 3 years. Also the robot Skybot F-850
has been rocketed to the ISS in August 2019 in an unmanned spacecraft carrying supplies [11].
The robot turned out to have a design that does not work well, demonstrating that there is still
work to do to get humanoids in space.

More research effort is required to successfully control these kind of robots in real-world sce-
narios but still, they are the ideal candidates to replace humans in hazardous, remote, or inacces-
sible environments. In fact, differently from more conventional robotic platforms, the humanoids’
structure is a better fit for environments and tasks that are designed for and performed by humans
(see Figure 4) and their operational versatility makes them suitable for work activities that require
a variety of complex movements, such as inspection, maintenance, and interaction with humans.
In certain contexts such as telexistence, where other human partners and/or bystanders are ex-
pected to interact with the teleoperated robot, the human-likeness factor is even more important
since it increases the acceptability and the engagement with the robot [53].
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2. Contributions and Thesis Organization

Many efforts of the robotics community have been devoted to enhance humanoids teleopera-
tion and still many challenges have to be overcome, such as providing a better sense of presence
to the human operator, designing intuitive and natural interfaces for humans, compensating the
communication delays, or improving the control of the robot to achieve more dynamical motions
and better interactions with other humans.

2 Contributions and Thesis Organization

The main objective of this thesis is, to develop a system and tools for teleoperating a hu-
manoid robot. Our approach is illustrated Figure 5:

1. Defining an architecture and selecting proper devices for the teleoperation system

2. Translating the human motion into an equivalent feasible robot motion

3. Learning a generic “optimal” whole-body controller to replicate the human motion while
preserving the robot’s balance

4. Including a different higher-level modality of teleoperation for dynamic motions that cannot
or should not be transferred from the human

5. Compensating for time delays in a non-ideal communication network, where the human
operator can easily get confused by the round-trip delays between the commands sent to the
robot and the corresponding visual feedback, failing to adequately control the robot.

Given the broad range of topics, for clarity of presentation, each chapter presents a state-of-
the-art review of its relevant topics.

Chapter 1 reviews the systems and devices that have been adopted in the literature to tele-
operate humanoids. We present the general architecture of a teleoperation system, together with
the different sensing devices that can be used to capture the human motions, commands and/or
states. Also the possible feedback interfaces that allow the human to perceive the robot states are
presented. We then give an overview of the devices we used to teleoperate the humanoid robot
iCub. Finally we review the different types of controllers that have been proposed in the literature
to teleoperate humanoid robots.

Chapter 2 proposes methods to transfer the whole-body motion from the operator to the robot.
We design a retargeting framework that allows the robot to replicate the motion of the human
operator, acquired by a wearable motion capture suit, while maintaining the whole-body balance.
We introduce some dynamic filter in the retargeting to forbid dangerous motions that can make the
robot fall.

To test retargeting on the robot, we associate it with a control scheme based on a QP opti-
mization solver. We validated our approach through several experiments on the iCub robot and
simulations with the HRP-4C robot.

Chapter 3 investigates how to automatically learn an optimal controller configuration (soft
and strict task priorities and convergence gains), looking for solutions that track a variety of de-
sired task trajectories efficiently while preserving the robot’s balance. We use multi-objective
optimization to compare and choose among Pareto-optimal solutions that represent a trade-off of
performance and robustness and can be transferred onto the real robot.
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Figure 5: Thesis organization. In Chapter 1, we present the teleoperation systems and the tele-
operation devices used nowadays and those we opted for. In Chapter 2 we show how the human
information gathered from some of these devices can be translated into an equivalent reference
motion for the robot. Then in Chapter 3 we present how to control the robot to optimally track the
reference motion. In Chapter 4 we include a different mode of teleoperation for locomotion that
uses a higher-level input rather than the human motion. Finally in Chapter 5 we present a solution
for compensating the delays that are often encountered in non-ideal communication networks.
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We experimentally validate our method by learning a control configuration for the humanoid
iCub, to perform different whole-body tasks, such as reaching and picking up objects, squatting
and opening doors.

Chapter 4 presents the possibility of using a multi-mode teleoperation system to handle differ-
ently those motions that can be transferred from human to robot and those which cannot or should
not. The reason for the two distinct modes is that retargeting is essentially kinematic and it is
not effective for on-line teleoperation of dynamic motions such as walking or stepping. In the pre-
sented system, the operator gives a direction and velocity references for the humanoid gait through
the analog sticks. These are translated into a timed sequence of footsteps, swinging foot and center
of mass trajectories through an MPC-based control scheme. When performing manipulations, the
operator switches back to the full-control teleoperation mode.

The use case presented in the experiment consisted of guiding the walking of the robot with a
joystick to reach a box on the ground, and then picking it up by fully controlling the whole-body
of the robot.

Chapter 5 presents a delay compensation approach. A major problem preventing the deploy-
ment of teleoperation systems in real applications is the presence of communication delays be-
tween the human input and the feedback from the robot: even a few hundred milliseconds of delay
can irremediably disturb the operator, let alone a few seconds. To overcome these delays, we in-
troduce a system in which a humanoid robot executes commands before it actually receives them,
so that the visual feedback appears to be synchronized to the operator, whereas the robot executed
the commands in the past. To do so, the motions are parameterized using stacks of Probabilistic
Movement Primitives, ProMPs [137]. the robot continuously predicts future commands based on
the learned ProMPs that are trained on past trajectories and updated according to the last received
commands.

In our experiments, an operator was able to successfully control the humanoid robot iCub with
stochastic delays up to 2 seconds in several whole-body manipulation tasks, including reaching
different targets, picking up, and placing a box at distinct locations.

2.1 Collaboration with the JRL

In this thesis, we also report the results obtained by collaborating with the CNRS-AIST Joint
Robotics Laboratory (JRL) in Tsukuba, Japan, in the frame of the JSPS2 Post-doctoral Fellowship
Short-term Program. The goal of the program was to enhance the telexistence system used for
the robot HRP-4C, in the context of the global competition ANA AVATAR XPRIZE. The JRL
is participating at the competition as the team Janus and the candidate had work together with
the team through the competition. However, due to the travel-restrictions imposed during the
pandemic, the JSPS Fellowship was cancelled after an initial period of remote collaboration.

3 Publications

The body of work of this Ph.D. has produced several contributions in the form of academic articles,
software, and videos, described below. For all the articles for which I am the first author, I was the
main contributor to the project: I implemented the code, performed the experiments, analyzed the
results with my supervisors, and wrote most parts of the article.

2Japan Society for the Promotion of Science
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Accepted / Published Articles

– Motion Retargeting from Human to Robot: this work aimed to transfer motions from a
human operator to a humanoid robot, making the robot replicate the human movements.

Contribution: we designed a retargeting framework that allows the robot to replicate the
motion of the human operator, acquired by a wearable motion capture suit, while maintain-
ing the whole-body balance. We introduced some dynamic filter in the retargeting to forbid
dangerous motions that can make the robot fall. We validated our approach through several
experiments on the iCub robot. The work is presented within Chapter 2.

L. Penco, B. Clément, V. Modugno, E.M. Hoffman, G. Nava, D. Pucci, N.G.
Tsagarakis, J.-B. Mouret, and S. Ivaldi. Robust real-time whole-body motion re-
targeting from human to humanoid. In IEEE-RAS Int. Conf. on Humanoid Robots,
pages 425–432. IEEE, 2018

Video is available at: youtu.be/iZVAacyvYhM.

– Multi-mode Teleoperation System: this study proposes a teleoperation system that allows
the operator to teleoperate both non-dynamic motions and dynamic motions that impact or
leverage the robot dynamics and cannot be optimally retargeted from the operator.

Contribution: we present a system where the human operator can choose between two
different modes using the buttons of the VR controller: a low-level mode for full real-time
control of the robot via motion retargeting and a high-level mode to command walking or
pre-optimized task trajectories. Both modalities share the same whole-body controller for
computing in real-time the commands to be sent to the robot. The system is presented within
Chapter 4.

L. Penco, N. Scianca, V. Modugno, L. Lanari, G. Oriolo, and S. Ivaldi. A multi-
mode teleoperation framework for humanoid loco-manipulation: An application for
the iCub robot. IEEE Robotics and Automation Magazine, 26(4):73–82, 2019

Video is available at: youtu.be/D3Uvle2WF5A.

– Learning Optimized Controllers for Humanoid Robots: this study proposes optimizing
the parameters of a multi-task controller that can be used to control (teleoperate) a humanoid
robot, obtaining a good tracking of the reference motion (human motion).

Contribution: we showed how to obtain robust solutions working on the real robot in a
few trials that enable a good tracking of generic motions in double support. The study is
presented within Chapter 3.

L. Penco, E. M. Hoffman, V. Modugno, W. Gomes, J. Mouret, and S. Ivaldi. Learn-
ing robust task priorities and gains for control of redundant robots. IEEE Robotics
and Automation Letters, 5(2):2626–2633, 2020

Video is available at: youtu.be/RJW67SU6Yf0.
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– Review on Human-Humanoid interaction: it reviews different aspects of human-humanoid
interaction, such as social factors, robot interaction control, and human perception. Addi-
tionally it also reviews relevant applications on the field, such as humanoid used as avatars.

Personal Contribution: In this review, I was the main contributor for the sections concern-
ing the introduction, the state-of-the-art on the control of the robot during interaction and
the applications of humanoid collaborators.

L. Vianello, L. Penco, W. Gomes, Y. You, S.M. Anzalone, P. Maurice, V. Thomas,
and S. Ivaldi. Human-humanoid interaction and cooperation: a review. Current
Robotics Reports, 2:441–454, 2021

Under Revision

– Survey on Teleoperation of Humanoid Robots: it presents an overview of the teleoper-
ation of humanoid robots with a system, control, human-centered perspective. We discuss
different aspects of the topic, including technological and methodological advances as well
as its applications.

Personal Contribution: In this review, I was the main contributor for the sections con-
cerning the overview of humanoid teleoperation, control systems proposed for teleoperation
and a co-contributor for sections regarding the technologies used for teleoperation and the
potential applications of teleoperation. More in general, I compared the different options,
advantages, and limitations and provided available examples in the literature in summary
tables. Parts of the survey are also present in this introduction chapter.

K. Darvish, L. Penco, J. Ramos, R. Cisneros, J. Pratt, E. Yoshida, S. Ivaldi, and
D. Pucci. Teleoperation of humanoid robots: A survey. 2022

– Delay Compensation in a Teleoperation System with a Non-ideal Network: it investi-
gates a solution for compensating the delays in a non-ideal network while teleoperating the
robot.

Contribution: In this work, we introduced a system in which the humanoid robot executes
commands before it actually receives them, so that the visual feedback appears to be syn-
chronized to the operator, whereas the robot executed the commands in the past. The study
is presented within Chapter 5.

L. Penco, J.-B. Mouret, and S. Ivaldi. Prescient teleoperation of humanoid robots.
CoRR, abs/2107.01281, 2021

Video is available at: youtu.be/N3u4ot3aIyQ.
The raw dataset is available at the DOI: 10.5281/zenodo.5913573.
C++ code of the Probabilistic Movement Primitive library is available at:
github.com/hucebot/promp
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1

Teleoperation Systems and Devices

In the literature, the terms teleoperation and telexistence have been used in different contexts.
Telexistence, or telepresence, refers to the technology that allows the human to exist in a remote
location through an avatar, experiencing real-time sensations from the remote site [176]. Simi-
larly, the concept of teleoperation refers to a human operator remotely controlling a robot but the
focus is mainly put on performing a dexterous task in the remote location. These terms are often
used interchangeably. From another perspective, the teleoperation setup represents an interactive
system where the robot imitates the human’s actions to reach a common objective [69].

In a teleoperation setup, the user is the person who teleoperates the humanoid robot and identi-
fies the teleoperation goal, i.e. intended outcome, through input devices. The devices represent the
means of the interaction, the interface, between the user and the robot, which has to accomplish a
variety of tasks. A task is the set of activities undertaken by the user and the robot in order to reach
the specific goal [5]. The nature of the exchanging information, constraints, the task requirements,
and the degree of shared autonomy determine different preferences on the interface modalities.
Moreover, the choice of the interfaces should make the user feel comfortable, hence enabling a
natural and intuitive teleoperation.

1.1 Teleoperation Architecture

The teleoperation system consists of several parts, including the perception of human states, their
mapping to the robot, the robot controller, and the perception of the robot states and the remote en-
vironment, essential to give feedback to the user. Figure 1.1 is a schematic view of the architecture
for teleoperating the robot. First, the human kinematic and dynamic information are measured in
order to teleoperate the robot. In this regard, the high degrees of freedom of the robot and similar
anthropomorphic geometry of human and humanoid robot suggest capturing the human motion
and translating it into an equivalent one for the robot. There are cases in which also physiolog-
ical signals are measured in order to estimate the psyhco-physiological state of the user, which
can help enhancing the performance of the teleoperation. In some systems, the estimation of the
user reaction forces/torques is required as well. The teleoperation system is employed not only
for telemanipulation scenarios but also for social teleinteractions (i.e. remotely interacting with
other people). In this case, the anthropomorphic motion of the robot and the robot social cues
such as facial expressions can enhance the interaction experience. Therefore, rich human sensory
information is indispensable.

On the basis of the measured states, the human-to-robot transferring policy – referred to as
retargeting – is selected and the references are provided to the robot accordingly. Thus, the human
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Figure 1.1: Schematic architecture of a complete humanoid robot teleoperation system.

sensory information is translated into a reference behaviour for the robot teleoperation. The motion
retargeting methodology is presented in details in Chapter 2.

The retargeted information can be corrected by recurring to some dynamical filtering to ensure
the balance of the robot as shown in Chapter 2, but also by using some robot autonomy in order
to enhance the teleoperation experience of the operator or to improve the accuracy in the task
execution. The latter approach is also referred to as shared control and is discussed later in the
chapter within a dedicated section (Section 1.6.1).

To effectively teleoperate the robot, the user should make proper decisions; therefore he/she
should receive different feedback from the remote environment and the robot. Also in this case
the robot measurements have to be translated into meaningful feedback for the human, i.e. have to
be retargeted on the human. For example, the forces measured on some parts of the robot’s body
may be used to make a vibro-tactile belt vibrate. In many cases, the sensors for perceiving the
human data and the technology to provide feedback to the user are integrated together in a single
interface.

Whether or not the feedback is coupled to the operator (or to the input device used to teleoper-
ate the robot) is a significant feature that distinguishes one teleoperation technique from another.
Bilateral teleoperation techniques directly couple operator and robot in position (velocity) and
force through any of the so called bilateral control schemes: position-position (common error or
symmetric position servo), force-position (force feedback), force-force (force servo-position or
force-feedback servo). It is the objective of bilateral systems that the operator feels directly on
its commanding hand (or any other part of the body used to control the robot) the contact force
of the robot. Alternatively, in unilateral teleoperation systems, the coupling between operator and
robot takes place only in one direction. The operator can still receive haptic feedback either as
a kinesthetic cue not directly related to the contact force being generated by the robot, or as an
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1.2. Human Measurements Devices

Figure 1.2: Examples of motion capture technologies. Left: wearable motion capture system
based on the use of IMU sensors (credits: Xsens). Right: motion capture system based on optical
tracking (credits: Reallusion).

indirect force in a passive part of her/his body not commanding the robot. The system presented
in this thesis does not investigate the use of haptic feedback and uses a unilateral approach, which
is the most proposed in humanoid robotics due to the difficulty of coupling the whole-body of
the operator to that of the robot in bilateral systems. In the rest of the chapter, we will present
different available interfaces and sensor technologies in teleoperation scenarios and explain the
bilateral systems more exhaustively in a dedicated section.

The human retargeted information, together with the feedback from the robot, are streamed
over a communication channel that could be non-ideal. In fact, long distances between the op-
erator and the robot or poor network conditions may induce delays in the flow of information,
packet loss and limited bandwidth, adversely affecting the teleoperation experience. We present
the approaches proposed in the literature to teleoperate robots in such conditions in Chapter 5.

Finally, the robot local control loop generates the low level commands- i.e., joints position,
velocity, or torque references- to the robot, taking into account the human references. Details
about the different techniques proposed for controlling a teleoperated humanoid robot are given in
Chapter 3.

1.2 Human Measurements Devices

In this section, we provide a detailed description of the technologies available to sense various
human states, including the advances to measure the human motion, the physiological states, and
the interaction forces with the environment. We report in TABLE 1.1 the various measurement
devices adopted so far for humanoid robot teleoperation.

1.2.1 Human kinematics and dynamics measurements

To provide the references for the robot motion, we need to sense the human intentions. For simple
teleoperation cases, the measurements may be granted through simple interfaces such as key-
board, mouse, or joystick commands [55]. However, for a more complex system like a humanoid
robot, those simple interfaces may not be enough, especially when the user wants to exert a high
level of control authority over the robot. Therefore, the need for natural interfaces for effectively
commanding the robot arises. A solution is benefiting from the similarity of the human and the hu-
manoid robot anthropomorphic geometries, i.e., providing the references to the robot limbs with
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spatial analogies to those of the human (natural mapping). Therefore, the need to measure the
human kinematics emerges.

Different technologies have been employed in the literature to measure the motion of the main
human limbs, such as legs, torso, arms, head, and hands (Figure 1.2). An ubiquitous option
are the Inertial Measurement Unit (IMU)-based wearable technologies. In this context, either a
segregated set of IMU sensors are used throughout the body to measure the human motion or an
integrated network of sensors is used [43, 184]. The former case normally provides the raw IMU
values, while the latter provides the information of the human limb movements. In the second
case, a calibration process computes the sensors transformations with respect to body segments
[156]. This technology is especially of interest because of the high accuracy and frequency of the
retrieved human motion information without the occlusion problem. However, its accuracy may
suffer from the disturbances caused by the magnetic field and displacement of the sensors with
respect to their initial emplacement.

Yet, another recent wearable technology to capture the hand pose is a stretchable soft glove
embedded with distributed capacitive sensors [66]. A review about the textile-based wearable
technology used to estimate the human kinematics is provided in [193].

Optical sensors are another technology used to capture the human motion, with active and pas-
sive variants. In the active case, the reflection of the pattern is sensed by the optical sensors. Some
of the technologies include depth sensors and optical motion capture systems. Concerning the
depth sensors, infrared patterns or laser beams are projected in the environment and the reflections
are measured by an optical sensor. In the case of passive sensors, RGB monocular cameras (regu-
lar cameras) or binocular cameras (stereo cameras) are used to track the human motions. Thanks
to the optical sensors, a skeleton of the human body is generated and tracked in 2-D or 3-D Carte-
sian space. The main problems with these methods are the occlusions and the low portability of
the setup.

The previously introduced technologies can be used to measure the human gait information
with a locomotion analysis. To obtain the gait information, normal or omnidirectional treadmills
are employed in the literature [55]. While the treadmill can be used for even terrains, it would
not work to retarget locomotions on uneven terrains. To respond this, a cockpit-like teleoperation
setup has been recently proposed [80]. To estimate the interaction forces between the human and
the teleoperation setup, force-torque sensors measuring the human wrenches can be integrated in
ground plates, shoes, or exoskeletons. Richer information can be obtained by distributed capaci-
tance sensors that measure the pressure manifold [172].

1.2.2 Human physiological measurements

Among the different sensors available to measure human physiological activities, we briefly de-
scribe those that have been mostly used in the teleoperation and robotics literature. An electromyo-
graphy (EMG) sensor provides a measure of the muscle activity, i.e., contraction, in response to
the neural stimulation action potential [173]. It works by measuring the difference between the
electrical potential generated in the muscle fibres by employing two or more electrodes. There are
two types of EMG sensors, the surface electromyography and the intramuscular electromyogra-
phy. The former records the muscle activity from above the skin (therefore, noninvasive), while
the latter measures the muscle activity by inserting needle electrodes into the muscle (intrusive).
The main problem with EMG sensors, especially the surface one, is the low signal to noise ratio,
which is the main barrier for a desirable performance [37]. The EMG signals have been used
in the literature for teleoperating a robot or a prosthesis, for the estimation of the human effort
and muscle forces [173], or for the estimation of the muscle stiffness. The EMG signals can give
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Table 1.1: Teleoperation devices in the main works using humanoid robots.
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[177] TELESAR VI X X X
[77] TORO X
[17] TORO X X
[79] JAXON X X
[80] JAXON X X X
[87] Valkyrie X X
[85] Atlas X X

[199] DRC-HUBO X X
[152] HRP-2 X
[38] HRP-2KAI X X
[61] HRP-4 X

[149] little HERMES X X X X
[143] Fujitsu HOAP-3 X X
[32] COMAN X X X
[97] MAHRU X X

[184] iCub X X X
[55] iCub X X X
[43] iCub X X X
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Figure 1.3: Examples of interfaces used to get visual feedback from the robot. From left to
right: Virtual Reality headset (CC BY-SA 3.0 IGO), Augmented Reality headset (credits: ŠKODA
AUTO a.s. 2022) and Graphical User Interface [93].

information about the human motions with some anticipation by measuring the muscle activities
within a few milliseconds in advance of the force generation; this could be exploited to anticipate
the human operator’s motion, enhancing the teleoperation.

Electroencephalography (EEG) sensors can be employed to identify the user mental state.
They are most widely used in non-invasive brain-machine interface (BMI) and they monitor the
brainwaves resulting from the neural activity of the brain. The measurement is done by placing
several electrodes on the scalp and measuring the small electrical signal fluctuations [127]. Other
sensors that could be employed in a telexistence scenario for an advanced estimation of the human
phsychophysiological state include the Heart Rate Monitor sensors, which estimate the maximal
uptake of the oxygen and the heart rate variability [19], useful to measure the user’s fatigue,
Electro-Oculography (EOG) sensors or video-based eye-trackers, which estimate of gaze position
based on the pupil or iris position [174], important for the visual feedback given by Virtual Re-
ality (VR) or Augmented Reality (AR) goggles, and capacitive thin-film humidity sensors, which
measure the humidity of the gas-flow of the human skin [129], a good indicator of the human
emotional stimuli and stress level.

1.3 Feedback Devices

A crucial point in robot teleoperation is to sufficiently inform the human operator of the states of
the robot and its work site, so that she/he can comprehend the situation or feel physically present
at the site, producing effective robot behaviors. TABLE 1.1 summarizes the different feedback
devices that have been adopted for humanoid teleperation.

1.3.1 Visual feedback

A conventional way to provide situation awareness to the human operator is through visual feed-
back (Figure 1.3). Visual information allows the user to localize themselves and other humans
or objects in the remote environment. Graphical User Interfaces (GUI) have been widely used
by the teams participating at the DRC to remotely pilot their robots through the competition
tasks [38, 85, 199]. Not only the information coming from the RGB cameras of the robot was
displayed to the user but also other information such as depth, LIDAR, RADAR, and thermog-
raphy maps of the remote environment. In the DRC, the operators were able to supervise the
task execution through a task panel, using manual interfaces in case they needed to make cor-
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Figure 1.4: Examples of interfaces used to get haptic feedback from the robot. From left to
right: exoskeleton (credits: DFKI), vibro-tactile belt (credits: Biodex) and haptic gloves (credits:
Facebook Reality Labs)

rections. The main window consisted of a 3D visualization environment of the robot’s current
state, together with perception sensor data, motion plans, and hardware driver status. Addition-
ally, a teleoperation interface to support manual control by the operator was provided. A common
approach adopted by the different teams was to guide the robot perception algorithms for point
cloud fitting, used to estimate the 3D pose of objects of interest in the environment. In this case,
the operator was annotating search regions by clicking on displayed camera images or by clicking
on 3D positions in the point cloud.

An alternative way to give visual feedback to the human operator is to use VR headsets, con-
nected to the robot cameras. Although this has demonstrated to be effective in several robotic
experiments [43, 79, 97, 184], during locomotion tasks the user can get motion sickness, due to
the fact that the images from the robot cameras are not stabilized, while the images perceived by
the human eyes are automatically stabilized on the retina thanks to compensatory eye reflexes.
This aspect could be improved by adopting digital image stabilization techniques or AR [160].
Another issue concerning the visual feedback is related to the limited bandwidth of the communi-
cation link, that can delay the stream of information. Considering that the human reaction time to
visual information is approximately 250-300 ms, delays of this magnitude can intensify the user
motion sickness and cause greater cognitive load [92].

1.3.2 Haptic feedback

Visual feedback is not often sufficient for many real-world applications, especially those involv-
ing power manipulation (with high forces) or interaction with other human subjects, where the
dynamics of the robot, the contact forces with the environment, and the human-robot interaction
forces are of crucial importance. In such scenarios also the haptic feedback is required to exploit
the human operator’s motor skills in order to augment the robot performance.

There are different technologies available in the literature to provide haptic feedback to the
human (Figure 1.4). Force feedback, tactile and vibro-tactile feedback are the most used in tele-
operation scenarios. The interface providing kinesthetic force feedback can be similar to an ex-
oskeleton [101, 192] or can be cable driven. The latter only provides a tension force feedback,
while the former provides the force feedback on different directions. Dual-arm exoskeletons have
been proposed to guide the teleoperated robot during manipulation tasks while receiving haptic
feedback through the same actuated exoskeleton arms [17, 176] and recently also a whole-body
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exoskeleton cockpit has been proposed to teleoperate the JAXON robot during heavy manipulation
tasks and stepping on uneven terrains [80], getting a force feedback on the whole limbs.

To convey the sense of touch, tactile displays have been adopted in the literature [190]. These
can also provide temperature feedback to the user. Another widely used haptic feedback is the
vibrotactile one, used as a sensory substitution to transmit senses of touch, forces, suggesting
directions or to catch the attention of the user [32].

All these type of haptic feedback are combined in the telexistence system TELESAR V [176],
which has been developed to provide complete cutaneous sensations to the human operator. The
idea is that different physical stimuli give rise to the same sensation in humans and are perceived
as identical. This is due to the the fact that human skin has limited receptors and can perceive
only force, vibration, and temperature, which in [175] are defined as haptic primary colors. The
definition derives from the fact that humans perceive the light of different spectra as having the
same color if the light has the same proportion of the different spectral components. This is
because the human retina typically contains three types of color receptors called cone cells or
cones, each of which responds to a different range of the color spectrum. Humans respond to
light stimuli via 3D sensations, which generally can be modeled as a mixture of the three primary
colors (red, green, and blue). Much like the human retina, human skin has limited receptors.
In physiological space, cutaneous perception is created through a combination of nerve signals
from several types of tactile receptors located below the surface of the skin. If each activated
haptic receptor is considered as a sensory base, any given pattern of cutaneous sensation could
be replicated through synthesis by using these bases. Objects with the same force, vibration and
temperature are perceived as the same, even if their physical properties are different. It is thus
sufficient to combine these colors in order to reproduce any cutaneous sensation without actually
touching the real object.

1.3.3 Balance feedback

Haptic feedback can also be used to transmit to the operator a sense of the robot’s balance. The
idea behind the balance feedback is to transfer to the operator the information about the effect of
disturbances over the robot dynamics or stability instead of directly mapping to the human the
disturbance forces applied to the robot. In [32], Brygo et al. proposed to provide the feedback of
the robot’s balance state by means of a vibro-tactile belt. Based on the distance of the CoP from
the support polygon boundaries, a directional signal warns the operator when the stability margin
of the robot drops. The operator is expected to modify his stance so as to reestablish the balance
of the robot.

Peternel and Babic [143] propose a cable-driven haptic interface that maps the state of the
robot’s balance to the human demonstrator by exerting forces that are equivalent to the position of
the robot’s CoP. Alternatively, Abi-Farrajil et al. [17] introduced a task-relevant haptic feedback
interface composed by two light-weight robotic arms that receives high-level informative haptic
cues informing the user about the impact of her/his potential actions on the robot’s balance. These
studies do not investigate the case of dynamic behaviors, but are rather limited to double support
scenarios. In [149], simultaneous stepping is enabled via bilateral coupling between the human
operator, wearing a Balance Feedback Interface (BFI), and the robot. The BFI is composed of an
passive exoskeleton which captures human body posture and a parallel mechanism which applies
feedback forces to the operator’s torso. The approach focuses on synchronizing the Divergent
Component of Motion (DCM) trajectory of the human and that of the robot by imposing dynamic
similarity between the two using the force feedback.
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Figure 1.5: Employed teleoperation materials. The user teleoperating the iCub robot is equipped
with the Xsens suit MVN Link and the Oculus Rift VR headset.

1.3.4 Auditory feedback

Auditory feedback is another means of communication. It is mainly provided to the user through
headphones, single or multiple speakers. Auditory information can be used for different purposes:
to enable the user to communicate with others in the remote environment through the robot, to
increase the user situational awareness, to localize the sound source by using several microphones
or to detect the collision of the robot links with the environment [12]. The user and the teleoperated
robot may also communicate through the audio channel, for example for state transitions.

1.4 Employed Teleoperation Material

In this section we present the devices that we used in our teleoperation system and the robots that
we teleoperated in the experiments.

1.4.1 Xsens motion capture system

Recent developments in human motion capture allow now high-fidelity and high-frequency track-
ing data. Motion-capture is widely used nowadays in various fields including physiotherapy,
surveillance, computer graphics and foremost in the movie industry, using external cameras or
wearable sensors. In our experiments, we used the Xsens MVN system [156]. Xsens MVN so-
lutions are based on inertial technology, using gyroscopes, accelerometers, and magnetometers
rather than digital cameras, volumes and markers to capture movement. The hardware version of
the Xsens MVN product line we used in all our experiments was the MVN Link (Figure 1.5). It
consists of a lycra suit with 17 wired trackers, a wireless data link and a 9.5h life battery.
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Figure 1.6: Xsens skeleton with associated anatomical landmarks and joints. Left: Selection of
anatomical landmarks as is used in MVN. Right: number of each segment, tracker and joint, as is
used in MVN. Images taken from the user manual [157].
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Figure 1.7: The iCub robot.

The software application MVN Animate can be used in conjunction with Xsens MVN hard-
ware to record, monitor and analyze the movements. The system captures the movement and
digitizes it, generating as output a 3D model of the human skeleton (Figure 1.6) that reproduces
the movements performed by the person. The MVN Fusion Engine calculates the position and
orientation, and other kinematic data of each body segment with respect to an earth-fixed refer-
ence co-ordinate system. By default, the earth-fixed reference coordinate system used is defined
as a right handed Cartesian coordinate system. The axes of each body frame are aligned with this
global reference frame. The recording session saves the tracked data containing the information
of the tracked body segments (their pose, velocity and acceleration) together with the joint angles
values and the center of mass position; all the information that is generally used in a retargeting
problem. Figure 1.6 contains a list of the tracked body segments and joints. Further details about
the system can be found in [156].

1.4.2 Oculus virtual reality system

In our experiments we employed the Oculus Rift headset. It uses a pair of screens that display
two images side by side, one for each eye. A set of lenses is placed on top of the panels, focusing
and reshaping the picture for each eye, and creating a stereoscopic 3D image. The goggles have
embedded sensors that monitor the wearer’s head motions and adjust the image accordingly. The
latest version of the Oculus Rift is bolstered by an external positional-tracking sensor, which helps
track head movements more accurately. The end result is the sensation that you are looking around
a 3D world. Rift specs include a 2160 x 1200 OLED display which delivers 1080p per eye, a 110-
degree field of view with a 90Hz refresh rate. The device also features a built in accelerometer,
gyroscope, magnetometer and 360-degree positional tracking that follows six axes of movement.
The Rift also has associated a pair of joystick that can be used to interact with the virtual reality,
both by pressing buttons and moving analog sticks.
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1.4.3 The iCub humanoid robot

The robotic platform we used in our teleoperation system is the iCub robot (Figure 1.7). iCub [126]
is a research-grade open-source humanoid robot designed by the Italian Institute of Technology
(IIT) to experiment with embodied artificial intelligence. It measures 104 cm in height and weighs
22 kg, which roughly correspond to the body dimensions of a five year old child. iCub has 53
actuated degrees of freedom: 7 in each arm, 9 in each hand (3 for the thumb, 2 for the index, 2 for
the middle finger, 1 for the coupled ring and little finger, 1 for the adduction/abduction), 6 in the
head (3 for the neck and 3 for the cameras), 3 in the torso/waist, 6 in each leg. In this thesis, we
did not use hands and we did not move the eyes, we therefore controlled 32 degrees of freedom.
The head has stereo cameras in a swivel mounting in the corresponding location of the human eye
sockets. iCub is also equipped with six 6-axial force/torque (F/T) sensors in the upper arms, legs
and feet, an IMU in the head, and a distributed tactile skin.

1.4.4 The HRP-4C humanoid robot

The HRP-4C [91], nicknamed Miim, is a feminine-looking humanoid robot created by the Na-
tional Institute of Advanced Industrial Science and Technology (AIST). It measures 158 centime-
tres in height and weighs 43 kilos including a battery pack. It has a realistic head and face made
of artificial skin. The robot has 42 actuated degrees of freedom: 6 in each arm, 2 in each hand
(1 for the thumb, 1 for the fingers), 3 in the neck, 3 in the waist, 6 in each leg, and 8 in the face
that allow it to make some facial expressions. In our simulations, we did not use the hands and the
facial joints, we therefore controlled 30 degrees of freedom. During our collaboration with AIST,
we could not work with the real robot located in Tsukuba (Japan) due to pandemic-related travel
restrictions. Hence, only results obtained in simulation are reported in this thesis.

1.5 Teleoperation Controllers for Humanoid Robots

One of the main challenges related to the whole-body control of teleoperated humanoid robots,
is to guarantee the dynamical balance of the robot while trying to follow the retargeted human
references. This requires that the dynamics of the robot (or of a simplified model of the robot) has
to be included at least in either the control law or in the computation of the reference trajectories,
i.e., in the motion retargeting problem (Chapter 2). Different control strategies have been proposed
in the literature.

1.5.1 Quadratic Programming control

One common approach is to formalize the controller as a multi-task constrained Quadratic Pro-
gramming (QP) problem with inequality and equality constraints, where the references are the
retargeted human inputs. The choice of tasks is generally standard. The position of the center
of mass is taken into consideration to encode the balance of the robot. Cartesian tasks to control
the pose of a specific link are widely used. The end-effectors poses are essential to perform any
manipulation or locomotion tasks. To provide more stability, a task concerning the orientation of
the floating base is commonly included in the controller. Alternatively, the orientation of other
links, such as the head or the chest, can be considered. A postural task is also often considered to
make the robot move in a more human-like and legible way.

For each task Tk, a reference bk (i.e., the retargeted human input) is defined, which is a function
f(λkek) of the task error ek and a parameter that has to be tuned, which we denote as feedback
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gain (FG) λk. When multiple tasks are considered, they are organized according to different levels
of priority, which can be strict priorities [49, 96, 134], i.e. null-space relations, and/or the soft
task priorities [115, 161], i.e. weighted combinations. The set of n tasks {T1, . . . , Tn} organized
according to different soft or strict priorities, is usually referred to as stack S:

S = (w1T1 + ...+ wiTi)/
...

(wjTj + ...+ wnTn);

(1.1)

where Ta + Tb means that the tasks Ta and Tb are in a soft priority relation with wa, wb being the
corresponding weights, while Ta/Tb means that the two tasks are in a strict priority relation (Tb
acts in the null space projection of Ta).

For a given task Tk, the general QP formulation consists in solving the following optimization
problem at each control time step:

min
u
‖Aku− bk‖2 + ε‖u‖2

s.t. c ≤ Cu ≤ c
umin ≤ u ≤ umax

(1.2)

where u is the control input vector; Ak is the equivalent Jacobian matrix of the task k; bk the
reference value for the task, ε a regularization factor used to handle singularities, umin and umax
the control input limits and c ≤ Cu ≤ c are other equality and inequality constraints, e.g.
dynamics, collision avoidance, and contact related constraints.

If we consider n levels of hierarchies (strict priorities), n QP problems can be solved including
local equality constraints to ensure the strict priorities between the tasks in each hierarchy i, i.e.
Ai−1ui−1 = Ai−1u, ... , A0u0 = A0u. There are also other ways that solve hierarchical
problems using a single QP instead of a cascade of QPs [58]. At a given level i of the hierarchy,
we can also consider a weighted combination of tasks:

min
u

∑
k

wk(‖Aku− bk‖2) + ε‖u‖2

s.t. c ≤ Cu ≤ c
umin ≤ u ≤ umax

(1.3)

The QP formalism has become widespread not only because it allows one to specify multiple
tasks but also because it can be applied to different types of control [17, 43, 61, 77, 87, 184].

Inverse Dynamics control

When the control input u is the robot torques or joint accelerations, the QP is computing the
Inverse Dynamics (ID) of the robot. A common situation is to minimize the torques and joint
accelerations of the robot in order to follow retargeted end-effector poses, without violating the
robot constraints:

minimize
v̇,τ

‖p̈− p̈d‖2 (1.4)

s.t. Mv̇ +Cv + g = Bτ +
∑
J>fext (1.5)

τmin ≤ τ ≤ τmax (1.6)
vmin−v

∆t ≤ v̇ ≤ vmax−v
∆t (1.7)

qmin−q−v∆t
1
2

∆t2
≤ v̇ ≤ qmax−q−v∆t

1
2

∆t2 (1.8)
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JC v̇ + J̇Cv = 0 (1.9)
fC ≥ 0 (1.10)

d̈(b1, b2) ≥ 1
∆t(−β

d(b1,b2)−δs
δi−δs − ḋ(b1, b2)) (1.11)

where v = q̇ are the joint velocities and v̇ = q̈ the joint accelerations, p̈ is the reference (teleop-
erated) value for the task expressed in accelerations, (1.5) is the dynamics equation of motion of
the robot, (1.6) the torque limits, (1.7) the joint velocity limits, (1.8) the joint limits, (1.9) is the
non-sliding contact constraint, (1.10) the friction cone constraint, (1.11) the collision-avoidance
constraint between body b1 and b2 of the robot or the environment, with distance between the
two bodies d(b1, b2), damping coefficient β, security distance δs and influence distance δi. The
inverse dynamics (ID) approach (1.4) has been proposed in [61] to handle multi-contact teleop-
erated motions on the HRP-4 robot. The reference values can alternatively be expressed in the
task space, recurring to task-space inverse dynamics (TSID), which has been proposed for teleop-
erating the HRP-2 robot in [152], during a live performance consisting of fine balanced captured
dance movements.

Momentum-based control

Also momentum-based controller can be designed in a QP fashion [100]. According to Euler’s
laws of motion, the rate of change of centroidal momentum is equal to the sum of all external
wrenches applied to the robot:

ḣ = fg +
∑
i

fgr,i +
∑
i

fext,i (1.12)

where fg = (0>3×1,mg
>) is the wrench due to gravity, fgr,i are ground reaction wrenches exerted

upon the robot’s links due to contact between these links and the environment, and the fext,i are
other external wrenches applied to the robot. Since there is an affine relationship between the
robot joint velocities and the robot’s centroidal momentum

h = A(q)v, (1.13)

equation (1.12) can be written as

Av̇ + Ȧv = fg +Qρ+
∑
i

fext,i (1.14)

where the sum of all ground reaction wrenches has been written in a single matrix equation, with
Q being the transformation matrix from a task frame to the centroidal frame and ρ the vector of
ground reaction wrenches expressed in the task frame. From (1.14) we can formulate the following
QP problem:

minimize
v̇d,ρ

(Av̇d − b)>Ch(Av̇d − b) + ρ>Cρρ+ v̇>d Cqv̇d

s.t. Av̇d + Ȧv = fg +Qρ+
∑

i fext,i (1.14)
ρmin ≤ ρ ≤ ρmax

(1.15)

where Ch, Cρ and Cq are weighting matrices and b = ḣd − Ȧv, with ḣd ∈ IR6 being a desired
rate of change of centroidal momentum. Finally the pre-specified external wrenches fext,i, the
computed fgr,i ground reaction wrenches and joint accelerations q̈d are used as the input to a
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recursive Newton–Euler inverse dynamics algorithm to compute the robot joint torques from (1.5).
This approach has been adopted to teleoperate through user interfaces both the Atlas and Valkyrie
robots [86, 87]. In [43], Darvish et al. also propose the use of a momentum-based control but
for the teleoperation of the iCub robot during single support motions. The control problem is
formulated as QP optimization problem to achieve the two tasks of maintaining the balance and
following the retargeted human posture, while carefully monitoring and regulating the contact
wrenches, considering the associated feasible domains.

Inverse Kinematics control

An alternative to torque control is to control the robot in position casting an inverse kinematics
(IK)-based QP to compute the joint angles commands:

minimize
v

∑
k

wk((Jkv − bk)>Cq(Jkv − bk) + v>Cεv)

s.t. d ≤Dv ≤ d
vmin ≤ v ≤ vmax

(1.16)

where Cq and Cε are positive definite cost matrices and bk = ṗd + λke is the reference value
for the k-th task, with ṗd being the feed-forward velocity term, λk the Feedback Gain and e the
Cartesian pose error. Equation (1.16) can also be written as:

arg min
q̇

∑
iwifi +

∑
j wjgj +Cq̇

fi = ||Jiq̇ − ẋi||2
gj = ||q̇j − q̇rj ||2

subject to Jq̇ = ẋ
Aq̇ ≤ b

(1.17)

In this case, the cost function consists of terms fi with relative weight wi concerning the pose of a
specific body link i, where Ji is the Jacobian matrix for body link i and ẋi = ˙̂yi are the reference
velocities for body link i. Additionally terms gj with relative weight wj concern the posture of
certain joints j, where q̇rj = ˙̂yj are the reference joint velocities for joints j. Cq̇ is a regularization
term used to get a unique solution and avoid singularities, where C is a linear cost vector. The
equality constraints correspond to the highest priority task, which should be solved exactly.

This approach is the main one we used in our teleoperation system with the iCub robot. It has
been widely used in the literature [55,77,79,97,199] to teleoperate robots in position, since it does
not require motors equipped with torque sensors and is the easiest to implement and debug. We
remind that iCub is position-controlled and it is not provided with joint torque sensors that enable
high-frequency torque control. It is possible to estimate the joint torques [83] but the control
performance using this estimation as local torque measure were not good enough for complex
motions. Since the QP control law does not include any information about the dynamics of the
robot, this has to be considered when computing the reference trajectories for the controller (as we
have shown in Chapter 2). When trying to make the robot imitate the human stepping for example,
the impact force at the ground on the humanoid robot’s foot can be a serious external disturbance.
In [79], Ishiguro et al. implement a safety mechanism for a soft and safe ground contact, by
setting a vertical velocity limitation that is proportional to the foot height. After processing the
human input references, they modify end-effector poses and center of mass position to preserve
the robot balance based on the concept of Divergent Component of Motion (DCM) [56] and feed
them into an IK solver. Other approaches use the LIPM and/or the DCM to compute dynamically
meaningful control references for the locomotion of the robot [55, 77, 89] and feed them to a IK
solver, as we will see in more details in the next Chapter 4.

33



Chapter 1. Teleoperation Systems and Devices

Feedback controllers

In the literature, it is common to see position-controlled robots employing an additional feedback
controller, also referred to as stabilizer, to correct the control references to work against many
existing disturbances in the real system [38, 77, 79, 199]. For example in [77], the CoM-ZMP
controller proposed by Choi et al. [36] is adopted as a feedback balance controller for an online
human walking imitation. The CoM-ZMP stabilizer proposed by Choi et al. [36], has also been
adopted to teleoperate the robot MAHRU in [97], which first proposed a simultaneous assignment
of upper-body tasks and walking motion. The online footprint imitation is realized by feeding
the recognized and adapted human step parameters into a classical ZMP based walking controller.
In [79] the final retargeted joint angles are stabilized by using a bipedal feedback controller [89],
which acts as an external disturbance absorber using the feet force sensors values and reference
ZMP trajectories. With this additional control, the robot JAXON has been successfully teleop-
erated while performing very dynamic motions like high-kicking or hitting a tennis ball with a
racket. In [152], the TSID control, framed as a hierarchical QP, handles the effects of the dynam-
ics in feed-forward, with a feedback loop coming from the commercial stabilizer of HRP-2, which
controls the movements of the flexible parts of the feet according to the measurements of the ankle
force-torque sensors.

1.5.2 Other control formalisms

Solving a QP at each control cycle to compute the control inputs is not the only viable solution. An
alternative can be to rely on a full-state linear quadratic regulator (LQR), using the full dynamics
of the robot [120]. The dynamics of the robot (1.5) is numerically linearized, determining a linear
time invariant system that leads to an optimization problem in the reduced state space. It is possible
to optimize for elements in the task space defined as a linear combination of the original state
vector, and choose the task space objectives to be the regulation of the center of mass and total
momentum or other references coming from the operator controlling the robot [119].

Another control strategy that can be adopted to teleoperate humanoid robots is model pre-
dictive control (MPC). MPC is an optimization-based control technique applied to dynamical sys-
tems. MPC optimizes an objective function based on a predicted evolution of the system state [30].
The use of MPC for real time teleoperation is typically not straightforward and it is usually conve-
nient to recur to a simplified prediction model. Generally, for robot walking, the LIPM or extended
versions of it [145, 165] are adopted to implement a guided walking of the robot, as we describe
in more details in Chapter 4.

Another possible control strategy is to adopt a posture and balance controller based on contact
force optimization [133]. After defining the net forces and moments the robot must apply on its
own CoM in order to follow the reference human motion, the net forces and the knowledge of the
contact state are used to generate the proper force distribution to each leg (or other contact points,
if available). The robot follows the human movements while maintaining balance by controlling
the interaction forces between its feet and the ground. In their bilateral system, Ramos et al. [149]
use a similar strategy, teleoperating the robot little HERMES while stepping.

1.6 Enhanced Teleoperation Strategies

In many teleoperation scenarios, the tasks can be performed more efficiently by sharing the au-
tonomy among the human and robot or by directly coupling the human input with the robot state.
This section provides more details about shared control and bilateral strategies for teleoperation.
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1.6.1 Shared control

In this approach, the operator’s input may be modified using some metric to enhance performance
or safety by sharing the control authority between the robot and the operator [53]. In shared-control
teleoperation, the robot assists the user in accomplishing the desired task, potentially making
teleoperation easier and more seamless. For example in [148], Rakita et al. teleoperate the upper-
body of a humanoid using a shared-control approach, providing on-the-fly assistance to help the
user complete bimanual tasks more easily. They use an optimization-based IK solver, which is able
to handle trade-offs between many objectives, such as smooth joint motion, kinematic singularity
avoidance, or self-collision avoidance. In many shared-control approaches, the user provides an
input u, which enables the robot to take into account the human intent, and assist them in the
task by adjusting the motion or by executing a pre-optimized version of that motion. Then, a
policy blending arbitrates the user input u and the enhanced robot motion r, determining the final
reference:

u∗ = (1− α)u+ αr (1.18)

where α can be any function. A common choice is the confidence in the prediction of the user
intent:

α = max(0, 1− d/D) (1.19)

where d the distance to the goal and D some threshold past which the confidence is 0. In this
case the closer the robot gets to a predicted goal, the more likely that goal is the correct one,
and the input r is preferred over u. Differently, in haptic-based shared-control approaches, only
the user input actuates the robot but haptic information is used to guide the user during the task
execution [16, 146, 167] or to enhance the user comfort during the telemanipulation [147].

1.6.2 Bilateral systems

Bilateral teleoperation techniques have been widely used in the literature for robot manipulators.
In this approach, not only the robot receives kinodynamic references from the human, but the
operator also receives kinesthetic feedback (force, pressure, vibration, etc) from the machine.
This feedback informs the operator about the robot’s performance reproducing the commanded
motion or about external disturbances applied to the machine. The approaches described next
focus on teleoperating solely the upper-body or on coupling the human operator and the machine
at a whole-body level.

Upper-body bilateral teleoperation (admittance control)

A simple strategy that has been adopted on humanoid robots consists in teleoperating the upper-
body in a bilateral fashion, while using a separate balancing controller on the lower-body to regu-
late balance [31,140]. To control the upper limbs of the HRP-2, Peer et al. [140] adopt a common
control scheme for position-controlled robots: the admittance controller. Such controllers define
the reference through the differential equation of a virtual mass-spring-damping system:

f = Mẍ+Bẋ+Kx (1.20)

where x is a reference pose in the task space, M , B and K are arbitrary mass, damping and
stiffness matrices of the equivalent virtual system, and f are wrenches exerted on the equivalent
virtual point, i.e., the net wrenches measured at the contact point which are the references sent
by the human operator. Under time delay, M , B, and K have to be selected appropriately to
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guarantee stability of the overall teleoperation system, as done in [60] while teleoperating the
HRP-2 located in Tsukuba (Japan) from Munich (Germany).

Whole-body bilateral teleoperation

An extension of the conventional idea of bilateral teleoperation is starting to be investigated to
dynamically couple human and robot at a whole-body level [149]. This strategy consists of map-
ping the whole-body kinematic (joints position, velocitiy, etc) and dynamic (contact forces, joint
torques, etc) references from humans to robots, while providing the operator with feedback re-
garding the robot’s whole-body dynamics.However, the naturally unstable dynamics of humanoid
robots poses an additional challenge to the whole-body teleoperation: the robot must balance while
reproducing human movement.

The strategies for whole-body bilateral teleoperation utilize kinesthetic feedback to inform the
operator about the robot’s dynamics and stability in real-time. The strategy usually focuses on
the center of mass dynamics, and other condensed information about the robot. For instance, the
cable driven feedback interface in [143] exerts forces on the demonstrator’s waist corresponding
to the state of the robot’s center of mass. This feedback allows the human to teach the robot
how to compliantly interact with the environment. In [192], the feedback force applied to the
human’s torso is proportional to how close the robot is from tipping over. This is estimated by
considering the distance between the robot center of pressure and the edge of the support polygon.
The closer the robot is from tipping over in one direction, the larger the feedback force applied
to the operator in the opposite direction. A similar strategy is used in [32] by providing discrete
vibration levels to the operator using a belt with vibrotactile feedback. In [80], the force feedback
device TABLIS, a powered exoskeleton, applies forces to the operator’s feet to indicate that the
robot is stepping onto an obstacle. This enables the operator to control the robot to navigate over
objects. Finally, in [151] the force feedback is utilized to dynamically synchronize human and
machine. The force feedback generates drag (negative feedback) if the robot cannot keep up with
the operator movement, or it speeds human motion (positive feedback) if the robot moves faster
than the operator. The high-level expression for the force feedback is given by:

ffb = kH
[(
ẋ′R − ẋ′H

)
+ f ′ext

]
, (1.21)

where ẋ′i is the dimensionless CoM velocity of the human (H) and robot (R) [145], f ′ext is di-
mensionless external forces applied to the robot, and kH is a scaling factor proportional to the
operator’s size and body mass. This strategy enables human and robot to dynamically take simul-
taneous steps.

In general, in whole-body bilateral teleoperation, the kinesthetic feedback provided to the
operator is proportional to some kinematic or dynamic discrepancy between human and robot
in respect to the task at hand and/or the balance regulation. The shared control principle arises
from the fact that the robot must prioritize between following human motion command to perform
a task and maintain its own bipedal stability. Some strategies shift the balancing authority to
the robot’s autonomous controller. Which means that the robot is responsible for predicting if
a given command will jeopardize stability and decide the best course of action to override the
motion. For instance, in [79], the robot’s controller uses stability considerations from the LIP
model to modify the CoM trajectory commanded by the human, preventing the operator from
destabilizing the robot. This represents a more conservative approach that guarantees stability of
the movement of the robot, but prevents the operator from exploring motions that would go beyond
the boundaries of the stability metric employed. In contrast, other approaches, such as [150], rely
on the human operator to actively regulate the robot’s balance. In this sense, the robot follows
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human movement with only minor regulation from the robot’s autonomous controller, and the
operator must perceive the robot’s destabilization through the kinesthetic feedback and mitigate
it by adapting the commanded movement. Although riskier, this strategy frees the operator from
abiding to the boundaries of predefined stability metrics, which are challenging to mathematically
define in the context of legged robots. The goal of this approach is to eventually allow the operator
to learn how to cope with the robot’s dynamics and to create new motions on the fly.

Impedance control

A similar concept to admittance control can be employed in non-bilateral systems to provide the
robot the ability to dexterously interact with the remote environment. In [31], Brygo et al. imple-
ment an autonomous impedance controller that regulates the robot’s joints stiffness and damping
according to the manipulation loading conditions. Also in this case a virtual mass-spring-damping
system is employed, but the main difference between admittance control and impedance control
is that the former controls motion after a force is measured, while the latter controls force af-
ter motion or deviation from a set point is measured [94]. In [31], the COMAN robot performs
free-space motions with compliant limbs to ensure safe interactions during unforeseen collisions
on the whole-arm. During the manipulation task, the controller stiffens the humanoid arm joints
according to the the external force sensed at the end-effector, permitting to handle the task loads.

Alternatively, the impedance profile can be sent to the robot through a BMI applied to the
master operator’s arm, using for example non-intrusive position and electromyography (EMG)
measurements, techinque also known as tele-impedance [21].

1.7 Summary and Discussion

We presented the general architecture of a complete teleoperation system. First, the user motion
is captured by either using optical tracking systems, by recurring to inertial-based technology or
by using an exoskeleton. In this case the exoskeleton is directly coupled with the robot and the
system is said to be bilateral, since one device is used both as input and feedback. Once measured
the motion is retargeted to the robot. Then the some robot’s assistance can be used to modify the
resulting motion trajectories of the robot, for example to compensate for delays or to help the user
in performing a certain task better by recurring to shared control approaches. These approaches
use some robot autonomy to improve the efficiency of the user teleoperating the robot. In fact
there are certain tasks that might be difficult to perform, where small errors in motion inputs, lead
to large errors in motion outputs, and some assistance from the robot can help the user accomplish
that task. The resulting trajectories are then set as references for the controller of the robot, which
generates the low level commands for the robot, which can be joint positions or torques. The
robot and the environment states are measured, for example the forces acting on the robot or the
images from the robot cameras are recorded and all the information is streamed back to the human
operator through the communication channel as feedback. It can be sent as it is, like the sound
from the robot site, or it can retargeted to the user, for example the forces measured at the robot
side can be translated in vibration signals used to actuate a vibrotactile belt, to provide a sense of
the robot’s balance to the user.

In the literature there exists no such complete teleoperation system, due to complexity of
implementing each composing element. The works presented in the literature generally focus on
one or few components of the teleoperation system. Similarly in this thesis, we focused only
on some components of the teleoperation system: first we measure the human motion, then we
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translate it into an equivalent one for the robot; we use some robot’s assistance to compensate for
the delays in the network; and implemented a controller that makes the robot follow the computed
reference trajectories. For the feedback, we stream the images of the robot’s cameras and other
external cameras to the user. These components have been implemented to tackle three main
challenges regarding the whole-body teleoperation of humanoid robots:

– transferring the human motion to the robot so that the robot moves in a human-like way,
despite differences in the body structure and in the dynamics;

– finding a controller that allows the robot to follow efficiently the human references while
achieving balance. In the case of teleoperation this controller should be as generic as pos-
sible, since we do not know a priori the exact tasks that we will have to perform. This is
different when we want to design specific autonomous robot behaviors which are typically
custom tuned. Moreover, the controller testing is usually done in simulation and there is the
possibility that working solutions in simulation cannot be transferred intuitively to the real
robot;

– teleoperating the robot despite the delays. In space application these can get pretty signifi-
cant. For example in the METERON project [107], where a robot on Earth was teleoperated
from the ISS, typical delays were around 0.8s (with a maximum of 3s).
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2

Motion Retargeting from Human to
Robot

Transferring the motion from a human operator to a humanoid robot is a crucial step to enable
robots to learn from and replicate human movements. The ability to retarget in real-time whole-
body motions that are challenging for the humanoid balance is critical to enable humans to teleop-
erate humanoids. In this chapter of the thesis, we review existing retargeting methods and propose
one that allows our humanoid robot iCub to replicate the motion of the human operator, acquired
by a wearable motion capture suit, while maintaining the whole-body balance. We introduce some
dynamic filter in the retargeting to forbid dangerous motions that can make the robot fall. We
validate our retargeting approach through several experiments on the iCub robot, which has a sig-
nificantly different body structure and size from those of the human operator. This work presents
an original way to transfer the whole-body motion of the user to the robot and was published
in [181]. We additionally report the results of experiments performed on a simulated HRP-4C
robot, which has body dimensions more similar to those of the operator.

2.1 Retargeting Techniques

We define the retargeting process as the mapping of human motion trajectories into references for
the robot according to a scaling principle, that is as a mapping H : A→ A′ whereA is the domain
of the perceived human motions (kinematic and dynamic trajectories) and A′ is the space of robot
actions. In this definition, the scaling principle identifies the robot autonomy and the human
authority in the teleoperation scenario. The mapping should be identified such that it minimizes
the difference between the human intent and the robot actions while respecting the constraints in
the teleoperation scenario. In practice, we can identify the retargeting as a cascade of mappings
(Figure 2.1). In the higher level mapping G : S → F , the input are the user speech and the
psychophysiological information S (Section 1.2.2), which determine the space of possible lower
level retargeting F . G can be determined as a classification or regression problem. Two examples
of the mapping G can be found in [54,170], where the authors developed attentive systems for real-
time adaptation of the retargeting policy and the robot autonomy level. The robot can regulate its
autonomy level according to the perceived user state and by estimating the confidence in the goal
prediction and the task difficulty.

On the other hand, the retargeting F : A → A′ maps the captured human kinematics and
dynamics information to reference trajectories for the robot. In the teleoperation literature, the
term retargeting mainly refers to the mapping F, while the mapping G is fixed offline by the
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Figure 2.1: Retargeting schemes. a) the cascade of mappings for retargeting human actions and
psychophysiological state (Section 1.2.2) to robot actions; b) kinematic retargeting in the task
space; c) kinematic retargeting in the configuration space.

operator or by the developer of the system. In this thesis, only the retargeting F is considered.
There are several formulations for the retargeting F from human to robot. In literature, it is

done either by using human or robot models, or based on learning methods at the kinematic level.

2.1.1 Model-based kinematic retargeting

In this method, the retargeting is done either in the task space or in the configuration space. In
the task space retargeting, the Cartesian pose (or velocity) of one or more human body segments
is mapped to corresponding values for the robot segments. Later, as shown in Figure 2.1, the
inverse kinematic problem is solved by minimizing a cost function on the basis of the robot model
while considering the robot constraints [43]. Different authors considered distinct body parts as
the target of the mapping. A frequent approach is to map the motion of the human wrist to that of
the robot end effectors [55,79,101,192]. A commonly used mapping in the literature is to perform
an identity map between the rotational motion of the human and the robot, which usually works
because of the anthropomorphic robot design, whereas in the case of translational motion a fixed
gain is used [55], to take into account the differences in size. A more complicated approach may
identify this rotational and translational gain as a function of the human intention and ongoing
task. To enhance the similarity of the robot motion to the human one, the retargeting of the elbow
motion with a lower priority in the optimization problem is suggested in [106]. Alternatively
in [43], similarity and scalability features are obtained by mapping all the rotational motions of the
human limbs to the robot limbs with consideration of various robot constraints. In this work, the
morphing policy is found manually offline. To overcome the manual morphing problem, Ayusawa
et al. [27] suggested solving simultaneously the problems of geometric parameter identification of
the morphing function and the inverse kinematics.

Configuration space retargeting refers to the mapping in the joint space from human to robot.
This morphing is normally used when human and robot have similar joint orders. As demonstrated
in Figure 2.1, the human measures and model are used in an inverse kinematics problem. The joint
angles and velocity of the human joints are identified and mapped to the corresponding joints of the
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Figure 2.2: Teleoperation pipeline. In the motion retargeting block, the body segments pose, the
joint angles and the center of mass are retargeted to the robot. The retargeted center of mass is
corrected by a ZMP stabilizer. All the information is then fed to the robot controller that generates
the velocity commands for the robot motors.

robot [106]. When the human joint ranges differs from those of the humanoid, the robot constraints
should also apply in the morphing function. As explained later, our teleoperation system combines
both retargeting strategies.

2.1.2 Learning-based kinematic retargeting

Different data-driven approaches for mapping the human motion to the robot one have been pro-
posed in the literature. Although these methods are mainly used for generating animated character
motions and do not encode the dynamics and balance of the robot, they can also be employed for
humanoid robots retargeting. Pierce et al. [144] proposed a supervised learning approach to find
the parameters of transformations in order to enable the robot to mimic the human motion with
different similarity criteria. In the learning phase, the human mimics the robot motion on a 2D task
space, while in the test phase the learned parameters are used for retargeting the human motion
to the robot motion. In [99], a three-phase optimization problem based on reinforcement learning
is presented. Human motions are extracted and mapped to the robot from a video stream. Later,
the policy of the reinforcement learning problem is learned in order to maximize the similarity
of the human and robot motion in the task space. Finally, an optimization problem is solved to
minimize the error between the robot retargeted motion and the ground truth generated by the hu-
man demonstrations. Alternatively, Peng et al. [141] proposed a data-driven deep reinforcement
learning framework is used for training control policies for simulated characters. Their method
handles keyframed motions, highly-dynamic actions such as motion-captured flips and spins, and
retargeted motions. By combining a motion-imitation objective with a task objective, characters
were trained to react intelligently in interactive settings, e.g., by walking in a desired direction
or throwing a ball at a user-specified target. A novel approach relying on unsupervised learning
technique is implemented by Villegas et al. in [189], where recurrent neural networks and forward
kinematics are blended. It relies on the cycle consistency principle, according to which motions
retargeted to the avatar should generate the original motions of the human when retargeted back.

2.2 Methods

The first step in motion retargeting is to track the human pose through a motion capture system,
that in our case was the Xsens system (Section 1.4). Then, the retargeting method translates the
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Figure 2.3: Posture retargeting from human (Xsens system) to iCub. Each joint of the robot is
associated to a spherical joint of the Xsens skeleton together with its rotation axis.

captured human motion into equivalent reference trajectories for the robot controller, which has to
track these reference values and compute the corresponding low-level commands for the robot’s
motors (Figure 3.2). This section first presents our retargeting strategy and then briefly describes
the robot controller.

2.2.1 Joint angles mapping

This retargeting strategy was introduced in [181]. The Xsens model of the human has 66 DoFs
that correspond to 22 spherical joints. Except for the torso, the other spherical joints can be
easily visually assigned to the corresponding ones of the iCub. Less intuitive is the mapping
between the individual joints composing the spherical one. Through several tests on simulation
we identified the right mapping reported in Figure 2.3. For the torso, we used an approximate
mapping. We considered the joints that are the most involved in the motion that are jL4L3, j1T12,
and jT9T8, corresponding to the vertebrae going from the second lowest lumbar vertebra (L4) to
the thoracic vertebra at the level of the breastbone (T8). The joints jT1C7 and jL5S1 (together
with the other joints not reported in Figure 2.3) have been considered in some tests as well but
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Figure 2.4: Normalized offset center of mass computation. The normalized offset is computed
from the ground projection of the center of mass pgCoM,H and the feet positions of the human.

their contribution is negligible. Each joint value of the torso is obtained from the sum of the
corresponding rotations of the joints jL4L3, j1T12, and jT9T8. Except for the yaw of the torso,
this mapping is an approximation since the actual angle between the trunk and the hips is generally
lower than the one given by the sum of the three joints. However, we noticed that the difference
is not so relevant, that is reasonable if we consider that most of the inclination of the torso is
generated by the hip movement.

After the identification of the human-iCub joints association, we consider the joint angle varia-
tions of the human with respect to the starting posture to compute the corresponding instantaneous
values of the robot joint angles

qkR = q0
R + (qkH − q0

H), (2.1)

where q is the joint positions vector, the superscripts 0 and k refer to measurements at initial
time and at time k, and the subscripts H and R indicate measurements on human and robot,
respectively.

2.2.2 Center of mass tracking

The center of mass of a distribution of mass in space is the unique point where the weighted relative
position of the distributed mass sums to zero. Calculations in mechanics are often simplified when
formulated with respect to the center of mass. It is a hypothetical point where the entire mass of
an object may be assumed to be concentrated to visualise its motion. A person’s center of mass is
slightly below his/her belly button, which is nearly the geometric center of a person. Similarly, in
humanoid robots, the center of mass is usually located around its waist.

To transfer the human center of mass, we use normalized offsets, from which we then recon-
struct the robot center of mass ground position. We consider the ground projection of the human
center of mass pgCoM,H . Its position with respect to an arbitrary foot (let us say the left) is projected
onto the line connecting the two feet. The result is then normalized to obtain an offset o ∈ [0, 1]

o =
(pgCoM,H − pglFoot,H) · (pgrFoot,H − pglFoot,H)

|| pgrFoot,H − pglFoot,H ||2
. (2.2)
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Figure 2.5: Determination of the normalized offset with respect to the line orthogonal to that
connecting the center of the feet.

So when the human is in a symmetric pose in double support mode the offset has a value around
0.5 and when the human stands on a single foot the offset is either 0 (left foot) or 1 (right foot).
The robot center of mass ground projection is then reconstructed on the line connecting the two
feet by means of this offset value.

pg,feetlineCoM,R = pglFoot,R + o(pgrFoot,R − pglFoot,R). (2.3)

To retarget also changes of the human center of mass that are not on the line connecting the
two feet, we first consider the toes and heels positions on the ground of the human, retrieved from
the motion capture system. These positions represent points on the ground and we will call them
Tl, Tr (toes) and Hl, Hr (heels). For simplicity, we will also refer to the feet positions on the
ground as points L (left foot) and R (right foot). Moreover, we refer to the point in between L and
R as O, and to the line on the ground connecting the feet as LR (Figure 2.5).

To determine which toe and which heel correspond to the outer edges of the support polygon
(Figure 2.5), we have to calculate the distance d of each point Ti (Hi) and select that at the
maximum distance from the line LR, which will be indicated as T ∗i (H∗i )

d(T ∗i , LR) = max(d(Tl, LR), d(Tr, LR)). (2.4)

The line LR can be easily found from the points L and R. The line equation is LF : y = ax+ b
where

a =
yR − yL
xR − xL

(2.5)

and the vertical intercept b is obtained by using the coordinate of R (or L) in the line equation:

b = − yR − yL
xR − xL

xR + yR. (2.6)

The next step is to find the equation of the lines parallel to the feet line LR and passing through
the points T ∗i and H∗i . These share the same slope a as LR and their vertical intercepts can be
found by using in their equations the points T ∗i and H∗i respectively. To determine the points A
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and B on these lines (see Figure 2.5), we first compute the equation of the line AB orthogonal to
LR and passing through O

AB : y = mx+ q
m = −1/a = −xR−xL

yR−yL
q = xR−xL

yR−yL xO + yO.

(2.7)

The points A and B can then be obtained as the intersection of AB with the lines parallel to LR
passing through T ∗i and H∗i respectively. A normalized offset o′ can finally be computed in the
same fashion as (2.2):

o′ =
(pgCoM,H − pB,H) · (pA,H − pB,H)

|| pA,H − pB,H ||2
(2.8)

From this, we can reconstruct the robot center of mass ground projection on the line AB of the
robot, orthogonal to its feet line:

pg,ABCoM,R = pB,R + o′(pA,R − pB,R) (2.9)

The final retargeted center of mass of the robot is obtained from pg,ABCoM,R, pg,feetlineCoM,R and pO,R as
follows:

pgCoM,R = pg,ABCoM,R + (pg,feetlineCoM,R − pO,R). (2.10)

2.2.3 Retargeting body segment Cartesian poses

For transferring the translational movements of a body segment we use a fixed scaling factor

α =
lR
lH

(2.11)

given by the ratio between the length of the robot’s limb associated to that body segment (e.g. the
length of the arm, if considering the end-effector position) and that of the human when in N-pose3.
As for the joint angles, we considered the deviation of the end-effector positions from their starting
value over time. The instantaneous reference value of the robot is then computed as:

pkBS,R = p0
BS,R + α(pkBS,H − p0

BS,H), (2.12)

where pBS is the position vector of a body segment (e.g. an end-effector), the superscripts 0
and k refer to measurements at initial time and at time k, and the subscripts H and R indicate
measurements on human and robot, respectively. In the experiments with iCub reported in this
chapter, only the height of the waist of the human was retargeted to the robot, with α given by the
ratio of the waist height of the robot and that of the human when in N-pose. In other experiments
performed in the next chapters also the Cartesian positions of the end-effectors was taken into
consideration.

To retarget the orientation of a body segment, we use an identity map between the rotational
motion of the human and the robot. As done when retargeting the position of a body segment, we
consider only the variation of rotation with respect to the initial orientation as follows:

Rk
BS,R = R0

BS,RRk
BS,H(R0

BS,H)−1. (2.13)
3N pose is a resting pose, where the human stands with lowered arms close to its body.
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2.2.4 ZMP retargeting correction

During whole body teleoperation of humanoid robots, disastrous crashes may occur if the desired
center of mass trajectories recorded from the human do not ensure the balance of the controlled
robot when retargeted. To this scope, we propose a QP-based “preprocessor” that adjusts in real-
time the desired center of mass to satisfy constraints that represent a condition for dynamic bal-
ance. A very common strategy relies on the concept of Zero Moment Point (ZMP) [57], which is
the point with respect to which the tipping moment generated by the gravity and the inertial forces
is zero. If this is kept at all times inside the support polygon of the robot, the motion is dynamically
feasible. The dynamics of the ZMP can be derived by moment balance. By neglecting rotational
contributions and assuming a constant height of the center of mass, the dynamics can be rendered
linear. This model can be interpreted as a Linear Inverted Pendulum (LIP) [90].

Through the LIP model it is possible to establish a simple relation between the ZMP and the
center of mass dynamics. By neglecting rotational terms and assuming a constant height hCoM
for the center of mass, the moment balance equation of the robot leads to:

xZMP = xCoM −
1

η2
ẍCoM (2.14)

where η =
√
g/hCoM , with g the gravitational constant, while xCoM and xZMP are respectively

the CoM and ZMP positions along x (similarly for y).
By employing the dynamic equation of the LIP (2.14), it is possible to set up a QP optimization

problem that provides at each control iteration a correction of the desired center of mass that
satisfies the balance condition on the humanoid

min
xZMP

(ẋrefCoM − ẋCoM )2

subject to: ẋCoM = ẋmCoM + δg
hmCoM

(xCoM − xZMP )

xminZMP < xZMP < xmaxZMP

(2.15)

where ẋrefCoM is the reference human retargeted center of mass velocity, δ is the sampling time,
ẋmCoM , h

m
CoM are respectively the last center of mass and the last center of mass height measured

from the robot, xminZMP and xmaxZMP are the lower and upper bound of the support polygon of the
robot and the first constraint is derived from (2.14) using the Euler approximation.

2.2.5 Robot controller

Once the data is mapped to feasible corresponding values for the robot, these are set as references
for the controller (see Figure 3.2). We opted for a velocity-based Quadratic Program (QP) con-
troller based on OpenSoT [75], an open-source library implementing QP controllers based on the
stack-of-tasks [74]. Nowadays, QP controllers have become widespread thanks to their flexibil-
ity and various formulations have been proposed in the literature, [62, 131, 132], which take into
account joint velocity, acceleration and torque control as well as contact forces. They enable to
handle various type of constraints that, depending on the chosen formulation, may include robot
dynamics, friction cones, self-collision avoidance, joint limits and many more [132].

For the teleoperation, this kind of controllers is appropriate since they allow us to take into
account both Cartesian tasks (body segment positions) and postural tasks while satisfying all the
robot constraints. Moreover, the tasks can be specified both in a hard and soft priority fashion.
More details about the literature of robot controllers used for teleoperation are given in Section
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1.5. In the next chapter we show how we obtained an optimal controller that tracks efficiently the
retargeted information, whereas the results reported in this chapter (which is mainly focused on
the motion retargeting problem) were obtained using a first hand-tuned controller.

The multitask QP controller allows us to define Cartesian tasks and a postural task together
with their subtasks. More specifically, we did not consider a single postural tasks but we separated
it in several subtasks: neckq (neck joints), torsoq (torso joints), larmq (left arm joints), rarmq

(right arm joints).
We additionally considered a Cartesian task for the ground position of the center of mass of

the robot (comg) and a Cartesian task for the height of the floating base (baseh). The global
position of the feet was also taken into consideration, in order to keep each foot in contact with the
ground whenever it is a support link (lfoot and/or rfoot). The posture of the legs was retargeted
indirectly through the center of mass and floating base tasks. Our resulting selected stack of tasks
for the controller was the following:

stack = (lfoot+ rfoot+ neckq)/

(comg + baseh + torsoq + larmq + rarmq);

where Ta + Tb means that the tasks Ta and Tb are in a soft (Weighted) priority relation while
Ta/Tb means the tasks Ta and Tb are in a hard (Null-Space) priority relation. In single support
mode, the task of the foot that is not the support one can be removed and a leg postural task
can added for the lifted leg. However, in this work we only show experiments in double support.
Given the considered tasks, the controller solves a QP program that is equivalent to an IK problem,
generating velocity commands for the robot. As constraints, here we considered only joint position
and velocity limits.

2.3 Results

2.3.1 Experiments with the iCub robot

We set up two experiments to validate our approach. First, through dynamics simulations on the
simulated robot in Gazebo, we showed how the ZMP retargeting correction is essential to retarget a
motion that is dynamically stable onto the robot. Then, we tested our framework by teleoperating
the real robot iCub in real-time. Videos of our experiments with the real robot can be seen at
https://youtu.be/iZVAacyvYhM.

Simulated robot – We selected three kind of motions to show the efficacy of our method: squat
motion, hip roll exaggerate motion and a grasping motion involving some torso and leg movements
(see Figure 2.8). Figure 2.6 shows how the ZMP associated to the retargeted motion without the
correction lies outside the support polygon, making the robot fall inevitably (that is why we show
this in simulation). This is due both to mechanical limitations of the robot, which cannot achieve
the same center of mass displacement given the retargeted joint values (that might go beyond the
robot joint limits), and to the generation of some momentum different from that of the human,
which makes the desired robot center of mass trajectory unstable. Hence, the ZMP trajectory
is corrected in real-time to stay inside the support polygon and the center of mass trajectory is
modified accordingly (see Figure 2.7).

Real robot – We teleoperated the robot trying to move all its links to show the effectiveness
of our framework. During the teleoperation the ZMP position of the robot always lies inside the
support polygon as expected (see Figure 2.9). The robot joint trajectories follow the retargeted
values guaranteeing the mimicry of the human motion (see Figure 2.10-2.11). The joint angles of
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Figure 2.6: Robot ZMP position with and without dynamic correction. ZMP position of the
simulated robot without (red) and with (blue) the stability correction during the teleoperation while
performing a squat motion (top-left), a hip roll exaggerate motion (top-right), a grasping motion
involving some torso and leg movements (bottom).
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Figure 2.7: Robot center of mass position with and without dynamic correction. Center of mass
desired (red) and corrected (blue) position of the simulated robot during the teleoperation while
performing a squat motion (top-left), a hip roll exaggerate motion (top-right), a grasping motion
involving some torso and leg movements (bottom).

Figure 2.8: Snapshots of simulations of the teleoperated robot and of the Xsens skeleton while
performing a squat motion, a hip roll exaggerate motion and a grasping motion.
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Figure 2.9: Center of mass (left) and ZMP (right) trajectories of the robot iCub during the teleop-
eration experiment.

Figure 2.10: Snapshots from the teleoperation experiment. The robot does not fall when the human
operator falls back (frame on the bottom-right).

the legs are not taken into consideration in the stack, and the robot is free to adapt the posture of the
legs according to the retargeted center of mass and waist height. Hence, the resulting trajectories
of legs do not follow precisely the human reference (Figure 2.11), except for the knees and of
the pitch of the ankles, which are close to the those of the human because of the waist height
tracking. Even if the human performs some motions that are very challenging for the balance, the
ZMP constraints introduced by our framework make the robot maintain its balance. The video
attachment at https://youtu.be/iZVAacyvYhM shows that even if the operator is falling,
the robot does not and keeps its balance.

2.3.2 Additional experiments with the HRP-4C robot

We performed additional experiments with the humanoid robot HRP-4C (Section 1.4.4) in simu-
lation to test an alternative methodology to retarget even more human-like robot motions. In this
case we considered the same tasks as the previous experiments (see section 2.2.5), but with the
addition of a postural task for the legs. The inclusion of this task is essential to achieve a more
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Figure 2.11: Joint trajectories of the robot iCub (blue) compared to the retargeted values (red)
during part of the teleoperation experiment.
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Figure 2.12: Posture retargeting from human (Xsens system) to HRP-4C. Each joint of the robot
is associated to a spherical joint of the Xsens skeleton together with its rotation axis.

human-like motion since most of the trunk motion in humans is generated from the hip joints. Also
in this case we identified a mapping between the joint angles of the human and the corresponding
ones of the robot (Figure 2.12) after several testing in simulation.

Differently from previous experiments, we relied on a task space inverse dynamics (TSID)-
based QP controller implemented in the framework mc_rtc [8]. This time the constraints not
only bounded the control input, but also included the dynamics of the robot, ZMP constraints and
environmental factors, such as friction cone constraints at the contacts. This allowed us to not
use the ZMP-based correction of the retargeted center of mass information and to also consider as
reference the posture of the legs retargeted from the human. Both are corrected internally by the
controller to guarantee the contact stability and, more in general, to satisfy the constraints of the
control problem. We used the following stack:

stack = (lfoot+ rfoot+ 0.1neckq + comg+

+ 0.1torsoq + 0.1larmsub + 0.1rarmq + 0.1llegq + 0.1rlegq);

52



2.4. Discussion

Figure 2.13: Snapshots of the teleoperation of the HRP4C robot in simulation with the correspond-
ing Xsens human skeleton input.

We tested the system on a ~100second-long sequence involving a variety of whole-body mo-
tions (see Figure 2.13). As emerges from Figure 2.14, this time the posture of the legs of the robot
follows more precisely the retargeted values even when performing movements that solicit a lot the
lower limbs. The corresponding video is avalaible at mybox.inria.fr/f/d48d78611730425bb8a6/?dl=1.
The waist height is not retargeted anymore since the imitation of the human posture makes it pos-
sible to achieve indirectly a waist pose of the robot similar to that of the human. The contact
constraints also allow the robot to bend the torso more by using the rotation of the hip joints
without breaking the contacts.

2.4 Discussion

We proposed a retargeting method to transfer the motion from a human operator wearing a motion-
capture suit to a humanoid robot. The method allows a real-time retargeting of generic double
support motions. The generality is obtained thanks to the mapping of all the main human joints:
not only the arms and the legs, but also the torso and the head. The center of mass as well is
retargeted in a way that does not restrict the range of possible retargeted robot motions. The
robustness is given by a ZMP correction approach that guarantees the dynamical feasibility of the
retargeted trajectory in double support. These references have been fed to a controller based on
an IK control scheme with a QP optimization solver, which generates the low-level commands for
the robot.

The limitation of the approach is that it relies on a correction of the center of mass, which
is based on a simplified robot model (the LIP). For motions that involve dynamic motions of the
upper body, the LIP assumption would not be valid anymore and the correction we proposed in
this chapter could generate center of mass trajectories that are not reliable. Also for locomotion
on uneven terrains or motions involving multiple change of contacts, the LIP model would not be
appropriate and more complex models should be used [111].

We also tested a different control scheme where the QP optimization solves an ID problem
with constraints regarding the dynamics of the robot, its balance and contact conditions. With this
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Figure 2.14: Joint trajectories of the robot HRP-4C (blue) compared to the retargeted values (red)
during part of the teleoperation experiment in simulation.
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formulation we achieved more human-likeness in the robot motion, especially at the level of the
lower body. Moreover, with this control scheme we did not require any correction of the retargeted
center of mass, which was performed internally by the controller in order to maintain the robot
balance.

In the future we will extend the retargeting to more dynamic motions. In this case, since the
human-like center of mass reference trajectories could be dynamically unstable for the robot the
possibility that the control solver could not be able to find a feasible solution that respects the
robot constraints is not to exclude. A solution could be to merge the two methods we investigated,
that is both correcting the references retargeted from the human and relying on a controller that
guarantees the satisfaction of the constraints of the robot and its environment. Although for pe-
riodic dynamic motions like walking, a better solution could be to use a higher-level retargeting
strategy, as we explain in Chapter 4, where the robot is guided by the human while performing
autonomously or semi-autonomously a given motion. This clearly requires that the robot is able
and has been previously programmed to perform that motion autonomously.
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3

Learning Optimal Controllers for
Humanoid Robots

When controlling the whole-body of redundant robots like humanoids, several tasks have to be
taken into consideration simultaneously. For example, the center of mass of the robot has to be
controlled in a way that guarantees the robot’s balance, while the position of a hand has to follow
a specific trajectory to reach a certain object, the head has face toward that object and the torso has
to bend toward that object. How reactively each of these tasks is tracked by the controller and with
what priority, determines the final robot behavior. Finding the right task priorities, together with
all the parameters that affect the controller performance, is often a time-consuming trial-and-error
tuning procedure that requires human expertise and many tests on the robot. The procedure is even
more demanding in a teleoperation scenario where we do not know exactly a priori what motion
the robot is going to perform and where we need a generic and robust solution.

In this chapter, we investigate the possibility to automatically optimize off-line the parameters
and priorities for generic multi-task controllers, so to obtain an optimal controller for teleoperation
that tracks efficiently the retargeted human references. We first review the different approaches that
have been proposed in the literature to optimize of some of the controller’s parameters (Section
3.1). Then we present our optimization approach (Section 3.2) and we validate it on the robot
iCub through several experiments (Section 3.3). The work presented in this chapter was published
in [182].

3.1 Related Work and Contributions

In the literature, several approaches have been proposed to find optimal control configurations,
the majority of which has been focused on learning soft priorities. In [124] for example, the
authors parameterize the weight of each task by radial basis functions defined over time, allowing
a temporal adaptation of the different soft priorities to the specific motions. A derivative-free
stochastic optimization is used to learn the optimal parameters. Lober et al. [112] propose a
framework that modifies a set of initially interfering tasks, via stochastic optimization of their
parameters. They use Gaussian kernels to compute variance-dependent weights, which make it
possible to handle conflicts between tasks. Paraschos et al. [136] use probabilistic movement
primitives to learn the accuracy of different tasks. They exploit the variability of demonstrations
given in Cartesian and joint spaces as a prioritization criteria to organize the different tasks. In [46],
Dehio et al. use a mixture of controllers for whole-body motion generation and considered the
mixture coefficients as policy parameters, optimizing them by means of a derivative-free stochastic
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Figure 3.1: Hand-tuned vs learned controller. Despite being tuned to perform several motions
in simulation, a hand-tuned controller can easily fail when transferred on the real humanoid and
when performing different tasks that challenge its balance. With our multi-objective optimization
approach, the learned controller can work on the real robot iCub, also on different test motions.

optimization algorithm. Their approach enables the transfer of the learned policy to new tasks, but
the optimized mixture coefficients are not verified on the real robot.

For strict hierarchies, solutions have been proposed to overcome discontinuities in the control
problem [95,98], arising when priorities are continuously rearranged. Dehio and Steil [47] propose
a dynamically-consistent generalized hierarchical control that allows choosing, for each pair of
tasks, between a soft or a hard priority with one task having null effect on the other one. However,
their method is only validated in simulation on a manipulator.

Another combination of soft weighting and hierarchies is proposed in [169], where Silvério et
al. introduce an identification of demonstrated priority behaviors, given an initial set of candidate
task hierarchies, that allows the robot to reproduce the learned priorities in new situations. The
demonstrations are given by implementing an inverse kinematics controller with the desired hier-
archies in the simulated robot and making it track moving references. Both [47] and [169] limit
the number of tasks to three.

Overall, the previous works propose interesting solutions for learning simultaneously soft and
hard priorities, but for few tasks and in simulation. This is not enough for the whole-body control
of real humanoid robots, where we usually have a higher number of tasks to fulfill. On top of
that, learning solutions in simulations does not guarantee that such solutions will work on the real
robot: this is a known problem caused by the reality gap.

Achieving transferable solutions is the central focus of many recent works in robotics, [24],
[185], [40]. For example, optimal control and movement primitives are combined in [40] to find
solutions which can be easily deployed on the real robot. However, they strongly rely on the accu-
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racy of the simulated model to ensure the transferability of solutions. Another common approach
that can help achieving the adaptability of the learned solution on new scenarios is Domain Ran-
domization (DR) [185], which consists in randomizing some aspects of the simulation to enrich
the range of possible environments experienced by the learner. In [24], robust policies for pivot-
ing a tool held in the robot’s gripper are learned in simulation, given random friction and control
delays, such that the learned policies prove to be effective on the real robot as well. In [123],
the learning procedure guarantees strict constraints fulfillment, but transferring knowledge from
simulation to reality does not fully achieve the desired behavior. This implies that constraints sat-
isfaction can be beneficial, but not enough to achieve transferability. Indeed to achieve a better
generalization, solutions which are robust rather than optimal are needed. For instance, Del Prete
et al. [48] proposed to improve the robustness of task space inverse dynamics by modeling un-
certainties in the joint torques of humanoid robots. Charbonneau et al. instead, learned the soft
priorities that optimize for both task performance and robustness [35], by applying the idea of DR.
However, both [48] and [35] lack experimental validation on the real robot.

Differently from previous work, in this chapter we propose to learn both the structure of
the controller (i.e., the position of each task in the hierarchy) and all its parameters (i.e., the
task weights and Feedback Gains). We optimize for a large number of tasks and introduce a
parametrization of the strict priorities that allows us to optimize them as simply as the soft weights.
We look for solutions that are both high-performing in executing desired trajectories (low tracking
error) and “robust” (reducing the tipping moment of the robot).

Any state-of-the-art motion generator [34] still synthesizes dynamically balanced trajectories
for inaccurate robot models, without guarantees that a perfect tracking of these desired trajectories
is possible on the real robot. At the same time, reactive whole-body controllers have often a very
conservative design in terms of balancing, which prevents the robots to track desired trajectories
that are instantaneously challenging for balance. It seems appropriate to reason in terms of com-
promise between tracking performance and balancing/robustness to look for controllers that can
effectively work on real humanoid robots.

Instead of arbitrarily combining the two objectives (performance and robustness) into a single
cost function, we follow a multi-objective optimization approach: we seek to obtain in a single
optimization run the set of the Pareto-optimal solutions, i.e., the optimal trade-offs between the
objectives. This enables the robot user to test candidate controllers from the Pareto front directly
on the robot, without requiring further optimization or manual tuning. The proposed method is
detailed in Section 3.2.

To summarize, we address the problem of automated learning of controllers for redundant
robots with the following contributions: first, we introduce a parametrization of strict task priori-
ties, so to learn simultaneously the hierarchical structure and the parameters of the controller with
a multitude of concurrent tasks; second, we use multi-objective optimization algorithm to get a set
of Pareto-optimal solutions (controller configurations) to be tested by the user on the real robot.

We validate our optimization process on the humanoid robot iCub, for double support motions.
We compare controllers that were automatically optimized on a training sequence of motions
against a baseline hand-tuned controller, over different motion sequences (see Figure 3.1). We
further show that our optimized controller can be successfully employed to execute a variety of
motions, other than those used in the training, for example for teleoperation, where reference
trajectories (unknown a priori) are generated in real-time by the human operator.
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Figure 3.2: Overview of the approach for learning optimal controllers. Top: Optimization pro-
cess (offline). A training motion sequence is generated. The optimization algorithm searches for
the best controller configurations that make the simulated robot execute the reference motion se-
quence. The algorithm computes a set of Pareto-optimal control configurations, i.e. optimal trade-
offs between robustness and performance. Bottom: Testing process (online). The user selects the
most appropriate control configuration from the Pareto-optimal solutions for the real robot, getting
a valid working solution in few trials.
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3.2 Methods

The goal of our method is to automatically learn a control configuration of a controller enabling
the real robot to execute a variety of different reference motions (for a given category of move-
ments, e.g. double support). We define as “control configuration" of a controller with n tasks
{T1, . . . , Tn}, the set of the Soft Priorities Weights wk, the task feedback gain λk and the strict pri-
ority relations between the tasks, formalized as the level of each task Tk in their stack S (Section
4.3.1).

We look for a “generic” control configuration that trades-off performance on several motions,
rather than a “motion-specific” controller that is highly optimized for a given movement but re-
quires the optimization to be re-run for every other motion. We also want the result of the opti-
mization procedure to be transferable onto the real robot.

Figure 3.2 is a flowchart of the learning procedure. First, a multi-objective optimization pro-
cess based on roll-outs performed on a simulated robot model computes off-line a set of Pareto-
optimal solutions. Each solution is a control configuration that trades-off different performance
criteria (i.e., tracking score and a robustness/balancing score), optimized on a training sequence.
Then the user selects candidate solutions from the Pareto front and validates them on the real
robot using test motion sequences. Here, the purpose is to find transferable solutions that are high-
performing and well-balanced / “robust”, i.e., reducing the tipping moment of the robot. In the
following, we detail all the steps of the proposed method.

3.2.1 Motion Generation and Task Specification

The Motion Generator is a module generating a sequence of robot movements, defined by refer-
ence trajectories bk. Any motion planning algorithm could be used. Here, without losing gen-
erality, we use our motion retargeting framework from Chapter 2, which allows us to generate
references for the End Effectors (EEs) both in the Cartesian and postural space from the imitation
of human movements.

The tasks Tk considered for the controller are those for which the motion generator produces
the references bk.

3.2.2 Control Configuration – parameters to optimize

For each task Tk, we want to learn its Soft Priority Weight (SPW) wk, its Feedback Gains (FG)
(position error gain λk and orientation error gain σk for Cartesian tasks, postural error gain µk for
joint tasks) and its position in the stack/hierarchy. A specific task Tk can be either active in one
level Si of the stack S or completely deactivated (i.e., not in the stack). The parameter lk called
Hierarchy Level Selector (HLS) encodes the activation of the k-th task in S as follows4:

Tk ⊆ S1 if (0 ≤ lk ≤ 0.25)

Tk ⊆ S2 if (0.25 < lk ≤ 0.5)

Tk ⊆ S3 if (0.5 < lk ≤ 0.75)

Tk deactivated if (0.75 < lk ≤ 1)

(3.1)

Since humanoid robots exhibit bilateral symmetry, we used the same values for the weights wk
and the activation levels lk for tasks related to the left and right parts of the robot. The control
parameters all consist of real values ∈ [0, 1].

4We consider only three levels of priorities, which is a reasonable assumption in humanoids’ controllers, especially
when dealing with a large number of tasks (TABLE 3.1). However, one could optimize for as many levels as they wish.
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Table 3.1: Considered tasks, associated symbols and control parameters (Soft Priority Weight
(SPW), Hierarchy Level Selector (HLS) and feedback gain (FG)) for the controllers C1 and C2.

Task Control Parameters
Description Symbol SPW HLS FG

left foot pose Tlf wf lf λfeet, σfeet
right foot pose Trf wf lf λfeet, σfeet

left hand position Tlh wha lha λhand
right hand position Trh wha lha λhand

com height Tcz wcz lcz λcom
com (x,y) Tcxy wcxy lcxy λcom

waist height Twh wwh lwh λwaist
head orientation Th wh lh σhead
chest orientation Tc wc lc σchest

neck posture Tn wn ln µposture
torso posture Tt wt lt µposture

left arm posture Tla wa la µposture
right arm posture Tra wa la µposture

left lower arm posture Tlla wla lla µposture
right lower arm posture Trla wla lla µposture

left leg posture Tll wl ll µposture
right leg posture Trl wl ll µposture

Controller Considered tasks
C1 Tt Tlla Trla Tn Tcxy Tcz

Tlf Trf Tlh Trh Th
C2 Tt Tla Tla Tll Trl Tn Tcxy

Twh Th Tlf Trf

3.2.3 Learning Algorithm (offline optimization on simulated robot)

The main features that should characterize our “generic” controller are high-performance (track-
ing of the reference motions) and robustness (reduction of the tipping moment of the robot during
the motion). These two objectives may be antagonistic (e.g., when the desired motions are partic-
ularly challenging for the robot balance) hence the problem is naturally posed as a multi-objective
optimization problem.

Multi-objective optimization relies on the Pareto dominance concept [45]: a solution x1 dom-
inates x2 if and only if x1 is better than x2 for all the objectives; if x2 is better for at least one
objective, then x1 and x2 are equally interesting as they represent different trade-offs. Using this
definition, optimizing means finding the set of the non-dominated solutions of the search space,
that is, solutions that cannot be improved with respect to one objective without decreasing their
score with respect to the other. This set is called the “Pareto front”. Although we select a single
solution to be used on the robot, the knowledge of multiple Pareto-optimal solutions, “helps the
user to compare, choose a trade-off solution, avoiding multiple optimization runs and artificial
fix-ups” [45].

The algorithm we opted for is the Non-dominated Sorting Genetic Algorithm II (NSGA II)
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3.2. Methods

Figure 3.3: Pareto front solution. Median Pareto front (thick line) and associated IQR (colored
region) computed by NSGA-II in 20 runs with a population of 100 individuals and 300 generations
for the controllers C1 (blue) and C2 (green).

[44], one of the most efficient stochastic multi-objective optimization methods. The objective
functions are the accumulated tracking error f1, and a robustness score f2, i.e. a measure of
the ZMP position inside the Support Polygon (SP). We additionally considered a third objective
function f3, consisting of a fall avoidance score. f3 is not strictly necessary since this information
is already encoded by f1 and f2, but we included it to avoid getting initially stuck in some local
optimum, as we explain later on. The goal of the algorithm is to minimize f1 and f2 while
maximizing f3

Minimize (f1(x), f2(x),−f3(x)),

where x are the control parameters. These objectives are never combined together, since we
use Pareto-based multi-objective optimization. The objective functions are initialized at zero and
change at each time step i as follows:


f1i = f1i−1 + (

∑
k

∣∣∣Φk
i − Φ

k
i

∣∣∣)
f2i = f2i−1 + xSP + ySP if (robot fallen)

f2i = f2i−1 + |xczi |+ |yczi | if (robot not fallen)

f3i = f3i−1 − α3 if (robot fallen)

(3.2)

where Φk
i and Φ

k
i are respectively the reference and the actual value measured on the simulated

robot of task k at time step i; xczi is the distance in the frontal direction of the ZMP from the center
of the SP at time step i, while yczi is the distance in the horizontal direction of the ZMP from the
line connecting the feet; xSP ,ySP are the dimensions of the SP and α3 an arbitrary positive value.
The cost function f1 includes both position, orientation and postural tracking errors. We combined
the Cartesian position errors in cm to postural and orientation errors in degrees, so to consider the
tasks of different nature approximately with the same weight in f1.

When the algorithm generates some parameters that correspond to an unfeasible stack (e.g.
empty level in the hierarchy that is not the last) the controller fails, i.e. it cannot be initialized.
It can also fail when the solver cannot find a solution for the QP problem without violating its
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constraints. In such cases, we add the following penalties:

f1 = f1i−1 + αF1(I − i) if (i 6= 0)

f2 = f2i−1 + αF2(I − i) if (i 6= 0)

f3 = f3i−1 − αF3(I − i) if (i 6= 0)

f1 = Fmax if (i = 0)

f2 = Fmax if (i = 0)

f3 = −Fmax if (i = 0)

(3.3)

where I is the total number of steps in the recorded sequence, i is the time step when the
solver fails, Fmax is the largest value a floating-point variable can hold, αF3 can be set to any
arbitrary value greater than α3 and lower than Fmax/I and αF1, αF2 to arbitrary values that are
lower than Fmax/I and respectively greater than the largest increment (∆1,∆2) that f1, f2 could
get in a time step when the controller does not fail. Since it might be difficult for the user to
determine in advance the lower bound values of αF1, αF2, we consider also f3 in the optimization
to help the algorithm even for a wrong guess by the user of this lower bound of αF1, αF2. If the
first generations indeed have large f1, f2 scores with αF1, αF2 lower than ∆1,∆2, it may happen
that the algorithm prefers failing solutions to bad performing solutions that do not fail, hence the
controller fails very often and the algorithm struggles to converge to a stable configuration. In
such cases, even a solution that ends up in falling represents a temporary dominant solution and
can help the algorithm progress toward better solutions. Also, f3 drives the search toward “not
falling" solutions. With the adopted cost functions design, the penalty factors αF1, αF2, αF3, α3

can be set to arbitrary values comprised in between lower and upper bounds that are known, with
the exception of the lower bounds of αF1, αF2 which can be easily guessed from the problem
setting, since the first is related to the maximum tracking error and the second to the maximum
robustness score in a single time step5.

3.2.4 Solution Selection (online tests, on the real robot)

Equations (3.2) and (3.3) show that it is not possible to simultaneously get a bad score for f3 and
a good score on f1 and f2, hence all the final dominant solutions composing the Pareto front have
f3 = 0, i.e. the robot does not fall. We can then analyze the 2D Pareto front related to f1 and
f2 (Figure 3.3). We start from the most high-performing solution (i.e. lowest f1 and highest f2)
and try if the solution works on the real robot. If not, we move progressively to solutions that are
less high-performing and more “robust” until we get to a solution that achieves balance on the real
robot.

3.3 Results

The experiments were performed with the iCub robot, using 32 DoFs for whole-body control.
The whole-body controller was developed using the control software library OpenSoT [73, 155].
We tested our approach on an IK-based implementation of the multi-task QP controller (Section
4.3.1). For the experiments on the real robot, the constraints considered in the QP were joint
position and velocity limits, and the center of mass kept inside the support polygon. To learn the
control parameters, the robot was simulated using the open-source simulator Dart [104].

5If the user chooses values that are too small, the inclusion of f3 allows the algorithm to converge to a solution
anyways, as explained before. At any rate these parameters do not need an iterative tuning.
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To generate the training and testing motion sequences for the optimization and validation of the
controller, we used our motion retargeting framework (Chapter 2). We recorded the movements of
a human equipped with the Xsens MVN motion capture suit, and then we retargeted the motions
onto the robot model. For the training set, we recorded a 68-seconds sequence, consisting of a
series of whole-body movements that solicit as many body parts as possible, so to generalize well
to other motions. For the validation, we recorded three different sequences: S1: a squat motion;
S2: a movement where the robot has to shift completely its weight on the left foot and reach a
high position with the left hand; S3: a complex movement where the robot has to simultaneously
rotate and incline its torso while shifting its weight on the right foot and moving the arms.

To show that our approach does not depend on the number or type of tasks (e.g., Cartesian,
postural), we seek solutions for two different types of controllers, namely C1 and C2. They are
specified by the set of tasks considered for their control configuration, reported in TABLE 3.1. C1
takes as references (from the motion generator) mainly Cartesian tasks, while C2 mostly postural
trajectories. Both controllers can be used by the humanoid to realize double support motions, but
C2 replicates the controller that we have been using for teleoperating the iCub robot to perform
human-like motions in the previous chapter, where the postural tasks are critical for imitating the
human. For this reason, we will validate both controllers on the real robot with the aforementioned
sequences S1, S2 and S3, but only C2 will be further validated for the robot teleoperation.

The parameters of the two controllers C1 and C2 are learnt by the algorithm NSGA-II imple-
mented in Sferesv2 [125], a C++ framework for multi-core optimization. We set a population p of
100 individuals with 300 generations g (for a total of 30100 evaluations). To provide statistically
significant results, we executed in parallel 20 runs on an Intel®XeonTM E5-2620 with 32 cores at
2.1 GHz. The parallel optimization takes about 15 hours6. The duration of the optimization mainly
depends on the length of the learning sequence that has to be simulated for a number of p ·g times.
We opted for a long learning sequence to find a control configuration that can generalize well to
many tasks and that can be found by running the optimization just once. For the penalties in the
cost functions we used αF1, αF2, αF3 = 0.5 and α3 = 0.1 (see Section 3.2.3). The algorithm
converges to a set of Pareto-optimal trade-offs among f1 and f2 (see Figure 3.3).

Once the Pareto-optimal trade-off solutions are found, we follow the testing procedure of
Section 3.2.4 to select the final transferable solutions for C1 and C2 on the real robot. We use the
three test sequences S1, S2, S3. We tried on the real robot different solutions from the Pareto front
starting from those associated to the lowest tracking error (3.2.4). In the attached video, we show
on the learned (median) controller C1 with a squat motion with straight torso reference, that these
solutions are not robust enough to be transferred onto the real robot, which falls. After trying those
with f2 = 37, f2 = 32 and f2 = 27 we found that the median solution with associated robustness
score f2 = 22 is transferable to the real robot (see attached video). We report here the structure of
the stack of C1 that represents the most frequent solution, given f2 = 22 (see TABLE 3.4):

SC1 = (wf (Tlf + Trf ) + whTh)/
(wcxyTcxy + wczTcz + wtTt+

+wha(Tlh + Trh))/
(wla(Tlla + Trla));

(3.4)

while for C2 we have:

6Note that the optimization is not trajectory-specific and is only run once to get a controller that can achieve many
trajectories.
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Table 3.2: Feedback Gains (FG) associated to the 20 learned configurations given f2 = 22.

C1 C2
FG Median IQR FG Median IQR
λhand 0.0191 0.033 λwaist 0.5491 0.3791
λfeet 0.0577 0.064 λfeet 0.2486 0.0983
σfeet 0.0051 0.0059 σfeet 0.0983 0.1231
λcom 0.4426 0.1664 λcom 0.5911 0.1946
σhead 0.0796 0.0234 σhead 0.2778 0.2560
µposture 0.5605 0.2145 µposture 0.5162 0.0821

σchest 0.6052 0.4009

Table 3.3: Soft Priority Weights (SPW) associated to the 20 learned configurations given f2 = 22.

C1 C2
SFW Median IQR SFW Median IQR
wha 0.639 0.2131 wha 0.8406 0.296
wf 0.5357 0.1786 wf 0.5835 0.2144
wcxy 0.8368 0.1941 wcxy 0.9519 0.1984
wh 0.3343 0.3101 wh 0.5357 0.2465
wn 0.3256 0.2893 wn 0.406 0.2419
wt 0.9258 0.245 wt 0.656 0.2138
wla 0.3599 0.3133 wl 0.1145 0.3756
wcz 0.7684 0.2191 wwh 0.879 0.1785

wc 0.9902 0.091

SC2 = (wf (Tlf + Trf ) + wnTn)/
(wcxyTcxy + wwhTwh + wtTt + wa(Tla + Tra))/

(wcTc);
(3.5)

The corresponding median gains and soft weights are reported in TABLE 3.2 and 3.3, along
with the interquartile range (IQR) of these parameters in the 20 learned configurations. TABLE
3.4 indicates the frequency of each task in the different levels of the hierarchy in the 20 runs7.

We compared the performance of the learned controller for C1 with respect to a baseline
solution that was manually tuned by an expert. The test was performed on the three different
sequences S1, S2, S3.

The baseline was the following Hand-Tuned controller (HT ):
SHT = (wht(Tlf + Trf ) + Tcxy + Th)/

(Tcz + Tt + (Tlh + Trh))/
((Tlla + Trla));

(3.6)

where the the tasks concerning the feet contacts Tlf , Trf and the center of mass Tcxy are reasonably
considered at the highest level of priority, being the most relevant for balance.The HT solution
was validated on the robot for double support motions. Soft priorities were all set to 1. The FG

7The purpose of the 20 runs is to provide statistical evidence about the convergence of the multi-objective optimiza-
tion algorithm. We can notice that the variability of the Pareto front is small (see IQR region in Figure 3.3), meaning
that for a real use-case only one run is sufficient to compute the Pareto front and to find the Pareto-optimal solutions.
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Table 3.4: Task frequency in each level of the hierarchy in the 20 learned configurations, given
f2 = 22. The most frequent solution is in bold.

C1 C2
Task S1 S2 S3 Task S1 S2 S3

Tlh, Trh 2 18 0 Tla, Tra 3 17 0
Tlf , Trf 18 2 0 Tlf , Trf 19 1 0
Tcxy 4 16 0 Tcxy 3 17 0
Th 11 0 1 Th 6 1 0
Tn 9 1 1 Tn 9 4 0
Tt 3 17 0 Tt 1 17 2

Tlla, Trla 1 3 16 Tll, Trl 0 0 5
Tcz 4 16 0 Twh 3 17 0

Tc 0 1 9

Figure 3.4: Comparison of the tracking performance of the median learned controller C1 and
the hand-tuned controller HT (with wht = 1) in sequence S1, on some significant tasks (in
simulation).

were all set to 0.1 except for λfeet, σfeet, λcom that were set to 1 as done in previous work where
our optimization approach was not yet available [73, 155, 181].

Figure 3.4 and the video (youtu.be/RJW67SU6Yf0, 6min47s-7min29s) show respectively in
simulation and on the real robot, how the median learned controller C1 outperforms HT in track-
ing the sequence S1. Since simultaneous mastering of multiple tasks during motion can be chal-
lenging (especially if these references are computed on approximate models that do not match
reality), some tasks can be tracked with less precision than others. Indeed, the optimization algo-
rithm found that penalizing the tracking of a not optimal reference for the x position of the CoM,
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Figure 3.5: Comparison of the tracking performance of the median learned controller C1 and the
hand-tuned controllerHT (withwht = 0.7, since the controller cannot find a solution forwht = 1)
in sequence S2, on some significant tasks (in simulation).

Figure 3.6: Comparison of the tracking performance of the median learned controller C1 and
the hand-tuned controller HT (with the same task priorities of C1) in sequence S3, on some
significant tasks (in simulation).

can then lead to a better overall whole-body tracking performance, especially a better tracking of
the height of the CoM (see Figure 3.4). In S2, by setting wht = 0.7, we could get with HT , a
performance that is comparable to the median learned controllerC1 in simulation (see Figure 3.5).
However, when transferring the result onto the real robot, HT made the robot fall (due to a not
robust enough choice of the priorities and FG) while C1 did not, as shown in the attached video.
In S3, HT failed to find a solution, for both wht = 0.7, 1. We then considered the same structure
of the stack and the same soft weights of C1 in HT to see how only the FG can affect the tracking
performance (Figure 3.6). Also in this case, with the gains set manually (that are not “robust”) the
real robot fell, while with the optimized gains it kept the balance (attached video).

To show how a controller optimized through our approach can be used for generic motions –
not previously encountered in the learning sequence, though from the same category (i.e., double
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Figure 3.7: The iCub robot controlled with the learned configuration C2 while performing differ-
ent teleoperated tasks.

support) – we used the optimized controller of C2 in our teleoperation system. We teleoperated
the iCub to perform several actions: picking up a box, pushing a ball in a box, pushing aside a
box, opening and closing the door of a container, dancing and hitting a ball (see Figure 3.7). The
human operator generated the movements in real-time, that were tracked by the Xsens MVN suit
and retargeted to the robot. The teleoperated sequence, lasting more than 2 minutes of continuous
movements, is reported in the video youtu.be/RJW67SU6Yf0 at 7min53s.

3.4 Discussion

We proposed a framework to automatically learn both the structure and the parameters of a “generic”
whole-body controller. We used multi-objective optimization to look for solutions on the Pareto
front, representing optimal trade-offs of performance (tracking the reference trajectories) and ro-
bustness (limiting the tipping moment of the robot). This allowed us to efficiently find a set
of Pareto-optimal trade-off solutions in simulation. The user can conveniently choose from the
Pareto-front a pre-optimized solution to test on the real robot: this reduces considerably the num-
ber of test trials on the real robot and improves the parameters tuning. To give the reader an ex-
ample, to find a suitable controller configuration for humanoid teleoperation it only took us three
test trials on the real robot. Before our method, tuning such a controller was a time consuming
trial-and-error procedure.

In this work we limited our approach to double support motions with a simple QP controller
structure that does not include friction cones, contact wrenches and centroidal dynamics in the
constraints [103]. Those will be added in future work, to deal with more complex and dynamic
motions. In this case other robustness criteria would have to be investigated, since a conservative
ZMP distance from the center of the support polygon would not be sufficient to guarantee the
stability of the contacts. A possibility could be to use a robustness score that maximizes the
distance of the ground reaction forces from and within the friction cone bounds. Also recurring
to some domain randomization in the simulation roll-outs, especially involving the friction at the
level of the contacts and of the robot actuators, could help obtain more robust solutions.
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4

Multi-mode Teleoperation System

We envision a world where humanoid robots can be used as human avatars to replace humans
in dangerous situations that can put their lives at serious risk. The intuition and intelligence of
human operators can be leveraged to make humanoids perform complex tasks, provided that suit-
able control interfaces and teleoperation modes are designed. In Chapter 2, we showed how the
similar human-morphology of humanoids can be exploited to intuitively control their whole-body.
However, in locomotion tasks like walking, the differences in the body structure and dynamics
between human and robot become too significant to be addressed in the same manner. Hence in
this chapter, we present a teleoperation framework for executing loco-manipulation tasks with a
humanoid that provides two different modes of teleoperation:

– a high-level teleoperation setting in which the operator uses a joystick to send reference
commands to the robot such as direction and velocity of motion, without dealing with its
actual execution;

– a low-level teleoperation setting in which the operator generates whole-body movements for
the robot by means of a motion capture suit (Chapter 2).

In both cases the human operator receives visual feedback through a virtual reality (VR) head-
set connected to the cameras of the robot avatar.

The work presented in this chapter was published in [184]. It was the result of a collaboration
with the colleagues from University La Sapienza of Rome, who implemented the MPC-based gait
generator [165]. Our personal contribution consisted in embedding the MPC into the teleopera-
tion system, providing a unique framework that allows to switch between different teleoperation
modes.

In the following, we first review the state of the art of teleoperation systems supporting loco-
motion, then we present our framework and we demonstrate it on the humanoid robot iCub and on
the simulated robot HRP-4C.

4.1 Related work

The idea of teleoperating robots with VR was first proposed by Tachi [176]. The retargeting of the
upper-body joints, which is important for manipulation, has often been done independently from
the motion generation of the legs, crucial for balancing and locomotion. In [109] for example, the
authors employ the mobile manipulator Justin to retarget upper-body motions with haptic feedback
at the hands, without considering leg motions (Figure 4.1).
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Kim et al. [97] were among the first to extend the robot teleoperation to walking motions. In
[97], upper-body motions and walking are separately retargeted onto the humanoid robot MAHRU
by using a wearable motion capture system. Whenever the operator walks, this triggers a human-
independent walking by the robot. For the retargeting of upper-body motions only the arms are
involved. Instead, in [77], Hu et al. focus on teleoperating exclusively the walking for the hu-
manoid TORO, but considering also the human footsteps and configuration of the leg joints in the
retargeting.

Figure 4.1: Examples of teleoperated locomotion. Top-left: iCub robot teleoperated with a VR
walking platform [55]; top-right: walking imitation of MAHRU robot [97]; bottom-left: whole-
body teleoperation of a stepping motion with the robot JAXON [79]; bottom-right: remote guid-
ance of the walking of the Valkyrie robot through a GUI [87].

In [55], the authors teleoperate the iCub robot in an immersive scenario using a VR headset
and a walking platform (Figure 4.1). The robot starts and stops walking whenever the operator
does, but the retargetable double-support motions are only limited arm movements.

Motion retargeting can be performed also at whole-body level. Ishiguro et al [79] conducted
some experiments retargeting highly dynamic upper-body and leg motions onto the humanoid
robot JAXON (Fig 4.1). Although suitable for executing challenging movements, such as kicking
or hitting a tennis ball with a racket, their technique cannot be used for extended walking due to
the great mismatch between the human and robot dynamics, which forces the human to walk in a
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Figure 4.2: Overview of the proposed teleoperation system. The user can choose between two
operational modes, i.e., high- or low-level teleoperation.

very unnatural way.
The main challenge of teleoperating highly dynamical motions is to ensure smooth and stable

motions in real-time while guaranteeing the robot’s balance. Similar issues must be addressed in
robotic walking, where a widespread approach to generate robust dynamic motions exploits Model
Predictive Control (MPC) on reduced models of the robotic system. For gait generation the most
common strategy relies on the concept of Zero Moment Point (ZMP), i.e., the point with respect
to which the horizontal momenta of the ground reaction forces are zero. Dynamic equilibrium is
guaranteed by keeping the ZMP at all times within the robot support polygon, i.e., the convex hull
of the contact points.

Many successful techniques for generating stable gaits are based on a simplified linear dy-
namic model [90] relating the ZMP to the center of mass, derived by neglecting any rotational
contribution around the center of mass which is also assumed to be at constant height. This model
is called the Linear Inverted Pendulum (LIP) or the Cart-Table (CT), depending on whether the
ZMP is treated as an input or an output.

In [88], the Cart-Table model is used to design a linear quadratic controller with preview. Con-
straints were added in [194] leading to an MPC formulation and also allowing the automatic choice
of the footsteps [71]. To cope with the unstable nature of the LIP, an explicit stability constraint
ensuring that the center of mass trajectory is bounded w.r.t. the ZMP has been introduced in the
MPC design in [164]. Extensions to walk-to locomotion [18] or uneven ground [197] have also
been proposed.

Another approach that is often employed in an MPC formulation is the Divergent Component
of Motion (DCM) [179], which can be viewed as an extension of the capture point concept to the
three-dimensional case for uneven terrain [56]. The DCM represents the point where the center
of mass of the of the unstable LIPM converges. Therefore, the main goal of this approach is to
implement a control law that stabilizes the unstable LIPM dynamics, as well as the ZMP. This
approach is used in [55] as an MPC formulation to compute the footsteps and center of mass
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Figure 4.3: Pipeline of the MPC-based gait generation module.

trajectory of the robot, which are then fed to an IK QP solver.
Differently from previous work, our teleoperation framework allows us to alternate walking

motions that are generated by an LIPM-based MPC gait generator, to whole-body manipulation,
not limited to constrained arm movements.

4.2 Overview of the System

Our framework is illustrated in Figure 4.2. The human operator can choose between two different
teleoperation modes using the buttons of the VR controller: a low-level mode for full real-time
control of the robot via motion retargeting and a high-level mode to command walking or pre-
optimized task trajectories. Both modalities share the same whole-body controller for computing
in real-time the commands to be sent to the robot.

In the first operational mode, the human posture is tracked by a motion tracking system, in
our case the Xsens motion capture suit. The data are then mapped to feasible corresponding joint
values for the robot. To achieve dynamical balance, the references are corrected by a stabilizer and
then fed to the whole-body robot controller. The latter is formalized as a multi-task QP controller,
where the task references are the desired robot posture and its stabilized center of mass.

The second operational mode is characterized by a higher degree of autonomy of the robot,
and it is triggered by the operator using the joystick. For walking, the operator gives a direction
and velocity references for the humanoid gait through the analog sticks. These are translated into a
timed sequence of footsteps, swinging foot and center of mass trajectories through an MPC-based
control scheme. Alternatively, the operator uses the joystick buttons to select the one among differ-
ent pre-defined task trajectories. The corresponding trajectories, which have been pre-optimized
off-line [68], are sent as reference to the robot controller and then simply reproduced.

The reason for the two distinct modes is that retargeting is essentially kinematic and it is not
effective for on-line teleoperation of dynamic motions such as walking or stepping. In our experi-
ence, retargeting of walking is not a viable solution for many reasons: first, the stride of the robot
is typically shorter than the operator’s; second, the robot foot trajectory is often optimized for
balance and impacts, while the trajectory retargeted from the human is not compliant with these
requirements; third, since humanoids cannot walk as fast as humans, in a retargeting context the
operator would be forced to walk in an unnatural way, ultimately leading to inefficient robot loco-
motion. For these reasons, it is better to rely on a MPC-based gait generation and avoid retargeting
altogether in this phase. Similar considerations can be made for many motion primitives or task
trajectories that impact or leverage the robot dynamics, such as stepping or serving in tennis: in
our view, this is the kind of motions that should be pre-optimized off-line as they are specific to
the robot dynamics.
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4.3 Methods

4.3.1 Whole-body controller

The whole-body motion of the robot is defined by the following trajectories: center of mass
ground projection (comg), waist height (baseh), hands positions (lhand and rhand), arms pos-
tures (larmq), neck posture (neckq), torso posture(torsoq) and feet poses (lfoot and rfoot).
Given these reference trajectories, the robot commands q are generated by solving the redundant
inverse kinematics, which can be formulated as a constrained quadratic programming problem
with equality and inequality constraints as explained in Section 1.5.1.

The stack of tasks we used is different than that from the experiments presented in Section 2.3,
since we had to take into account also the walking of the robot. In this case the center of mass
position and the feet poses have to be given the highest priority:

stack = (lfoot+ rfoot+ comg)/

(0.5baseh + neckq + 0.5torsoq + 0.1larmq + 0.1rarmq + lhand+ rhand);

The priorities are not optimal and were manually tuned without using our multi-objective
stochastic optimization presented in Chapter 3, because we had not implemented it yet at the time.
The inequality constraints of the QP problem, contain the robot joint velocity bounds and zero
moment point bounds, which is constrained to stay inside the support polygon.

The controller is based on the OpenSOT framework [155] and is run at 100 Hz.

4.3.2 Low-level teleoperation mode

The motion retargeting in the low-level teleoperation mode is built on our previous work presented
in Chapter 2. For convenience, we summarize here the methodology previously introduced. Joint
positions are measured and grouped into subcategories: head, torso, left arm, right arm, left leg and
right leg. Also the ground projection of the center of mass, the height of the waist, the orientation
of the head and the position of the feet are controlled.

In the joint retargeting module, the Xsens skeleton degrees of freedom are assigned to the
corresponding ones of the iCub robot. Then, we consider the joint angle variations of the human
with respect to the starting posture to compute the corresponding instantaneous values of the robot
joint angles.

The same approach is used to retarget the relative Cartesian position of a body segment with
respect to a base link, with the difference that the variation of the human positions has to be
properly scaled by the human-robot limb length ratio..

To track the human center of mass we use normalized offsets, from which we then reconstruct
the robot center of mass ground position.

The resultant retargeted motion it is not guaranteed to be dynamically balanced and different
methods can be used to correct it. In our teleoperation approach we want a dynamically balanced
center of mass trajectory and we adopt the LIP model to properly modify the reference trajectory.

The stabilized center of mass reference, Cartesian tasks and postural tasks are set as reference
tasks in the multi-task QP controller.

4.3.3 High-level Teleoperation Mode

As illustrated in Figure 4.2, the humanoid desired motion is either defined offline (pre-generated
task trajectories or motion primitives [68]) or online (MPC-based gait generator).
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Pre-generated trajectories are triggered by the operator depending on the situation. For ex-
ample, in the final phase of the reported experiment the robot moves its feet apart autonomously,
independently of the human’s lower limbs motion, for picking up the box more effectively.

Other tasks or repetitive movements like standing up, can be recorded off-line and replicated
for a quick and precise execution. We also recommend the use of this option to make the robot
perform motions that are not ergonomic for the operator or can be uncomfortable to perform. Note
also that the execution of pre-defined motions may be more convenient in the presence of signal
degradation or delay.

The online gait generation is based on the MPC scheme proposed in [164, 165] and is sum-
marized in Figure 4.3. The joystick provides reference velocities (vx, vy) and ω for respectively
the sagittal, coronal and angular motions. Footstep orientations are computed in a separate stage
and used as known parameters in the next module. This is useful to guarantee linearity of the
constraints in the following MPC formulation.

To generate the footstep orientations a first QP problem

(QP1): min
Θkf

F∑
j=1

(θjf − θ
j−1
f − ωTs)2

subject to |θjf − θ
j−1
f | ≤ θmax

is solved for all the F predicted footsteps that fall within the prediction horizon of the MPC
problem. These are denoted as Θk

f = (θ1
f , . . . , θ

F
f ), while Ts is the step duration and θmax the

maximum allowed rotation between two consecutive steps.
A second module based on MPC generates the center of mass trajectory and the positions

of the footsteps, while their orientations are inherited from the first module. At each time in-
stant tk, the MPC solves a QP problem on a prediction horizon [tk, tk+C ] based on a prediction
model and constraints. The sampling interval has duration δ. We use as prediction model the
LIP (2.14) with an additional integrator on the input (dynamic extension), so that the ZMP ve-
locities (ẋZMP , ẏZMP ) are used as control input. The decision variables of the QP problem are
therefore ẋkZMP , . . . ẋ

k+C−1
ZMP , ẏkZMP , . . . ẏ

k+C−1
ZMP and the footstep positions ẋ1

f , . . . ẋ
F
f , ẏ

1
f , . . . ẏ

F
f ,

which are collected in the vector Uk of decision variables. The ZMP velocities are assumed to be
constant in each sampling interval [ti, ti+1] resulting in a piece-wise linear ZMP.

The constraints enforced in the second QP are:

– a balance constraint, which ensures that the ZMP is at all times inside the support polygon;

– a kinematic constraint, guaranteeing that the footsteps are placed in a region which is kine-
matically feasible, and avoid self-collisions;

– a stability constraint, which makes sure that the generated CoM trajectory does not diverge
with respect to the ZMP.

The balance or ZMP constraint at a generic instant of the single support is expressed as

RTj

 xk+i
ZMP − x

j
f

yk+i
ZMP − y

j
f

 ≤ 1

2

 dz,x

dz,y

 (4.1)

where dz,x and dz,y denote the size of the rectangular support polygon while (xk+i
ZMP , y

k+i
ZMP ) is

the ZMP position at the i-th prediction instant. RTj is the rotation matrix associated with the
orientation of the j-th predicted footstep within the prediction horizon, which is computed in the
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4.3. Methods

Figure 4.4: Illustration of the kinematic constraint. The center of the green footstep can be placed
in the blue region, which is defined with respect to the previous footstep (red).

Footstep Orientation block of Figure 4.3. The ZMP constraint is enforced at each instant of the
prediction horizon, i.e., for i = 1, . . . , C.

The kinematic constraint ensures that the footsteps are placed consistently with the robot capa-
bilities. In particular this involves avoiding footsteps which are too far away and thus unreachable,
or too close which would cause self collision between the two legs. The constraint is

RTj−1

(
xjf − x

j−1
f

yjf − y
j−1
f

)
≤ ±

(
0

`

)
+

1

2

(
dk,x

dk,y

)
(4.2)

where dk,x and dk,y represent the size of a rectangular region which is kinematically feasible and
avoids self-collisions, and ` the position of its center w.r.t. the previous footstep. The ± sign
regularly alternates discriminating between left and right footsteps. Figure 4.4 shows a visual
representation of the kinematic constraint.

To understand the necessity of the stability constraint, note that the LIP model (2.14), and
hence the prediction model, has an unstable eigenvalue; therefore, the generic center of mass
trajectory will in general diverge w.r.t. the ZMP. There exists however a stability condition, relating
the center of mass initial state in tk to the future ZMP, expressed as

xkCoM +
ẋkCoM
η

= η

∫ ∞
tk

e−η(τ−tk)xZMP (τ)dτ (4.3)

which ensures that the center of mass trajectory remains bounded with respect to the ZMP. A
similar expression holds along y.

The stability constraint of the MPC is obtained by computing (4.3) for a piece-wise linear ZMP
trajectory. However, note that the integral requires the future ZMP trajectory, which is available
only up to the prediction horizon. The remaining part, after tk+C , can be conjectured by using
the available information (e.g., planned reference velocities) beyond the prediction horizon. One
possibility is to use an infinite replication of the control inputs over the horizon, which is especially
appropriate for regular gaits that exhibit a periodic behavior; the resulting stability constraint is

C−1∑
i=0

e−iηδẋk+i
ZMP = η

1− e−Cηδ

1− e−ηδ
(xkCoM +

ẋkCoM
η
− xkZMP ) (4.4)
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The second QP problem can finally be stated as

(QP2): min
Uk

C−1∑
i=0

((
ẋkZMP

)2
+
(
ẏkZMP

)2
+

βx (ẋCoM − vx cos(ωδi) + vy sin(ωδi))2 +

βy (ẏCoM − vx sin(ωδi)− vy cos(ωδi))2
)

subject to:
• ZMP constraints (4.1)
• kinematic constraints (4.2)
• stability constraint (4.4) for x and y

In the cost function, βx and βy represent the weights associated with the velocity tracking terms.
Once both QP problems are solved, the first value of the ZMP derivative (ẋkZMP , ẏ

k
ZMP ) is

used to compute the center of mass trajectory pCoM through the prediction model, while the first
predicted footstep (x1

f , y
1
f , θ

1
f ) is used to generate, using a predefined polynomial shape, a swing

foot trajectory pswg ending at the predicted footstep. The swing foot trajectory is generated using
a using a predefined polynomial shape. Both pCoM and pswg are finally tracked by the kinematic
controller.

4.4 Experiments

We report on an illustrative experiment performed with a human operator and the iCub humanoid
robot8. In our presented scenario shown in Figure 4.5, the robot must walk and pick a box on the
floor to hand it to the worker. The operator is equipped with a wearable motion capture Xsens
MVN suit and the VR Oculus Rift system composed by a headset and a pair of joysticks. The
suit provides real-time estimation of the posture, the headset gives visual feedback from the robot
cameras, while the joysticks allow the operator to switch among the two different teleoperation
modes and to guide the robot.

As a first step, the robot should autonomously walk to the box, guided by the operator. After
selecting the high-level mode on the VR controller, the robot walks receiving velocity references
commands through the joystick. Figure 4.6 shows the MPC-generated CoM trajectory (to be sent
to the whole-body controller) together with the footsteps.

When the robot gets in front of the box, the operator stops it. Then, still in high-level mode,
the operator prepares himself for the pickup by moving his feet apart, and selects a pre-defined
motion for the humanoid to do the same movement independently.

Finally, the operator switches to the low-level mode by using the VR controller and per-
forms a squat motion to pick up the box. Motion retargeting makes the robot follow in real
time the movements of the operator, successfully handing the box over to the human. Balance
is maintained throughout this phase thanks to the stabilization performed on the retargeted hu-
man references, as shown in Figure 4.7. A video clip of this experiment is available online at
youtu.be/aCXoDCMd_v4.

8iCub is only 104 cm high and cannot lift heavy weights, but our methods are not iCub-specific and could be easily
applied to adult-sized humanoids with heavier payloads.
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4.4. Experiments

Figure 4.5: Snapshots from the teleoperation experiment with the iCub robot. Top: robot walking
in the high-level mode. Bottom: robot controlled in the low-level mode with a motion capture suit
and a VR headset.

Figure 4.6: Walking phase: CoM and ZMP trajectories along the MPC generated gait.
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Figure 4.7: Pickup phase: CoM and ZMP trajectories of the robot in double support. The feet of
the robot are shown in black. Top: CoM reference position reconstructed from the human refer-
ence (red) and corresponding stabilized value (blue). Bottom: ZMP of the LIP model associated
to the CoM reference without (red) and with (blue) stabilization.

Experiments with the HRP-4C robot

We implemented the same multi-mode system on the HRP-4C robot by using the whole-body ad-
mittance controller [33] implemented within the mc_rtc framework [8] and the MPC-based gait
generator provided within the framework [195]. The whole-body admittance controller imple-
ments feedback control of the desired force targets issued by DCM feedback and wrench distribu-
tion (see Section 1.5.1), while otherwise following the position targets prescribed by the walking
pattern given by the MPC [195]. The wrench distribution among contacts is formulated as a QP
with ZMP constraints and friction cone constraints. The computed wrenches are fed into a whole-
body admittance controller that computes both end-effector and center of mass trajectories. Then
based on these, the controller computes the robot joint velocities and accelerations by solving a
IK-based QP problem (Section 1.5.1). More details about the controller can be found in [33]. The
considered tasks are the poses of the hands, the poses of the feet, the center of mass position, and
the whole posture of the robot. The tasks are considered in a weighted combination, where the
center of mass and the feet are given weight wCoM,feet = 1 since have the highest priority, while
the hands’ poses have relative weight whands = 0.5 and the postural task has wposture = 0.05.
These weights have been approximately hand-tuned by an expert user and have not been validated
on the real robot.

The system has been tested in simulation alternating walking motions guided trough a joystick
interface and whole-body motions pre-recorded off-line, captured with the Xsens system (Figure
4.8). The video is available at mybox.inria.fr/f/bce3ac69c4954c4d95ed/?dl=1.

4.5 Discussion

We proposed a multi-mode teleoperation framework for a humanoid robot on loco-manipulation
tasks. The first mode is a low-level teleoperation of all the joints of the robot, while the other
enables the execution of high-level commands and pre-designed motion primitives, which can be
useful for locomotion or other specific tasks.
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4.5. Discussion

Figure 4.8: Snapshots from the teleoperation experiment with the simulated HRP-4C robot.

Our system is rather intuitive for the user, although proper user studies should be conducted
to assess the ease of use of the system and it should be compared to other alternative approaches,
including the use of a walking platforms [55], or of full exoskeleton cockpits [80].

The use case presented in the experiment consisted in walking to a box on the ground using
the high-level mode, and then picking it up by switching to the low-level mode. It is possible to
envision several scenarios in which the presented framework might be employed. For example, the
operator might switch to the low-level mode to use control panels, open doors or recover items, all
actions that could be necessary during exploration. The robot might also be equipped to execute
specific actions necessary for maintenance operations (e.g., tightening screws, assembling parts,
etc...) using specialized tools activated from the joystick. Furthermore, the high-level mode of our
system relies on a MPC formulation that is valid only for walking on a flat ground. In the case of
walking on uneven terrains and 3D locomotion, extensions of the proposed formulation have to be
taken into consideration [18, 197].

A future integration would be to employ a microphone at the user side. This could be used to
provide vocal commands to the robot, making it perform certain tasks autonomously, or to simply
connect the user’s voice to the robot’s microphone in a telexistence context where the user can
communicate through the robotic avatar with other people at the robot side.
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5

Delay Compensation in Teleoperation
Systems

In a teleoperation scenario, the user and the humanoid robot naturally exchange information
through a communication channel [29]. However, the communication channel could be non-ideal,
introducing transmission delays that impact the stability and performance of the teleoperation.
This is the case of many real-world applications such as space exploration, disaster-response sce-
nario, or offshore surveillance. Addressing the delays in space teleoperation is certain the most
challenging. In this chapter we propose a novel solution, based on the operator’s motion predic-
tion, for coping with the unavoidable communication delays between the movement of the operator
and the feedback from the robot. We first review the existing methods for delay compensation and
then present our system together with the results obtained from the experiments with the iCub
robot.

5.1 Related Work and Contributions

The first studies with robot manipulators [63] suggested that the typical user behavior in a teleoper-
ation system with time delays is to adopt a “move-and-wait” strategy to avoid overcompensations
for the delayed perceived errors. However, follow-up experiments [64] showed that this strategy
is not effective, even with time delays around 0.3s. This is in sharp contrast to the typical delays
that are considered in real experiments aiming at space teleoperation and in robotics competitions,
for instance 1 second on average (30s maximum) during the DARPA Robotics Challenge [26],
10 seconds (20s maximum) for the NASA Space Challenge [9], or 0.8s (3s maximum) in the
METERON project [107], during which a robot was teleoperated on Earth from the International
Space Station.

Time-delayed teleoperation almost exclusively uses predictive displays [72, 142], which are
virtual displays representing a model of the robot and its environment, to compensate for the de-
layed visual feedback. In these systems, the operator performs the task on the display, controlling
the simulated robot without any time delay, while sending the same commands – which will be
delayed – to the real robot. More complex predictive displays overlay the predicted graphics on
the delayed video [28,122], which can be achieved by identifying a model of the environment and
transmitting it back to the operator side [122]. However, in most cases, the predicted graphics and
the delayed video signals are kept in different displays, due to the difficulty of mixing video and
graphics with enough quality and robustness. In all these cases, since perfect modeling is impossi-
ble, there is always going to be a difference between the real and modeled environment, which has
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Figure 5.1: Concept of prescient teleoperation. The operator wears a motion capture suit and
a virtual reality headset. They teleoperate a humanoid robot over a network with communica-
tion delays (up to 2 seconds). To send a synchronized visual feedback to the operator, the robot
anticipates the commands thanks to data-driven predictors that are trained from a few examples
beforehand: the robot executes commands that the operator has not given yet by predicting the
most likely commands in the next few seconds.

to be coped with by some local robot autonomy. Hence, these techniques just offer approximate
cues until the actual feedback information is available, and should be considered as support tools
rather than standalone solutions.

Here, we introduce a novel teleoperation system in which the operator gets a synchronized
video feed of real images, even when the communication channel imposes a 1 to 2 seconds delay.

Our key idea is that if the robot executes the desired movement before the operator performs
it, then the operator will watch a delayed video feed that will be almost indistinguishable from a
real-time feed (Figure 5.1). At each time-step, the robot analyzes the data that it has received so
far, measures the communication time, estimates the communication time to send the feedback,
and predicts what the operator is most likely to do in the next seconds. This prediction makes it
possible to execute the command with enough anticipation so that the user receives a video feed
that correspond to the past of the robot, but that matches the present time for the operator. We call
this prediction-based feedback scheme prescient teleoperation.

5.2 Overview of the prescient teleoperation system

The whole-body motion of the operator is captured with a motion capture suit that computes
both the joint angles and the Cartesian positions of the operator (Section 2.2). This motion is
retargeted to the humanoid robot iCub. The whole-body motion of the robot is defined by the
trajectories of the center of mass ground projection, the waist height, the hands positions, and
the posture of the arms, of the neck and of the torso. Each sample of each of these trajectories
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Figure 5.2: Flowchart of the proposed teleoperation system. During the training phase, the human
operator teleoperates the robot without any significant delay (local network), and performs a va-
riety of tasks. The retargeted human motions represent the robot trajectories demonstrations that
are later used to train the ProMPs. A ProMP is learned for every task. When teleoperating the
robot in a non-ideal network, the ProMPs are used to predict the robot movement: (1) the system
recognizes the current task, that is it identifies the most likely ProMP; (2) it estimates the speed
of the teleoperated motion and updates the selected ProMPs according to the delayed observed
via-points; (3) it compensates for the delay by selecting the trajectory of the posterior ProMPs at
the right timestep, so as to synchronize the user movements with what they see from the remote
cameras at the robot side. The resulting trajectories are then tracked by the whole-body controller
that computes the joint commands for the robot.

represents a control reference. Each control reference has a different priority which determines
how the robot’s controller computes the motors’ commands and consequently how it executes the
entire movement. The exact hard and soft priorities were found with a multi-objective stochastic
optimizer (Chapter 3) so that the robot is unlikely to fall but tracks the trajectories as precisely as
possible.

At each time-step (100 Hz), the robot searches for the joint positions by solving the redundant
inverse kinematic formulated as a hierarchical constrained quadratic problem with inequality and
equality constraints [59,155] (see Chapter 3) that minimizes the tracking error, i.e., the distance to
the references, while taking into account the priorities and the constraints (kinematic model, joint
velocities and zero moment point bounds). In absence of delays, when prediction is not necessary,
the references are the trajectories retargeted from the human operator (Chapter 2).

To operate with delays, the system predicts at each time-step the most likely future trajectory
of the most likely task given the commands received so far from the operator (for instance, the
3D trajectories of the hands, etc.). The system is trained beforehand on a few example trajectories
that encode the different ways of executing a task, using the principle of “motion primitives”:
for instance, the human is likely to reach for a bottle on the table with a similar straight hand
trajectory at all times, but the trajectory may be more or less curved in presence of an obstacle.
Though human gestures are generally stereotyped, the intrinsic motor noise, the human preference
of movement and the small differences in the task executed in the real world (e.g., a displacement
of a target object) induce variability in the human motion trajectories to realize a specific task.
Even if the trajectory asked by the operator is different from the training set but included in the
distributions of what has been previously demonstrated, accurate predictions can still be generated
on a short time-scale.

Numerous generic machine learning techniques have been proposed to predict the future of
time-series, especially with neural networks [110,138]. Nevertheless, the robotics community has
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been working for a long time on regression techniques that are well-suited for robot trajectories.
In particular, Movement Primitives (MPs) are a well-established approach for representing and
learning motion trajectories in robotics. They provide a data-driven representation of movements
and support generalization to novel situations, temporal modulation and sequencing of primi-
tives. Several kinds of MPs have been proposed in the literature. Dynamic Movement Primitives
(DMPs) [162] are a formulation of movement primitives with autonomous nonlinear differential
equations. The linear parameterization of DMPs makes them suitable for supervised learning
from demonstration. Moreover, the temporal, scale, and translation invariance of the differential
equations with respect to these parameters provides a useful means for movement recognition.

Our system is based on Probabilistic Movement Primitives (ProMPs) [137], which extend the
concept of dynamic movement primitives to model the variance of the demonstrations. Hence,
a ProMP is a distribution over trajectories, which makes it ideal tool to model the variability of
human demonstrations in representing motion primitives [137]. This represents an advantage over
deterministic approaches, that can only represent the mean solution.

Another advantage of working with distributions is that the properties of motion primitives can
be translated into operations from probability theory. For example, modulation of a movement to a
novel target can be realized by conditioning on the desired target’s positions or partial trajectories
[117]. Specifically, our system uses the ProMP’s conditioning operator to adapt the predictions
according to the incoming observations, hence obtaining at each timestep an updated prediction
(posterior) for the prosecution of the current movement given the learned model of its associated
primitive (prior). In other words, a ProMP predicts the mean trajectory of prior demonstrations
when there is no conditioning data, but when some data is available, such as observations of the
current movement, it adapts its prediction to resemble the most likely trajectories from the training
set.

5.3 Methods

Our prescient whole-body teleoperation system relies on the following components (Figure 5.2):

– a whole-body controller based on quadratic optimization;

– a dataset of whole-body trajectories retargeted from human motions;

– a set of ProMPs that can predict future trajectories given observations;

– a computation of the round-trip delay to select the appropriate commands from the pre-
diction, so that the robot anticipates both the operator-to-robot and the robot-to-operator
delays;

– a blending to keep the trajectory smooth, at the start of a trajectory or in case of changes of
delays;

– a video streaming system that uses a jitter buffer to cope with the stochastic part of the
backward delay.

5.3.1 Training and test sets

To train our system, an operator teleoperated the iCub humanoid robot in a local network, which
we consider as an approximation of an ideal network without any delay, and performed several
tasks (Figure 5.3). They were wearing an inertial motion capture suit to get motion references and
a virtual reality headset to get the visual feedback (Section 1.4). For each motion, we recorded

86



5.3. Methods

Table 5.1: Datasets used to train and test the approach. Dataset Multiple Tasks has been used to
train the approach and to perform the experiments on the real robot. The testing motions represent
9 different tasks and the repetitions of each individual task share the same goal but exhibit some
movement variability with respect to those used for training. Dataset Obstacles has been used
to train and test the approach in simulation with respect to the presence of unexpected obstacles.
The testing scenarios have obstacles in between the robot and the bottle that were not considered
during training. Dataset Goals has been used to train and test the approach in simulation with
respect to unexpected changes of the goal position. The testing scenarios consider bottle locations
different from those included in the training.

Dataset Multiple Tasks
Bottle reaching

TOTAL Bottle on table Bottle on box

#training motions 12 6 6
#testing motions 20 10 10

Box handling
Picking up box Placing box

TOTAL low position mid height table floor table inside box operator’s hands
#training motions 42 6 6 6 6 6 6 6
#testing motions 21 3 3 3 3 3 3 3

Dataset Obstacles
TOTAL Bottle on table with different obstacles

#training motions 6 6
#testing motions 9 9

Dataset Goals
TOTAL Bottle on table at different positions

#training motions 7 7
#testing motions 10 10

Figure 5.3: Tasks performed by the robot during the experiments (dataset “Multiple tasks”). In
the first scenario (4 left images), the robot is teleoperated to reach a bottle at different locations
and in different ways; in the second scenario (2 right images), the robot has to pick up a box from
different locations then placing it in another location.
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Figure 5.4: Learned ProMPs for the task of picking up a box at a low position (dataset Multiple
Tasks). For each of the 6 demonstrations, the motion of the operator is first “retargeted” to the
robot using the whole-body controller (ignoring delays). The trajectories of each body/joint of the
robot is then recorded. From this set of demonstrations (thin lines), a ProMP is fitted for each
trajectory; this ProMP is represented here as a thick line (the mean) and a light zone (the standard
deviation). The computed mean is a smooth trajectory that averages all the demonstrations and the
standard deviation captures the variability of the demonstrations.
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Figure 5.5: Test trajectories for the task of picking up a box at a low position (dataset Multiple
Tasks). The test trajectories are different and additional repetitions of the training motions. For
the tasks of picking up a box 3 different repetitions were recorded.
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Figure 5.6: Learned ProMPs for the task of reaching a bottle on the table (dataset Multiple Tasks).
The whole-body motion of the teleoperated robot is obtained by following the reference trajec-
tories retargeted from the human. We learned a ProMP for each of these trajectories, given 6
demonstrations in a local network without any delay (3 with an obstacle in between the robot and
the bottle, and 3 without)
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Figure 5.7: Test trajectories for the task of reaching a bottle on the table. The test trajectories are
different and additional repetitions of the training motions. For the task of reaching a bottle 10
different repetitions were recorded (5 with an obstacle in between the robot and the bottle, and 5
without).

89



Chapter 5. Delay Compensation in Teleoperation Systems

the trajectories of the center of mass ground projection, the waist height, the hands positions,
the arms posture (shoulder rotation, elbow flexion, forearm rotation), the neck posture (flexion
and rotation) and the torso posture (flexion, rotation and abduction). We recorded the retargeted
trajectories, that is the reference trajectories for the whole-body controller of the robot. For each
of these trajectories, a ProMP was learned (Figure 5.4). Hence, for each task, we have a set of
ProMPs associated to the whole-body motion.

We considered several scenarios, which resulted in the acquisition of three different datasets
(Table 5.1), each one divided into a training set and a test set. The first dataset (Dataset Multiple
Tasks) is designed to test how well the robot recognizes tasks and deals with the intrinsic variability
of the operator’s movements. This is the dataset used to perform the experiments on the real
robot. The second one (Dataset Obstacles) is designed to evaluate the approach with unexpected
obstacles. The third dataset (Dataset Goals) is designed to evaluate the approach with novel goal
positions.

Dataset Multiple Tasks. This dataset covers two scenarios (Figure 5.3): reaching a bottle with
the right hand and handling a box.

The bottle task consists of demonstrations of 2 distinct whole-body reaching primitives: one
primitive is for reaching the bottle on the table, the other one is for reaching the bottle on the top
of the box (Figure 5.3). For each primitive, we recorded 6 repetitions of the task for training, for
a total of 12 training whole-body demonstrations with an average duration of 6.1s. Every demon-
stration provided by the human operator is different, since it is not possible to exactly reproduce
the same whole-body movement twice; to further increase the variance of the demonstrated move-
ments, in 3 repetitions out of the 6, an obstacle was placed in between the robot and the bottle
(Figure 5.3). To assess the quality of the predictions, 10 different testing repetitions were recorded
for each of the two primitives; 5 with the obstacle in between the robot and the bottle, and 5 with-
out any obstacle (Figure 5.3), for a total of 20 motions. In this dataset, the obstacles are at the
same positions in both the training set and the testing set (see the dataset “Obstacles” below).

The second scenario consists of demonstrations of 7 distinct whole-body box handling prim-
itives: 3 for picking up the box — from a low position, from a mid-height and from the table; 4
for placing the box at a specific location — on the floor, on the table, inside a container, or in a
person’s hands (Figure 5.3). For each primitive, we recorded 6 different repetitions for training,
for a total of 42 training whole-body demonstrations, with an average duration of 7.2 s for the
pick-up motions and of 5.8 s for the box-placing motions. For the test set, 3 new different repeti-
tions of the 7 motions were recorded (Figure 5.5), for a total of 21 testing motions. Examples of
training motions are showed in Figure 5.6 and Figure 5.4, while the corresponding testing motions
are illustrated in Figure 5.7 and Figure 5.5, respectively.

Dataset Obstacles. The training set is composed of 6 demonstrations of bottle reaching motions
with 3 different locations of an obstacle (Figure 5.8): 2 repetitions without obstacles, 2 with an
obstacle in between the robot and the bottle, and 2 with a different obstacle. The average duration
of the demonstrations is around 6.9s. The test set consists of motions for the same task but with
obstacles at different locations (Figure 5.9): 3 repetitions for each of the 3 distinct scenarios with
different obstacles (Figure 5.9).

Dataset Goals. The training set is composed of 7 demonstrations of bottle reaching motions
(Figure 5.10), with the goal located in 7 different positions. The average duration of the demon-
strations is 6.1s. The test set consists of motions reaching the same bottle but at 10 different
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the associated demonstrations are reported. The 6 demonstrations (2 without obstacles, 2 with
an obstacle in between the robot and the bottle and other 2 with a different obstacle) have been
recorded while teleoperating the robot in simulation, in a local network without any delay.
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Figure 5.9: Test trajectories for the dataset Obstacles. The 9 test trajectories are different from
those used for training (Figure 5.8), and consist of 3 repetitions of the bottle reaching motion for
each of the 3 distinct simulated scenarios with different obstacles, illustrated on the left.
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associated demonstrations are reported. The 7 demonstrations have been recorded while teleoper-
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Figure 5.11: Test trajectories of dataset Goals. The 10 test trajectories are different from those
used for training (Figure 5.10). The different bottle locations are illustrated on the left.
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locations (Figure 5.11).
To train our system, an operator teleoperated the iCub humanoid robot in a local network,

which we consider as an approximation of an ideal network without any delay, and performed
several tasks (Figs. 5.3, 5.8, 5.10). They were wearing an inertial motion capture suit to get motion
references and a virtual reality headset to get the visual feedback. For each motion, we recorded
the trajectories of the center of mass ground projection, the waist height, the hands positions, the
arms posture (shoulder rotation, elbow flexion, forearm rotation), the neck posture (flexion and
rotation) and the torso posture (flexion, rotation and abduction). For each of these trajectories, a
ProMP was learned (Figure 5.4). Hence, for each task, we have a set of ProMPs associated to the
whole-body motion.

We considered several scenarios, which resulted in the acquisition of three different datasets,
each consisting of a training and a testing set. In the first dataset (Multiple Tasks, Figure 5.3), the
tasks correspond to reaching a bottle (scenario 1) or picking a box with the two hands (scenario 2).
The test trajectories correspond to different repetitions of the tasks used for training, and encode
the intrinsic movement variability of the operator. In the second dataset (Obstacles, Figure 5.8-
5.9), the test trajectories correspond to different ways of reaching a bottle while avoiding obstacles
that were not considered during training, that is, performing the same task but in different ways. In
the last dataset (Goals, Figure 5.10-5.11), each motion correspond to reaching a bottle at different
positions, and the test trajectories are for positions that were not used for training.

5.3.2 Whole-body Controller

The whole-body motion of the robot is defined by the following trajectories: center of mass ground
projection, waist height, hands positions, arms postures, neck posture, torso posture, which are
either given by the delayed retargeted human motion, or generated by the delay compensation al-
gorithm during the execution of the main task. Each sample of each of these trajectories represents
a control reference ŷ. Given ŷ, the robot commands q are generated by solving the redundant in-
verse kinematics, which can be formulated as a constrained quadratic programming problem with
equality and inequality constraints (Section 1.5.1).

In our implementation, we considered as Cartesian tasks the center of mass ground position
with relative weight wcom = 1, the hand positions with relative weight whand = 0.73 and the
floating base height with wbase = 0.85. The postural tasks we included in the QP are the neck
posture with wneck = 1, the torso posture with wtorso = 0.62, the elbow and wrist postures with
wforearm = 0.11. We computed optimal priorities with the multi-objective stochastic optimization
from Chapter 3. As equality constraints, we considered the feet poses that should maintain contact
with the ground, since we only consider double support motions. The inequality constraints con-
tain the robot joint velocity bounds and zero moment point bounds, which is constrained to stay
inside the support polygon.

Our controller is based on the OpenSOT framework [155] and the qpOASES quadratic pro-
gramming solver. This controller is run at 100 Hz, which is the same frequency at which the motor
commands are updated.

5.3.3 Probabilistic Movement Primitives (ProMPs)

A ProMP [137] is a probabilistic model for representing a trajectory distribution. The movement
primitive representation models the time-varying mean and variance of the trajectories and is based
on basis functions. A single trajectory is represented by a weight vectorw ∈ Rm. The probability
of observing a trajectory y given the underlying weight vector is given as a linear basis function
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model
ξt = Φtw + εξ, (5.1)

p(y|w) =
∏
t

N (ξt|Φtw,Σξ), (5.2)

where Σξ is the observation noise variance, εξ ∼ N (0,Σξ) is the trajectory noise. The matrix
Φt ∈ Rm corresponds to the m normalized radial basis functions evaluated at time t, with

φc(t) =
exp
(
− 1

2

(
t− c−1

m−1

)2)
∑m

c=1 exp
(
− 1

2

(
t− c−1

m−1

)2) , (5.3)

where the variable c ∈ {1, 2, ...,m} specifies the center of each basis function. The distribution
p(w;θ) over the weight vector w is Gaussian, with parameters θ = {µw,Σw} specifying the
mean and the variance of w. The trajectory distribution p(y;θ) is obtained by marginalizing out
the weight vector w, i.e.

p(y,θ) =

∫
p(y|w)p(w;θ)dw. (5.4)

5.3.4 Learning ProMPs from demonstrations

The demonstrations are trajectories retargeted from the human. These are recorded in an ”offline
phase”, while the user teleoperates the robot within a local network (approximately without delays)
to perform a variety of tasks. Since the duration of each recorded trajectory may be different, a
phase variable υ ∈ [0, 1] is introduced to decouple the movement from the time signal, obtaining a
common representation in terms of primitives that is duration independent [51]. For each task, the
modulated trajectories ξi(υ) are then used to learn a ProMP. The parameters θ = {µw,Σw} of
the ProMP are estimated by using a simple maximum likelihood estimation algorithm. For each
demonstration i, we compute the weights with linear ridge regression, i.e.

wi =
(
Φ>υ Φυ + λ

)−1
Φ>υ ξi(υ), (5.5)

where the ridge factor λ is generally set to a very small value, typically λ = 10−12 as in our case, as
larger values degrade the estimation of the trajectory distribution. Assuming Normal distributions
p(w) ∼ N (µw,Σw), the mean µw and covariance Σw can be computed from the samples wi:

µw =
1

D

D∑
i=1

wi, Σw =
1

D

D∑
i=1

(wi − µw)(wi − µw)>, (5.6)

where D is the number of demonstrations. Since a whole-body trajectory is represented by N
trajectories (x, y, z position of the center of mass, of the hands, etc.), we learn a ProMP for each
of the N trajectories. These ProMPs all together encode the same task k.

5.3.5 Recognizing the category of motion

Each learned k-th set of N ProMPs encodes different whole-body trajectories to accomplish a
given task like picking up a box or squatting. To recognize to which set k the current teleoperated
motion belongs to, we can minimize the distance between the first nobs delayed observations and
the mean of the N ProMPs of a group k, as done in [51]:

k̂ = arg min
k∈[1:K]

[ N∑
n=1

∑
t∈Tobs

|yn(t− τf (t))− Φn,t−τf (t)µn,wk |
]
, (5.7)
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Figure 5.12: Time modulation estimation. Predicted trajectory given some early observations
compared to the actual trajectory, with (right) and without (left) time modulation estimation for
the task of reaching a bottle in front of the robot. Without time modulation estimation, the duration
of the mean trajectory of a ProMP is set equal to the mean duration of the demonstrations, leading
to mismatches between teleoperated (dashed line) and predicted (red line) motion.

whereK is the number of tasks in the dataset and Tobs = {t1, ..., tnobs} is the set of timesteps asso-
ciated to the nobs early observations, and τf (t) the forward delay in the network. While computing
k̂, the ProMPs are modulated to have a duration equal to the mean duration of the demonstrations.
The recognition (5.8) starts whenever a motion is detected, i.e. the derivative of the observed end-
effector trajectories exceeds a given threshold. The distance in (5.8) is continuously computed
after having identified the current motion. In this way, we can verify that the observations do
not diverge from the demonstrations (exceed by a given threshold the demonstrated variance), in
which case a gradual switch to delayed teleoperation is performed.

5.3.6 Time-modulation of the ProMPs

During motion recognition, we assumed that the duration of the observed trajectories is equal to
the mean duration of the demonstrated trajectories, which might not be true. To match as closely
as possible the exact speed at which the movement is being executed by the human operator, we
have to estimate the actual trajectory duration (Figure 5.12). More specifically, we want to find
the time modulation α, that maps the actual duration of a given (observed) trajectory to the mean
duration of the associated demonstrated trajectories.

During the learning step, for each k-th set of ProMPs we record the set of α parameters asso-
ciated to the demonstrations: Sαk = {α1, ..., αn}. Then, from this set, we can estimate which α
better fits the current movement speed. We considered the best α̂ to be the one that minimizes the
difference between the observed trajectory and the predicted trajectory for the first nobs datapoints:

α̂ = arg min
α∈Sαk̂

{ ∑
t∈Tobs

|y(t− τf (t))− Φα(t−τf (t))µwk̂ |
}
. (5.8)

5.3.7 Updating the posterior distribution of the ProMPs

Once the k̂-th most likely set of ProMPs and their duration have been identified, we continuously
update their posterior distribution to take into account the observations that arrive at the robot
side. Each ProMP has to be conditioned to reach a certain observed state y∗t . The conditioning
for a given observation x∗t = {y∗t ,Σ∗y} (with Σ∗y being the accuracy of the desired observation) is

95



Chapter 5. Delay Compensation in Teleoperation Systems

prediction as reconstruction of the delayed signal

prediction for forward delay compensation

prediction for round-trip delay compensation

prediction
delayed trajectory

adjusted control ref. trajectory
prediction

delayed trajectory
non-delayed trajectory

delayed observations

control ref. trajectory*
last control ref.

* delayed phase synchronized phase

A

B

C

x 
rig

ht
 h

an
d 

[m
]

x 
rig

ht
 h

an
d 

[m
]

x 
rig

ht
 h

an
d 

[m
]

x 
rig

ht
 h

an
d 

[m
]

t [s] t [s]

0.3

0.2

0.1

0.0

0.3

0.2

0.1

0.0

0.3

0.2

0.1

0.0

0.3

0.2

0.1

0.0

0.0 1.5 3.0 4.5
4.50.0 1.5 3.0

0.5

0.0

1.0
1.00.0

transition phase

Figure 5.13: Round-trip delay compensation. Given the past delayed observations, the robot pro-
duces at each time a prediction (µ̂wk ) of the current command. To compensate for the delays, the
right sample (orange dot) from the prediction has to be selected as reference for the robot con-
troller at each time. (A) The sample corresponding to the last received observation is an estimate
of the delayed command. (B) By knowing the forward delay τf (t), a sample from the prediction
can be selected so as to achieve a synchronization between the operator’s movement and the robot
movements. (C) By knowing the forward τf (t) and backward delay τb(t), the robot can select the
right sample from its prediction so as to achieve a synchronization between the operator’s move-
ment and the feedback from the robot side. A policy blending arbitrates the delayed observations
with the samples selected from the prediction, which guarantees a smooth transition from delayed
to compensated teleoperation.

performed by applying Bayes theorem
p(wk̂|x

∗
t ) ∝ N (y∗t |Φα̂twk̂,Σ

∗
y)p(wk̂). (5.9)

The conditional distribution of p(wk̂|x
∗
t ) is Gaussian with mean and variance

µ̂wk̂ = µwk̂
+L

(
y∗t −Φ>α̂tµwk̂

)
, (5.10)

Σ̂wk̂
= Σwk̂

−LΦ>α̂tΣwk̂
, (5.11)

where
L = Σwk̂

Φα̂t

(
Σ∗y + Φ>α̂tΣwk̂

Φα̂t

)−1
. (5.12)

Given the delay in the transmitted data τf (t), we can compute the timestep t∗ at which the ProMP
has to be conditioned to a certain observation x∗t :

t∗ = t− τf (t)− t0. (5.13)

where t0 is the starting time of the current motion.

5.3.8 Delay generation

The round-trip delay τ(t) at time-step t is divided into a forward τf (t) (operator to robot) and a
backward delay τb(t) (robot to operator):

τ(t) = τf (t) + τb(t)
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Each one-way delay is composed of two parts, one deterministic and one stochastic [70]. The
deterministic component corresponds to the transmission and propagation delays. It does not
change when all the transmitted packets have the same format and size and use same physical
link [70]. The stochastic part, often called the “jitter” is mainly associated with the queueing
delay [65] and varies from packet to packet, even when the packets have the same size and format.

If we denote by τf,D the deterministic part of τf and by τf,S the stochastic part:
τf (t) = τf,D + τf,S (5.14)

τb(t) = τb,D + τb,S (5.15)

In our experiments, we generate a forward delay that follows a normal distribution:
τf (t) = τf,D +N

(
0, στf

)
For both simulations and real experiments, we set the deterministic part of the forward delay

τf,D between 100ms to 1s (depending on the experiment, see the captions of each figure) and the
jitter στf to 2

15τf,D, which is in line with what the jitter usually represents [23].

τf,D ∈ [100, 1000] (depending on the experiment) (5.16)

στf =
2

15
τf,D (5.17)

For the stochastic part of the backward delay, we assume that the robot uses a video stream-
ing software that implements a jitter buffer (sections “Delay estimation by the robot” and “Jitter
buffer”), which is the case of all the modern video streaming systems. If we set the jitter buffer
length to d, then this buffer adds an additional deterministic delay of d: all the packets that ar-
rive before d seconds are re-ordered and packets that are not arrived are dropped (dropping a few
frames has little consequence for a state-of-the-art video codec). As a consequence, from the
operator perspective, the backward delay is constant. This is why, for both simulations and real
experiments, we generate a constant backward delay:

τb(t) = τb,D(t) (5.18)

For simplicity, we set τb(t) = τf,D in all our experiments, but nothing in our system requires
these two delays to be equal; in particular, it would be equivalent to set τb(t) = τb,D(t) +K with
K any constant delay caused by the jitter buffer.

5.3.9 Delay estimation by the robot

We assume that the clocks of the robot and of the computer of the operator are synchronized. In
our real experiments, we synchronize the clock using the NTP system [121], which is the standard
Unix protocol for time synchronization. The two clocks typically differ from less than 1ms on
a local network [187]. Alternatively, GPS receivers can provide a highly accurate and absolute
clock reference with an error of a few nano-seconds [187].

We add a time-stamp to each of the packets sent by the operator, which makes it possible for
the robot to compute the forward delay τf (t) (this includes both the deterministic and stochastic
part) when a packet is received at time t :

τf (t) = clockrobot(t)− timestampoperator(t) (5.19)

Please note that this does not assume that the delay follows a normal distribution. If necessary, the
robot can re-order the packets according to the time-stamps to condition the trajectory predictions.
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While the robot needs an estimate of the backward delay, it cannot know in advance the
stochastic part before sending it. Our approach is to rely on the jitter buffer (section “Jitter buffer”)
implemented in the video streaming system to make the backward delay deterministic: if we set
the jitter buffer length to d s on the operator receiving side, then we know that the delay caused by
the jitter will be exactly equal to d.

In our experiment, we therefore assume that the backward delay is known and constant (100
ms, 250ms, etc. depending on the experiments). To keep the implementation simple and easy to
reproduce, we assumed that the deterministic backward delay was always equal to the determin-
istic forward delay (a reasonable assumption given that the same link is used for both directions)
and that the stochastic part is negligible (because we chose to not add any jitter on the backward
delay in the robot experiment, see the Jitter buffer section below):

τb(t) = τf (t) = τf,D(t) (5.20)

τb,S(t) = 0 (5.21)

In a deployed setup, the robot would benefit from a better estimate of the average backward
delay (the deterministic part) and the length of the jitter buffer. To do so, most video streaming
systems use the RTCP protocol [163] to get out-of-band statistics and control information for a
video streaming session that follows the RTP protocol [135]. This data would need to be sent
periodically from the operator’s computer to the robot so that the robot knows both d and τb,D
(which are not expected to change at high speed). Alternatively, a custom system can be designed
by using time-stamps on the image packets to gather statistics about the delay.

5.3.10 Jitter buffer

The jitter buffer is the component of a video streaming system [39, 130] that re-orders packets if
they are delayed by less than the length of the buffer and drops packets that are too late. Much
work has been dedicated to adapt its length automatically [130]: if it is too small, then the video
is jittery, but if it is too large, delays are added, which is detrimental to the user (in particular
during video calls). In our system, we assume that the length is fixed and known to the robot, for
simplicity.

We did not implement a jitter buffer because we wanted to avoid modifying the video stream-
ing system: reordering or dropping packets would require a considerable expertise in the internals
of both the encodings (e.g., MP4) and the video streaming software. Instead, we consider that
video streaming with delay and jitter is a problem that is well solved by all the current video
streaming systems, as experienced by the million of users who watch videos online on smart-
phones with non-ideal connections.

To summarize, from the point of view of our system, the jitter buffer results in an additional
but deterministic delay. However, we assume that the robot knows the value of this additional
delay as well as the deterministic part of the delay.

5.3.11 Motion anticipation

The references for the robot controller are generated at each time based on the updated ProMPs’
mean trajectories µ̂wk̂ . For a given ProMP, the sample µ̂wk̂(t∗) corresponding to the last condi-
tioned observation, is a reconstruction of the past retargeted human input

µ̂wk̂(t∗) = ŷ(t− τf (t)). (5.22)
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Figure 5.14: Teleoperation under unexpected human behaviors. When the last received delayed
signal is too far from the learned distribution (i.e. its distance ∆σ with the learned mean exceeds
a given threshold), the prediction is smoothly blended back into the delayed signals.

The sample µ̂w(t∗ + τf (t)) is an estimate of the current retargeted human input
µ̂wk̂(t∗ + τf (t)) = ŷ(t), (5.23)

and can be used to synchronize the human movement with that of the robot, compensating only
the forward delay (see Figure 5.2). In our case, we want to synchronize the motion of the human
operator with what is seen from the robot side, thus compensating for both the forward and back-
ward delays. To do so, we select the sample µ̂w(t∗ + τf (t) + τ̂b(t)) as a control reference, which
corresponds to a future prediction of the retargeted human movements:

µ̂wk̂(t∗ + τf (t) + τ̂b(t)) = ŷ(t+ τ̂b(t)). (5.24)

The remaining samples [µ̂wk̂(t∗ + τf (t) + τ̂b(t) + 1), µ̂wk̂(t∗ + τf (t) + τ̂b(t) + 2), ...] are also
given to the controller. They are used as control references if a new reference cannot be computed
in the next control step due to packet losses or jitter.

After generating a first prediction, the transition from delayed to predicted references can be
discontinuous (Figure 5.13). To smoothen the transition, a policy blending arbitrates the delayed
received references y(t − τf (t)) and the predicted ones ŷ(t + τ̂b(t)|t − τf (t)), determining the
adjusted reference (Figure 5.13):

ŷ′(t+ τ̂b(t)|t− τf ) = (1− β)yd + βyp, (5.25)

where yd = y(t− τf (t)), yp = ŷ(t+ τ̂b(t)|t− τf (t)), β = {β0, ..., βn, ..., βN}> with βn ∈ ]0, 1[

βn =
1

1 + e
−12( i

∆yn
− 1

2
)
, (5.26)

i = {0, 1, ...,∆yn} and ∆yn is the initial difference between a delayed reference and the cor-
responding prediction expressed in mm (for Cartesian trajectories) or deg × 10−1 (for postural
trajectories).

5.3.12 Teleoperation under unexpected circumstances

If something unexpected happens, or if the operator suddenly changes their mind about what to
do and the ongoing motion cannot be completed or is significantly altered, the prescient teleoper-
ation is transitioned back to the delayed teleoperation. The transition from predicted to delayed
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references is triggered whenever the distance between the current observation and learned mean
exceeds a given threshold ∆σ, which in the experiments was fixed equal to the learned variance
plus 5cm and considered for each of the x, y, z trajectories of the hands. Since the transition can
be discontinuous, a policy blending arbitrates the last predicted sample ŷ(tlast + τ̂b(tlast)|tlast −
τf (tlast)) and the delayed received references y(t− τf (t)):

ŷ′(t+ τ̂b(t)|t− τf ) = (1− β)Yp + βyd, (5.27)

where yd = y(t − τf (t)), Yp = ŷ(tlast + τ̂b(tlast)|tlast − τf (tlast)), β = {β0, ..., βn, ..., βN}>
with βn defined as in (5.26).

5.4 Results

5.4.1 Hardware and communication setup

The human motion is captured by the Xsens MVN system [156] at a frequency of 240Hz. Our
compensation method receives the delayed data from the motion capture system at 100Hz and
transmits to the robot controller at 50Hz.

The user teleoperating the robot is also equipped with a VR Oculus headset. Through the
headset, the operator can visualize the delayed images from both an external camera at the robot
side, as a third-person view of the teleoperated robot, and the robot cameras, for a first-person
immersive experience. The communication protocol employed by the network is UDP with a
bandwidth of 3Mbps. The forward delay is artificially generated, using the standard way to delay
packets in Linux with the “netem” scheduling policy, which is based on the “iproute2” set of
tools [6].

The images from the cameras at the robot side are delayed by using the open source appli-
cation Kinovea [7], which allows the user to set a constant delay for the streaming of the video.
The resulting delayed streaming is projected onto the VR headset through the application Virtual
Desktop [13].

5.4.2 Evaluation of the predicted trajectories

Using testing data from the dataset Multiple Tasks, we evaluated the ability of conditioned ProMPs
to predict the future motion of the operator, independently of any consideration for teleoperation.
At each time-step, the robot identifies which ProMP best describes the current motion by select-
ing the ProMP that minimizes the distance between the observations so far and the mean of each
ProMP, and it continuously updates the posterior distribution with the observation. Figure 5.15
illustrates the quality of the prediction for the two scenarios of the dataset Multiple Tasks in dif-
ferent situations due to the observed data: after observing a sufficient portion of the trajectory
(around 1s) that identifies the ProMP that best describes the current motion, after a fourth of the
trajectory, and after half the trajectory. The robot uses the data received so far to predict the tra-
jectory up to the end of the experiment. Visually, the predictions match the actual trajectory very
well, although it is smoother, even after less than 1s of observations. In addition, the real trajectory
is almost always contained in the distribution of possible trajectories of the prediction (visualized
with the variance of the ProMP). To quantitatively compare the prediction to the ground truth, we
considered the whole-body motions from the testing set of the dataset Multiple Tasks and reported
in Table 5.2 the corresponding prediction error between the two. The error decreases over time as
more observations become available to update the prediction, reaching an error around half cen-
timeter for the Cartesian trajectories after observing half of the motion. After observing only half
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Table 5.2: Prediction error after observing different portions of the commanded trajectories
(dataset Multiple Tasks). We evaluated the difference between the actual trajectory (commands
retargeted from the operator) and the predicted trajectory for the 20 testing motions from the bot-
tle reaching scenario (including those from Figure 5.7) and the 21 testing motions from the box
handling scenario (including those from Figure 5.5). To understand the influence of the condition-
ing of the ProMPs, we computed the mean error by following the mean of the ProMP selected by
hand (‘no obs’), after the initial recognition (’recognition’) that takes around 1s, after a fourth of
the motion (1/4 motion) and after half of the motion (1/2 motion).
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Figure 5.15: Prediction update according to observations. (A) The robot is picking up a box in
front of it at a mid height. (B) The robot is reaching a bottle located on top of a box. The most rel-
evant predicted trajectories (light colored lines) are compared to the non-delayed trajectories at the
operator’s side (dark colored lines), after observing different portions of the motion; a perfect pre-
diction would mean that the light line (green/blue/red) line matches the dark line (green/blue/red).
The non-delayed trajectories are from the testing scenario of dataset Multiple Tasks and the ex-
periment corresponds to a particular case of those reported in Table 5.2. From left to right, the
figure shows the prediction given by the ProMPs learned from the demonstrations, the prediction
updated after observing the first portion of motion used to infer the task and its duration, the pre-
diction updated after observing a fourth of the motion, and after observing half of the motion.
After less than 1s of observation, the light trajectory is similar to the dark trajectory, whereas it
might have been far from the ProMP mean (see, for instance, the elbow in experiment (b)). In
most cases, 2 seconds is enough to obtain very accurate predictions for the next 4-5 seconds.

102



5.4. Results

of the motion, the quality of the prediction improves by one and a half centimeters in the Cartesian
trajectories of the hands with respect to the first prediction available after the recognition, which
means that the ProMPs not only recognized the motion but also identified the specific execution
of movement by the operator. A significant improvement can also be observed in the postural
trajectories. These results show that continuously updating the prediction allows the operator to
influence the predicted motion so that it matches better their intentions. Put differently, the system
is not simply recognizing the motions then executing the mean of the learned demonstrations: it
accurately predicts the future trajectories given the data received so far.

5.4.3 Delay generation and compensation

The time-varying round-trip delay over the network is made of a forward delay τf (t) in the com-
munication from the operator to the robot, and a backward delay τb(t) between the robot and the
operator. Each one-way delay is made of two components, one deterministic, mainly caused by
the transmission and propagation time, and one stochastic [70], often called the “jitter”. In our
experiments, we generate forward delays with a deterministic component between 100 and 1000
ms (depending on the experiment) and a stochastic component that follows a normal distribution.
We generate similar deterministic backward delays but no stochastic backward delay, because we
assume that the video streaming system implements a “jitter buffer” that in effect transforms the
jitter into an additional constant delay.

The robot needs to know both the forward and backward delay. It computes the forward delay
exactly (both in its deterministic and stochastic components) thanks to time-stamps attached to the
packets sent by the operator and synchronized clocks. The robot can easily ask the operator’s com-
puter for the average backward delay because timestamps are included in most video streaming
protocols, but it cannot know the stochastic part of the backward delay before sending the packet.
This is why the robot relies on the jitter buffer on the operator side to transform this stochastic
delay into a deterministic delay. In our implementation, we assume that the robot knows both the
deterministic backward delay (average delay) and the length of the jitter buffer (and additional
constant delay). In a deployed system, these data would be gathered by the operator’s computer
and sent periodically to the robot.

To compensate for the delay, once the robot has identified the best ProMP that matches the
observations, it has to select the predictions that correspond to the right time-step from the mean
of the ProMP. By computing the round-trip delay, the robot chooses the right samples from the
current movement prediction, i.e. posterior ProMPs’ distributions (Figure 5.13). At the beginning
of the motion, before any ProMP is recognized, the robot uses the delayed commands; however,
once a ProMP is recognized, the robot can start compensating for the delays, but first the delayed
trajectory needs to catch up with the ProMP. To keep the trajectory smooth, we take inspiration
from the shared control literature [113] and use blending between the current trajectory and the
mean of the selected ProMP.

5.4.4 Prescient teleoperation experiments

We evaluated our prescient whole-body teleoperation system on the iCub robot with a time-varying
round-trip delay around 1.5s, given by a stochastic forward delay following a normal distribution
with 750ms as mean and 100ms as standard deviation, and a constant backward delay of 750ms
(Figure 5.16 and Figure A.1). We used a constant backward delay in these experiments because we
relied on an existing video streaming system that cannot artificially delay images randomly. Nev-
ertheless, when a jitter buffer is used, the resulting video feedback is delayed by a constant delay,
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Figure 5.16: Teleoperation with compensation of a round-trip delay around 1.5s. The robot is
picking up a box in front of it at mid-height. The forward delay follows a normal distribution
with 750ms as mean and 100ms as standard deviation, while the backward delay is 750ms. The
trajectories retargeted from the human to the robot without any delay are the dark-colored red-
green-blue lines. The orange-teal-gray lines are the corresponding delayed trajectories and the
light-colored red-green-blue lines are the compensated trajectories. The compensated trajectories
(light red-green-blue lines) are the final robot reference trajectories. These, first follow the de-
layed teleoperated signals (orange-teal-grey lines). Then, when the prediction is available, they
anticipate the teleoperated motion (dark-colored red-green-blue lines) so to get a visual feedback
at the user side coherent with what the operator is doing.
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Table 5.3: Difference (root mean square error) with the non-delayed trajectories, for both the
compensated and the non-compensated (delayed) trajectories (average delay: 1.5 s). The error
is computed for the 20 testing motions from the bottle reaching scenario of the dataset Multiple
Tasks (including those from Figure 5.7), and for the 21 testing motions from the box handling
scenario of the dataset Multiple Tasks (including those from Figure 5.5). The compensated trajec-
tories are temporally realigned with the non-delayed trajectories for computing the error, which is
considered only once the prediction starts, and once the blended transition from delay to compen-
sation is over (Figure 5.13). The time-varying forward follows a normal distribution with 750ms
as mean and 100ms as standard deviation. The backward delay is set equal to 750ms. Examples
of compensated trajectories are displayed in Figure A.6.

Box handling Bottle reaching
RMS error [rad] RMS error [rad]

compensation no compensation compensation no compensation

head yaw 0.024±0.011 0.035±0.012 0.013±0.007 0.021±0.011
torso pitch 0.045±0.020 0.136±0.064 0.027±0.012 0.041±0.019
torso roll 0.022±0.011 0.089±0.038 0.015±0.008 0.020±0.010
torso yaw 0.069±0.028 0.129±0.055 0.019±0.009 0.032±0.011

r. shoulder yaw 0.071±0.025 0.145±0.051 0.065±0.018 0.221±0.092
r. elbow 0.062±0.020 0.171±0.067 0.096±0.030 0.194±0.071

r. wrist prosup. 0.025±0.007 0.077±0.033 0.054±0.012 0.091±0.041

RMS error [cm] RMS error [cm]
compensation no compensation compensation no compensation

r. hand x 1.02±0.31 2.95±1.12 1.29±0.33 4.97±1.46
r. hand y 0.90±0.26 3.36±1.21 1.21±0.31 4.33±1.17
r. hand z 0.96±0.30 2.96±0.75 1.11±0.25 4.15±1.13

com x 0.90±0.13 1.24±0.36 0.33±0.07 1.01±0.20
com y 0.79±0.11 1.06±0.39 0.24±0.06 1.01±0.32
waist z 0.88±0.14 2.02±1.22 0.22±0.07 0.61±0.09
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hence our implementation has not affected the final outcome of the experiments. Additional ex-
periments are presented in Supplementary Materials, in which different tasks are performed under
stochastic round-trip delays ranging from 200ms to 2s (Figure A.2-A.5). In all our experiments,
the operator was able to successfully complete the tasks in spite of these large delays (Figure 5.16)
thanks to the compensation. All the experiments can be seen in the video youtu.be/N3u4ot3aIyQ.

If the operator decides to stop or to perform a different movement from the one that has begun,
then the predicted trajectories are blended into the delayed trajectories in a way similar to that
adopted to switch from delayed to predicted references (as shown in Figure 5.14), hence avoiding
any undesired prolonged mismatch.

To quantify the quality of the compensation, we compared the compensated trajectory to the
non-delayed trajectory in the 20 testing motions from the bottle reaching scenario of the dataset
Multiple Tasks and for the 21 testing motions from the box handling scenario of the dataset Mul-
tiple Tasks, with time-varying forward delay following a normal distribution with 750ms as mean
and 100ms as standard deviation and backward delay being equal to 750ms (Table 5.3). The com-
parison is performed once the prediction is available and after the transition from delayed signals
to prediction. In the box handling scenario, the results show that the error is around or less than
1cm for all the considered references (in particular for the hands) whereas without compensation
the error is about three times higher (about 3cm for the hands). Similarly, in the bottle reaching
task, the error of the compensated trajectory is about 1 to 1.4cm for the hands versus about 4cm
for the hands and 1cm for the center of mass when there is no compensation. The angular errors
show a similar pattern. While an error of about 1cm is often enough to achieve a task, for instance
grasping an object, an error of 3 to 4cm makes it very likely to miss the object, in addition to
frustrating and disorienting the operator.

We then evaluated the performance of the compensation when the communication delay in-
creases (Figure 5.18A). To do so, we compared the compensated trajectory to the non-delayed
trajectory, for the right hand, in the task of reaching the bottle on the table of the dataset Multi-
ple Tasks (Figure 5.7). During the synchronization, the error is roughly proportional to the delay
(Figure 5.13), which adds up to the prediction errors. In that case, we observe a mean error of
about 2.5cm for 1s delay, but more than 10cm for a 3s delay, because the transition time takes a
significant amount of time on a short trajectory (30% for a delay of 3s and a trajectory of 10s).
In longer movements or in an actual teleoperation session where the operator commands longer
sequences of movements, this synchronization time should become negligible. When we exclude
the synchronization time, the results show that the compensated tracking error is less than 2cm for
delays around 0.5s, about 2.5cm for delays around 1.5s, and increases to about 5cm for delays of
3s and 4s. Qualitatively, the operator found the system difficult to use with a delay of more than
2s, for which the error is about 3cm after the transition and around 7cm including the transition.

5.4.5 Conforming the teleoperation to the intended motion

Figure A.6 shows that the user, and therefore the robot, can pick up a box by bending the back with-
out using the legs, by bending the legs and limiting back movements, or any other way in between.
This means that the robot is not following the mean trajectories learned from the training demon-
strations, but that it adapts the teleoperation trajectories to conform with the received data. Such a
feature can be obtained if the delay represents a reasonable portion of the whole motion duration,
that in our experiments was a delay around 1.5s for motions with a duration around 6s/7s. When
the delay increases to a significant portion of the complete motion duration, the early delayed ob-
servations may not be sufficient to update the posterior distribution of the ProMPs following the
actual operator’s commands (especially when the demonstrations exhibit a late variance). In this
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Figure 5.17: Comparison of the prediction error on different datasets regarding the task of reaching
a bottle on the table. The RMS of the error is computed based on the 10 testing trajectories of
the task of reaching the bottle on the table from Figure 5.7 (dataset Multiple Tasks), the testing
trajectories from the dataset Obstacles (Figure 5.9), and the dataset Goals (Figure 5.11). The bold
line represents the median RMS error. The transparent region around it represents the IQR of the
error. The prediction error is computed as the Euclidean distance between the predicted trajectory
and the reference trajectory. The plot reports the error given by the mean trajectories of the ProMPs
learned from the demonstrations, from the prediction updated after observing the first portion of
motion used to infer the task, after observing a fourth of the motion, after observing half of the
motion, and after observing the whole motion.

case (Figure A.7), we obtain a robot behavior that tends to follow the mean of the demonstrations
for a significant part of the task. This is visible in the video youtu.be/N3u4ot3aIyQ (1min53s)
where, for a round-trip delay around 2s, the robot picked up the box by bending the knees while
the human was only using the back without moving the legs.

To experiment explicitly with this adaptation of motion, we teleoperated the robot in simula-
tion to reach a bottle located onto the table in 3 different ways during training (Figure 5.8, dataset
“Obstacles”). During testing, we evaluated our compensation approach on the same task but avoid-
ing different obstacles (Figure 5.9). Like with the previous dataset, the prediction continuously
improves as more observations are available, trying to fit the observed operator commands (Figure
5.17-A.8): the quality of the prediction improves over time in a similar fashion to the predicted
trajectories from the bottle reaching scenario in Figure 5.7, reaching about the same accuracy after
observing half of the motion. To evaluate how the resulting compensation performs with different
delays, we compared the compensated trajectories for the right hand position to the corresponding
non-delayed ones in the 9 testing motions (Figure 5.18B). The results show that the error in posi-
tion is comparable (if higher, only by about half a centimeter) to the error from the bottle reaching
scenario, where the same obstacles were used for training and testing.

Some examples of the compensated trajectories are illustrated in Figure A.9, where the robot
is reaching the bottle while trying to avoid new obstacles. After an initial recognition phase, the
compensated trajectories follow the specific way the human is commanding the robot in order to
avoid the different obstacles, which could have been hit if the mean trajectories from the demon-
strations were used. For instance, if we look at the right shoulder yaw angle (top row, center, red
line), we see that both the prediction and the command are far from the mean of the ProMP: when
the operator approached the object by the side (see the red arrow in the picture of the robot), the
system adapted to perform the motion in the same way as the human. Similar observations can be
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Figure 5.18: Scalability of the delay compensation with respect to increasing time delays. (A)
Tracking error of the compensated trajectories for the right hand position with respect to the non-
delayed ones compared to the tracking error of the corresponding non-compensated (delayed)
trajectories with respect to the same non-delayed ones. The tracking error of the compensated tra-
jectories is considered both including the transition from the delayed phase to the synchronization
phase (Figure 5.13), which adds a non-compensable error, and without transition. The RMS of the
error is computed from the 10 testing motions of the task of reaching the bottle on the table from
dataset Multiple Tasks (Figure 5.7) and its median value is reported as a bold line. The transparent
region around it, represents the IQR of the error. (B) The tracking error of the compensated trajec-
tories for the right hand position with respect to the non-delayed ones (after the transition phase)
is evaluated also on the testing trajectories from the dataset “Obstacles” with different obstacles
(Figure 5.9) and the dataset Goals with different reaching goals (Figure 5.11). The tracking error
is computed as the Euclidean distance between the evaluated trajectory and the reference trajec-
tory. The compensated trajectories are temporally realigned with the non-delayed trajectories for
computing the error, which is evaluated with different round-trip delays τ(t): 0s, around 0.5s,
1s, 1.5s, 2s, 3s and 4s. The time-varying forward delay follows a normal distribution with mean
τf = τ/2 and standard deviation equal to 2

15τ f . The backward delay is set equal to τ f .
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made for the other degrees of freedom (e.g., the y position of the right hand: green line on the top
left panel; the yaw of the torso: blue line on the top right panel). For reference, Figure A.10 shows
how the same trajectories fit almost exactly the actual trajectories retargeted from the human in
the case of no delay, which confirms that when there is no delay the robot almost perfectly follows
the orders from the operator, even if they do not correspond to any training trajectory.

5.4.6 Conforming the teleoperation to new goals

Similarly to how we tested the adaptability of the approach to the specific way the operator is
performing a given task, we also investigated its ability to adjust to new object locations. To do
that, we recorded a third dataset (data “Goals”) by teleoperating the robot in simulation to reach a
bottle located onto the table in several positions (Figure 5.10), then we tested the approach while
reaching the same bottle but at different locations (Figure 5.11).

As one could expect, the prediction is less accurate than with the previous datasets where the
goal position is always the same (5.17-A.11). During the initial recognition phase the prediction
error is around 2.5cm higher compared to the trajectories from Figure 5.7, but it continuously
improves as more observations are available, decreasing the error gap to 1cm after observing half
of the motion. For delays around 1.5s, the average tracking error on the hand position is 4cm
(Figure 5.18B), which is about a centimeter higher than the error with a delay of 2s on the datasets
in which the bottle is in the same position for both training and testing. Since the operator found it
difficult to teleoperate the robot with such compensation errors, the performance of the approach
on these tasks cannot be considered reliable for delays around 1.5s. However, the approach can
still be used with novel goals for lower delays, typically between 0.5 and 1s, when a similar
accuracy to the other datasets is often obtained (Figure 5.18B).

Some successful examples of compensated trajectories are illustrated in Figure A.12, where
the robot is reaching the bottle located at unexpected positions. After an initial recognition phase,
the compensated trajectories try to follow the operator’s commands, which are guiding the robot
hand toward the new target. The figure shows that both the prediction and the commands are
far from the mean of the ProMP, which means that using the mean trajectories from the training
demonstrations instead of our approach, would have certainly made the robot miss the bottle.

5.5 Discussion

Humanoids can only be deployed at their full potential if they can exploit their whole-body to
perform non-trivial, high-value tasks. Whole-body teleoperation is the ideal framework to achieve
this goal because it provides an intuitive and flexible approach to operate the robot, provided that
the operator can rely on a synchronized feedback. By leveraging machine learning to anticipate the
commands of the operator, we showed that it is possible to compensate for delays of 1-2 seconds,
which typically correspond to the round-trip communication time between Earth and space [108]
and between continents on the Internet [76].

To achieve the synchronization between the human motion and the visual feedback as soon as
possible, our approach strongly relies on fast motion recognition. In fact, if this step were to take
too long, the motion would be over by the time any compensation algorithm could be applied.

In our experiments we leveraged the ProMPs to represent human gesture primitives and also
to predict the operator’s intention of movement. In the past, we had already used ProMPs with
success for real-time prediction of whole-body movements [51] and robot’s gestures [50]. They
only require a few robot/operator demonstrations to be trained, and the posterior update that en-
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ables to predict the future trajectory also requires a relatively small set of observations. For the
above elements, they are a suitable and valid technique for predicting the operator’s intention in
our teleoperation problem. Other data-driven methods for predicting gestures as time-series could
be used in principle, for example LSTM-RNN [25, 41, 198], at the expense of more training data
and potentially less smooth movements. Put differently, the concept of prescient teleoperation can
be implemented with any other predictor, including neural networks.

We showed that the robot follows the specific execution of motion, i.e., the particular way
the human is performing the task, by continuously updating the prediction of the current motion
(thanks to the conditioning operator of the ProMPs). In the experiments, we were able reach a bot-
tle in ways that had not been demonstrated before (but included in the distribution of the training
demonstrations), avoiding new obstacles and reaching new object positions that were not included
during the training phase. This feature is extremely valuable because it allows the operator to
adapt the commands on the fly to situations different from those in the training. For instance, there
might be an obstacle that forces the operator to approach an object with the hand from the right,
and prevent them from following a straight path. Or there might be a low ceiling that constrains the
operator to bend the torso more or flex the legs more. More importantly, there are many different
objects and many different environments and the operator will adapt their movement to the local
condition, from a different target position to a different body posture. Thanks to a diverse set of
ProMPs and the “conformation” of the prediction to the observations, our system should be able to
handle most of these cases. The main limitation is that our approach assumes that the received data
is enough to update the predictions; this is often the case, because humans tend to anticipate their
change in a trajectory, that is, the beginning of the trajectory changes when a future goal changes.
Nevertheless, the system is not capable of anticipating a last-second change when the beginning
of the trajectory is always the same. Future work should evaluate how many demonstrations (and
how many ProMPS) are needed to adapt to as many situations as possible.

As shown in the video youtu.be/N3u4ot3aIyQ and Figure 5.16, we were able to identify the
current motion with less than a second of data, time during which the delayed signals were used
to teleoperate the robots. However, our experimental setup included a limited amount of possible
tasks (see Figure 5.3). If the dataset of possible tasks was larger, the recognition would take a
considerable and prohibitive amount of time. In this case, one could resort to other data-driven
prediction methods or exploit the fact that human actions are mostly vision-guided and identify the
object that is about to be manipulated. In such a way, the set of possible tasks would be reduced
to those related to that object, accelerating significantly the motion recognition. This can be done
by using object recognition algorithms [180] or by attaching ArUco markers [159] on the objects
of interest. Then, if the number of tasks related to an object was similar to the number of tasks
we considered in our experiments, the motion recognition would take an amount of time close to
that of our experiments. Instead, if a considerably larger amount of tasks was related to an object,
another strategy to reduce the recognition time could be to examine first the initial position of the
hand trajectories in order to limit the recognition computation to those tasks having those initial
positions in their distribution.

The proposed compensation algorithm also relies on the fact that the delay is not comparable
to the duration of motion. Indeed, it would not be possible to apply any compensation, if the
motion was over before computing any prediction. This is an additional reason for executing the
teleoperated tasks at a slow pace (the humanoid robot in our experiments is never teleoperated
with fast or rough movements anyway, to avoid damaging the platform). In our experiments we
were able to compensate for the delays while following the way the human performs the task with
delays around 1.5s. For delays around 2s, we were still able to compensate for the delay but the
robot was not following the human precise movements, rather the mean of the learned motions.
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For longer delays the performance deteriorates critically, producing robot behaviors that cannot
adequately compensate for the delay.

In addition, the execution speed of a task has to be similar to those recorded during the demon-
strations. Once estimated the duration of the current motion, our algorithm does not take into
account any duration variation while carrying out the task. A real-time adaptation of the speed
execution could be addressed by constantly updating the time modulation of the ProMPs based on
the last observations and updating the posterior distribution of the original learned ProMPs based
on these observations [51].

To better evaluate the delay compensation, some straightforward metrics or measures on what
can be tolerated should be defined. The difficulty of compensating for time delays could be found
based on measurable characteristics of a task or of an environment. For example, if the operator
was trying to remotely balance an inverted pendulum, the tipping time constant of the pendulum
would be relevant. A long pendulum on the Moon would allow for a much longer time delay than
a short pendulum on the Earth.

Finally, all the experiments reported here were performed by a highly experienced user, who
is very familiar with the teleoperation system and the iCub robot. While novice users would not
have the same proficiency with the proposed system, they are very unlikely to be trusted to operate
a highly expensive humanoid robot in a high-value mission, such as an intervention in a damaged
chemical plant or in a remote Moon base. Like drone pilots who are trained extensively before
their first mission, one should expect actual humanoid operators to be expert users with a long
training period.

The next natural step is to include haptic feedback in addition to visual feedback. First, whole-
body feedback would require the operator to wear a full-body exoskeleton [151] or to use less
intuitive distributed vibrotactile feedback [32]. In bilateral systems the force signal is directly
coupled between robot and human [151], while in master-slave systems the human operator can
receive kinesthetic cues not directly related to the contact force being generated by the robot, or
as indirect forces in a passive part of her/his body [32]. Our approach could certainly be extended
to the latter case, where ProMPs could be learned for the force signals. The extension to bilateral
techniques represents a more complex challenge, since these systems can be very unstable under
time-delays. Several approaches have been proposed to stabilize these systems under time delays
[171,196] but the extension to platforms with a high number of degrees of freedom like humanoid
robots and their robustness to packet loss and jittering is still an open challenge. A promising
research avenue is to combine our approach with the one proposed in [186], in which a haptic
feedback is produced using the point cloud data obtained with an RGB-D camera. So far, our
robot has been streaming images, but it could very similarly stream a point a cloud. Like with
images, this point cloud would correspond to past perceptions of the robot but the operator would
perceive it as synchronized because the robot anticipated the commands. The haptic feedback
from the point cloud would then not appear to be delayed.

In this sense, both visual and haptic feedback could be improved by using more cameras. In
our experiments, we had to use an external camera (in addition to the robot cameras) to provide
a better situational awareness to the operator about the robot’s status in the environment. In fact
with the limited field of view of the cameras in the iCub’s eyes, the human can hardly see the envi-
ronment and the robot’s body at the same time, which makes it extremely difficult to grasp objects
without making any errors. More situation awareness could also be provided to the operator by in-
tegrating our method with already existing predictive-display-based techniques [122]: during the
non-compensated intervals the predictive display could guide the human operator with a gradual
shift from the virtual graphics to the real images of the robot cameras once the synchronization
with the user commands has been achieved by our approach.

111



Chapter 5. Delay Compensation in Teleoperation Systems

Overall, this new approach will help deploy more robust, effective teleoperated systems. It
is demonstrated here with a motion capture suit, a virtual reality headset and a state-of-the-art
humanoid robot; but this is a general framework that could be used in any other robot, from
manipulators to cars, as any of these could all anticipate remote commands provided that there is
a good enough predictor.
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6

Conclusions

6.1 Discussion

The work in this thesis aimed at developing a teleoperation system for humanoid robots. Even
though our experiments were conducted exclusively on a single real robot, in principle the methods
can be generalized to all humanoid robots. In Chapter 1, we first gave an overview of the general
architecture shared by existing teleoperation systems. They all commonly include the perception
of human states, their mapping to the robot (also called motion retargeting), a robot controller, and
the perception of the robot states and the remote environment that represent the feedback for the
operator, We presented the different measurement devices that can be used to capture the human
motions, commands and/or states, together with the possible feedback interfaces that allow the
human to perceive the robot states. In our implementation, we relied on an inertial technology-
based motion capture system to track the human movements and used a virtual reality headset to
transmit to the user the view from the cameras of the robot and other external cameras.

In Chapter 2, we presented our retargeting strategy. We tracked the human motion with the
motion capture suit and processed the human information to produce equivalent behaviors on the
robot in real-time. The motion capture system produces a reconstructed human skeleton. From
this, we mapped the joint angles into corresponding values for the iCub and HRP-4C robots.
We scaled relative Cartesian positions and used an identity map between the rotational motion
of the human and the robot. We also retargeted the center of mass trajectories from human to
robot by recurring to normalized offsets that allowed us to reconstruct the robot center of mass
position on the ground. Finally we proposed a dynamical correction of the center of mass: if the
user performs any motion that can unbalance the robot, their motion is corrected before being
transferred to the robot so to guarantee the robot’s balance. From the different setups we tested,
it seems that tracking the whole-body posture of the user, together with the pose of the end-
effectors and the center of mass ground position, produces the most human-like robot behavior.
This is possible if dynamic constraints like friction cone constraints are handled by the controller.
For very dynamical motions, also a dynamical correction of the retargeted references could be
required. We proposed a simple LIP-based center of mass correction for double support motions.
Extended simplified models should be used for more complex motions involving the change of
contacts.

In Chapter 3, we reviewed the whole-body controllers that have been used in the literature
to teleoperate humanoid robots. A common choice is to formulate the control problem as a QP
program, which can be used to compute the commands for both position- and torque-controlled
robots. In the former case the QP problem represents an inverse dynamics or inverse kinematics
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problem, while in the latter it represents a momentum-based control and inverse dynamics prob-
lem. We used an IK-based QP controller for the iCub robot and a TSID-based QP for a simulated
HRP-4C robot. Each controller is characterized by several parameters that dictate how the refer-
ence trajectories of the tasks are tracked, and establish the priority assigned to each task. Tuning
the control parameters normally requires a time-consuming trial-and-error procedure that does not
necessarily produce effective robot behaviors. For this reason, we focused on automatically op-
timizing the parameters of the robot controller in simulation to find robust solutions working on
the real robot. We proposed the use of stochastic multi-objective optimization algorithms to find
solutions that work on the real robot in few trials. We optimized the IK-based QP controller we
were using for teleoperating the iCub robot while performing double support motions, by finding a
trade-off between maximum tracking performance and minimum ZMP displacement from the cen-
ter of the support polygon. What robustness criteria to consider for more dynamical movements
like walking or running, still remains an open question and should be further investigated.

In Chapter 4, we enhanced the teleoperation system by integrating a higher-level mode for
controlling the robot during locomotion. With this integration, the user was able to switch between
a low-level teleoperation setting in which they can generate whole-body movements for the robot
by means of a motion capture suit and a high-level one in which they can use a joystick to send
reference commands to the robot, such as direction and velocity of motion, without dealing with
their actual execution. In both cases, the human operator received visual feedback through a virtual
reality headset connected to the cameras of the robot. In the high-level teleoperation mode we used
an MPC gait generator based on a LIP model. For 3D locomotion more complex models should
be employed, and according their nature, a non-linear formulation of the MPC could be required.

Finally in Chapter 5, we addressed one of the problems that emerge when teleoperating robots
in non-ideal communication networks. Delays in the transmission of the commands from user to
robot and in the reception of the feedback from robot to user, can irremediably disturb the operator.
Hence, we proposed a delay compensation approach based on predictive machine learning models
that enables to synchronize the user movements with the visual feedback from the robot. The
robot anticipates the human motion so that the delayed "anticipated" feedback is synchronized
with the operator’s commands. In our implementation, we used the ProMPs to represent human
motion primitives and also to predict the operator’s intentions. We showed that the robot follows
the specific user’s execution of motion, by continuously updating the prediction of the current
motion thanks to the conditioning operator of the ProMPs. In the experiments, we were able to
reach objects in ways that had not been demonstrated before (but included in the distribution of the
training demonstrations). This feature is extremely valuable because it allows the operator to adapt
the commands on the fly to situations different from those in the training. In this way, we preserved
the main value of robot teleoperation that makes it possible to exploit the cognition skills of the
operator without relying on complex robot perception algorithms, which cannot produce efficient
robot behaviors in complex situations. More investigation has to be conducted over the quantity
and quality of the data necessary to train the system to achieve this valuable feature in different
scenarios.

6.2 Perspective

The system we developed allowed us to perform simple tasks like picking up boxes, reaching
objects, opening doors, and imitating the human in the free-space. What prevented us to ad-
dress more complex teleoperation scenarios, involving more interaction with the environment,
was mainly the fragility of the iCub’s hands. Despite having many degrees of freedom, they can-
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not lift objects heavier than 400g and cannot be used to get a hold on environmental elements
like doors or handrails. Differently, the simulated robot HRP-4C exhibits limited dexterity in the
arms due to the limited degrees of freedom of the hands and of the wrists (only two each). More
complex and robust hands however, would require more information of the state of the robot and
its environment.

Haptic feedback can provide extremely valuable information during manipulation. While safe
physical interaction with the environment may be ensured by the robot low-level control without
haptic feedback, this feedback information is critical to enhance the remote control capabilities of
the operator [20, 154]. Typically, haptic feedback is localized in the end-effectors, where most of
the interaction occurs; in the case of teleoperated humanoids, whole-body haptic feedback should
be considered [149], possibly by means of wearable vibro-tactile devices [32].

In order to perform more dynamical motions, forces at the contacts should be controlled, i.e.,
one should recur to torque control. With respect to position control, this provides a number of
benefits, especially for humanoid robots. Torque control provides improved tracking performances
and lower feedback gains can be used with the controller, resulting in higher compliance of the
system. This higher compliance enables safer human-robot interaction and to automatically adapt
to uncertain environment (e.g. walking on uneven terrain). However, achieving reliable robot
behaviors with torque control still represents a challenge for the majority of the existing robotic
platforms. In fact, while in simulation the joint torque control can be almost perfect, on the real
robot there are errors in the actuation chain model, sensor noise, limited torque bandwidth and/or
delays [153]. Hence many of the behaviors obtained in simulation cannot be transferred easily on
the real robot.

Another future improvement of the system we proposed in this thesis, could be related to the
use of shared-control approaches [148, 166]. These make it possible to combine the capabilities
of the robot and of the operator to achieve complex tasks more efficiently. The operator guides
the robot with their high-level decisions and advanced cognition skills, while the robot performs
autonomously or semi-autonomously the tasks exploiting its precision skills which can often out-
perform those retargeted from the human operator. For example in [148], the robot modifies the
orientation of its end-effectors to help the operator accomplish bi-manual tasks more efficiently.
An interesting alternative that has been recently proposed is to guide the operator’s execution of a
task through haptic feedback [16, 114, 146]. In this case, the haptic feedback no longer represents
the actual forces experienced at the robot side but it is used to guide the human motion. For exam-
ple, the level of robotic guidance can be modulated based on the prediction of the human motion
intentions [114] or based on the distance to the target object [16].

In all these approaches, the teleoperation becomes an instance of human-robot collaboration.
This collaboration is not one-sided (i.e., the operator controls the robot that passively follows the
user commands), but both parts help each other to accomplish a task more fluently and efficiently.
In this sense also our delay compensation approach can be identified as a collaboration strategy.
As long as the human operator is the one taking the high level decisions for the robot and is not
deprived of the possibility of taking full control of it, any assistance from the robot can only be
beneficial. In fact, we assume that if the operator would have to put too much effort in controlling
the robot when accomplishing easy tasks, then the embodiment experience would immediately
break, making the operator frustrated or lose their patience. This will be a key feature in future
telexistence applications.

The work of this thesis was funded by the European project AnDy 9 [82], which had the goal
to endow robots with the ability to control physical collaboration through intentional interaction

9Advancing anticipatory behaviors in Dynamic human-robot collaboration.
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and anticipatory behaviors. The teleoperation system we presented in the thesis could be used 
to generate human-like collaborative policies for the robot in future collaboration scenarios. Fur-
thermore, the prediction-based delay compensation approach we proposed that allows the robot to 
anticipate the human motion based on predictive machine learning models, could be applied on 
exoskeletons and cobots in the industry, increasing the productivity, flexibility and safety of the 
human workers. The predictive models in fact, could be used not only to compensate for the delays 
but also to anticipate human behaviors in physical collaboration scenarios, to prevent fatal injuries, 
to limit the effort of the human workers and to improve the ergonomics of their movements.

6.3 Future Challenges

The next great challenge in humanoid teleoperation is the extension to more complex and realistic 
scenarios, closer to those encountered in the real world, such as performing loco-manipulation on 
an uneven terrain in a search and rescue or in a bomb disposal operation. Clearly, in these 
more realistic situations, controlling simultaneously the upper-body and the lower part of the 
robot is crucial. Extending the whole-body retargeting also to these kind of situations, would 
be ideal. However, it is not intuitive since they involve locomotion that is not limited to 
walking on flat ground. The main problem associated with retargeting locomotions at a whole-
body level is related to the setup at the user side. The user cannot walk around, because of the 
limited workspace and because the environment at the user side is different than that at the robot 
side. Walking platforms have been proposed in the literature [43], but they make sense only for 
walking on flat ground and constrain the upper-body motion of the user. Another proposed 
solution has been to use whole-body exoskeletons [80]. Also in this case, the operator 
wearing the exoskeleton cannot walk around because of the limited workspace. The solution 
in [80] of fixing the floating base of the exoskeleton, seems to generate unnatural user 
motions. The dynamics information from the user motion loses its value and cannot be used to 
control the robot efficiently. An ideal solution would be to have a metamorphic walking 
platform that gradually shifts the user at its center and rearranges its structure according to the 
robot environment (next contact locations). If for example, there is a step in front of the robot, the 
walking platform recreates that step in front of the human. By combining this walking platform 
to a balance feedback interface like that proposed in [151], could also enable the retarget of 
motions that involve contacts with the upper-body, such as leaning against a wall, while providing 
some force to the user to prevent them from falling.

An alternative and more simple solution, could be to still rely on existing high-level inter-
faces like joysticks to guide periodic locomotions like walking and climbing stairs, and then use 
whole-body retargeting for the other tasks with limited locomotion. A promising solution, for the 
latter would be to control the robot focusing solely on the manipulation, while letting the robot 
autonomously reposition its feet in order to facilitate the manipulation and to take into account the 
different environment at user and robot site.
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Figure A.1: Reaching a bottle with compensation of a round-trip delay around 1.5s. The robot is
reaching a bottle located on top of a box. The forward delay is around 750ms with a jitter of 300ms
(it follows a normal distribution with 750ms as mean and 100ms as standard deviation), while the
backward delay is 750ms. The compensated trajectories (light red-green-blue lines) are the robot
reference trajectories. These, first follow the delayed teleoperated signals (orange-teal-grey lines).
Then, when the prediction is available, they anticipate the teleoperated motion (dark-colored lines)
so to get a visual feedback at the user side coherent with what the operator is doing

.
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Figure A.2: Teleoperation with compensation of a round-trip delay around 200ms. Top: The robot
is picking up a box located on a table. Bottom: The robot is reaching a bottle located on a table.
The forward delay follows a normal distribution with 100ms as mean and 13.33ms as standard
deviation, while the backward delay is 100ms. The compensated trajectories (light red-green-
blue lines) are the robot reference trajectories. These, first follow the delayed teleoperated signals
(orange-teal-grey lines). Then, when the prediction is available, they anticipate the teleoperated
motion (dark-colored lines) so to get a visual feedback at the user side coherent with what the
operator is doing

.
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Figure A.3: Teleoperation with compensation of a round-trip delay around 500ms. Top: The robot
is picking up a box in front of it at a low height. Bottom: The robot is reaching a bottle located
on the table behind an obstacle. The forward delay follows a normal distribution with 250ms as
mean and 33.33ms as standard deviation, while the backward delay is 250ms. The compensated
trajectories (light red-green-blue lines) are the robot reference trajectories. These, first follow the
delayed teleoperated signals (orange-teal-grey lines). Then, when the prediction is available, they
anticipate the teleoperated motion (dark-colored lines) so to get a visual feedback at the user side
coherent with what the operator is doing

.
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Figure A.4: Teleoperation with compensation of a round-trip delay around 1s. Top: The robot
is picking up a box located on a table. Bottom: The robot is reaching a bottle located on a box,
on the table. The forward delay follows a normal distribution with 500ms as mean and 66.67ms
as standard deviation, while the backward delay is 500ms. The compensated trajectories (light
red-green-blue lines) are the robot reference trajectories. These, first follow the delayed teleop-
erated signals (orange-teal-grey lines). Then, when the prediction is available, they anticipate the
teleoperated motion (dark-colored lines) so to get a visual feedback at the user side coherent with
what the operator is doing

.
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Figure A.5: Teleoperation with compensation of a round-trip delay around 2s. Top: The robot is
picking up a box in front of it at a low height. Bottom: The robot is reaching a bottle located on the
table behind an obstacle. The forward delay follows a normal distribution with 1000ms as mean
and 133.33ms as standard deviation), while the backward delay is 1000ms. The compensated
trajectories (light red-green-blue lines) are the robot reference trajectories. These, first follow the
delayed teleoperated signals (orange-teal-grey lines). Then, when the prediction is available, they
anticipate the teleoperated motion (dark-colored lines) so to get a visual feedback at the user side
coherent with what the operator is doing

.
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Figure A.6: Comparison between the compensated trajectory and the ideal (non-delayed) trajec-
tory with a round-trip delay around 1.5 s. After the initial recognition period, our approach makes
the robot follow the specific way the human is performing the task despite the delay. This is not
the same as following the mean of previously demonstrated motions (here, the dashed line).
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Figure A.7: Comparison between the compensated trajectory and the ideal (non-delayed) trajec-
tory with a round-trip delay around 2 s. For very high delays even the continuous update of the
prediction might not be sufficient to make the robot follow the specific way the operator is per-
forming the task. Here, first the robot follows the delayed retargeted movements; then tends to
follow the learned mean trajectory during the beginning of the compensation; only toward the end
is able to compensate for the delay while following the actual retargeted reference.
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Figure A.8: (Conforming the teleoperation to the intended motion) Prediction update according
to observations. The most relevant predicted trajectories (light colored lines) are compared to
the non-delayed trajectories at the operator’s side (dark colored lines), after observing different
portions of the motion; a perfect prediction would mean that the light line (green/blue/red) line
matches the dark line (green/blue/red). The non-delayed trajectories are from the testing set from
Figure 5.9. From left to right, the figure shows the prediction given by the ProMPs learned from
the demonstrations, the prediction updated after observing the first portion of motion used to infer
the task and its duration, the prediction updated after observing a fourth of the motion, and after
observing half of the motion.
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Figure A.9: (Conforming the teleoperation to the intended motion) Comparison between the com-
pensated trajectory and the ideal (non-delayed) trajectory with a round-trip delay around 1.5s. On
the top row, there is an unexpected obstacle (a small box) to avoid and the operator approaches
the object by the right; on the second row, the obstacle in front of the robot is different; on the
bottom row, there is the same obstacle from the top row with in addition a large obstacle on the
right of the robot, which forces the operator to move the hand in between the two obstacles. These
situations were not in the training set. After the initial recognition period, our approach makes
the robot follow the specific way the human is performing the task despite the delay, and even
if the robot is asked to perform the task in a way that has not been demonstrated before (but in-
cluded in the distribution of the demonstrations). This is not the same as following the mean of
previously demonstrated motions (here, the dashed line) or letting the robot replicate previously
demonstrated motions. The non-delayed trajectories are some of the test trajectories from Figure
5.9, where the robot has to reach the bottle on the table in the presence of different obstacles that
were not considered during the training.
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Figure A.10: (Conforming the teleoperation to the intended motion) Prescient teleoperation with
no delay. The compensated trajectories resulting from our approach match almost perfectly the
actual retargeted human references, when there is no delay. The actual trajectories are some of the
test trajectories from Figure 5.9.
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Figure A.11: (Conforming the teleoperation to new goals) Prediction update according to obser-
vations. The most relevant predicted trajectories (light colored lines) are compared to the non-
delayed trajectories at the operator’s side (dark colored lines), after observing different portions of
the motion; a perfect prediction would mean that the light line (green/blue/red) line matches the
dark line (green/blue/red). The non-delayed trajectories are from the testing set from Figure5.11.
From left to right, the figure shows the prediction given by the ProMPs learned from the demon-
strations, the prediction updated after observing the first portion of motion used to infer the task
and its duration, the prediction updated after observing a fourth of the motion, and after observing
half of the motion.
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Figure A.12: (Conforming the teleoperation to new goals) Comparison between the compensated
trajectory and the ideal (non-delayed) trajectory with a round-trip delay around 1.5s. The bottles
are located on the table in different positions that were not in the training set (but included in the
distribution of the demonstrations). The non-delayed trajectories are some of the test trajectories
from Figure 5.11, where the robot has to reach the bottle on the table in the presence of different
obstacles that were not considered during the training.
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Résumé

Cette thèse vise à étudier des systèmes et des outils pour la télé-opération d’un robot humanoïde.
La téléopération de robots est cruciale pour envoyer et contrôler les robots dans des environ-
nements dangereux ou inaccessibles pour les humains (par exemple, des scénarios d’intervention
en cas de catastrophe, des environnements contaminés ou des sites extraterrestres). Le terme télé-
opération désigne le plus souvent le contrôle direct et continu d’un robot. Dans ce cas, l’opérateur
humain guide le mouvement du robot avec son propre mouvement physique ou via un dispositif
de contrôle. L’un des principaux défis est de contrôler le robot de manière à garantir son équili-
bre dynamique tout en essayant de suivre les références humaines. De plus, l’opérateur humain a
besoin d’un retour d’information sur l’état du robot et de son site via des capteurs à distance afin
d’appréhender la situation ou de se sentir physiquement présent sur le site, produisant des com-
portements de robot efficaces. Des complications surviennent lorsque le réseau de communication
n’est pas idéal. Dans ce cas, les commandes de l’homme au robot ainsi que la rétroaction du robot
à l’homme peuvent être retardées. Ces délais peuvent être très gênants pour l’opérateur humain,
qui ne peut pas télé-opérer efficacement son avatar robotique.

Un autre point crucial à considérer lors de la mise en place d’un système de télé-opération
est le grand nombre de paramètres qui doivent être réglés pour contrôler efficacement les robots
télé-opérés. Des approches d’apprentissage automatique et des optimiseurs stochastiques peuvent
être utilisés pour automatiser l’apprentissage de certains paramètres.

Dans cette thèse, nous avons proposé un système de télé-opération qui a été testé sur le robot
humanoïde iCub. Nous avons utilisé une combinaison de capture de mouvement basée sur la
technologie inertielle comme périphérique de contrôle pour l’humanoïde et un casque de réalité
virtuelle connecté aux caméras du robot pour obtenir un retour visuel. Nous avons d’abord traduit
les mouvements humains en mouvements robotiques équivalents en développant une approche
de retargeting de mouvement qui atteint la ressemblance humaine tout en essayant d’assurer la
faisabilité du mouvement transféré. Nous avons ensuite implémenté un contrôleur du corps entier
pour permettre au robot de suivre le mouvement humain reciblé. Le contrôleur a ensuite été
optimisé en simulation pour obtenir un bon suivi des mouvements de référence du corps entier,
en recourant à un optimiseur stochastique multi-objectifs, ce qui nous a permis de trouver des
solutions robustes fonctionnant sur le robot réel en quelques essais.

Pour télé-opérer les mouvements de marche, nous avons implémenté un mode de télé-opération
de niveau supérieur dans lequel l’utilisateur peut utiliser un joystick pour envoyer des commandes
de référence au robot. Nous avons intégré ce paramètre dans le système de télé-opération, ce qui
permet à l’utilisateur de basculer entre les deux modes différents.

Un problème majeur empêchant le déploiement de tels systèmes dans des applications réelles
est la présence de retards de communication entre l’entrée humaine et le retour du robot: même
quelques centaines de millisecondes de retard peuvent irrémédiablement perturber l’opérateur,
encore plus quelques secondes. Pour surmonter ces retards, nous avons introduit un système dans
lequel un robot humanoïde exécute des commandes avant de les recevoir, de sorte que le retour
visuel semble être synchronisé avec l’opérateur, alors que le robot exécutait les commandes dans
le passé. Pour ce faire, le robot prédit en permanence les commandes futures en interrogeant un
modèle d’apprentissage automatique formé sur les trajectoires passées et conditionné aux dernières
commandes reçues.
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Mots-clés: Télé-opération, robotique humanoïde, retargeting de mouvement, optimisation de con-
trôl, compensation des retards
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Abstract

This thesis aims to investigate systems and tools for teleoperating a humanoid robot. Robot
teleoperation is crucial to send and control robots in environments that are dangerous or inacces-
sible for humans (e.g., disaster response scenarios, contaminated environments, or extraterrestrial
sites). The term teleoperation most commonly refers to direct and continuous control of a robot.
In this case, the human operator guides the motion of the robot with her/his own physical motion
or through some physical input device. One of the main challenges is to control the robot in a way
that guarantees its dynamical balance while trying to follow the human references. In addition,
the human operator needs some feedback about the state of the robot and its work site through re-
mote sensors in order to comprehend the situation or feel physically present at the site, producing
effective robot behaviors. Complications arise when the communication network is non-ideal. In
this case the commands from human to robot together with the feedback from robot to human can
be delayed. These delays can be very disturbing for the human operator, who cannot teleoperate
their robot avatar in an effective way.

Another crucial point to consider when setting up a teleoperation system is the large num-
ber of parameters that have to be tuned to effectively control the teleoperated robots. Machine
learning approaches and stochastic optimizers can be used to automate the learning of some of the
parameters.

In this thesis, we proposed a teleoperation system that has been tested on the humanoid robot
iCub. We used an inertial-technology-based motion capture suit as input device to control the
humanoid and a virtual reality headset connected to the robot cameras to get some visual feedback.
We first translated the human movements into equivalent robot ones by developping a motion
retargeting approach that achieves human-likeness while trying to ensure the feasibility of the
transferred motion. We then implemented a whole-body controller to enable the robot to track
the retargeted human motion. The controller has been later optimized in simulation to achieve a
good tracking of the whole-body reference movements, by recurring to a multi-objective stochastic
optimizer, which allowed us to find robust solutions working on the real robot in few trials.

To teleoperate walking motions, we implemented a higher-level teleoperation mode in which
the user can use a joystick to send reference commands to the robot. We integrated this setting in
the teleoperation system, which allows the user to switch between the two different modes.

A major problem preventing the deployment of such systems in real applications is the pres-
ence of communication delays between the human input and the feedback from the robot: even
a few hundred milliseconds of delay can irremediably disturb the operator, let alone a few sec-
onds. To overcome these delays, we introduced a system in which a humanoid robot executes
commands before it actually receives them, so that the visual feedback appears to be synchronized
to the operator, whereas the robot executed the commands in the past. To do so, the robot con-
tinuously predicts future commands by querying a machine learning model that is trained on past
trajectories and conditioned on the last received commands.

Keywords: Teleoperation, humanoid robotics, motion retargeting, control optimization, delay
compensation.
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