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Résumé

Cette thèse contribue au domaine émergent des réseaux sans-fil agiles utilisant plusieurs
couches physiques. Traditionnellement, les réseaux sans-fil industriels n’emploient qu’une
seule interface radio, à l’instar des implémentations de la pile protocolaire réseau IETF
6TiSCH qui s’appuient sur la radio IEEE 802.15.4 O-QPSK opérant dans la bande
de fréquence à 2,4 GHz. Des progrès dans l’intégration de plusieurs schémas de
modulation/codage au sein d’un même circuit radio et capable d’opérer dans différentes
bandes de fréquence permettent aujourd’hui l’exploitation au sein d’un même réseau
d’une diversité de configurations radios. Nous utilisons le terme “PHY” pour désigner
toute combinaison de : modulation, bande de fréquence et schéma de codage. Dans cette
recherche, nous soutenons que la combinaison de PHY longue portée et courte portée
peut offrir des performances de bout en bout de réseau équilibrées qu’aucun PHY unique
n’atteint. Nous démontrons comment un ensemble de PHY courte et longue portée peut
être intégré sous une architecture 6TiSCH généralisée (“g6TiSCH”) et nous évaluons
expérimentalement ses performances dans un banc d’essai de 36 nœuds à Inria-Paris. De
plus, nous montrons, expérimentalement, comment un slotframe TSCH peut adapter la
durée du slot, slot par slot, en fonction du débit du PHY utilisé (“6DYN”). Enfin, nous
concevons et évaluons, par simulation, une fonction d’objectif pour RPL qui optimise la
durée de vie du réseau (“Life-OF”). Nous démontrons comment Life-OF combine divers
PHYs pour augmenter la durée de vie du réseau de jusqu’à 470% par rapport à la fonction
d’objectif MRHOF du staandard IETF actuel.
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Summary

This thesis contributes to the emerging field of agile multi-PHY wireless networking.
Industrial wireless networks have relied on a single physical layer for their operation.
One example is the standardized IETF 6TiSCH protocol stack for industrial wireless
networking, which uses IEEE 802.15.4 O-QPSK radio in the 2.4 GHz band as its physical
layer. Advances in radio chip manufacturing have resulted in chips that support a
diverse set of long range and short range PHYs. We use the term “PHY” to refer to
any combination of: modulation, frequency band, and coding scheme. In this research,
we argue that combining long-range and short-range PHYs can offer balanced network
end-to-end performance that no single PHY achieves. We demonstrate how a set of
short-range and long-range PHYs can be integrated under one generalized 6TiSCH
(“g6TiSCH”) architecture and we evaluate its performance experimentally in a testbed of
36 motes at Inria-Paris. We further demonstrate, experimentally, how a TSCH slotframe
can adapt the slot duration on a slot-by-slot basis, as a function of the bitrate of the
used PHY (“6DYN”). Finally, we design and evaluate, through simulation, an objective
function for RPL that optimizes for network lifetime (“Life-OF”). We demonstrate how
Life-OF combines diverse PHYs to boost network lifetime to be up to 470% compared to
the IETF standard MRHOF.
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Chapter 1

Introduction

This thesis contributes to the growing research topic of low-power wireless networking and
IoT. Specifically, it focuses on exploring the potential for multi-PHY wireless networking
for increasing the agility of network architectures. This chapter is organized as follows.
Section 1.1 introduces a historical perspective on the concept of “agility” in computer
systems. Section 1.2 provides an introduction on the IoT use cases and main technologies
using both short-range and long-range PHYs. Section 1.3 presents why multi-hopping
is still needed even with use of long-range PHYs. Section 1.4 introduces the vision of
this thesis for an agile IoT networking. Finally, Section 1.5, introduces the outline of the
thesis manuscript.

1.1 Agility: A Story

Agility can be defined by its french root agilité as “the ability to move and adapt
lightly, fast, and smoothly”. It has historically marked the technical epochs in software
engineering and systems development.

In 1880, the United States experienced a large wave of immigration. The U.S.
Census Bureau had a challenge to process the paper records of all U.S. residents. It
took employees of the bureau full eight years of work to complete the census processing.
Herman Hollerith, an engineer of mines and a clerk at the bureau, proposed a solution
to accelerate the census processing. He proposed to store the records in the form of
punched cards and he proposed an electro-mechanical machine that can translate the
locations of holes on the cards to mechanical rotations of counting gears. In 1890 the
U.S. Census Bureau adopted those machines which led to reducing census processing
time down to two years only instead of eight. The first card format had 22 columns,
specifically designed for the census application.

Later, Hollerith generalized the solution under his new company: International
Business Machines (IBM). It was used in banking, commercial, and even police record
keeping and processing. As the use cases became more diverse, different punched cards
were needed with more columns and different hole shape. In 1928, IBM adopted a new
80-column punched card that was designed to allow as versatile applications as possible.

8



Chapter 1 9

However, as the use cases increased in diversity, it became clear that the punched cards
were not able to keep up with the diverse requirements. IBM researched several options to
the best design of its punched cards. A grand challenge was ahead: adopting new/larger
cards meant to customize the mechanical design of the equipment for each potential card
(let alone backward-compatibility).

In 1952, instead of attempting to find “the best” configuration of a punched card,
IBM introduced the magnetic tape storage with IBM 701 computer. This storage system
was large, fast, and cost-effective enough that it was able to be generalized to diverse
use cases via the IBM 701, the IBM’s first released scientific computer. Magnetic tape
storage paved the road later for the magnetic disk storage (i.e. hard disk storage).

One can observe a factor behind the evolution of modern storage systems: there was
no single design of punched cards that was best fit for all use cases.

Later technological developments followed suite with a similar pattern. Networks
were developed with different MAC protocols and physical mediums that varied between
focus on reliability, delay, and simplicity. Examples of these networks were ARCNET,
Ethernet, and Token Ring. Each network was advanced in the market by industrial
players behind them. The networking market did not converge on one solution that
seemed “the best”. Instead, the Internet Protocol was introduced to allow harnessing
the advantages of diverse networks by integrating them into one larger network: the
Internet. This way, a network solution can be adapted to diverse use cases by integrating
the different networks under one larger logical network.

Therefore, a key factor behind the evolution of both modern storage systems as well
as the Internet Protocol is this: how to adapt as quickly as possible to changing and
diverse requirements when no single solution seems to be always the best?

1.2 The Internet of Things

In the recent two decades, the world witnessed a renaissance in industrial wireless
networking with the advent of the IoT. This was motivated by industrial interest in
remote monitoring of huge and complex machinery in industrial plants (i.e. the fourth
industrial revolution). Wireless is preferred in such a case since it can be easily deployed
and maintained without invasion to the plant infrastructure [1]. It was also motivated
by a need to automate monitoring for utility metering in remote or dense areas.

In 2003, the IEEE standardized a physical layer for IoT applications in the
IEEE802.15.4 standard. It is the O-QPSK modulation at 2.4 GHz with 250 kbps raw
bitrate. There has been one major limitation of this configuration: its usual physical
range is considerably small. It may not exceed a dozen meters in a typical office building.
To overcome this limitation, IoT networks using this physical layer rely on multi-hopping
within the network: a node uses its neighbors to route its traffic to the gateway. It
has been adopted at the base of several commercial solutions such as Zigbee [2] and
SmartMeshIP [3].

Therefore, a typical “short range” IoT network using the O-QPSK 2.4 GHz PHY
is depicted in Fig. 1.1. It consists of a number of embedded nodes where each node
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Gateway

Figure 1.1: A short-range multi-hop network can be sufficient for a local deployment in a building
floor. Some end devices may rely on routers for coverage extension (marked in orange).



Chapter 1 11

contains a low-power micro-controller, attached sensors to monitor physical phenomena
(e.g. temperature, gas concentration, vibration intensity), and a radio chip that is used
to transmit the sensor readings using a communication protocol. Nodes can send their
readings periodically or based on alarm event triggers.

Applications of IoT began spanning a growing number of use cases. These use
cases covered areas such as environmental monitoring [4], smart building [5], [6],
precision agriculture [7], automated meter reading [8], indoor localization [9], micro-robot
connectivity [10], smart grid management [11] and predictive maintenance [1]. Each
application poses its own requirements for the QoS expected from the network. The
average current draw is often a key performance factor as devices are typically
battery-powered and deployed in hard-to-reach areas. For some applications, the ability
to communicate over a long distance is important as the network is deployed over a large
area, or an area with poor propagation conditions. Other important network performance
metrics include end-to-end reliability and latency.

A short-range radio such as O-QPSK 2.4 GHz can be sufficient in meeting the
requirements for some applications where energy saving has higher priority than latency
and reliability. But since it relies on routers for multi-hopping, this made it less suitable
for wide area coverage (such as a 2× 2 km2 industrial plant). In this case, more routers
are needed to bridge the link between the nodes and the gateway, which means more
maintenance overhead and therefore less financial and practical feasibility.

In response to these limitations, a new family of long-range PHYs have been
introduced to serve the IoT market. They rely on use of a combination of slower
bit-rates, sub-GHz frequencies, and narrow-band PHYs to improve their link budget
(i.e. their potential range). Their range typically spans between a few hundred meters to
a dozen kilometers, depending on the environment (indoor, outdoor, dense urban, etc).
This way, nodes can communicate directly to the root without need for intermediate
routers and therefore with minimal maintenance overhead. These networks are typically
deployed in star or connected-star topologies as shown in Fig. 1.2. This, however,
comes at the expense of battery lifetime (or low application datarates) as the energy
consumption of the node is increased significantly to achieve this long-range connectivity.
Such networks have been identified as Low Power Wide Area Networks (LPWANs).
Several commercial LPWAN technologies have been available in the market such as
LoRaWAN [12], SigFox [13], and Narrow Band IoT (NB-IoT) [14].

LoRaWAN uses the LoRa PHY layer which is based on Chirp Spread Spectrum
modulation [12], [15]. LoRa relies on a combination of low data rate and sub-GHz
frequencies to achieve an improved link budget and, subsequently, long range
connectivity. The network architecture is based on connected-star topology. It relies
on a central network server that determines how each end device connects to the nework.
A typical LoRaWAN network operates on 125 kHz channel bandwidth in a sub-GHz
(license-free) frequency band (e.g. 868 MHz in Europe), with raw bitrate varying from
293 bps up to 5.4 kbps. It offers a maximum payload of 243 bytes.

SigFox relies on a proprietary ultra narrow band (UNB) Binary Phase Shift Keying
modulation for its PHY layer [15]. It relies on a combination of low fixed bitrate of
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Gateway

Figure 1.2: A long-range star network can serve metropolitan area deployments. End devices
rely on the robust modulations to communicate directly with the gateway.

100 bps, UNB channel width of 100 Hz, and use of sub-GHz (license-free) frequencies. Its
architecture is also based on multiple-antenna sites and a cloud-based network server [13].
It limits the available data payload to 12 bytes with an allowance of 140 up-link messages
per device per day [15].

NB-IoT uses narrow-band Quadrature Phase Shift Keying and Frequency Division
Multiple Access as uplink PHY layer. It further uses Orthogonal Frequency Division
Multiple Access at its downlink PHY layer [14], [15]. It relies on a combination of
narrow-band channel width of 200 kHz and use of licensed sub-GHz frequency. It offers
a maximum throughput of 20 kbps and 200 kbps for uplink and downlink, respectively,
with a maximum allowed payload of 1600 bytes [15]. Its architecture is also based on
cellular topology with cellular coverage.

There are three common factors among the three technologies. First, each
technology is developed as a full protocol stack backed by an industrial body or alliance
(e.g. LoRaWAN Alliance and 3rd Generation Partnership Project – 3GPP). Second, these
technologies rely on base stations for cellular coverage which can cost anywhere between
1 k and up to 15 k euros in capital expenditure (excluding operational expenditure) [15].
Third, the protocol stack of each technology is packaged with pre-specified PHY layer
that is often proprietary.

In 2012, the IEEE introduced the 802.15.4g amendment to include a family of
31 modulations in the sub-GHz band as well as 2.4 GHz band [5], [16]. They vary
in performance, from long range to high bit-rate, to serve the requirements for diverse
use cases. The advent of these standardized PHYs paves the way for more open network
architectures as it allows the network solution architect more diverse set of standard
PHYs that can be supplied from multiple vendors.

The diversity in use case requirements opens pathways where either short- or
long-range approaches are beneficial. Short-range radios generally run at faster datarates
leading to shorter air time. This leads to an improved battery lifetime and can offer
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Figure 1.3: A typical TSCH slotframe for Motes A–D, using a uniform slot duration and
single PHY at a fixed bitrate. Each node allocates a specific slot offset and channel offset
for transmissions to its parent.

satisfying coverage for some applications involving few nodes within a building-floor [5],
[6], a peach orchard [7], [9], or a few single-chip micro-motes [10]. Conversely, long-range
radios can offer the necessary coverage for deployments spanning multiple km2 such as a
large factory [1] or a power grid [11], at an acceptable compromise in battery lifetime [16].

Battery lifetime has been a key performance indicator in IoT networks. In many
use cases, an area is covered with a wireless network of battery-powered devices where
mains power is not available. Even when mains power is available, a none-invasive
deployment is often inevitable in sensitive infrastructures (e.g. hospitals [9], complex
industrial plants [1]). This creates a need to manage the network protocol in such as way
as to result in the longest battery lifetime possible. IoT network protocols have been
introduced to save the average battery lifetime by using MAC techniques that allow the
radios to go into sleep mode when they are not needed.

One of these MAC techniques is the class of protocols under the TSCH paradigm [17],
[18]. While early low-power wireless networks used contention-based MAC approach,
TSCH, initially developed for industrial applications, is now supported by many
commercial products and open-source implementations [19]. In a TSCH network, time
is cut into timeslots and a schedule orchestrates all communication; it indicates to every
node what to do in each timeslot: transmit, listen or sleep. An example of a TSCH
slot-frame is presented in Fig. 1.3. TSCH is the key principle of the IEEE802.15.4e
standard which is the standard MAC layer for several industrial protocol stacks such as
WirelessHART, ISA100.11a, and more recently, 6TiSCH. In today’s TSCH networks, for
each cell, the schedule indicates the frequency to communicate on, resulting in “channel
hopping”, a technique known to efficiently combat external narrowband interference and
multi-path fading.

Within this context, the IETF standardized the 6TiSCH protocol stack, which
combines the high reliability of TSCH and the low power operation of the IEEE 802.15.4
PHY [20] (e.g. 24 mA current draw for transmission [21]). It is a fully distributed protocol
stack for mesh networking (i.e. no central controller). Specifically, 6TiSCH combines IPv6
with the TSCH mode of IEEE802.15.4e standard.
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1.3 Why Multi-hopping Still Makes Sense for Long-Range
PHYs?

A common question is raised when discussing specifically the use of long-range PHYs in
a multi-hop network: multi-hopping was useful with short-range PHYs, but now if all
nodes are equipped with long-range PHYs such as LoRa, do we still need multi-hopping?
There is at least two reasons why multi-hopping makes sense even with long-range PHYs:
extreme connectivity barriers and budget barriers.

Even with long-rang PHYs, connectivity barriers are still unavoidable. Orange
provides extensive LoRaWAN coverage of France, as illustrated in Fig. 1.4a. Blind spots
are unavoidable in deep indoor locations where utility meters or parking sensors are
deployed, as shown in Fig. 1.4b. From the point of view of a network operator such
as Orange, the LoRaWAN network is deployed in a way similar to a cellular network.
Users cannot add gateways on their own to improve the coverage in areas where the
connectivity is not sufficient. An example of this scenario can be seen at Orange Labs
site in Meylan, France in Fig. 1.5. The gateway is placed right on top of the garage
building, yet the LoRaWAN network is inaccessible in this garage because of the layers
of concrete walls and ceilings. Consumer interest or regulatory requirements normally
necessitate pervasive coverage of end devices in different contexts. For instance, the
European Commission (EC) mandate M/441 draws the regulatory requirements for open
bidirectional communications interfacing of metering instruments [22]. This is in order
to comply with utility monitoring standards outlined in several EC directives such as
directive 2006/32/EC (Article 13) [23]. Also, an owner of an underground deployment
of sensors (e.g. parking sensors) requires all sensors to be covered.

In a long-range star topology (Fig. 1.2), this connectivity gap is addressed today
by adding more GWs, thereby creating more stars. However, this is challenged by a
budget barrier. GWs provide hot spots for end devices and then forward the traffic via
a high-throughput link such as Ethernet or cellular network. However, GWs come with
significant financial costs for their installation. Mainly, the main cost element is that
operator has to dispatch employees to access mobile towers to install these GWs (often
in remote areas). In addition, the cost of a GW ranges between a few hundred euros
to a few thousand euros depending on its capacity, antenna, and network interfaces.
Furthermore, GWs need to be constantly powered, and mounted to an infrastructure
with a grid power and a high throughput connection. This is the normal setting of a
cellular tower, and it is where a network operator would usually mount their LPWAN
GWs.

Network operators want to provide an affordable subscription cost to their users,
typically in the order of one euro per end-device per month. Therefore, efficient capacity
utilization of the network, to enable reasonable subscription costs, is a common interest.
Maybe in some situations, the number of poorly covered devices are numerous enough
to justify the cost of adding a GW. But what if this is not the case? For instance,
the area of the indoor blind-spots observed in Fig. 1.4b is likely to contain too few
devices/subscriptions to offset the cost of adding another GW. This invites efforts to
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(a) Orange LoRaWAN extensive
coverage in France

(b) Isolated blind spots in indoor coverage in
complex urban areas with good coverage

Figure 1.4: LoRaWAN coverage by Orange in France in August 2021 [24]. Despite pervasive
national coverage (left), blind spots are unavoidable, especially indoor (right), let alone deep
indoors. Therefore, some end devices can potentially be unreachable.

Figure 1.5: Example of concrete structure environments of underground parking sensors parking
in Orange Labs Meylan

find cheaper and more flexible coverage extension alternatives. Cheap low capacity
multi-hop routers, in this sense, can be a promising approach to improve coverage at
a cost proportional to ROI from the few affected end devices.

1.4 The Vision: Agile IoT Networking

Advances have been accomplished in the manufacturing of radio chips and
Systems-on-Chip (SoCs), leading to lower costs with more features and more advanced
PHY capabilities. For example, the CC2538 SoC by Texas Instruments implements
the IEEE802.15.4 PHY in the 2.4 GHz band which serves a sector of the short-range
PHY market [21]. The Nordic Semiconductor nRF52840 SoC offers support of multiple
protocol stacks for short-range PHYs such as IEEE802.15.4 and Bluetooth Low Energy
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(BLE) [25], both at 2.4 GHz. The AT86RF215 by Atmel implements the full range of
modulations under the IEEE802.15.4g amendment [26] in both the 2.4 GHz and sub-GHz
bands. Its design allows switching between modulations on a frame-by-frame basis, which
enables it to serve both long-range and short-range applications [27].

The approach traditionally followed by network architects is to compare different
PHYs and choose the one most suitable for a given application. However, this approach
leads to further constraints: if one PHY is used, the benefits of other PHYs are forfeited.
If the application demands a change or a tuning (for example, a subset of nodes requires
longer-range PHY), the entire network must be re-engineered to integrate a separate
network using the new PHY running side-by-side (as discussed in Section 2.6). This
leads to an agility challenge as the network is becoming more complex to maintain and
to improve.

This leads to the question: Since both short-range and long-range approaches can be
useful in different ways, is it possible to have an agile approach where a network can
adapt to different requirements my using any mix of PHYs as needed by the uses case?

The vision of this thesis is to have an agile wireless network where different PHYs can
co-exist in the same network. This allows nodes to choose the most appropriate PHY on
a frame-by-frame basis. A node dynamically switches between PHYs: a short-range PHY
when the next hop is close by, a long-range PHY when the next hop is far away. On top
of saving energy, this approach allows increasing robustness as some long-range PHYs
are more robust against path-loss (e.g., FSK 868 MHz [5]) while others are more robust
against multi-path fading and channel selective interference (e.g. OFDM 868 MHz [4],
[5], [28]). All motes are still part of the same network in spite of their diverse PHYs.

This leaves us with three questions: Does this vision make sense? How to realize
this vision with a full protocol stack in a real network on a testbed setup? and Does this
vision still make sense for improving network lifetime, in large scale simulations, apart
from the variable specifics of the implementation details?

This vision translates into the following scientific objectives:

• Study the “no free lunch” principle, where the intuition is that no single PHY offers
best performance across all end-to-end network KPIs.

• Generalize the 6TiSCH protocol stack, by integrating a combination of short- and
long-range radios into one network architecture.

• Introduce a new Objective Function (OF) for the RPL routing protocol, that
combines diverse PHYs to boost network lifetime using multi-PHY networking.

1.5 Organization of the Thesis

Chapter 2 introduces the state of the art related to the subject of the thesis and
we state our contributions. It is divided into six sub-areas on both research and
standardization fronts. Section 2.1 concludes with the interest in multi-PHY integration.
Section 2.2 highlights the reliability of the 6TiSCH protocol stack using the canonical
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O-QPSK 2.4 GHz PHY. Section 2.3 highlights the regulation constraints to medium
access in the ISM band. Section 2.4 highlights related work that improves TSCH
schedule compactness using a centralized controller in a single-PHY network. Section 2.5
highlights related work on improving RPL performance either by improving network
lifetime or by improving network stability in hybrid RF-PLC networks. Section 2.6
highlights the state of the art in multi-PHY industrial networks which confirms the
intuition of the potential benefits of multi-PHY integration. Chapter 2 concludes with
the key contributions of this thesis.

Chapter 3 describes the experimental and evaluation methodologies used throughout
the thesis. We deploy three different setups to investigate the different research questions
addressed. First, we describe a floor-scale testbed for network-wide evaluation protocol
stack performance evaluation, used in Chapter 4 and Chapter 5. Second, we describe a
local experimental setup for real-time performance demonstration using hardware probes,
used in Chapter 6. Third, we describe the RPL simulator for high-level performance
evaluation of RPL OFs, used in Chapter 7.

Chapter 4 addresses the question of why multi-PHY integration makes sense.
Low-power wireless applications require different trade-off points between latency,
reliability, data rate and power consumption. Given such a set of constraints, which
PHY should I be using? We study this question in the context of 6TiSCH, a
state-of-the-art recently standardized protocol stack developed for harsh industrial
applications. Specifically, we augment OpenWSN, the reference 6TiSCH open-source
implementation of our choice, to support one of three PHYs from the IEEE802.15.4g
standard: FSK 868 MHz which offers long range, OFDM 868 MHz which offers high
data rate, and O-QPSK 2.4 GHz which offers more balanced performance. We run the
resulting firmware on the 42-mote OpenTestbed deployed in an office environment, once
for each PHY. Performance results show that, indeed, no PHY outperforms the other
for all metrics. The long range FSK 868 MHz radio leads to fastest network formation
and lowest latency at the expense of battery lifetime. The short range O-QPSK 2.4 GHz
radio leads to best network lifetime at the expense of latency and reliability, and network
formation time. Chapter 4 proposes a principle of “no free lunch”: advantages gained
from one PHY will lead to forfeiting advantages of another PHY in terms of industrial
KPIs. Subsequently, it argues for combining the PHYs, rather than choosing one, in
a generalized 6TiSCH architecture. This is possible with technology-agile radio chips
(of which there are now many), driven by a protocol stack which chooses the most
appropriate PHY on a link-by-link basis.

Chapter 5 generalizes the 6TiSCH protocol stack with multi-PHY integration. We call
the resulting protocol “g6TiSCH”, which we evaluate on a real testbed setup. Wireless
networks traditionally use a single PHY for communication: some use high bit-rate
short-range radios, others low bit-rate long-range radios. g6TiSCH allows nodes equipped
with multiple radios to dynamically switch between them on a link-by-link basis, as a
function of link-quality. This approach results in a dynamic trade-off between latency
and power consumption. We evaluate the performance of the approach experimentally on
an indoor office testbed of 36 OpenMote B boards. Each OpenMote B can communicate
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using FSK 868 MHz, O-QPSK 2.4 GHz or OFDM 868 MHz, a combination of long-range
and short-range PHYs. We measure network formation time, end-to-end reliability,
end-to-end latency, and battery lifetime. We compare the performance of g6TiSCH
against that of a traditional 6TiSCH stack running on each of the three PHYs. Results
show that g6TiSCH yields lower latency and network formation time than any of the
individual PHYs, while maintaining a similar battery lifetime.

Ch. 6 goes a step further by showing how a multi-PHY TSCH slot frame can have
heterogeneous slot-durations that vary by the bit rate of the each PHY. This chapter
introduces 6DYN, an extension to the g6TiSCH multi-PHY protocol stack. In a 6DYN
network, nodes switch PHYs dynamically on a link-by-link basis, in order to exploit the
diversity offered by this new technology agility. To offer low latency and high network
capacity, 6DYN uses heterogeneous slot durations: the length of a slot in the 6TiSCH
schedule depends on the PHY used. This chapter shows how reserved bits in 6TiSCH
headers can be used to standardize 6DYN and details its implementation in OpenWSN,
a reference implementation of 6TiSCH.

Chapter 7 addresses the question of whether multi-PHY integration makes sense for
improving network lifetime within high-level simulation setup. We propose a routing
mechanism based on the RPL protocol in a wireless network that is equipped with a mix
of short-range and long-range radios. We introduce Life-OF, an objective function for
RPL which uses a combination of metrics and the diverse PHYs to boost the network’s
lifetime. We evaluate the performance of Life-OF compared to the standardized MRHOF
objective function in simulations. Two KPIs are reported: network lifetime and network
latency. Results demonstrate that MRHOF tends to converge to a pure long-range
network, leading to short network lifetime. However, Life-OF improves network lifetime
by continuously adapting the routing topology to favor routing over nodes with longest
remaining lifetime. Life-OF combines diverse radios and balances power consumption in
the network. This way, nodes switch between using their short-range radio to improve
their own battery lifetime and using their long-range radio to avoid routers that are close
to depletion. Results show that using Life-OF improves the lifetime of the network by
up to 470% compared to MRHOF, while maintaining similar latency.

Chapter 8 concludes this manuscript and discusses the avenues for future work it
opens. The list of publications and software contributions made as part of this work are
listed in Chapter 9.
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State of the Art

Key Takeaways: This chapter surveys the research and standards related to
this thesis. We introduce in Section 2.1 related work on performance evaluation of
IEEE802.15.4g PHYs and we present why multi-PHY integration can be of interest.
We then introduce in Section 2.2 an overview of the IETF 6TiSCH protocol stack
for a reader without former knowledge on 6TiSCH and we present how it achieves
high reliability. We introduce in Section 2.3 the regulation constraints to medium
access in the unlicensed band and we present why multi-PHY integration can
help relax these constraints. Furthermore, in Section 2.4, we present related work
on schedule compactness in TSCH networks and we highlight that it only exists
in centralized networks. We then provide an overview on RPL in Section 2.5
and we introduce related work on improving network lifetime in RPL or use of
hybrid interface networks. Section 2.6 presents related work on state of the art in
multi-PHY industrial networks. Finally, Section 2.7 summarizes the related work,
and lists the key contributions of this thesis.

2.1 Evaluation of IEEE802.15.4g PHYs

As previously discussed in the introduction, the IEEE adopted a standard and diverse
set of 31 PHYs in the IEEEE802.15.4g amendment [26]. The set consists of 31 PHYs for
SUNs and their advantages vary to serve a wide array of use cases. Some PHYs are more
suitable for long-range applications such as the family of FSK PHYs. The OFDM family
of PHYs are more robust against multi-path fading in urban or indoor environments
while offering high bitrates up to 800 kbps. Therefore, we consider this standard as a
reference for our PHY selection because of its wide diversity.

This section introduces the related work on the performance evaluation of the
IEEE802.15.4g PHYs (without the 6TiSCH stack).

Kojima et al.[28] examine the impact of interference between multi regional

19
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FSK mode 2 and multi regional OFDM option 4 MCS 3. FSK mode 2 offers 100 kbps
raw datarate at 400 kHz channel spacing whereas OFDM option 4 MCS 3 offers the
same datrate but at only 200 kHz channel spacing. Generally, FSK requires less circuitry
than OFDM and it is less immune against multi-path fading. Conversely, OFDM is
capable of withstanding multi-path fading in complex environments at higher bit-rate
than FSK at the expense of complex circuitry. The authors deploy IEEE802.15.4e MAC
with multi-hop capability on top of each PHY layer and measure the impact of the
interference between two networks, each running one PHY. Results are reported in terms
of the degradation of throughput of each network in the presence of the other interfering
network. Kojima et al.demonstrates that, since the OFDM modulation scheme uses
multiple sub-carriers, it performs better than FSK in the presence of frequency selective
interference.

Muñoz et al. [5] run an experimental campaign to compare the performance of
IEEE802.15.4 O-QPSK 2.4 GHz at 250 kbps, and IEEE802.15.4g OFDM. They show
a higher robustness of OFDM, even though it operates at a higher bit rate (800 kbps).
They show that, although a radio draws less current when running O-QPSK 2.4 GHz,
using OFDM 868 MHz leads to an overall lower power budget as transmission happens
much faster.

The same authors also evaluate the performance of all IEEE802.15.4g PHYs [4]. They
conduct a complete range-testing campaign for the 31 PHYs on the four scenarios they
consider the most prevalent in outdoor applications: line of sight, smart agriculture,
urban canyon, smart metering. Their results of the range-tests are reported in terms of
PDR measurements, throughput, and electric charge consumption. They demonstrate
the longer range of FSK and O-QPSK in the sub-GHz band compared to OFDM options
due to their higher receiver sensitivity. Muñoz et al.provide interesting results as to which
radio could be better in certain scenarios.

My thesis goes one step further to address the end-to-end performance of a full
6TiSCH stack using these PHY layers. We show in Chapter 4 the performance of 6TiSCH
stack using each PHY. We demonstrate that there is not a single PHY that offers the best
performance across all relevant network KPIs. This is the key motivation for generalizing
the 6TiSCH architecture so it offers a balanced performance by integrating diverse PHYs.

2.2 IETF 6TiSCH Protocol Stack

This section provides an overview of standards and research related to the 6TiSCH
protocol stack. It presents an overview of the standards of the protocol stack
(Section 2.2.1), related work on the schedule management in 6TiSCH (Section 2.2.2),
and related work on performance evaluation of 6TiSCH (Section 2.2.3).

2.2.1 6TiSCH Overview

The IETF is organized in Working Groups, some of which standardize IoT protocols. One
of these Working Groups formalized a set of standards for Industrial IoT applications,
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which require high reliability: the IPv6 over the Time Slotted Channel Hopping mode
of IEEE802.15.4e (6TiSCH) Working Group. At the MAC layer, 6TiSCH uses the
IEEE802.15.4e TSCH mode, which is also at the root of industrial wireless protocols
such as WirelessHART and ISA100.11a. In TSCH, a node cuts time into slots. A
communication schedule orchestrates all communication, indicating to each node what
to do in each slot: transmit, receive or sleep. Combined with channel hopping, this leads
to high end-to-end reliability, and can be used in networks with a high traffic rate. At
the PHY layer, 6TiSCH only supports a single PHY for the entire network. Currently,
the chosen PHY for the standard stack is IEEE802.15.4 O-QPSK at 2.4 GHz [29].

Several articles shed light on 6TiSCH evolution and state of the art. Vilajosana et
al. [30] provide a detailed tutorial on the stack of protocols adopted by the IETF 6TiSCH
working group. For the purpose of this thesis, we focus on the basic overview of the
protocol stack for a reader without previous knowledge of 6TiSCH. An outline of the
relevant 6TiSCH standards is presented in Table 2.1.

The main vision of 6TiSCH is to benefit from the industrial reliability of
IEEE802.15.4e TSCH under a generic IP routing layer [31]. To achieve such integration,
an adaptation layer called 6LoWPAN has been introduced to enable IP operation on over
IEEE 802.15.4 PHY. Furthermore, the Minimal 6TiSCH standard RFC8180 [29] describes
how neighbor advertisement and discovery should take place using the “minimal” shared
cells. These advertisements are carried in 802.15.4 TSCH Enhanced Beacons (EBs) [18].
As neighbors are being discovered, the RPL routing algorithm chooses one or more
neighbors to be routing parents, according to an objective function [32]–[34]. The
objective function can consider one or more parameters for link cost estimations [34].
When a parent is selected, a node negotiates with its parent to add dedicated cells
for uplink traffic using the 6TiSCH Operation Sublayer Protocol (6top) [35]. 6top
negotiations occur via autonomous cells: each node allocates a default cell to receive
negotiation requests, the index of this cell is calculated by a hashing function based on
the slotframe length and the mote’s MAC address [36]. After cells are allocated, the node
broadcasts its routing information and the cost of the path between the node and the root
(i.e. rank). These RPL broadcasts are called Destination-oriented directed acyclic graph
Information Objects (DIOs). This information allows neighboring nodes to calculate the
best route (according to some objective) to use for their traffic.

2.2.2 Scheduling in 6TiSCH

This section takes a closer look into the scheduling mechanisms in 6TiSCH. The 6TiSCH
protocol stack [19], [31] combines the ease of use of IPv6 with the industrial performance
of TSCH. A 6TiSCH schedule is a matrix of cells, each identified by its slot offset and
channel offset(a cell is the combination of a location of a time-slot in the schedule and a
frequency setting). There are three types of cells:

• A dedicated cell is negotiated between neighbor nodes. A TX cell is allocated at
the source mote and an RX cell is allocated at the destination motes.
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• A broadcast cell (also called “Minimal cell”) is used for network-wide broadcast
messages and network routing information. This allows a mote to synchronize to
the network, discover its neighbors and the network routing details.

• Each node allocates an autonomous cell in its schedule where it can receive
negotiation requests for cell allocations from its neighbors.

6top coordinates a mote’s negotiations with its neighbors to allocate cells [35].
It further defines a default scheduling algorithm, called Minimal Scheduling Function
(MSF) [36], which defines how cells are allocated for unicast or broadcast activities.
6TiSCH uses the 6LoWPAN adaptation layer [37] to transport IPv6 packets over IEEE
802.15.4e MAC layer, and the IPv6 Routing Protocol for Low-Power and Lossy Networks
(RPL) [32] routing protocol. Chang et al.provided a comprehensive overview of the
6TiSCH protocol stack [10].

Schedule management can be done in a centralized or distributed manner. In a
centralized approach [3], [9], a central entity manages the schedule based on a complete
view of the network. In a distributed approach, nodes manage their resources locally.
6TiSCH uses the latter.

2.2.3 6TiSCH Performance Evaluation

Related research provides performance evaluation of 6TiSCH in different situations.
Yang et al. [38] evaluate the performance of the full 6TiSCH stack on the OpenWSN

reference architecture in terms of responsiveness to time critical event triggers. They
vary the number of active slots in a frame of length 11 slots and measure how packet
end-to-end latency is affected.

Theoleyre et al. [39] evaluate the performance of the 6TiSCH stack with the
deployment of traffic isolation mechanisms that allow reservation of dedicated slots
for certain applications and reservation of shared slots for alarm events. They report
end-to-end latency and PDR under various schedule management strategies, including
using uniformly distributed shared cells instead of contiguous (adjacent) shared cells in
the slot-frame.

Teles Hermeto et al. [40] execute a performance evaluation of the 6TiSCH protocol
stack in an indoor environment with a focus on the stability of the stack performance.
They report the end-to-end reliability and the number of parent changes as the network
is converging. They also propose a stable link quality metric and a simplified method for
schedule inconsistency management.

Ben Yaala et al.[41] evaluate the performance of the 6TiSCH stack in co-located
networks. They consider both cases where the coexisting 6TiSCH networks are either
synchronized or un-synchronized.

In all of related works listed above, the PHY used is IEEE802.15.4 O-QPSK 2.4 GHz.
Sum et al. [8] use different approach: they provide an experimental evaluation of
IEEE802.15.4e TSCH MAC based on IEEE802.15.4g FSK 868 MHz radio. The
experiments report range and performance testing results in terms of PDR and Packet
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Error Rate in four situations: Line-of-Sight conditions, Non-line-of-sight conditions, tree
topology in corridor setting and line topology across buildings.

This thesis goes a step further by conducting performance evaluation of 6TiSCH on
top of three different PHYs (Chapter 4). We report the end-to-end performance based on
industrial KPIs [42]: network formation time, end-to-end reliability, end-to-end latency,
and battery lifetime. We further propose a generalized 6TiSCH architecture (Chapter 5)
where a node can use a short-range PHY to communicate with nearby neighbors and
long-range PHY to communicate with neighbors further away. g6TiSCH is configured
to include the following PHYs: FSK 868 MHz as low bitrate PHY, OFDM 868 MHz
as high bitrate PHY, and O-QPSK 2.4 GHz as an in-between option. We compare the
performance of g6TiSCH against that of a traditional 6TiSCH stack running on each of
the three physical layers.

2.3 Unlicensed Band Considerations

This section details practical limitations on network performance when operating in
publicly shared spectrum. When the wireless network is operating in an unlicensed
band, it faces constraints by regulations or by medium scarcity. There are two main
considerations to take into account related to the frequency band used: co-existence
with other technologies in unlicensed band, and duty cycle limits on sub-GHz unlicensed
bands.

Hermeto et al.indicated that the articles they surveyed [43]–[46] do not consider packet
loss due to interference from IEEE802.11 WiFi networks [47]. Since the IEEE802.15.4
PHY operates using O-QPSK 2.4 GHz, it has classically suffered interference from
co-existing Wi-Fi networks. Musaloiu et al.showed how IEEE802.15.4 networks exhibit
packet losses ranging 22–58% when WiFi networks are operating in the same area [48].
Gonga et al.showed that up to 95% of the links in a IEEE802.15.4 channel hopping
network can suffer independent packet losses due to WiFi interference [49].

Furthermore, Liu et al. [50] proposed an IIoT architecture that integrates satellite
IIoT with ground cellular IIoT to extend coverage in satellite-blocked areas. This
integration leads to co-channel interference from both networks operating on the same
frequencies. The authors therefore propose a mechanism to optimize the satellite power
resource allocation to mitigate the interference and guarantee a QoS level.

In Europe, ETSI is the regulatory body which governs frequency bands. Section 7.2.3
of ETSI 300-220 [51] limits the transmit duty cycle (the portion of the time a radio is
actively transmitting) in the 868 MHz band between 0.1% and 1% depending on the
sub-band. Similar regulation is in place in the U.S. (under the guidance of the FCC)
and other parts of the world. Such regulations must be taken into account by scheduling
policy using these frequencies.

g6TiSCH proposed in Chapter 5 uses both the 2.4 GHz and sub-GHz bands. By
increasing the available frequency resources, it reduces the probability of interference from
co-existing networks. Furthermore, it reduces the impact of the duty-cycle regulation by
splitting the amount of traffic between the two bands.
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2.4 TSCH Schedule Compactness

This section presents articles that focused on improving TSCH schedule compactness.
Schedule compactness can be defined as “[the maximization of] the number of channel
offsets and timeslots not used by any transmitter” [47]. A schedule that is compact allows
to accept new flows as there is enough space available to allocate more bandwidth.
This permits the improvement of end-to-end throughput by allocating more slots
and by increasing the number of available channels for hopping, which increases link
robustness [52], [53].

Hermeto et al.focus on scheduling in IEEE802.15.4-TSCH industrial networks,
surveying both centralized and distributed approaches [47]. They indicate that research
on improving schedule compactness has been done exclusively for centralized networks.

Palattella et al.propose the Traffic Aware Scheduling Algorithm (TASA) for schedule
optimization [43]. TASA relies on a central manager to reserve slots as early as possible
in the schedule. It relies on minimizing the maximum offset of used slots in the
schedule. The authors port TASA to the 6TiSCH architecture in combination with
the IEEE802.15.4e MAC, and provide a simulation of its performance [44]. They show
that TASA-based IEEE802.15.4e MAC shows 80% improvement in the power efficiency
compared to the legacy IEEE802.15.4 MAC.

Soua et al.propose MODESA, a centralized slot allocation algorithm which relies on
a root node having multiple radio interfaces [45]. MODESA reduces the slotframe length
by optimizing slot and channel allocation across a tree-topology network. The authors
provide a linear programming model that runs on the central controller and optimizes
slot and channel assignment. They show how this approach reduces slotframe length by
13% in a 100-node network.

The related work surveyed in this section is based on a centralized controller, and it
all assumes the same PHY is used across the network (hence, a uniform slot duration).
This thesis proposes 6DYN (Chapter 6), a distributed mechanism for increasing schedule
compactness, combined with a multi-PHY approach and heterogeneous slot durations.
6DYN allows nodes to allocate shorter slots for faster transmissions and longer slots when
necessary for slower transmissions. This allows for better packing of the schedule, which
reduces latency and increases network capacity.

2.5 IETF RPL Protocol

Another IETF working group is the Routing Over Low power and Lossy networks (ROLL)
group focused on the routing layer in IoT applications. The group standardized RPL,
the IPv6 Routing Protocol for LLNs [32]. An LLN can be defined as different name
for IoT low-power wireless mesh networks. This section presents previous work related
to routing with RPL. We present the work in two sections. Section 2.5.1 gives the a
background on the RPL standard and related RFCs. Section 2.5.2 introduces related
work on RPL Objective Functions (OFs) that intersect with this work.
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2.5.1 RPL Standardization

RPL was first standardized in 2012 as a proactive, distance-vector, distributed algorithm,
aligned on Destination Oriented DAGs rooted at the internet border routers [32]. It was
extended later with options to do point-to-point proactive routing, and to do reactive
routing. It is currently being extended to enable centralized routing.

RPL provides an elaborate framework with a wide range of features that allow it
to address simple as well as complex use cases. A key advantage of RPL is that it is
a distributed protocol: decisions are taken independently by each node. This way, it
minimizes the risk of having a single point of failure, which occurs when the network
is using a centralized controller (i.e. Path Computation Element). It also reduces the
network control overhead as nodes do not send all their state information to the controller.
The core routing decision in RPL is taken by the OF which evaluates each available path
according to “an objective”, and decides which path best meets that objective. There are
currently two IETF-adopted OFs that aim to improve latency and energy by choosing
paths with the least possible number of hops or transmissions.

The Root advertises metrics [33] that are used by intermediate nodes to select routes
according to the OF. Standardized OFs include route selection by hop-count (called
OF0 [34]) or by minimum end-to-end ETX with hysteresis (called MRHOF [54]). The
network DODAG is guaranteed to be acyclic (in steady state) by having each node
assign itself and advertise a rank that is strictly monotonic along any path to the Root.
In addition to defining how routes are selected, the OF also specifies how the rank is
calculated. The RPL protocol is extensible with other objective functions, yet to be
defined. The currently defined metrics include node metrics such as: node remaining
energy, node workload, or hop-count. Link metrics are also defined such as: link
throughput, latency, reliability, or link color.

Metrics are shared in the network via Destination Information Object (DIO)
multicasts among router nodes. DIOs contain DAG Metric Containers (DMCs) which
describe the utilized metrics and how they are shared in the network. We note two
particular control points in the routing metric flag field that define how metrics are
shared (which will be referred to later in the Chapter 7).

• “R-Flag”: if set, the metric is recorded by separate entry for each node along the
path. Otherwise, the metric is aggregated along the path in one entry.

• “A-Field”: in case an aggregate metric is defined (i.e. R-Flag set to 0). It allows
choosing the mode of aggregation: additive, minimum, maximum, or multiplicative.

This way, metrics can be combined in different ways to optimize the routing topology
for different use cases.

2.5.2 OFs for a Hybrid RPL Topology

The main RPL standard RFC6550 [32] does not specify an OF for a RPL implementation.
Specification of the OF is left to the architects of each network since the criteria of
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optimization can vary by use case. Some applications using alarms may prioritize delay
over energy savings. Other applications for utility metering in remote areas may prioritize
energy saving over delay.

Extensions to the standard have proposed OFs that can serve as reference points for
RPL implementations. RFC6552 [34] introduces OF0 which serves as a minimal OF that
can allow basic interoperation of RPL implementations in simple use cases. It uses the
hop-count as an additive aggregate metric along the path. This way, nodes closer to the
root in the routing tree will be favored, irrespective of the link quality.

RFC6719 [54] introduces the Minimum Rank with Hysteresis Objective Function
(MRHOF). It goes one step further than OF0 by expressing the link quality across the
path using Expected Transmission Count (ETX) as a path metric. This way, it can be
sensitive to temporary fluctuations in link quality across the path due to interference or
multi-path fading. For instance, a link between a node and the root can suffer temporary
interference that leads to degrading the link quality from 99% down to 75% PDR. The
node may choose an alternative route through a neighbor where each hop has 95% PDR.
In this case, 2-hop route has a higher PDR (90%) than the one hop route. When the
interference ends, the node can return to the one-hop route of 99% PDR.

Ben Saad et al. [55] propose a heterogeneous infrastructure for IPv6 using a
combination of diverse PHYs: PLC interface, Sub-GHz radio at 250 kbps, and 2.4 GHz
radio at 250 kbps. The authors propose an infrastructure where PLC-RF routers are
introduced to improve lifetime of an RF network. They emulate a testbed of 25 motes
in a 50 × 50 m2 area, with a fixed RF range of 10 m and placed in a grid topology.
They place mains-powered RF-PLC routers in optimal points and show how it leads to
improvement of network lifetime.

Lemercier et al. [56], [57] address the challenge of routing when each node is equipped
with heterogeneous interfaces, namely IEEE 802.15.4g RF and PLC. The authors
compare three approaches for multi-PHY routing in RPL: (1) a multi-instance RPL
where RPL maintains a separate DODAG per each PHY, (2) a parent-oriented design
where switching between PHYs is more favorable for interfaces of the same neighbor
node, and (3) an interface-oriented design where each combination of node/interface
is considered as an independent neighbor. The objective of the study is to arrive at
a solution that yields the best network reliability in case of interface failure. This is
expressed as the number of parent changes and degree of connectivity of the resulting
topologies. The authors propose an OF that aims at optimizing the link quality and
expected transmission time. They show that the parent-oriented design yields network
with the best reliability performance in terms of number of parent-changes and link
quality in the DODAG.

Iova et al. [58] propose an OF for RPL that optimizes for network lifetime (i.e. the
time until the first battery depletion of a node in the network). They propose that the
routing algorithm avoids nodes that appear as energy bottlenecks. They also propose
to use multi-parent routing to balance the load across the network. Their OF defines
expected lifetime node metric that is based on: node energy consumption, remaining
battery energy, ETX, and estimated node traffic rate. They simulate the performance
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of the proposed multi-path routing technique in a single-PHY topologies of 30–90 nodes
in a 300× 300 m2. They show that the hybrid OF with probabilistic multi-path routing
is able to improve network lifetime by several orders of magnitude (depending on the
network’s density) compared to MRHOF.

The related work presented in this section demonstrates significant advances in
adapting RPL for multi-PHY integration or network lifetime. Both OF0 and MRHOF
offer a basic PHY-agnostic routing approach that leaves room for improvement in the case
of multi-PHY networks or specialized use cases. Ben Saad et al. [55] demonstrate how
introducing heterogeneous mains-powered routers can improve network lifetime. This
confirms out intuition about the benefit of having heterogeneous network for improving
lifetime. Lemercier et al. [56], [57] demonstrate that having a heterogeneous network
with mix of wired/wireless interfaces can improve network reliability and stability.

My work goes a step further by demonstrating in Chapter 7 how heterogeneous
nodes that are fully wireless and fully battery-powered can improve network lifetime by
integrating a mix of long-range and short-range PHYs. Iova et al. [58] demonstrate the
benefit of optimizing for a node’s estimated lifetime to yield an energy balanced network
with improved lifetime. This confirms the intuition behind using combined metrics
for network lifetime optimization and how that path diversity can allow improving the
network lifetime. This thesis designs in Chapter 7 an OF that makes use of heterogeneous
PHYs to improve the network lifetime and how the characteristics of each PHY can
be taken into account by the routing layer. Finally, this work simulates the resulting
networks in a setting of 100 nodes in 2 × 2 km2. This is to demonstrate the potential
impact of this function in wide area coverage.

2.6 Multi-PHY Integration

This section presents recent related work that uses hybrid PHYs in an integrated network.
The study by Brachmann et al. [59] demonstrates enabling multi-PHY capability in

the 6TiSCH stack. The authors run link performance testing campaigns using multiple
PHYs: 2-GFSK (at 1.2 kbps, 8 kbps, 50 kbps, 250 kbps), 4-GFSK (at 1000 kbps),
O-QPSK 2.4 GHz (at 250 kbps). The authors choose two PHYs in the sub-GHz band for
integration in the 6TiSCH MAC layer: 2-GFSK at 1.2 kbps for transmitting Enhanced
Beacons (EB), 4-GFSK at 1000 kbps for data traffic. The slot templates for the PHY
layers are defined in accordance with the IEEE802.15.4 standard, and used in Contiki-NG.
They demonstrate that the faster bit-rate of 4-GFSK at 1000 kbps for data packets
reduces the collision probability and leads to less than 0.1% channel utilization despite
the higher re-transmission rate. Furthermore, the slower bit-rate of 2-GFSK at 1.2 kbps
leads to higher channel occupancy, at 2% duty cycle.

The proposal by Van Leemput et al. [60] is the state-of-the-art in multi-PHY
integration in TSCH networking. The authors propose using slower PHYs for unicast
links in case the RSSI is persistently below a certain threshold. PHY switching occurs at
the MAC layer by continuously assessing the link’s RSSI, using an Exponentially Moving
Average filter. The timeslot is long enough for a single packet when using a low bit-rate
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radio, or multiple back-to-back packets when using a high bit-rate radio. The authors
demonstrate that a link’s throughput can be increased by 153 % with only 84 % power
consumption. This is achieved by using single acknowledgment for multiple packets in
the same slot.

Garrido-Hidalgo et al. [61] develop a body-area network (BAN) using BLE mesh in
the 2.4 GHz band. The mesh connects BLE wrist-bands worn by factory workers along
with BLE-based machine sensors. The devices capture data relevant for safety in a real
industrial setting. Collected data is forwarded to a BLE gateway which has a LoRaWAN
interface that relays the data over long-range PHY in the sub-GHz band to a LoRaWAN
gateway connected to the cloud.

Al-Saadi et al. [62] propose a hybrid network architecture integrating Long Term
Evolution (LTE) “eNodeB” base stations with a WiFi mesh based on an IEEE802.11
stack. The architecture enables relaying traffic among nodes with multiple interfaces:
LTE, WiFi, and Ethernet. This enables the utilization of unlicensed band of WiFi to
improve LTE coverage via WiFi mesh networks, without having to buy more of the
licensed spectrum of LTE. The authors make use of the multi-rate feature of WiFi to
combat interference and use a re-enforcement learning algorithm that determines for each
node which technology to use for forwarding. They use simulations to demonstrate that
the overall network throughput is increased.

These papers provide insightful performance evaluation of three kinds of multi-PHY
networks.

First, Brachmann et al. [59] integrate two PHYs under one protocol stack; however,
only one PHY is used as a default setting for data packets. Our proposed g6TiSCH
architecture (Chapter 5) introduces a fully generalized stack where nodes can use hybrid
PHYs for different neighbors for data transmission or reception and a node can switch
its PHY dynamically depending on the neighbor.

Second, the architecture proposed by Van Leemput et al. [60] also integrates two
sub-GHz PHYs under one protocol stack; however, the link switching mechanism occurs
at the MAC layer. The authors show significant throughput improvement and energy
savings using their multi-PHY architecture at the MAC layer. This confirms the intuition
behind using multiple PHYs in the same TSCH-network. g6TiSCH goes a step further
by allowing the integration of any number of (multi-band) PHYs. g6TiSCH also allows
exposing the different costs associated with each PHY to the routing layer. The latter
becomes aware of such costs and can improve the network energy footprint by selecting
less costly PHYs when possible. This way, the routing layer cooperates with the lower
layers. Furthermore, they demonstrate how the PHY-switching mechanism adapts the
used PHY in case of switching to another PHY of the same parent node. g6TiSCH goes
a step further by proposing a PHY-switching mechanism that is demonstrated in case
of switching to a PHY of the same parent node or of a different parent node, since both
cases are treated the same way. We further demonstrate the end-to-end performance
of the resulting architecture for a holistic performance evaluation and we compare it to
single-PHY architectures.

Third, Garrido-Hidalgo et al. [61] integrate two full stack networks side-by-side:
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LoRaWAN and BLE mesh to benefit from long-range and short-range PHYs. Since
the g6TiSCH architecture proposed in this paper allows for the co-existence of multiple
PHYs under one protocol stack, it allows less network management overhead and easier
integration than multiple independent full-stacks.

Finally, Al-Saadi et al.propose running WiFi and LTE side-by-side on relay nodes.
My thesis goes a step further by introducing a unified multi-PHY protocol stack and
providing experimental evaluation of its performance.

2.7 Summary and Contributions

This section describes related work on both research and standardization fronts. We
demonstrate the potential of multi-PHY integration and we provide an overview of
the 6TiSCH protocol stack and its related work that we later extend with multi-PHY
capabilities. We further present how multi-PHY integration can help in relaxing MAC
constraints in the unlicensed band. We then show that TSCH schedule compactness
is currently addressed only in the context of centralized single-PHY network, which
leaves room for contribution in the context of a distributed multi-PHY network. We
give an overview of RPL and related RPL OFs that address either improving network
lifetime or improving network stability in hybrid RF-PLC networks. This leaves room for
contribution with an OF that improves network lifetime by use of multi-PHY network.
Finally, we highlight the state of the art in multi-PHY industrial networks which shows
the growing intuition in the research community for the potential benefits of multi-PHY
integration.

My works builds upon this related work, and bring the following key contributions:

1. Instead of trying to find the best PHY from those surveyed in Section 2.1, we argue
for a “no free lunch” principle: that no single PHY can offer best performance across
all end-to-end network KPIs. This is developed in Chapter 4.

2. We generalize the 6TiSCH architecture (surveyed in Section 2.2): we demonstrate
how a set of short-range and long-range radios can be integrated under one
generalized 6TiSCH architecture and we evaluate its performance experimentally
in a testbed of 36 motes at Inria-Paris. This is developed in Chapter 5.

3. While related work in Section 2.4 improves schedule compactness in centralized
single-PHY networks, we demonstrate in Chapter 6 how to enable compact
scheduling in a TSCH slot-frame in a decentralized multi-PHY network. The
schedule can adapt slot-duration on a slot-by-slot basis depending on the bit-rate
of the used PHY (“6DYN”) and we show how this can help mitigate the unlicensed
band limitations surveyed in Section 2.3.

4. We extend RPL based on the work in Section 2.5 and we demonstrate, using
simulation, a RPL OF that optimizes for network lifetime (“Life-OF”). We show how
it combines diverse PHYs to boost network lifetime using multi-PHY networking.
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Methodology

Key Takeaways: This chapter surveys the methodology followed for conducting
the experiments in this thesis. We employ three different setups to investigate the
different research questions addressed.

• Section 3.1 details the OpenTestbed [63], a set of nodes deployed across
an office building. We use the OpenTestbed to test end-to-end network
performance. The OpenTestbed is used in Chapters 4 and 5.

• Section 3.2 describes a lab-bench setup of 4 motes connected to lab
equipment. This allows us to get an in-depth look into the real-time
performance of the protocol stack using hardware probes. This setup is
used in Chapter 6.

• Section 3.3 presents RPLSim, a RPL simulator that we built to examine the
performance of the proposed OF for multi-PHY routing. The RPLSim is
used in Chapter 7.

3.1 OpenTestbed

We are interested in the end-to-end performance of the 6TiSCH protocol stack
(Chapter 4) as well as the g6TiSCH stack (Chapter 5) at in a realistic setting. For
this reason, we use the OpenTestbed which is a real deployment in Inria Paris, which is a
typical indoor office building setting. We outline the physical setup of the OpenTestbed in
Section 3.1.1. We describe the methodology for experiment and measurement collection
in Section 3.1.2.

31
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Figure 3.1: Locations of the 42 motes of the OpenTestbed across an office floor at Inria-Paris.

Table 3.1: Characteristics of the selected PHYs.

FSK 868 MHz OFDM 868 MHz O-QPSK 2.4 GHz
Radio chip AT86RF215 AT86RF215 CC2538
Data rate 50 kbps 800 kbps 250 kbps

Output power +14.5 dBm +10.0 dBm +7.0 dBm
Sensitivity -114 dBm -104 dBm -97 dBm

Link budget 128.5 dB 114.0 dB 104.0 dB
Channel Spacing∗ 0.2 MHz 1.2 MHz 2 MHz

(∗) The number of channels varies by regional regulations of each band. We consider the European
863-870 MHz band. A full list of available license-free bands is provided in the IEEE 802.15.4g
amendment [26].

3.1.1 Setup

The OpenTestbed is composed of 42 OpenMote B boards deployed across an office floor
at the Inria research center in Paris in groups of 4 (see floorplan on Fig. 3.1). The
distribution of the motes happens in clusters of 4–18 motes, mimicking nodes clustered
around machines in an industrial setting [1]. The OpenTestbed is built from off-the-shelf
components, networked together using the building’s 5 GHz Wi-Fi network (i.e. no
dedicated Ethernet network), without requiring back-end servers, and with an open
access interface. Interaction with the OpenTestbed is done entirely over the MQTT
protocol. The Raspberry Pi single-board computers to which the OpenMote B boards are
attached implement a number of commands to reprogram and reset the boards. During
an experiment, one can interact (read/write) with the serial port of each OpenMote B
board, in real-time, using MQTT messages.

As shown in Fig. 3.2, the OpenMote B is an IoT platform which features both
a CC2538 (a micro-controller and O-QPSK 2.4 GHz radio) and an AT86RF215 (an
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(a) The OpenMote B

(b) the OpenTestbox,
part of the OpenTestbed

Figure 3.2: Components of the OpenTestbed.

FSK 868 MHz and OFDM 868 MHz radio) [64]. There are two antennas: a 2.4 GHz
antenna connected to the CC2538, a sub-GHz antenna connected to the AT86RF215.
Table 3.1 lists the main characteristics of the PHY layers tested; TX power and sensitivity
number are taken for the chip used. The ARM Cortex-M3 on the CC2538 features
32 kB of RAM and 512 kB of flash. The OpenWSN firmware is loaded onto that
micro-controller; that firmware then interacts with the CC2538’s radio directly using the
registers, and with the AT86RF215 over SPI. We use a combination of JTAG in-circuit
debugging and a logic analyzer to verify the code.

3.1.2 Methodology

We run the OpenWSN network once with 6TiSCH for each of the three PHYs (Chapter 4)
and for the g6TiSCH architectures (Chapter 5). During the experiments, the floor is
mostly unoccupied, so we do not expect WiFi interference beyond the regular 100 ms
beaconing interval of the 8 WiFi access points on that floor [5]. Each time, we load the
firmware onto the testbed, then switch on the OpenVisualizer software, which connects
to all motes over their serial port (over MQTT). In the OpenVisualizer, we then select
the mote that we want to play the role of DAG root. We always select the same mote,
shown in Fig. 3.1, which is positioned at the center of the floor in room A. We then
let the network run for 90 min, recording all the data generated by the motes. The
OpenVisualizer shows a live view of the routing topology in the network. We adapted
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this live view to show the multi-PHY routing topology as shown in Fig. 3.3 (further
details in Chapter 5).

We developed a custom application which runs at the application layer of each mote.
That application sends a data packet every minute containing the following fields:

• a counter, which we use to detect lost data packets,

• the time at which the data packet is generated (ASN),

• the DAG rank of the sender,

• the size of the neighbor table of the sender,

• Ton, how long the sender’s radio has been on since the previous data packet
transmission,

• TTX , how long the sender’s radio has been on and transmitting since the previous
data packet transmission,

• Ttotal, the amount of time since the previous data packet transmission,

• the maximum and minimum number of packets in the packet buffer since the
previous packet.

After the experiment is done, we use that information to compute the following KPIs
(recommended by Reference [42]):

• Network Formation Time: how much time elapses between the moment the root is
selected and that root has received at least one packet from each mote.

• End-to-End Reliability: what portion of all packet generated in the network are
received by the root.

• End-to-End latency: how much time elapses between the generation of the packet
at the sender, and reception at the root.

• Radio duty cycle: what portion of the time a node’s radio is on; a good indication
for its power consumption.

We display the results in three forms:

• Time series. We show the mean and the inter-quartile range of the KPI, with a
3 min sliding window and a 1 s time resolution.

• Cumulative Distribution Function (CDF). We show the cumulative distribution
of all data samples at steady state (starting 30 min into the experiment), using
100 bins. This allows for efficiently visualizing key performance indicators such as
outages.
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• Probability Distribution Function (PDF). We show the probability distribution of
all data samples at steady state using 100 bins. This allows for a more detailed
assessment of the distribution of each data set.

We developed a data logging and processing tool for the OpenTestbed known as the
KPI monitor (Chapter 9). The tool allows logging bulk measurements by experiment
ID in distributed JSON files. This allows post-experiment analytics. Doing so allow
you to extract new insights or KPIs without re-running experiments. For instance, plots
can be reproduced by modifying the width or the time resolution of the sliding window.
Similarly, CDFs and PDFs can be reproduced for the whole or a portion of the experiment
dataset.

3.2 Local Experiment Setup

We are interested to show the real-time performance of 6DYN, 6TiSCH with
heterogeneous slot-frames. For this purpose, we create a lab-bench experimental setup
with 4 nodes connected to lab equipment, to inspect the real-time performance of the
MAC layer. OpenMote B (Fig. 3.2a) is used as the development platform. A logic
analyzer is used to capture the event-triggers from the different MAC layer components
at real-time. We use a JTAG interface for in-circuit debugging and the IAR Embedded
Workbench as the Integrated Development Environment.

The OpenMote B routes six general purpose input/output pins from the CC2538 to
extension headers. We use those to follow the execution of the firmware using the logic
analyzer. This setup is outlined in Fig. 3.4. We instrument the firmware to toggle the
following pins:

• The slot pin is toggled at the start of each timeslot.

• The radio is set high when the radio is on, either in transmit or receive mode.

• The fsm pin toggles at each transition of the Finite State Machine of the
implementation of the TSCH MAC layer. This pin allows us to identify transmit
and receive slots and the timing inside the slot, defined in the timeslot template
(see Section 4.3).

Fig. 3.5 shows the resulting real-time capture of MAC-layer events on both nodes
during a ping session from the root to the node. This setup is expanded to four
nodes as illustrated in Fig. 3.6 to enable capturing the real-time multi-hop/multi-PHY
performance of 6DYN. The output of this setup is shown in Fig. 6.5 and the content
details will be explained in Chapter 6.

3.3 RPLSim

We are interested in measuring the impact of the used RPL OF on network lifetime and
latency. For this purpose, we have developed a high level RPL discrete-time simulator
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Figure 3.4: Full connection of two motes using logic analyzer and J-link debug probes.

Figure 3.5: Resulting logic analyzer capture of firmware events on two nodes during a ping session
from root to node using 6TiSCH.



Chapter 3 38

GND

Sl
ot

 P
in

 (G
PI

O
3)

IE
EE

80
2.

15
.4

e 
St

at
e 

M
ac

hi
ne

 P
in

 (G
PI

O
2)

PCUSB 

J-Link Debug Probe

JTAG connector

Sl
ot

 P
in

 (G
PI

O
3)

IE
EE

80
2.

15
.4

e 
St

at
e 

M
ac

hi
ne

 P
in

 (G
PI

O
2)

USB

J-Link Debug Probe

JTAG connector

Sl
ot

 P
in

 (G
PI

O
3)

IE
EE

80
2.

15
.4

e 
St

at
e 

M
ac

hi
ne

 P
in

 (G
PI

O
2)

USB

J-Link Debug Probe

JTAG connector

Sl
ot

 P
in

 (G
PI

O
3)

IE
EE

80
2.

15
.4

e 
St

at
e 

M
ac

hi
ne

 P
in

 (G
PI

O
2)

USB

USB

J-Link Debug Probe

JTAG connector

Logic Analyzer

GND GND GND

Figure 3.6: Connectivity of four motes to capture multi-hop performance of 6DYN.

Table 3.2: Power consumption of the simulated PHYs

FSK 868 MHz OFDM 868 MHz O-QPSK 2.4 GHz
Radio chip AT86RF215 AT86RF215 CC2538
Data rate 50 kbps 800 kbps 250 kbps

ITX 62 mA 62 mA 24 mA
IRX 28 mA 28 mA 20 mA

Supply voltage 2.5 V 2.5 V 3.0 V

with focus on the performance of the routing algorithm, irrespective of the dynamics
of the used MAC layer. This section introduces the architecture of the RPL simulator
(“RPLSim”) in Section 3.3.1. We provide an overview of the simulation methodology in
Section 3.3.2.

3.3.1 Architecture

RPLSim mimics the behavior of RPL in a multi-PHY setting. For the propagation loss
model, we use the Pister-Hack trace-based propagation loss model recently utilized in
other simulators [65]–[67]. The model is tuned for the sub-GHz PHYs to match the traces
obtained from the range tests by Muñoz et al. [4]. Links are assumed to be asymmetrical
as observed in [4], [59]. RPLSim allows simulating RPL topology convergence in a
distributed network where nodes are equipped with multi-PHY interfaces with diverse
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Table 3.3: RPL configuration used for MRHOF and Life-OF

MRHOF Life-OF
HYSTERISIS 512 0.01
DAGMAXRANKINCREASE 768 0.05
MINHOPRANKINCREASE 256 1
MAX_RANK 65535 -50

bit-rates, power-consumption, and link qualities. We refer to the power characteristics of
the AT86RF215 radio chip by Atmel for the Sub-GHz PHYs and the CC2538 radio chip by
Texas Instruments for the 2.4 GHz PHY (as used in previous research [68]–[70]). These
characteristics are outlined in Table 3.2. Furthermore, RPLSim estimates the power
consumption of each node depending on its load and the link quality with each neighbor.
This follows the same process for duty cycle estimation as Iova et al. [58]. We extend
it to use different power characteristics and bit-rate for each neighbor depending on the
used PHY. This allows to mimic the battery discharge for each node at discrete-time
epochs. This way, we are able to observe how Life-OF adapts the routing topology at
each epoch to optimize for the network’s lifetime.

Fig. 3.7 depicts a high level flowchart of RPLSim. At the beginning of a run, a
random 2-dimensional topology is generated with specified number of nodes and area
side length. After a topology is generated, the routing algorithm is run on nodes in the
network in a random order until each node converges on a selected parent. Then the
simulator estimates the up-link traffic of each mote based on how many nodes use it as a
router (directly or indirectly), the bit-rate of the PHY of each neighbor, and ETX of each
link. We assume a periodic traffic pattern where a node generates 4 frames per minute
of 127 bytes each. Nodes are assumed to be equipped with 2 AA batteries with total of
8.2 Wh energy. Then RPLSim mimics the decrease in battery capacities of each node
until the next epoch. If all nodes are still alive, RPL is executed again on each node,
and so forth. When at least one mote depletes all its battery, the simulation marks the
end of the network lifetime. The discrete time resolution has been set as follows. The
duration between epochs has been set to 6 months. Each two epochs, a small resolution
epoch of 5 min is inserted to mimic network refresh.

3.3.2 Methodology

We compare the performance of Life-OF and MRHOF (previously presented in
Section 2.5) in the same generated topologies. MRHOF is implemented based on its
default configuration outlined in published RFCs [29], [54]. The definitions used for the
RPL constants for each OF are listed in Table 3.3.

To compare both OFs, we run four simulation scenarios: we configure RPL with each
OF in a single-PHY network and in a multi-PHY network. We choose FSK 868 MHz
for single-PHY networks since we are interested in coverage for long range settings.
Since FSK 868 MHz has the longest range among the three PHYs, it is guaranteed to
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Figure 3.7: High level flow chart of RPLSim
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provide the same coverage range as a multi-PHY network. This allows to have a fair
comparison between both OFs since the resulting networks will cover the same territory.
Each scenario is run 50 times with random topologies generated in each run. We use a
topology configuration with the area size of 2 × 2 km2, mimicking a typical industrial
plant. We use a network size of 100 nodes which is an average size of an industrial
network according to the IETF-defined use cases [71].

At the end of each run, two KPIs are captured: network lifetime and network
ETX. Network lifetime is calculated based on the simulated duration until the first node
depleted all its battery energy. This KPI is essential to estimate a real cost of operating
the network in many industrial use cases. Network ETX is calculated for each node by
summing the ETX of each link on the path from that node to the root. This KPI reflects
the end-to-end latency which is necessary to observe how each OF impacts the upper
bounds of latency in the network.

To report the results across runs for each KPI, we plot a statistical description of
the distribution of measurements using box plots. Box boundaries represent the first
and third quartiles of the distribution. A red horizontal line represents the median.
Individual outliers are plotted as individual data point.

3.4 Summary

This chapter presents three experimental setups used for the research conducted in this
thesis. First, the OpenTesbed, which consists of 42 nodes deployed across an office
building, is used for network-wide evaluation of the protocol stack performance. We use
the OpenTestbed in Chapters 4 and 5. Second, a local experimental setup for real-time
performance demonstration using hardware probes, which we use in Chapter 6. Finally,
RPLSim, a RPL simulator for high-level performance evaluation of RPL OFs, which we
use in Chapter 7.
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6TiSCH Performance Evaluation
using Different PHYs

Parts of this chapter were published as part of the following article: No Free
Lunch—Characterizing the Performance of 6TiSCH When Using Different Physical
Layers. Mina Rady, Quentin Lampin, Dominique Barthel, Thomas Watteyne. MDPI
Sensors, vol. 20, no. 17, p. 4989, September 2020.

Key Takeaways: Low-power wireless applications require different trade-off
points between latency, reliability, data rate and power consumption. Given such
a set of constraints, which physical layer should we be using? In this chapter,
we study this question in the context of 6TiSCH, a state-of-the-art protocol stack
developed for harsh industrial applications and recently standardized. Specifically,
we augment OpenWSN, the reference 6TiSCH open-source implementation,
to support one of three physical layers from the IEEE802.15.4g standard:
FSK 868 MHz which offers long range, OFDM 868 MHz which offers high data
rate, and O-QPSK 2.4 GHz which offers more balanced performance. We run the
resulting firmware on the 42-mote OpenTestbed deployed in an office environment,
once for each physical layer. Performance results show that, indeed, no physical
layer outperforms the other for all metrics. The long range FSK 868 MHz radio
yields the fastest network formation and lowest latency at the expense of battery
lifetime. The short range O-QPSK 2.4 GHz radio yields the best network lifetime
at the expense of latency, reliability, and network formation time. This chapter
argues for combining the physical layers, rather than choosing one, in a generalized
6TiSCH architecture in which technology-agile radio chips (of which there are now
many) are driven by a protocol stack which chooses the most appropriate physical
layer on a link-by-link basis.

42
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4.1 Introduction

The goal of this chapter is to provide a base for the vision of a generalized 6TiSCH
protocol stack by comparing the performance of a 6TiSCH network for different PHY
layers. Here, we try to address the question: does multi-PHY integration make sense?
This is a necessary first step towards dynamically changing the PHY layer, the object of
the thesis. Specifically, we augment the OpenWSN reference 6TiSCH implementation to
support the following three PHYs: O-QPSK 2.4 GHz at 250 kbps, FSK 868 MHz option
1 at 50 kbps, OFDM 868 MHz option 1 Modulation and Coding Scheme (MCS) 3 at
800 kbps. The literature indicates that these three PHYs cover the range of possibilities
of IEEE802.15.4g: very high data rate with OFDM 868 MHz, very long range with
FSK 868 MHz, O-QPSK 2.4 GHz being a balance between range and data rate [16], [59],
[72]. We then conduct a comprehensive experimental campaign, using the OpenTestbed
which was introduced in Section 3.1. We compare the performance of the network in
terms of network formation time, battery lifetime, end-to-end latency and end-to-end
reliability.

The remainder of this chapter is organized as follows. Section 4.2 states the problems
and lists the contributions of this chapter. Section 4.3 introduces the agile extension
to the OpenWSN PHY-layer that enabled this research. Section 4.4 demonstrates the
experiment results and KPI evaluations. Finally, Section 4.5 provides insights and
conclusions based on the results.

4.2 Problem Statement and Contributions

While active research proposed various enhancements in 6TiSCH for achieving wire-like
reliability and low power consumption, one common assumption is that it uses
the IEEE802.15.4 O-QPSK at 2.4 GHz, as concluded in Section 2.2. While
O-QPSK 2.4 GHz is appropriate for many applications, the increasing demand for
long range (including for environmental monitoring and automated meter reading) has
triggered the standardization of longer range PHYs [4]. A problem statement has
been proposed within the IETF detailing the theoretical challenges or side-effects of
augmenting 6TiSCH to include different PHYs [72]. Using a different PHY will cause the
network to behave differently, leading to different overall performance. For example, a
different energy consumption and link cost changes how links to neighbors are evaluated
at the link-layer, hence which multi-hop paths are picked by the routing protocol. A
different PHY also impacts the number of re-transmissions, the level of interference
and the amount of contention in shared cells [73]. Changing the PHY layer triggers
subtle changes in the behavior of the protocol stack, resulting in different performance.
We believe measuring this difference is best done through a real-world system level
evaluation [74]. We show that there are significant benefits for each of the radio options:
FSK 868 MHz, OFDM 868 MHz, and O-QPSK 2.4 GHz, yet they all come at a certain
cost.

The contribution of this chapter is three-fold:



Chapter 4 44

• We augment the OpenWSN reference implementation of 6TiSCH to support the
three PHY layers∗.

• We conduct an experimental performance evaluation campaign of the resulting
code on the 42-node OpenTestbed described in Chapter 3. For each PHY, we
measure the network formation time, the end-to-end reliability, the end-to-end
latency, the estimated battery lifetime of each node, and the memory footprint of
the implementation.

• We highlight the advantages and disadvantages of each PHY layer, specifically:

– Using FSK 868 MHz yields the fastest network formation, the highest
end-to-end reliability, and the lowest end-to-end latency, at the cost of a 75%
decrease in battery lifetime, on average, compared to O-QPSK 2.4 GHz.

– Using O-QPSK 2.4 GHz yields the longest battery lifetime, at the cost of the
slowest network formation, the lowest end-to-end reliability, and the highest
end-to-end latency.

– Using OFDM 868 MHz yields an intermediate network formation time
end-to-end reliability, and end-to-end latency at the cost of a 30% decrease in
battery lifetime compared to O-QPSK 2.4 GHz. In line with Muñoz et al. [4],
a node using OFDM 868 MHz discovers a number of neighbors close to that
of FSK 868 MHz despite having the highest data rate. This is because it is
more robust against frequency selective interference than FSK 868 MHz [28]
and more immune to WiFi interference than O-QPSK 2.4 GHz [5].

This shows there is no PHY among our candidates that is best across all metrics.

4.3 A PHY-layer Agile Extension of OpenWSN

As presented in Section 2.2, the IETF 6TiSCH working group has standardized how to
combine TSCH and IPv6 [30]. The 6TiSCH protocol stack has been ported to all main
open-source IoT protocol stacks: OpenWSN, Contiki-NG, RIOT and TinyOS [19].

Since it is the reference implementation, and since it is ported to the OpenMote B,
we use the OpenWSN implementation in this thesis. Prior to this work, OpenWSN
only supported the IEEE802.15.4 O-QPSK 2.4 GHz PHY. Although initial range
measurements were conducted using the OpenMote’s AT86RF215 radio [4], [5], the
full 6TiSCH stack had never been ported. We therefore extend OpenWSN to support
the following PHYs: FSK 868 MHz, OFDM 868 MHz, and O-QPSK 2.4 GHz. This
extension consists of three steps: writing the low-level drivers to configure the radio chips
appropriately, tuning the durations within the timeslots to each PHY, and providing a
clean software abstraction to allow the TSCH implementation to switch between them.

∗As an online addition to this chapter, these extensions have been merged into the main codebase of
OpenWSN at https://github.com/openwsn-berkeley and published under an open-source license.

https://github.com/openwsn-berkeley
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We extend OpenWSN with a generic openradio interface. This interface driver
implements the same set of functions called by the TSCH state machine, and maps
them to that of the radio driver of the PHY being used. We further design a distinct
time-slot template for each PHY. The concept of “time slot template” refers to the
timings associated with each state of the IEEE802.15.4e state machine. It consists
of the appropriate timing of the sequence of phases within a timeslot, which we fine
tuned using a logic analyzer. These timings are affected by several factors, including the
communication overhead for the SPI which is the connection between the micro-controller
and the radio chip, as well as the PHY bitrate. The timings are defined in Table 4.1,
and are divided in two categories: (1) board-specific timings, which depend on the
performance of the firmware and the microcontroller and (2) radio-specific timings,
which depend on the performance of the specific radio chips used. They are used
to configure the state machine, which controls when a node switches state. Fig. 4.1
illustrates the different timeslot templates when transmitting a 100 B data payload with
acknowledgment. Red markers highlight the approximate time for SPI communications
from the micro-controller to the AT86rf215 radio (none for the CC2538 on-chip radio).
A 40 ms slot template duration is used for all the options to accommodate for the slowest
bit-rate PHY, FSK 868 MHz.

Figure 4.1: Timeslot templates for the three PHYs, for a 100 B data payload with
acknowledgment. Red markers highlight when SPI transactions between the micro-controller
and the AT86RF215 take place.

We use a slotframe length of 41 timeslots and we also use a 40 ms timeslot duration
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for all the PHYs. Table 4.2 summarizes the parameters of the stack.

Table 4.2: Parameters of the OpenWSN protocol stack.

Parameter Value

Application traffic period 60 s
RPL DIO period 10 s
RPL DAO period 60 s
neighbor table size 45
packet queue size 15
slotframe length 41
timeslot duration 40 ms
EB probability 10%
Number of radio channels 16
New neighbor RSSI threshold -80 dBm
Max num. re-transmissions 15

Before this work, the flash memory footprint of the entire OpenWSN stack was 42 kB.
This increases to 77 kB with the additions listed above, in particular with both the
CC2538 and AT86RF215 drivers. This is a very small footprint which comfortably fits
in modern SoC which all have 512 kB of flash, or more.

4.4 Experimental Results

To compare the performance of the 6TiSCH stack on top of each PHY, we use the
OpenTestbed setup and experiment methodology introduced in Section 3.1. This
section summarizes our key findings, focusing on network formation time (Section 4.4.1),
end-to-end reliability (Section 4.4.2), end-to-end latency (Section 4.4.3), and battery
lifetime (Section 4.4.4).

4.4.1 Network Formation Time

The network formation time is measured between the moment the DAG root is selected,
and the moment the DAG root has received a data packet from each mote. The network
formation process encompasses the time it takes for a mote to synchronize to the network,
the time it takes for it to complete a security handshake and the time it takes for it to
acquire a rank. It is the time a user would have to wait for their network to be fully
functional.

This is a worst case setup, as we turn on all the motes first, and the gateway last.
Per the 6TiSCH standard, traffic generated by the motes during their secure handshake
uses shared cells. All motes trying to join approximately at the same time will cause a
lot of contention of these shared cells, increasing the network formation time.
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Figure 4.2: The network tends to form faster when using a longer-range PHY.

Fig. 4.2 shows that the FSK 868 MHz, OFDM 868 MHz, and O-QPSK 2.4 GHz
network is 90%-formed in 7, 9, and 11 min, respectively. The higher the link budget
(i.e. the longer the range), the faster the network forms.

To understand the impact of PHY on network formation time, we plot in Fig. 4.3
the number of neighbors evolving over time. Because of its long range, a mote using
FSK 868 MHz tends to discover more nodes, faster than a node using O-QPSK 2.4 GHz.
This observation exactly follows the link budget from Table 3.1. Discovering many
neighbors is helpful in two ways. First, it allows a mote to quickly hear a node that
is already part of the network, hence to synchronize quickly. Second, it gives a mote
a higher probability of joining through a neighbor closer to the root; this decreases the
number of hops necessary for joining.

However, having a longer range PHY increases the risk of interference between nodes
and of worse hidden terminal problem. In addition, it increases the risk of neighbor
table overflow. For example, if the neighbor table can hold up to 200 entries, what is
the appropriate behavior when a mote hears 100 other motes? The challenge is that,
without having another mote in its neighbor table, a mote cannot keep statistics to elect
the “best” neighbors, and has to to make decisions on partial data, such as a single RSSI
value. We note that none of the standards makes clear recommendation for neighbor
table grooming.

Fig. 4.4 gives some insights into the network formation itself. It plots how the rank
reported by the motes evolves over time. Per the RPL and Minimal Scheduling Function
standards [32], [36], a mote’s rank is computed using (4.1), where numTx and numAck
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Figure 4.3: Motes discover more neighbors faster when using a longer-range PHY.

are counters of the number of transmission attempts and transmission successes to a
neighbor, respectively. minHopIncrease = 256 is the rank increase if the link to the
mote’s routing parent is ideal. If that link becomes lossy (i.e. numTx/numAck > 1),
the “cost” associated with the link increases, and the mote’s rank increases accordingly.

rank = ((3 · numTx

numAck
)− 2)−minHopIncrease. (4.1)

The first portion of Fig. 4.4 (t < 50 min) shows that the nodes start by having a very
high rank. This is caused by two phenomena, combined. First, a mote may not discover
its neighbor with the lowest rank immediately, and instead it me join with a artificially
high rank; this resolves over time as the network stabilizes by becoming shallower.
Second, all motes attempting to join create contention on the minimal cell, causing
transmissions to fail, numTx/numAck to increase, and the motes’ rank to increase†.
This, again, resolves as the network stabilizes by having less contention on the shared
cells. These two phenomena compete: the longer the PHY range, the shallower the
initial network, but the higher the contention. Fig. 4.4 shows that, once the network has
stabilized, it tends to be shallower (smaller DAG rank) when using a longer-range PHY.

† In the OpenWSN implementation of the 6TiSCH stack, ETX is not captured for shared cells such as
autonomous cells. However, poor ETX on shared cells may cause a node to select sub-optimal neighbors
with less contention after repeated failures of join requests through its preferred neighbor. This leads to
deteriorating the rank
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Figure 4.4: Contention and slow neighbor discovery cause the nodes’ rank to be artificially high
at the beginning of network formation.

4.4.2 End-to-End Reliability

We call end-to-end reliability the portion of UDP datagrams of each mote that reach
the root, and use the counter in the datagrams to compute it. Table 4.3 shows PDR
statistics over the last 15 min of the experiments, computed for all motes in the network.
We expect close to 100% PDR in all cases (commercial TSCH implementation offer
>99.999% PDR [42]).

One possible reason for end-to-end packet loss is that packet drop might be happening
because of queue overflow. As shown in Section 4.4.1, a lower link budget leads to higher
DAG rank, and more relaying, which increases the likelihood of filling up the packet
buffer and dropping packets. Fig. 4.5 show the Cumulative Density Function (CDF) of
the queue occupancy values reported by the motes, in the same period corresponding to
Table 4.3. Even though Table 4.2 correctly indicates the buffer can hold up to 15 packets,
5 additional buffer entries are reserved for control frames such as Enhanced Beacons
and acknowledgments. When the number of occupied entries in the buffer exceeds 15,
more data packets cannot be admitted into the buffer and are dropped. Motes running
O-QPSK 2.4 GHz and OFDM 868 MHz drop packets 3% and 1% of the time, respectively.
FSK 868 MHz does not suffer buffer overflow, as the network is much shallower.
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Figure 4.5: Cumulative Density Function (CDF) of buffer occupancy over the last 15 mins of
the experiment. Having more than 15 entries occupied in the buffer (the red line) leads to data
packet drops.

Table 4.3: End-to-end Packet Delivery Ratio (PDR) statistics over all motes in the network,
computed over the last 15 min of the experiments.

Min Average Median Max StDev

FSK 868 MHz 100.0% 100.0% 100.0% 100.0% 0.0%
OFDM 868 MHz 93.8% 99.8% 100.0% 100.0% 0.9%
O-QPSK 2.4 GHz 73.3% 98.1% 100.0% 100.0% 6.0%
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(a) Time series (b) Cumulative Density Function (CDF)

(c) Probability Density Function (PDF)

Figure 4.6: End-to-end latency in the network
recorded over the entire 90 min experiments.
The longer the PHY range, the lower the
latency.

4.4.3 End-to-End Latency

We call end-to-end latency the amount of time between the moment a mote generates a
new UDP datagram, and the moment the latter reaches the root. It is calculated based
on the difference between the ASN when the UDP packet is generated and the ASN when
it arrives at the root. It is affected by several factors including number of hops between
the mote and the root and number of re-transmissions at each hop.

Fig. 4.6a plots the evolution of latency over time. As shown in Fig. 4.6b, 90% of the
data reaches the root after 10, 25, and 35 s for FSK 868 MHz, OFDM 868 MHz and
O-QPSK 2.4 GHz, respectively. Fig. 4.6c shows a long-tailed distribution of latency for
shorter range PHYs.

With 41 slots per slotframe and 40 ms timeslot, each mote on average gets one
transmission opportunity every 1.68 s. Given the increased number of hops for lower
range PHYs, the higher latency of O-QPSK 2.4 GHz, compared to that of FSK 868 MHz,
was to be expected.
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Figure 4.7: Evolution of the mote’s radio duty cycle over time.

4.4.4 Battery Lifetime

We have the motes report what portion of the time their radio is active (“radio duty
cycle”), and what portion of the time the radio is transmitting (“transmit duty cycle”). We
then combine that with the current draw of the radio in transmit and receive states, the
supply voltage and the energy contained in a battery to compute a battery lifetime. This
computation does not take into account the possible current draw of other electronics,
and assumes the battery is a perfect bucket of charge (i.e. ideal battery). Even though
this is not an accurate prediction of the lifetime of the mote on a real battery, it is good
enough to compare the effect on lifetime of the different PHYs. We are aware that current
peaks shorten the effective mote lifetime compared to the “ideal battery” lifetime. The
PHYs leading to the shorter “ideal battery” lifetime in our survey also have the higher
peak current. This reinforces our conclusions.

We compute a mote’s radio duty cycle as Ton/Ttotal (see Section 3.1.2). Fig. 4.7 shows
the evolution of the duty cycle over time. We expect the duty cycle to decrease with data
rate. This does not hold for OFDM 868 MHz because of the time to issue SPI commands
to the AT86RF215, which can take up to 1 ms, as explained in Section 4.3 and shown in
Fig. 4.1.

Given TTX and Ton, we use (4.2) to compute reception time TRX , the transmit duty
cycle DCTX and the receive duty cycle DCRX .
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Table 4.4: “Ideal battery” lifetime for each configuration.

FSK 868 MHz OFDM 868 MHz O-QPSK 2.4 GHz

DC 2.100% 0.750% 0.650%
DCTX 0.250% 0.038% 0.050%
DCRX 1.850% 0.713% 0.600%
ITX 62 mA 62 mA 24 mA
IRX 28 mA 28 mA 20 mA

Supply voltage 2.5 V 2.5 V 3.0 V
energy per day 0.0141 Wh 0.0033 Wh 0.0015 Wh
battery lifetime 0.6 years 1.7 years 2.4 years

Table 4.5: Summary of the Key Performance Indicator (KPI) measured in our testing. The best
values are shown in bold.

network formation end-to-end reliability end-to-end latency battery lifetime

(Section 4.4.1) (Section 4.4.2) (Section 4.4.3) (Section 4.4.4)
FSK 868 MHz 7 min 100.00% 10 s 0.6 years

OFDM 868 MHz 9 min 99.84% 25 s 1.7 years
O-QPSK 2.4 GHz 11 min 98.08% 35 s 2.4 years


TRX = Ton − TTX ,

DCTX = TTX
Ttotal

,

DCRX = TRX
Ttotal

.

(4.2)

Table 4.4 details the calculation of battery lifetime, assuming a mote is powered by
a pair of AA batteries holding 8.2 Wh of energy. O-QPSK 2.4 GHz exhibits a battery
lifetime 40% larger than OFDM 868 MHz and 300% larger than FSK 868 MHz. Despite
the advantages of FSK 868 MHz and OFDM 868 MHz in range, reliability and latency,
their utilization leads to more frequent battery replacement.

4.5 Conclusions

Table 4.5 summarizes the key performance indicators of our network measured in the
experimental campaign. FSK 868 MHz exhibits the best network formation time,
end-to-end reliability and end-to-end latency, at the cost of a battery lifetime roughly
10 times lower than O-QPSK 2.4 GHz. OFDM 868 MHz shows balanced results, between
FSK 868 MHz and O-QPSK 2.4 GHz. There is no single PHY layer that exhibits the
best performance over all KPIs.

So which PHY should I use? If choosing a single PHY, which to pick depends
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on the application. If it is acceptable to change batteries every half a year or so,
FSK 868 MHz appears to be the most appropriate. If battery lifetime is of utmost
importance, Table 4.5 suggests O-QPSK 2.4 GHz is the most appropriate. Finally, for
an “in between” performance, choose OFDM 868 MHz.

Of course, it is important to note that the results depend on the use case and the
KPIs and their respective importance. This can lead to a different answer to this question
and we develop a rationale to illustrate this claim. First, the results presented in this
chapter, while conducted and presented in a rigorous fashion, only hold for use cases very
similar to the deployment shown in Fig. 3.1. There are undoubtedly cases (deeply sparse
network, heavily unbalanced deployment, . . . ) where our results do not hold, and where
the “ranking” of the different PHYs is different. Second, even if every precaution is taken
to pick the right PHY during the design phase of the network, it is entirely possible that
conditions or requirements change during the operation of the network. This could lead
to operating with the “wrong” PHY layer, leading to sub-optimal performance.

It is interesting for future work to revisit the KPIs used as reference points in these
experiments and to see the tradeoffs could look like if different KPIs are used. To confirm
this view: network deployment cost as a KPI can create interest in long range PHYs (since
lower densities are favored by industrialists). However, if we introduce another KPI such
as network operation costs (including the cost of battery replacement), then the having
short range PHYs can allow improved battery lifetime and therefore lower operational
costs.

The real outcome of this paper is not the absolute numbers presented in Table 4.5.
What that table does indicate is that no PHY is the best for all metrics, and that best
performance is achieved when combining the PHY layers, rather than picking one. This
result holds when contemplating additional PHY layer, one obvious candidate being
LoRa [12]. As alluded to in Section 4.1, we are at an exciting stage where we have
both radio chips which are able to switch PHY on a frame-by-frame basis, and we
have the scheduling technology to orchestrate this PHY-layer agility. We argue for a
technology-agile network, in which each mote keeps track of the quality of its link to its
neighbors for each PHY layer, and uses the PHY layer most appropriate for each frame.
This means a mote may use a different PHY to communicate with different neighbors
or to send frames belonging to different classes of traffic. This also means that, in a
multi-hop scenario, a packet can travel from source to destination using a different PHY
at each hop. In that context, energy efficient neighbor discovery and network consistency
are the main challenges, elements we addressed in this research.
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Generalizing 6TiSCH for an Agile
Multi-PHY Networking

Parts of this chapter were published as part of the following article: g6TiSCH:
Generalized 6TiSCH for Agile Multi-PHY Wireless Networking. Mina Rady, Quentin
Lampin, Dominique Barthel, Thomas Watteyne. IEEE Access, vol. 9, pp. 84465-84479,
2021.

Key Takeaways: Wireless networks traditionally use a single physical layer for
communication: some use high bit-rate short-range radios, others low bit-rate
long-range radios. This chapter introduces g6TiSCH, a generalization of the
standards-based IETF 6TiSCH protocol stack. g6TiSCH allows nodes equipped
with multiple radios to dynamically switch between them on a link-by-link basis,
as a function of link-quality. This approach results in a dynamic trade-off between
latency and power consumption. We evaluate the performance of the approach
experimentally on the OpenTestBed. Each OpenMote B can communicate using
FSK 868 MHz, O-QPSK 2.4 GHz or OFDM 868 MHz, a combination of long-range
and short-range physical layers. We measure network formation time, end-to-end
reliability, end-to-end latency, and battery lifetime. We compare the performance
of g6TiSCH against that of a traditional 6TiSCH stack running on each of the three
physical layers. Results show that g6TiSCH yields lower latency and network
formation time than any of the individual PHYs, while maintaining a similar
battery lifetime.

In Chapter 4, we demonstrated that no single PHY performs best across all
KPIs. The main contribution of this chapter is generalizing 6TiSCH to support a
multi-PHY approach; we call this “g6TiSCH”. In g6TiSCH, nodes dynamically switch
between using low bit-rate and high bit-rate PHYs, based on the link quality to each

56
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neighbor. We implement g6TiSCH in OpenWSN∗, the reference 6TiSCH open-source
implementation [75]. In this implementation, we use three PHYs: FSK 868 MHz
option 1 at 50 kbps (offering the lowest bit-rate), OFDM 868 MHz option 1 MCS 3
at 800 kbps (offering the highest bit-rate), and O-QPSK 2.4 GHz at 250 kbps as an
intermediate option. We experimentally compare the performance of g6TiSCH against
the performance of the 6TiSCH architecture with each PHY individually (as previously
studied [68]). The comparison is based on the KPIs recommended by Vucinic et al. [42]:
network formation time, end-to-end latency, end-to-end reliability, and battery lifetime.

The remainder of this chapter is organized as follows. Section 5.1 presents the problem
statement and lists the specific contributions of this chapter. Section 5.2 shows how the
6TiSCH stack is adapted to provide multi-PHY support. Section 5.3 introduces the
experimental testbed we used and the methodology we followed to generate the KPIs.
Section 5.4 discusses experimental results. Finally, Section 4.5 concludes this chapter.

5.1 Problem Statement and Contributions

As noted in Section 2.6, several studies have explored comparing and integrating multiple
PHYs in hybrid architectures [59]–[62]. These studies indicate the significance of hybrid
networks. However, the challenge remains for a fully wireless, single-stack architecture
that can accommodate a set of PHYs and yet offer wire-like reliability, especially for
low-power and lossy applications.

The 6TiSCH protocol stack combines low-power operation and high reliability but
it only uses one PHY, which is IEEE802.15.4 O-QPSK 2.4 GHz. Muñoz et al.have
outlined the challenges and opportunities for a generalized 6TiSCH architecture [72].
One challenge is that the difference in energy consumption between the PHYs changes
how the cost of communication to different neighbors is measured at the link-layer.
This also affects how multi-hop paths are formed by the routing protocol. PHYs
differ in their expected number of re-transmissions, resulting level of interference and
resulting contention in shared cells [73]. Furthermore, previous experiments in [68]
show system-level side-effects of each PHY. That is, a short-range PHY such as
O-QPSK 2.4 GHz leads to a higher probability of packet queue overflow for increased
re-transmissions and forwarding, which leads to packet drop. A long-range PHY such
as FSK 868 MHz increases the risk of interference between nodes and of worsening the
hidden terminal problem. In addition, it leads to a higher probability of neighbor table
overflow due to an increased number of discovered neighbors, which leads to denial of
service to possibly good neighbors.

This chapter goes one step further by demonstrating a generalized 6TiSCH stack for
multi-PHY wireless networking. The contributions of this chapter are three-fold:

• We detail the minimal adaptations we had to do on some layers of the 6TiSCH
protocol stack to support the g6TiCH architecture.

∗ As an online addition to this chapter, the source code is available under an open-source license at
http://github.com/openwsn-berkeley/.

http://github.com/openwsn-berkeley/
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• We augment the OpenWSN reference implementation of 6TiSCH with
g6TiSCH support, and compare its performance to single-PHY networks using
O-QPSK 2.4 GHz, OFDM 868 MHz, and FSK 868 MHz.

• We evaluate end-to-end performance using industrial KPIs, and show how g6TiSCH
provides a more balanced performance compared to single-PHY networks.

The following section gives an overview of the 6TiSCH adaptation to g6TiSCH for a
generalized multi-PHY support.

5.2 Adapting 6TiSCH for a Generalized Multi-PHY
Support

In our generalized architecture, the following adaptations have been introduced to the
6iTSCH protocol stack:

• In Section 5.2.1, we show how TSCH is combined with Time-Slotted Physical-layer
Hopping. This allows a mote to choose a different physical layer at each slot: radio
channel, frequency band, radio modulation and the radio chip used (in case of
multiple radio interfaces).

• In Section 5.2.2, we show how minimal cells are used to broadcast EBs and DIOs
on each PHY. This enables nodes to synchronize and then discover neighbors on
each PHY.

• In Section 5.2.3, we show how the objective function used by the routing algorithm
is adapted to favor parents with energy efficient PHYs. The 6P is then adapted so
that nodes can determine the type of PHY they need in their requested cells. The
longest range radio, FSK 868 MHz, is also used as a default for autonomous cells.

The remainder of this section will go over each adaptation in more detail.

5.2.1 Time Slotted Physical-layer Hopping

The IEEE802.15.4 (2015) standard defines the notion of a “PHY” as the combination of
“the radio frequency (RF) transceiver and its low-level control mechanisms” (see [20],
Section 5.6). It also defines the “channel” as the RF used by the transceiver for
transmissions and receptions (Sections 10.1 and 11.3). The IEEE802.15.4e MAC layer of
6TiSCH uses channel hopping over 16 channels for O-QPSK 2.4 GHz.

In g6TiSCH, we introduce Time Slotted PHY Hopping for medium access: for a
mote, time is divided into slots and in each time slot, the mote selects a specific PHY
layer independent from the one used in the previous slot. The mote selects the most
appropriate PHY at each slot depending on the negotiated links and protocol stack
configuration. In our implementation, we use the OpenMote which features two radio
chips: Atmel AT86RF215 which implements FSK 868 MHz and OFDM 868 MHz in the
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sub-GHz band, Texas Instruments CC2538 which implements O-QPSK in the 2.4 GHz
band. FSK 868 MHz offers the lowest bit-rate at 50 kbps, OFDM 868 MHz offers the
highest bit-rate at 800 kbps, and O-QPSK 2.4 GHz offers an intermediate bit-rate at
250 kbps. Their physical properties are outlined in Table 3.1 [21], [27].

To use a different PHY at each slot, we extend the OpenWSN implementation with
the openradio extension that allows a generic interface to the drivers of different chips
from the MAC layer, as described in Section 4.3.

Timings are tuned with a logic analyzer; resulting templates are depicted in Fig. 4.1.
We use a 40 ms timeslot duration in all slot templates in g6TiSCH to accommodate for
the lowest bit-rate PHY, FSK 868 MHz. This decision is to allow for comparison with
the results from the single-PHY networks previous research in Chapter 4.

5.2.2 Generalized Neighbor Discovery and Network Join

In a traditional 6TiSCH network, when a new node is switched on, it keeps its radio
on in receive mode, on the O-QPSK 2.4 GHz PHY. The radio switches from channel to
channel, “scanning” the medium until it receives an EB broadcast from a synchronized
node [18]. All synchronized motes transmit an EB with a given probability in the minimal
shared cell. The EB contains details on the source mote, in addition to the specification
of the slot-frame and the offset(s) of minimal cells that are used for EB broadcasts [29].
Once the new mote receives an EB, it synchronizes to the common slotframe shared by
the network and starts aggressively duty-cycling its radio for energy-saving. The node
keeps listening on minimal cells for more neighbors and then chooses one neighbor as a
proxy for joining the network. It establishes a secure join procedure using Constrained
Join Protocol (CoJP) [76] with the proxy mote using its autonomous cell.

In this g6TiSCH amendment, a minimal cell is allocated for each PHY for EB
transmission. In this architecture, un-synchronized motes need to know which cells to
use for EB broadcast and which PHY to use in each cell. To address this, we use the most
significant byte in the linkOptions field to determine the PHY used for each minimal
cell (Appendix A.1 in RFC8180 [29]). This way, when an un-synchronized mote processes
an EB, it populates its schedule accordingly. As demonstrated in the sequence diagram
in Fig. 5.1, the root transmits EBs on the 3 minimal cells. Mote B uses FSK 868 MHz
for medium scanning since previous experiments in [59], [68] show that it leads to fastest
synchronization (thanks to its longest range). Fast synchronization is important because
it allows the mote to turn its radio off and save energy. When new mote B receives the
EB transmitted from the root on the FSK 868 MHz minimal cell, it synchronizes to the
network and registers the root in its neighbor table.

Other approaches could be used for neighbor discovery; for example, only one minimal
cell can be allocated using the longest range PHY (e.g., FSK 868 MHz). This may lead
to saving the energy for the two extra minimal cells. The benefit of using one minimal
cell for each PHY is its simplicity as motes do not have to agree on a pre-specified PHY
to synchronize into the network. Furthermore, increased contention is expected on the
sub-GHz band because of its long range and on the 2.4 GHz band due to common Wi-Fi
interference. Therefore, combining both bands improves discovery performance.



Chapter 5 60

1   
2       +----------+                           +----------+
3       |  Root    |                           |   Node   |
4       +----+-----+                           +-----+----+
5            |                                       |  --+ listen on default
6            | E.B. broadcast over OQPSK min. cell   |    | radio (e.g. FSK)
7            |--------------------------------------X|    |
8            | E.B. broadcast over OFDM min. cell    |    |
9            |--------------------------------------X|    |

10            | E.B. broadcast over FSK min. cell     |  <-+
11            |-------------------------------------->|  --+ Synchronize and
12            |                                       |  <-+ Add FSK Neighbor
13            |                                       |
14            | E.B. broadcast over OQPSK min. cell   |  --+ Add O-QPSK Neighbor
15            |-------------------------------------->|  <-+
16            | E.B. broadcast over OFDM min. cell    |  --+ Add OFDM Neighbor
17            |-------------------------------------->|  <-+
18            |                                       |
19            |                                       |  --+ Choose join proxy
20            |                                       |  <-+
21            |                                       |
22            | CoJP request (autonomous cell of root)|  CoJP Timeout
23            |<--------------------------------------|    |  
24            |                                       |    |  
25            |  CoJP Response                        |    |  
26            |- - - - - - - - - - - - - - - - - - - >|    x  
27            |                                       |  --+ Node joined
28            |                                       |  <-+ 
29            |                                       |     
30   
31   
32   
33   Figure 5.1: Neighbor discovery is adapted to listen on different PHYs for new neighbors. Use of

hybrid PHYs on minimal cells enable faster neighbor discovery and Constrained Join Protocol
handshake. Adapted from IETF draft [76].
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Then node B starts the neighbor discovery as it begins scanning the medium on
the minimal cell of each PHY for more EBs from the neighboring PHYs. The use of
multiple minimal cells allows the mote to discover available neighbors on each PHY. In
this adaptation, PHYs of a neighboring mote are considered as different neighbors. In
classical 6TiSCH, the minimal cells are used in either transmit or receive modes; that is,
in case there are no packets queued for transmission, the mote goes to receive mode by
default. Since g6TiSCH uses n times more PHYs than classical 6TiSCH, it also uses n
times more minimal cells for neighbor discovery. This can cause it to consume, roughly,
n times more power for broadcast cells. One way to mitigate this is as follows. In case
there are no packets queued for transmission, each cell goes to receive mode with a given
probability; otherwise, the PHY remains powered off for energy saving. We use Prx = 1

n ,
where Prx is the probability to go in receive mode. This allows the mote to balance
the energy spent in listening according to the number of used PHYs. For example,
a network that uses three PHYs would consume approximately 200% more power in
minimal cells than a single-PHY network if the radios were never switched off in any of
these cells. So, in a configuration with three PHYs, we use Prx = 1

3 . Therefore, if there
are no packets queued for transmission, the radio will turn on for reception in all cells
approximately 100% instead of 300% of the time compared to single-PHY network. This
way, the multi-PHY network will remain approximately at the same power consumption
at minimal cells as the single-PHY network.

Node B starts the procedure to join the network according to the join protocol [76].
The procedure selects the neighbor with the best join priority as proxy (the closer to the
root, the lower the energy cost of the join procedure). It then sends the join request
on the autonomous cell of the proxy (e.g. the root in this case). In this g6TiSCH
amendment, FSK 868 MHz is used for communication on autonomous cells since it
is the most robust PHY. When the request is authenticated and acknowledged by the
root, the join procedure is successful, and B can proceed with parent selection and cell
negotiation.

We note that security is an integral part of the 6TiSCH framework as defined in
IEEE 802.15.4e (Section 7) [18] and the IETF 6TiSCH Minimal Security draft [76]. All
the security features 6TiSCH carry over to g6TiSCH, including packet encryption and
secure join.

5.2.3 Generalized Parent Selection and Link Negotiation

The IETF RPL-related standards define mechanisms for neighbor evaluation and parent
selection [32], [34]. In the IPv6 RPL routing layer of 6TiSCH, a node selects a parent mote
by evaluating the expected path cost through each neighbor to the root and it chooses the
parent with the least expected path cost. The cost of a single link is estimated based on
the expected transmission count (ETX) ratio as in (5.1), where: numTx is the number
of transmissions on the link and numAck is the number of acknowledgments received.
This full path cost through neighbor i to the root is evaluated by the objective function
based on (5.2) (as defined in the 6TiSCH minimal configuration [29]), where: Ranki is
the advertised rank of the neighbor, minHopIncrease is the minimal cost to use for a one
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hop link. For example, the root has a default rank of 256. If a mote has a link to the root
with perfect ETX ratio of 1, the expected path cost is 512. After a parent is selected, the
routing algorithm can later decide to change the parent to new neighbor i if the condition
in (5.3) evaluates to true. The factor P is the parent switch threshold so that the mote
does not change parent unless it expects significant improvement (i.e. hysteresis). This
way, the network avoids too frequent parent changes, which would lead to instability.
The recommended configuration for this threshold is 2×minHopIncrease, as proposed
in the minimal 6TiSCH configuration [29].

ETXi =
numTxi

numAcki
(5.1)

Cost(Neighbori) = Ranki + ((3 · ETXi)− 2)×minHopIncrease. (5.2)

f(Parent,Neighbori) =

{
true, if Cost(Parent)− Cost(Neighbori) ≥ P

false, otherwise
(5.3)

In g6TiSCH, a combination of neighbor IPv6 address and a PHY link is considered
an independent neighbor. The use of multiple PHYs poses the need for a metric to
evaluate and compare different PHYs. There can be different ways to build this metric;
for example, based on power consumption, latency, or time-on-air. We use a simple
configuration for the routing layer that is sufficient to demonstrate the advantage of the
g6TiSCH architecture.

Therefore, for the purposes of the experiment, we choose to evaluate the different
PHYs based on energy consumption in order to extend the battery lifetime as much as
possible. The objective function is adapted as in (5.4) to compute the link cost of a
certain “neighbor” by giving weight to the expected energy per bit Ebit for the PHY of
that neighbor. Therefore, in case neighboring links have similar ETX ratios, the mote
would favor PHYs with lower Ebit for energy saving.

Cost(Neighbori) = Ranki + ((3 · ETXi)− 2)

×minHopIncrease× Factor(PHYi).
(5.4)

To derive an ordering of the PHYs based on power consumption, we estimate the
Ebit for each PHY as a function of its power consumption for transmission and reception
and its bitrate. The function is expressed in (5.5), where Iitx and Iirx are the current
draw for transmission and reception for PHYi, V i

s is the voltage supply for the radio
chip of PHYi, and Ri

b is the bit rate. Table 5.1 shows the Ebit for each PHY. Therefore,
the least power consuming PHY is OFDM 868 MHz, followed by O-QPSK 2.4 GHz and
FSK 868 MHz. We assign Factor(OFDM) = 1, and Factor(OQPSK) = 2. However,
we assign Factor(FSK) = 5 just to make the switch to an FSK 868 MHz PHY harder
than the switch to O-QPSK 2.4 GHz PHY, to account for its energy hungry footprint.
Different configurations of the OF can be used to tune the performance depending on the
application criteria, exercising different tradeoffs between datarate and range. Chapter 7
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Table 5.1: PHY layers energy per bit estimations. OFDM 868 MHz is the lowest energy footprint
per bit transmission/reception followed by O-QPSK 2.4 GHz and FSK 868 MHz.

FSK 868 MHz OFDM 868 MHz O-QPSK 2.4 GHz
Radio chip AT86RF215 AT86RF215 CC2538
Data rate 50 kbps 800 kbps 250 kbps

ITX 62 mA 62 mA 24 mA
IRX 28 mA 28 mA 20 mA

Supply voltage 2.5 V 2.5 V 3.0 V
Energy per bit 4.50 µJ 0.28 µJ 0.53 µJ

focuses in more detail on how an OF can operate a multi-PHY network in a more generic
manner.

Ebit(PHYi) =
(Iitx + Iirx) ·Vi

s

Ri
b

(5.5)

After the objective function converges on a given combination of neighbor IPv6 and
PHY setting, the node initiates the request to allocate cells with the selected parent.
In the standard 6TiSCH stack, cells are identified by a combination of slot offset and
channel offset. The Minimal Scheduling Function (MSF) [36] initiates a 6top request for
the parent to allocate a dedicated cell for uplink traffic [35]. This 6top request is sent
within a maximum period from the moment the routing algorithm decides on switching
parents (whether switching between different PHYs or completely different nodes). This
maximum period is called the “housekeeping” period which is part of the current draft of
the Minimal Scheduling Function. This way, the latency of the parent-switching has an
upper-bound duration for a more deterministic performance. When the parent approves
the request, the cell is allocated on both motes.

In g6TiSCH, the definition of a cell is extended to include the used PHY as well. The
6top request to add cells is extended to define what type of PHY it needs for that cell.
A sequence diagram of the transaction is outlined in Fig. 5.2. We use two unused bits of
the linkOptions byte to encode the PHY type of the requested cell. When the parent
acknowledges the request, the cells are added on both sides and the uplink negotiation
is complete.

An example of a complete g6TiSCH slotframe is shown in Fig. 5.3 for a network of
three motes: A is the root, B is a relay node, and C is a leaf node. Three minimal
cells are allocated at the beginning of the slotframe, one for each PHY. EB and DIO
broadcasts are transmitted within these slots for network synchronization and neighbor
discovery.

Each mote allocates an autonomous cell using its FSK 868 MHz radio for 6top
negotiation transactions. Mote B has up-link cells to A in slot 6 with OFDM 868 MHz
PHY and Mote C also established an O-QPSK 2.4 GHz link to B in slot 5. Therefore,
from a forwarding perspective, node B uses O-QPSK 2.4 GHz with its CC2538 radio chip
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1   
2               +----------+                           +----------+
3               |  Node A  |                           |  Node B  |
4               +----+-----+                           +-----+----+
5                    |                                       |
6                    | 6P ADD Request                        |
7                    |   Type         = REQUEST              |
8                    |   Code         = ADD                  |
9                    |   SeqNum       = 123                  |

10                    |   NumCells     = 2                    |
11                    |   CellList     = [(1,2),(2,2),(3,5)]  |
12                    |   linkOptions  = [TX, OFDM1-MCS3]     |
13                    |-------------------------------------->|
14                    |                                L2 ACK |
15                    |<- - - - - - - - - - - - - - - - - - - |
16                    |                                       |
17                    | 6P Response                           |
18                    |   Type         = RESPONSE             |
19                    |   Code         = RC_SUCCESS           |
20                    |   SeqNum       = 123                  | cells
21                    |   CellList     = [(2,2),(3,5)]        | locked
22                    |   linkOptions  = [TX, OFDM1-MCS3]     | 
23                    |<--------------------------------------| --+
24                    | L2 ACK                                |   |
25                    | - - - - - - - - - - - - - - - - - - ->| <-+
26                    |                                       |

Figure 5.2: 6top protocol transaction to allocate a cell specifying its PHY layer radio setting.
Adapted from IETF RFC8480 [35].
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Table 5.2: Parameters of the OpenWSN protocol stack.

Parameter Value
Application traffic period 60 s
RPL DIO period 10 s
RPL DIO probability 10%
RPL DAO period 60 s
Packet queue size ∗ 15
Slotframe length 41
Timeslot duration 40 ms
EB probability 10%
O-QPSK 2.4 GHz channels 16
FSK 868 MHz channels 16
OFDM 868 MHz channels† 5
New neighbor RSSI threshold −80 dBm
Max num. re-transmissions 15

∗ The buffer can hold up to 15 data packets (in addition to 5 reserved entries for network control
packets).

† We restrict the number of OFDM 868 MHz channels in this experiment to 5 channels which is the
maximum allowed in the European 868 MHz band.

to listen for data packets from C in slot 5 and channel 1. It then uses OFDM 868 MHz
with its AT86RF215 radio chip to send up-link frames to A in slot 6 and channel 7.

5.3 Experimental Setup and Methodology

To examine the performance of the g6TiSCH architecture, we use the OpenTestbed setup
presented in Section 3.1 for experimental evaluation. Network performance is compared
to 6TiSCH deployments with each PHY individually. This section gives an overview of
the experimental setup and the methodology for the performance evaluation for g6TiSCH
and the single-PHY networks.

We extended the OpenWSN 6TiSCH reference implementation with g6TiSCH. Before
this update, the memory footprint of the full OpenWSN stack was 42 kB of flash. The size
of the updated implementation is 79 kB, including the drivers for both the CC2538 and
the AT86RF215 radio chips. This fits comfortably in modern micro-controllers, which
typically feature 512 kB of flash memory. We use a slotframe duration of 41 slots, as
previously used in [68] for comparison. The configuration of the protocol stack is detailed
in Table 5.2.

For experimentation, we use the OpenTestbed setup † The network is run three times
†The testbed setting used for this chapter has 36 motes instead of 42 motes as in the previous setup.

This is because 6 motes went down during the COVID-19 pandemic and it was not possible to visit the
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with each PHY individually. For short, the single PHY networks will be referred to by
their PHY names hereafter (i.e. O-QPSK 2.4 GHz, FSK 868 MHz, and OFDM 868 MHz).
It is then run a fourth time with the generalized multi-PHY architecture. This is to
demonstrate that the generalized architecture is capable of providing a more balanced
performance than each PHY individually. For each experiment, a mote placed in the
middle of the floor is set as the DAG root (see Fig. 3.1) and the network is run for
90 min.

The following measurements are captured and sent every 60 s from each mote:

• a counter, that is used to detect loss of data packets.

• the time at which the data packet was created (expressed as ASN),

• the DAG rank of the sender,

• Ton: how long the sender’s radio has been on since the previous data packet
transmission,

• TTX : how long the sender’s radio has been on and transmitting since the previous
data packet transmission,

• TFSK
on , TOFDM

on , and TOQPSK
on : the breakdown of Ton for each PHY ,

• TFSK
TX , TOFDM

TX , and TOQPSK
TX : the breakdown of TTX for each PHY,

• Ttotal: the amount of time since the previous data packet transmission,

• the maximum and minimum number of packets in the packet buffer since the
previous packet.

As previously described, we use the logged data to compute Network Formation Time,
End-to-End Reliability, End-to-End latency, and Network lifetime.

We are aware that end-to-end latency for OFDM 868 MHz and O-QPSK 2.4 GHz can
be improved by using smaller slot durations (instead of the 40 ms timeslot). However,
to maintain consistency across experiments, we choose to change one parameter only,
the network PHY, in order to measure its impact on end-to-end KPIs. Therefore, we
fix the slot-duration at 40 ms for all networks in order to isolate any possible effects of
smaller slot durations (such as increased duty cycle). This way, we can ensure that our
observations are strictly due to change of PHYs. We are also aware that use of different
slot durations in the same slotframe for g6TiSCH can improve latency performance.
However, we are interested in demonstrating the baseline performance of g6TiSCH in
this study. Furthermore, we address this in a separate study in Chapter 6 since it
touches on a separate research context of “Schedule Compactness” in TSCH networks.

We display the results in Time Series form and CDF form (as introduced in
Section 3.1.2.

center physically to resolve the problem due to confinement conditions.
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5.4 Experimental Results

This section details the findings from the experimental campaigns. We show the
performance of the networks in terms of: Network formation time (Section 5.4.1),
end-to-end latency (Section 5.4.2), end-to-end reliability (Section 5.4.3), and battery
lifetime (Section 5.4.4).

5.4.1 Network Formation

Network formation time is influenced by the duration of a full join process, which includes
the time a mote needs to synchronize to the network, establish a secure join hand-shake,
and successfully negotiate a link to a parent (as outlined in Sections 5.2.2 and 5.2.3). As
in the previous chapter, we assume a worst-case scenario as all motes are flashed at once
and begin the network join procedure at the same time. This increases contention since
neighbor discovery and link negotiations occur on shared cells. So this helps us observe
the behavior of the network under stress.

We plot in Fig. 5.4 the cumulative density of the time-to-first-data-packet from
each of the 36 motes in the network. For 90% of the motes, network formation
time is 5, 5, 7, and 18 min for g6TiSCH, FSK 868 MHz, O-QPSK 2.4 GHz, and
OFDM 868 MHz, respectively. Among the single PHY networks, the OFDM 868 MHz
network is the slowest to form. This is because the low number of available channels
(5) for OFDM 868 MHz Option 1 increases the probability of collision in shared cells,
slowing down neighbor discovery. The g6TiSCH formation time is in the same order
of magnitude as FSK 868 MHz and O-QPSK 2.4 GHz networks in spite of the larger
number of available links. This is because the g6TiSCH network dynamically improves
its selected PHYs, its formation time remains within the same efficiency.

This can be observed in Fig. 5.5, which shows the number of PHYs selected for routing
as the g6TiSCH network is forming. The multi-PHY neighbor discovery enables the
network to combine the advantages of each PHY. On minimal cells of long-range PHYs
such as FSK 868 MHz, a mote can hear a larger portion of the network with an increased
risk of contention. On minimal cells of short-range PHYs such as O-QPSK 2.4 GHz, a
mote can hear a smaller portion of the network with less risk of contention. Therefore,
this leads to an overall robust network formation.

5.4.2 End-to-end Latency

We show in Fig. 5.6 a time-domain plot of the end-to-end latency in the network. The
cumulative density of all the packets, during the steady state phase, is shown in Fig. 5.7.
The longer range of OFDM 868 MHz and FSK 868 MHz (due to the sub-GHz band)
leads to lower latency because of decreased re-transmissions and decreased number of
hops. This is because motes are able to reach closer to the root thanks to the low ETX.

The g6TiSCH architecture exhibits a lower latency than each single-PHY network,
although the best PHY for up-link is selected with respect to power consumption.
Interestingly, it even demonstrates better latency than both the OFDM 868 MHz and
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Figure 5.4: Dynamic selection among multiple radios allows a robust network formation, within
the same order of magnitude as the long range FSK 868 MHz network.

Figure 5.5: As the g6TiSCH data collection tree is forming, it routes up-link traffic over diverse
PHYs.
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Figure 5.6: Using multiple radios at the same time yields lower end-to-end latency than using a
single radio.

FSK 868 MHz networks. This is because the routing layer favors a parent switch
only if the rank difference is more than 2 · minHopIncrease as expressed in (5.3)
(i.e. hysteresis), which is equivalent to two hops with perfect links. Therefore, in a
single-PHY network, if a mote is two hops away from the root, it will still not pick the
root as its parent since the cost improvement is not high enough to motivate the change
of parent. This leads to sub-optimal latency for the benefit of network stability. However,
in g6TiSCH, the Factor(PHYi) coefficient in the OF in (5.4) increases the cost of both
FSK 868 MHz and O-QPSK 2.4 GHz links by a factor of 2 and 5, respectively. This is
equal to or larger than the hysteresis threshold and therefore, it creates more incentive
to find paths with lower ranks when possible, effectively leading to lower latency.

5.4.3 End-to-end reliability

End-to-end reliability is measured using the packet counter in the UDP packet to identify
lost packets. End-to-end PDR is the ratio of received packets to total packets sent
from a mote. Table 5.3 shows a statistical summary for the PDR for all motes in the
last 30 min for each network. We note that the FSK 868 MHz network outperforms
O-QPSK 2.4 GHz, which is consistent with the previous observation in [68]. g6TiSCH
offers 100% reliability, the same as FSK 868 MHz, even though only 20% of the links
used for routing use FSK 868 MHz (in steady state). The remaining links are 51%
OFDM 868 MHz and 29% O-QPSK 2.4 GHz.
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Figure 5.7: Cumulative distribution function of end-to-end latency, at steady state.

Table 5.3: End-to-end Packet Delivery Ratio (PDR) statistics over all motes in the network,
computed over the last 30 min of the experiments.

Min Average Median Max StDev
FSK 868 MHz 100.0% 100.0% 100.0% 100.0% 0.00%

OFDM 868 MHz 100.0% 100.0% 100.0% 100.0% 0.00%
O-QPSK 2.4 GHz 96.7% 99.7% 100.0% 100.0% 0.96%

g6TiSCH 100.0% 100.0% 100.0% 100.0% 0.00%
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Figure 5.8: Improved overall link quality in g6TiSCH leads to efficient buffer usage due to less
re-transmissions and forwarding. Packet buffer is efficiently used and packets are not dropped
due to buffer overflow.

Packet loss can occur from packets being dropped because of buffer overflow. We
show in Fig. 5.8 the maximum buffer size captured in the network. Both g6TiSCH and
FSK 868 MHz show lower memory footprint than O-QPSK 2.4 GHz after 30 min into the
experiment. This is because of decreased re-transmissions and forwarding as explained
in Section 5.4.2.

This demonstrates an advantage of the generalized architecture: it achieves reliability
comparable to that of a full FSK 868 MHz network, yet with only 20% of FSK 868 MHz
links.

5.4.4 Battery lifetime

The battery lifetime is estimated based on the measured radio duty cycle during the
experiment. We measure the duration the radio spends transmitting and the total
duration the radio is on (including the time the radio spends in receive mode). While
this is not a precise predictor of the battery lifetime, it is an indicator of the order
of magnitude of lifetime for each network. Therefore it is sufficient for the purpose of
comparing the networks. Fig. 5.9 shows the evolution of the transmit duty cycle in
the network over the experiment duration. g6TiSCH shows an overall lower radio duty
cycle than FSK by nearly 30%. This is attributed to it using OFDM 868 MHz and
O-QPSK 2.4 GHz extensively, benefiting from their higher bit-rates.



Chapter 5 73

Figure 5.9: Diversity of radios allows overall lower radio duty cycle compared to a pure long
range FSK 868 MHz network.

It is interesting to see the benefit g6TiSCH brings to RPL as it dynamically switches
to parents with faster bit rates when possible (Section 5.2.3). This is measured by looking
at how the duty cycle of each PHY evolves over time inside the g6TiSCH network. The
impact can be seen in Fig. 5.10 as we observe that the duty cycles of FSK 868 MHz keep
decreasing over time, along with a slight increase in OFDM 868 MHz duty cycle. This is
because the g6TiSCH objective function ( (5.4)) switches to parents with faster bit rates
as the topology converges (based on the Factor(PHYi) parameter).

The battery lifetime of the single-PHY networks is estimated based on the power
consumption of each PHY. We assume two 4.1 Wh “ideal batteries” in series, acting
as a perfect voltage source (as previously assumed in Chapter 4). Since we are only
interested in the overall orders of magnitude of power consumption for each PHY, this
simple battery model is sufficient for this purpose. For a given TTX and Ton for a specific
PHY, we use (4.2) to compute the duty cycle of transmission DCTX and the duty cycle
in receive mode DCRX .

From the data series of the DC measurements, we compute the global DC for the
steady state (last 60 min in the network). Fig. 5.11 shows the expected battery lifetime
at steady state for g6TiSCH compared to each single-PHY network. FSK 868 MHz has
the shortest lifetime (compared to O-QPSK 2.4 GHz and OFDM 868 MHz), which was
expected as it has the lowest bit-rate.

The battery-lifetime of g6TiSCH is estimated based on the duty cycle breakdown
between the three PHYs. It demonstrates a distribution of battery lifetime for the



Chapter 5 74

Figure 5.10: Over time, the objective function favors the use of OFDM 868 MHz over
FSK 868 MHz and O-QPSK 2.4 GHz, saving on the transmission radio duty cycle.

Figure 5.11: Cumulative distribution function of battery lifetime in the network demonstrates
the g6TiSCH improving the energy footprint of the network compared to a pure long range
FSK 868 MHz network.
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nodes with a median that is 100 day higher than the FSK 868 MHz network thanks
to the overall lower duty cycle. However, it has on overall the same network lifetime as
FSK 868 MHz (i.e. time to first battery depletion). Therefore, there is an interesting
room for improvement on this aspect by exploring a routing algorithm to optimize for
network lifetime (which is a key focus of Chapter 7).

5.5 Conclusions

This chapter presents g6TiSCH, a generalized 6TiSCH architecture for multi-PHY
wireless networking. g6TiSCH adds agility to the protocol stack: nodes can use diverse
physical layers within the same network and adapt their links depending on their
conditions, while maintaining wire-like reliability.

To introduce this agility, we augment the 6TiSCH protocol stack in different ways.
At the MAC layer, we add the physical layer to use for each timeslot. At the 6LoWPAN
adaptation layer, we demonstrate a generalized neighbor discovery mechanism where
motes discover the network over different PHYs. At the RPL layer, we adapt the routing
objective function with weighted link costs.

The resulting architecture is evaluated experimentally on the OpenTestbed to prove
the soundness of the approach on a real-life scenario. We extract KPIs important for
industrial applications. Experiments with g6TiSCH show fastest network formation,
lowest latency, wire-like end-to-end reliability, and improved energy footprint compared
to a pure long-range network. Furthermore, our proposed objective function for IPv6
RPL successfully steers the network topology, over time, towards energy efficiency. This
is achieved by dynamically switching to faster bit-rates when possible, while maintaining
latency and reliability performance.

While the quantitative results are specific to this experiment, the key findings hold.
First, g6TiSCH provides more controls that help achieving a more balanced performance
than single-PHY networks. Second, by combining long-range and short-range radios,
g6TiSCH yields lower latency and network formation time than any of the individual
PHYs, while maintaining a similar battery lifetime. Third, the routing layer in g6TiSCH
improves the network’s energy footprint over time by selecting faster links for routing.
This balances performance and energy consumption of the network for deployments where
there are both long and short distances between nodes. This provides an incentive
to exploit the characteristics specific to each PHY and drive the network to build up
trade-offs between energy consumption and performance in diverse use cases instead of
having to choose one PHY over the other ones.

Chapter 6 introduces extending g6TiSCH with the use of slots with variable duration
in the same slot frame in order to further lower latency. This way, a faster PHY can use
a slot with smaller duration. This enables the network to have more compact schedule
with both long and short duration slots. Furthermore, Chapter 7 explores, using RPL
simulations, how to improve the battery lifetime of the network using multi-PHY routing.
The RPL objective function relies on different metrics to improve the battery lifetime.
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Heterogeneous Slot Frames in
6TiSCH

Parts of this chapter were published as part of the following article: 6DYN: 6TiSCH
with Heterogeneous Slot Durations. Mina Rady, Quentin Lampin, Dominique Barthel,
Thomas Watteyne. MDPI Sensors, special issue on Dependable IoT Networking vol.
21, no. 5, p. 1611, February 2021.

Key Takeaways: In the previous chapters, we demonstrated that new radio
chips implement different physical layers, allowing firmware to change modulation,
datarate and frequency dynamically. This technological development is an
opportunity for industrial low-power wireless networks to offer even higher
determinism, including latency predictability. This chapter introduces 6DYN,
an extension to the IETF 6TiSCH standards-based protocol stack. In a 6DYN
network, nodes switch physical layer dynamically on a link-by-link basis, in order
to exploit the diversity offered by this new technology agility. To offer low latency
and high network capacity, 6DYN uses heterogeneous slot durations: the length of
a slot in the 6TiSCH schedule depends on the physical layer used. This chapter
shows how reserved bits in 6TiSCH headers can be used to standardize 6DYN and
details its implementation in OpenWSN, a reference implementation of 6TiSCH.

In Chapter 5 we introduced a generalization of the 6TiSCH protocol for agile
multi-PHY networking but using a slot-frame with the same slot duration. This chapter
goes a step further by introducing 6DYN, a g6TiSCH extension in which a node
dynamically changes its PHY and the slot duration at each time slot, depending on
the bitrate of the used PHY.

Since 6TiSCH was designed on a fixed PHY, in today’s 6TiSCH standard, all slots are
of the same duration. The slot duration is tuned so there is time to transmit the longest
supported frame and receive an acknowledgment. When using the IEEE802.15.4 2.4 GHz
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PHY at 250 kbps, a slot is typically 10 ms long. When using multiple PHYs, we can have
two approaches. The first is to settle for using the longest slot duration among all PHYs.
This is the approach we previously took in Chapter 5. While this makes scheduling
simple, it makes most slots artificially long, wasting latency and network capacity. A
more complete approach is to vary the slot duration on a slot-by-slot basis, based on the
PHY used. This is the approach 6DYN uses.

This chapter answers the following questions:

• How can we build a g6TiSCH schedule with different slot durations?

• What are the minimal changes we need to make to the 6TiSCH standard to achieve
this network agility?

• What are the benefits of 6DYN over using the longest duration?

The remainder of this chapter is organized as follows. Section 6.1 states the problem
and lists this chapter’s contributions. Section 6.2 presents the design of 6DYN, including
slot duration management, neighbor discovery and timeslot allocation. Section 6.3 lists
the two small changes needed to the 6TiSCH standard to support 6DYN. Section 6.4
describes our implementation of 6DYN in OpenWSN, the reference implementation of
6TiSCH. Finally, Section 4.5 concludes this chapter.

6.1 Problem Statement and Contributions

In their IETF problem statement, Muñoz et al.discuss the challenges of integrating
heterogeneous PHYs in 6TiSCH [72], including multi-PHY discovery of neighbors and
routing.

6DYN is one answer to those challenges, with a particular focus on schedule
compactness. In a 6TiSCH network today, a communication opportunity between
neighbor nodes is identified by a timeslot and a channel offset. 6DYN adds one dimension
to this, the PHY, as illustrated in Fig. 6.1. The result is that, when neighbor nodes
communicate, they previously agree on the frequency band, modulation and bit-rate
that make their communication most efficient.

The contribution of this chapter is three-fold:

1. 6DYN, a TSCH approach in which nodes use multiple PHYs in an efficient manner
by managing a communication schedule with multiple slot durations

2. A draft standardization of 6DYN by crafting it as an extension of 6TiSCH

3. An implementation of 6DYN in OpenWSN, a reference open-source implementation
of 6TiSCH
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Figure 6.1: 6DYN assigns a PHY to each communication opportunity, on top of a timeslot and
a channel offset.

6.2 6DYN: A TSCH Network with Heterogeneous Slot
Durations

A typical TSCH slotframe is depicted in Fig. 1.3. In this example, each node in the
network allocates a dedicated cell for its parent for uplink traffic. All nodes in the
network use a uniform slot duration to construct their schedules, since all nodes only use
a single PHY, O-QPSK 2.4 GHz at 250 kbps. In IEEE802.15.4, which 6TiSCH is based
on, the maximum MAC payload is 127 B, which takes 4 ms to transmit. Taking into
account the time-on-air of both the data frame and the acknowledgement that follows,
as well as the turn-around and processing times, a slot duration of 10 or 20 ms is typical.

With the integration of the IEEE802.15.4g amendment, the IEEE802.15.4 standard
comprises a wide range of PHYs. At sub-GHz, the PHY with the extreme bitrates
are FSK 868 MHz at 50 kbps and OFDM 868 MHz at 800 kbps. At 2.4 GHz,
O-QPSK 2.4 GHz offers a middle ground at 250 kbps, on a different frequency band.
We showed that these three PHYs are complementary to one another, and being able to
dynamically switch between them on a link-by-link basis offers diversity, which increases
network performance (Chapter 4). Table 3.1 lists the PHYs.

Our previous proposal, g6TiSCH (Chapter 5), uses those three PHYs, but with a
uniform slot duration, 40 ms. 6DYN is an extension of g6TiSCH where slots have different
durations, as a mechanism to lower latency and increase network capacity.

The rest of this chapter is organized as follows. Section 6.2.1 focuses on the timeslot
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templates for each PHY. Section 6.2.2 describes how slots with different durations can
be combined in a single schedule. Section 6.2.3 details how neighbor nodes discover one
another, on each PHY. Section 6.2.4 details how cells of different durations are allocated.

6.2.1 Timeslot Templates

To support each PHY in the same schedule, we first need to design their timeslot
templates in accordance with IEEE 802.15.4e standard. We refer to the templates
designed in Section 4.3. A full list of the factors that are considered in the design of
a time-slot template is presented in Table 4.1. Fig. 4.1 is a capture of the logic analyzer,
showing when the motes exchange a 127 B data frame (the maximum length), exchange
an acknowledgment frame and communicate over SPI. As much as possible, we condense
the activity at the beginning of the slot, in order to terminate the sequence as soon as
possible within a slot.

We note that the FSK 868 MHz and OFDM 868 MHz PHYs require time for SPI
transactions between the radio chip (AT86RF215) and the micro-controller (CC2538).
For O-QPSK 2.4 GHz, the radio front-end is part of the CC2538 in a system-on-chip
design. Fig. 4.1 shows that OFDM 868 MHz, O-QPSK 2.4 GHz and FSK 868 MHz
transactions are over in roughly 10, 20 and 40 ms, respectively. We choose these “round”
numbers because they make the slot lengths multiples of one another, significantly
simplifying scheduling, as demonstrated in the following section.

6.2.2 Heterogeneous Slot Durations

How then can the different slot durations be integrated in the same slotframe? The
approach by Brachmann et al. [59], inspired by IEEE802.11 WiFi networks, is to use the
slowest bit rate PHY with a specific slot duration for control packets, and the highest
bitrate PHY for data packets and grouping multiple slots for it. While this approach
improves schedule compactness, it does not give the node the flexibility to use lower
bit-rates for data transmissions in case the quality is poor.

Another approach in g6TiSCH is to use a uniform slot duration based on the slowest
PHY (40 ms) as presented in Chapter 5, while allowing the node to switch between the
three PHYs for data packet depending on link quality. This gives the mote flexibility to
tune its performance by switching to faster bit-rates when possible or to slower bit-rates
when necessary. It is also easier to manage the schedule using the existing scheduling
policies that are designed to manage slots with a uniform slot duration. This does
lead to schedule compactness and capacity problems: in each OFDM 868 MHz and
O-QPSK 2.4 GHz slot, the mote wastes 30 or 20 ms, respectively.

We extend the approach of g6TiSCH by allowing for slots of different durations. We
set the slot duration to that of the fastest PHY, 10 ms, and group consecutive slots
when using slower PHYs, resulting in some longer “virtual” slots. Given the durations
listed in Section 6.2.1, an O-QPSK 2.4 GHz slot occupies two consecutive slots, while
an FSK 868 MHz slot occupies four consecutive slots. We use this approach for any
dedicated cell that is dynamically negotiated between neighbors and use the slowest
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bit-rate (FSK 868 MHz) for autonomous cells. Autonomous cells are used to “bootstrap”
the negotiation.

Fig. 6.2 depicts the resulting heterogeneous slotframe for a multi-hop network of
three motes and one root. On top of the 16 frequencies for O-QPSK 2.4 GHz, this
schedule also includes 16 FSK 868 MHz frequencies with 200 kHz channel spacing and
5 OFDM 868 MHz frequencies with 1.2 MHz channel spacing. We use a slotframe length
of 163 timeslots, resulting in a duration of 1.63 s, comparable to the 1.64 s used in
g6TiSCH. A separate minimal cell is allocated at the beginning of the slotframe for each
of the PHYs, for network-wide communication. Autonomous cells are allocated using the
longest range FSK 868 MHz PHY.

6.2.3 Neighbor Discovery

Given that 6TiSCH is a multi-hop mesh network, nodes need to discover one another,
on different PHYs. Among other things, this allows each node to pick the most suitable
neighbor and the most suitable PHY, for up-link communication. In traditional 6TiSCH,
all nodes that are part of a network send enhanced beacons on the schedule’s minimal
cell at a slow rate. By listening on that cell when not sending, a node eventually builds
up a list of all the other nodes it can hear, i.e. its neighbors.

We adapt this discovery mechanism to multi-PHY discovery by having three distinct
minimal cells, one for each PHY. Fig. 6.2 shows these cells. Since 6DYN is based on
g6TiSCH, it follows the same generalized neighbor discovery mechanism introduced in
Section 5.2.2 If a node has not joined the network yet, it listens for beacons using its
FSK 868 MHz radio. After it hears an enhanced beacon, the node synchronizes to the
network and continues listening for enhanced beacons only on the minimal cell. A mote’s
neighbor table contains one row per tuple (MAC address, PHY). This allows keeping the
upper layers unchanged, notably the routing layer.

6.2.4 Timeslot Allocation

In a distributed network, neighbor nodes negotiate with one another to add/delete
dedicated cells in their schedule to communicate. This mechanism is augmented to
support multi-PHY operation: schedule a single cell to add an OFDM 868 MHz cell,
schedule two consecutive cells to add an O-QPSK 2.4 GHz cell and schedule four
consecutive cells to add an FSK 868 MHz cell. The node issuing the transaction proposes
groups of contiguous cells that are unused in its schedule; the other node selects a group
it is not using itself.

6.3 Extending 6TiSCH with 6DYN

As a path towards standardization, this section details how the 6TiSCH standard can be
amended to support 6DYN. The goal is to make only small adjustments to the standard to
simplify implementation and favor adoption. Implementing 6DYN does not require more
adjustments to the frame formats other than what was already proposed for g6TiSCH
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outlined in Section 5.2. However, the cell reservation algorithm is adapted to detect
partial conflicts between cells that consist of slot groups as detailed in Section6.4

The first change is to encode the PHYs used in the network in the Enhanced Beacon
(EB) [29]. Per the IEEE802.15.4 standard, the EB encodes the slot offsets of each minimal
cell in the TSCH slot frame, and Link Information Elements [29]. In the Link Information
Elements for each minimal cell, we use the left-most 3 bits of the Link Options byte to
encode the type of PHY associated with each minimal cell. These bits are currently
“reserved for future use” in the IEEE802.15.4 standard. This allows a mote that hears an
EB during the joining process to bootstrap its schedule correctly. This mechanism further
allows a network to use only a subset of the PHYs listed in Table 3.1. The remaining steps
of the secure joining procedure of a node is carried out by the Constrained Join Protocol
(CoJP) [76] and is unmodified. The resulting join process is illustrated in Fig. 5.1.

6P is used by neighbor nodes to negotiate when adding/deleting cells with one
another [35]. The second change is to extend 6P for an ADD request to indicate which
PHY to use. We use the left-most 3 bits of the Cell Options byte in the 6P header to
encode the PHY index of the requested cells. These bits are currently “reserved for future
use” in the 6P standard. The resulting 6P ADD transaction is illustrated in Fig. 5.2.

These two changes, while requiring a rigorous definition through an official standard,
remain small changes to the standard. The remaining of the 6TiSCH standard
remains unmodified.

6.4 Implementing 6DYN in OpenWSN

We extend OpenWSN, the 6TiSCH reference open-source implementation, with 6DYN.
We demonstrate the running stack in the local hardware setup detailed in Section 3.2,
including the debugging infrastructure. Section 6.4.1 highlights the key elements in the
implementation of 6DYN. Section 6.4.2 shows 6DYN running on the OpenMote B board.

6.4.1 Implementing 6DYN

We implemented 6DYN in OpenWSN∗, following the architecture indicated in Section 6.2
and the frame defined in Section 6.3. The implementation extends the openradio
interface introduced in Section 5.2.1, by allowing variable slot durations for a
slot-template. While the implementation is relatively straightforward, we believe the
following details to be particularly important.

In our implementation, we encode the communication schedule as a circular linked
list of cells, in increasing slot offset order. We only use a single entry in that linked
list to represent a cell, regardless of the PHY used. This means that an FSK 868 MHz
timeslot, which spans 40 ms (i.e. four cells), occupies the same memory footprint as a
10 ms OFDM 868 MHz timeslot. The fact that timeslots are ordered in a circular linked

∗ As an online addition to this chapter, all of the source code used is available at https://github.
com/openwsn-berkeley/

https://github.com/openwsn-berkeley/
https://github.com/openwsn-berkeley/
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list allows the implementation to iterate to the next slot without a time-consuming search
operation.

The default implementation of MSF in OpenWSN allocates multiple entries in
the same timeslot (i.e. backup slots). This is done so that, if there are no packets
associated with this timeslot, the MAC layer executes a lower-priority slot entry [36],
[77]. This implementation does not carry over directly to 6DYN, as slots can be partially
overlapping. In our implementation, backup slots are allowed only for slots of the same
size.

The flash memory footprint of g6TiSCH without the 6DYN extension is 79 kB.
Implementing 6DYN increases that footprint to 84 kB, still very far from filling up the
512 kB of flash memory available on the OpenMote B.

6.4.2 Running 6DYN

To “witness” the execution of 6DYN, we use OpenMote B boards to form a link between
two motes and a multi-hop network of four motes. On top of the 6DYN-enabled 6TiSCH
protocol stack, on each mote, we run an application which periodically reports an
incrementing counter (used to compute end-to-end reliability) and the radio duty cycle
of each PHYs.

Fig. 6.3 shows the resulting real-time capture of MAC-layer events on both nodes
(left) during a ping session from the root to the node (right) using 6DYN.

Fig. 6.4 shows the annotated activity of both nodes. Slot are 10 ms long, the slotframe
is 163 slots long. On the left, per the neighbor discovery detailed in Section 6.3, we see
the three minimal cells: a 20 ms O-QPSK 2.4 GHz cell, a 40 ms FSK 868 MHz cell
and a 10 ms OFDM 868 MHz cell. Fig. 6.4 shows a dedicated cell using FSK 868 MHz,
which the nodes negotiated using 6P, as detailed in Section 6.3. Finally, we see each node
switching on its radio during its autonomous cell; each node listens for a short period
and turns off its radio as no frame is received.

Fig. 6.5 shows the activity of four motes implementing 6DYN and forming a multi-hop
network. It shows how different pairs of nodes establish different links (D→B, B→A and
C→A), incidentally each using a different PHY.

6.5 Conclusions

New radio chips implement multiple PHY layers, offering different trade-offs between
range, data rate and power consumption. Because a low-power wireless network is
composed of many links, each with different characteristics, being able to dynamically
change between PHYs on a link-by-link basis yields higher network performance than
locking the entire network to a single PHY. Recent proposals, such as a g6TiSCH
(Chapter 5), propose a networking approach which allows for this technology agility,
in a time slotted and scheduled manner. They do so, however, by aligning the duration
of a timeslot to the slowest PHY layer. While this simplifies the implementation, the
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time “wasted” when using faster PHYs results in increase latency and reduces network
capacity.

This chapter introduces 6DYN, a time-synchronized channel hopping protocol which
uses heterogeneous timeslot durations. 6DYN defines different timeslot durations: 10 ms
when using OFDM 868 MHz, 20 ms when using O-QPSK 2.4 GHz and 40 ms when
using FSK 868 MHz. 6DYN offers diversity across modulations, data rate and frequency
bands. We detail how 6DYN achieves multi-PHY neighbor discovery and how timeslots
are allocated. We also show how reusing two sets of reserved bits in packet headers
makes 6DYN easy to standardize as an extension to 6TiSCH. We implemented 6DYN
in OpenWSN, the reference implementation of 6TiSCH, an extension that is available to
the community.

We see 6DYN as a step towards deterministic networks in industrial applications
(e.g., control loops), made possible by multi-PHY chips. In the next chapter, we move
up to the routing layer. We address how routing metrics can be adapted to improve the
network lifetime by making good use of diverse PHYs in the network.
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Multi-PHY Routing in RPL for
Extending Network Lifetime

Parts of this chapter were published as part of the following article: Bringing Life out
of Diversity: Boosting Network Lifetime using Multi-PHY Routing in RPL. Mina Rady,
Quentin Lampin, Dominique Barthel, Thomas Watteyne. Wiley Transactions on
Emerging Telecommunications (ETT), under review.

Key Takeaways: In this chapter, we propose a routing mechanism based on the
RPL protocol in a wireless network that is equipped with a mix of short-range and
long-range radios. We introduce Life-OF, an objective function for RPL which uses
a combination of metrics and the diverse physical layers to boost the network’s
lifetime. We evaluate the performance of Life-OF compared to the classical
MRHOF objective function through simulation. Two Key Performance Indicators
(KPIs) are reported: network lifetime, network latency. Results demonstrate that
MRHOF tends to converge to a pure long-range network, leading to short network
lifetime. In contrast, Life-OF improves network lifetime by continuously adapting
the routing topology to favor routing over nodes with longest remaining lifetime.
Life-OF combines diverse radios and balances power consumption in the network.
This way, nodes switch between using their short-range radio to improve their own
battery lifetime and using their long-range radio to avoid routers that are close to
depletion. Results show that using Life-OF improves the lifetime of the network
by up to 300% compared to MRHOF, while maintaining similar latency.

In the previous chapters we demonstrated mechanisms for multi-PHY integration
under a generalized 6TiSCH protocol stack. This chapter goes a step further by exploring
how can multi-PHY integration improve network lifetime.

Why, then, does it make sense to optimize for network lifetime as opposed to simply
selecting links with the least power consumption? The reason is that, in many cases,

88
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optimizing for energy saving alone does not necessarily mean optimizing for network
cost [78]. Network cost can be defined by the hours spent by employees for replacing the
batteries and the salaries involved. In those cases, network devices are maintained by
dispatching employees, either to nearby or to remote locations, to replace the depleted
batteries of nodes. This leads to a situation where the cost of the actual batteries is
negligible compared to the cost of battery replacement. In this case, the real cost of
running the network can be expressed as the number of times employees are mobilized to
replace a battery (regardless whether it is for one device or all the devices). For instance,
a network can have 90% of its motes living for 5 years with 10% of the motes that die
after 6 months. In this case, the real cost of running the network is the cost of one battery
replacement mission per six months. However, if 100% of the nodes have a 2-year battery
lifetime, the effective cost of running the network is one battery replacement mission every
two years. The latter scenario is more budget-efficient, even if it has an overall lower
average battery lifetime. Therefore, it becomes desirable to improve the time for the first
battery to deplete and have all nodes reach the end of their batteries at approximately
the same time.

In this chapter, we propose an OF that improves network lifetime using dynamically
calculated metrics and using a heterogeneous physical layer. We call it the Lifetime
Objective Function, “Life-OF”. When using this OF, the network alternates between two
kinds of connectivity are: (1) a node uses short-range PHYs to save its own energy
(while having its neighbors consume more energy); (2) it uses long-range PHYs, thereby
saving the energy of its neighbors. The result is that the network re-routes traffic to
avoid relay nodes that are close to full depletion. We demonstrate the performance of
this OF by simulating nodes that are equipped with radios that vary in link-budget,
bit-rate, frequency band, and power consumption. Specifically, we use the following
PHYs: FSK 868 MHz as a the slowest bit-rate PHY, OFDM 868 MHz as the fastest
bit-rate PHY, the canonical O-QPSK 2.4 GHz as an in-between option.

The remainder of this chapter is organized as follows. Section 7.1 defines the problem
statement and presents the specific contributions of the chapter. Section 7.2 outlines
the components of the routing algorithm for Life-OF. Section 7.3 presents the simulation
results. Finally, Section 7.4 presents the conclusions of the chapter.

7.1 Problem Statement and Contributions

Previous research on the optimization of LPWAN architectures has demonstrated that
optimizing for energy consumption in the network may not necessarily result in lower
network costs [78]. An example of this is the case where the cost of battery replacement is
fixed whether it is for one mote or for the entire network. This cost reflects the paid-time
of staff members to collect all the nodes and have all their batteries replaced. Therefore,
this cost is incurred once the first mote has died, regardless how much energy was still
remaining in the other motes.

Availability of radio chips that support changing PHYs on a frame by frame basis
can offer a chance to improve network lifetime. First, if a node has remaining lifetime
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less than its surrounding routers, it can extend its own lifetime by switching to route its
traffic using a more energy efficient PHY (i.e. a short-range PHY). Second, if a node has
remaining lifetime that is higher than its surrounding routers, it can relieve the routers
by using a longer range PHY to bypass them and reach the root directly (or to reach the
closest point to the root).

Achieving this multi-PHY integration in RPL was identified in an IETF problem
statement by Muñoz et al. [72]. We demonstrate in the g6TiSCH architecture in
Chapter 5 how a simple adaptation to RPL for multi-PHY integration can provide
a balanced network performance. This research aims at going one step further by
proposing an OF that optimizes for network lifetime while harnessing the advantages
of heterogeneous PHYs.

Specifically, the contribution of this chapter is three-fold:

• We propose Life-OF: an OF for RPL that improves network lifetime using a
heterogeneous physical layer.

• We evaluate the performance of Life-OF by simulation in long-range industrial
scenarios, and compare its performance against MRHOF in a single-PHY setting
and in a multi-PHY setting.

• We demonstrate that using Life-OF in a multi-PHY network leads to the best
network lifetime at the expense of increasing latency of only 10% of the nodes by
up to 300%.

7.2 The Routing Algorithm

This section outlines the adaptations necessary for RPL to optimize for network lifetime.
The adaptations to RPL to integrate Life-OF consist of four main components:

• Path evaluation and selection (i.e. the objective function).

• Calculation of remaining battery lifetime by each node.

• Calculation of the node’s new rank.

• Identifying the RPL protocol elements required by Life-OF.

Fig. 7.1 is a high-level diagram that shows how the components interact with each
other in a closed loop. The component for evaluating the node’s remaining lifetime keeps
track of the duty cycles for the different PHYs for a certain period.

The “path evaluation and selection” component keeps track of the current node’s rank
and the advertised ranks of each neighbor. Based on Life-OF, it selects the path with
the best estimated path metric. At the beginning of a defined period (i.e. an epoch),
the “Node remaining lifetime evaluation” component estimates the node’s lifetime based
on the usage of each PHY, its power consumption, and the remaining battery energy.
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Lifetime Evaluation
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Rank Calculation

Multi-PHY Duty Cycles
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Figure 7.1: A logical diagram of interaction between the components of the Life-OF.

A Root

Ni,j Ni,j-1 Ni,1

Minimum Lifetime

Ni-1,j Ni-1,j-1 Ni-1,1PHYi-1

PHYi

Figure 7.2: Example topology to illustrate the behavior of Life-OF for path selection in a
multi-PHY topology

Whenever there is a new lifetime estimation or a newly selected path, the node’s rank is
calculated by the “rank calculation” component.

The remainder of this section describes the behavior of each component.

7.2.1 Path Evaluation

This section describes how a node evaluates a cost for each neighbor and the path selection
criteria. We consider a neighbor to be a combination of node and PHY layer. Each
neighbor i has a designated rank: Ranki. Each PHYi has a designated weight that
corresponds to its expected power consumption and ETX. We refer to this as weighted
ETX WETX(PHYi).

We define a function that estimates a cost for each neighbor i based on the Ranki
and WETX(PHYi). The objective is to select the neighbor with the lowest cost among
available neighbors. We illustrate in Fig. 7.2 a scenario where node A is making a routing
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decision between paths through Ni and Ni−1. Let the whole network agree on a common
set of PHYs: Φ = {PHY 1, . . . , PHY L}. Let node A have K neighbors and use PHYi

with neighbor i, with PHYi ∈ Φ.
To obtain the cost, WETX(PHYi) has to be derived at first as follows:

• Energy per bit (Eb) for all PHYs is obtained through (7.1), where Ii is the current
consumption of the radio chip of PHYi in amps, Vi is the voltage in volts, and the
bitrate is in bps.

• EnergyWeight(PHYi) is obtained by normalizing the Eb of all the PHYs with
respect to the PHY with the lowest Eb according to (7.2).

• ETX(PHYi) is obtained using (7.3) where numTxi is the number of transmissions
to neighbor i, numAcki is the number of received acknowledgments.

• WETX(PHYi) is obtained as a function of EnergyWeight(PHYi) and ETX(PHYi),
per (7.4)

Energy Per Bit(PHYi) =
Ii ×Vi

Bitratei
(7.1)

Energy Weight(PHYi) =
Energy Per Bit(PHYi)

Min(Energy Per Bit(PHY1, . . . ,PHYL))
(7.2)

ETXi =
numTxi

numAcki
(7.3)

WETX(PHYi) = EnergyWeight(PHYi)× ETX(PHYi) (7.4)

The cost of the path through a neighbor Ni is per (7.5).

Cost(Ni) =
Rank(i)

WETX(PHYi)
+ MinHopRankIncrease (7.5)

Where:

• We define Ranki using a range of values from [−50,−105], where −50 is the highest
possible rank (i.e. least preferable), and −105 is the best possible rank (i.e. the
advertised rank of the root)

• MinHopRankIncrease is a constant value to guarantee loop avoidance by ensuring
that the rank decreases monotonically across a given path.

The reasoning behind the formulation in (7.5) is as follows. Ranki expresses the rank
of the neighbor, and therefore, the lower, the better. If both neighbor Ni and Ni−1 have
the same rank, then the neighbor with the PHY of lower energy weight will result into a
lower rank, and therefore will be favored as per (7.4), (7.2), and (7.1). If both neighbors
share the same rank and the same PHY, then the neighbor with the lower ETX – as
per (7.4) and (7.3) – will be favored.
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7.2.2 Node Lifetime Estimation

Estimating the lifetime of a node is key as a node metric and as a path metric as well. If
a node has a low lifetime, it should favor higher bit-rate PHYs for up-link and it should
also be avoided by other nodes to be used as a router.

The remaining lifetime of a node can be estimated in two ways, depending on the
available hardware. Some boards are equipped with circuits that allow measuring the
remaining battery charge. This allows keeping track of charge withdraw and subsequently
estimating the remaining lifetime of the node. However, other boards may not have
that circuitry in place and therefore cannot have that necessary information from the
hardware. In our approach, we assume the scenario where this circuitry is not available
and we demonstrate how a node can estimate its energy consumption and remaining
battery energy. Therefore, the node’s remaining lifetime is estimated (1) by monitoring
the average power consumption of each PHY and (2) by estimating its remaining lifetime.

To estimate the average power consumption of L available PHYs, the node keeps
track of the duty cycle of each PHY j in receive mode and in transmission. Based on the
power characteristics of each PHY, the node can estimate the overall power consumption
of the different PHYs. The average power consumption of node A can be estimated as
Power(A) as per (7.6). After a certain duration ∆T , the node re-computes its remaining
battery energy according to (7.7). The remaining node lifetime can be estimated based
on the remaining battery energy according to (7.8)

Power Consumption(A) =

L∑
j=0

Duty Cyclerx(PHYj)× Irx(PHYj)×V(PHYj)+

L∑
j=0

Duty Cycletx(PHYj)× Itx(PHYj)×V(PHYj)

(7.6)

Remaining Battery Energy = Latest Battery Energy − (Power Consumption(A)×∆T)
(7.7)

Lifetime =
Remaining Battery Energy

Power Consumption
(7.8)

We are aware that there are different internal activities that can consume significant
power compared to radio activities such as certain kinds of sensors or extensions to the
node. Since this chapter focuses on the routing protocol on top of heterogeneous radios,
we choose to assume that the power consumption of non-radio components is the same
across all nodes.

The energy weights are calculated for the used PHYs based on their power
characteristics (Table 3.2). The resulting energy weights are outlined in Table 7.1

In the following sub-section, we describe how a node calculates its new rank.
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Table 7.1: Derived energy weights of the simulated PHYs

FSK 868 MHz OFDM 868 MHz O-QPSK 2.4 GHz
Radio chip AT86RF215 AT86RF215 CC2538

Energy per bit 4.50 µJ 0.28 µJ 0.53 µJ
Energy weight∗ 16.00 1.00 1.89

(∗) Normalized as ratio to the PHY with the lowest energy per bit (i.e. OFDM 868 MHz)

7.2.3 Node Rank Calculation

In a classical RPL OF such as MRHOF, the rank can be influenced by only one dynamic
metric: path ETX. In Life-OF, the rank of the node is influenced by three dynamic
metrics: path lifetime, path hop-count, and path ETX. As illustrated in Fig. 7.1, in
Life-OF, the rank of a node is re-calculated when one of two following events take place:
(1) there is new estimation of the lifetime of the node, (2) the node changes parent.

In the first case, when there is new estimation of the lifetime of a node, the new rank
Rank′ is calculated as follows. Let node A (Fig. 7.2) have a route through Ni−1. Assume
the lifetime of node A (Fig. 7.2) changes at an epoch, it obtains the following metrics:

• The path lifetime (years): the minimum of the lifetimes of all the nodes in the path
except the root and the node itself. We call this Lifetime(

−−→
Ni−1).

• The path hop-count (hops): the number of hops to the root. We call this
Hop Count(

−−→
Ni−1)

• The energy weight of PHYi−1, calculated as WETX(PHYi−1) according to (7.4).

Subsequently, the new rank Rank′ is calculated using these metrics according to (7.9).

Rank′(A) =
−1× Lifetime(

−−→
Ni−1)× 105

WETX(PHYi−1)

+ Hop Count(
−−→
Ni−1)×MinHopRankIncrease

(7.9)

The reasoning behind this formulation is as follows. A lower rank indicates better
position in the network and a better candidate for routing. Therefore, higher lifetime
leads to lower rank as it is converted to a negative value. A scaling factor of 105 is used
to increase sensitivity to path lifetime. Using this value for scaling factor allows the rank
to remain below −1 when the path lifetime goes down to one day and the node is two
FSK hops away from the root. If the node is routing over a PHY with higher WETX,
its advertised rank will be lower accordingly. This way, its attractiveness as a router
decreases by a factor of WETX. Finally, adding the number of path hops makes nodes
closer to the root (along the same path) more attractive as routers.
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Table 7.2: Specification of the DAG Metric Container

Metric Type R-Flag A-Field
Node Lifetime Node State and Attribute Object 0 (Aggregate) 2 (Minimum)
Hop Count Hop Count Object 0 (Aggregate) 0 (Additive)
ETX Link Reliability Object 0 (Aggregate) 0 (Additive)

In the second case, if node A switches to a new path through neighbor Ni (while
its own remaining lifetime has not changed), it calculates its new rank Rank′ according
to (7.10). Rank′ is then the new advertised rank for node A.

Rank′(A) = Max

(
Rank(A),

Rank(Ni)

WETX(PHYi)

)
+ WETX(PHYi)×MinHopRankIncrease

(7.10)

The reasoning behind this formulation is similar to the previous formulation. We note
that the worse rank between the node and its parent is identified using the expression
Max(Rank(A), Rank(Ni)). This way, the node advertises the worst case scenario
along its path. Finally, we add WETX(PHYi)×MinHopRankIncrease to increase the
attractiveness of nodes higher up the same path.

In the following sub-section, we describe a specification within the RPL protocol to
implement Life-OF.

7.2.4 RPL Protocol Elements

We want to understand what changes to RPL are needed to enable Life-OF.
First, we propose that the RPL DMCs contain three different metrics derived from the

standard [33]: node lifetime, path hop-count, and link ETX. A DMC is an option within
RPL DAO and DIO control messages that is used to express metrics used for the DODAG.
The DMC “may contain a number of discrete node, link, and aggregate path metrics and
constraints specified in [33] as chosen by the implementer” [32]. Table 7.2 outlines how
each metric can be specified within the RPL standard and the relevant settings in DMC
flag field (as introduced in Section 2.5.1). Life-OF only uses the link-level ETX metric
and does not need a path-level ETX metric. We propose to keep ETX as a path metric
in the DMC for performance comparison with MRHOF.

Second, execution of Life-OF should be triggered when the estimated node lifetime
changes (in addition to normal triggers such as reception of DIOs). This additional
trigger conforms to the Objective Function guidelines in RFC 6550. It is important to
choose a balanced duration of sampling the node’s power consumption and remaining
battery energy. On the one hand, the sampling duration should be long enough to provide
reliable lifetime estimations and therefore stable routing decisions. On the other hand,
it should not be too long that it prevents nodes from reacting fast enough when they are
undergoing heavy power consumption.
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7.3 Results

To evaluate the performance of Life-OF, we use the simulation setup and methodology
outlined in Section 3.3.2. This section presents the results of the simulation runs. The
section is organized in four parts. First, we give an example of a network topology and
show the behavior of Life-OF in comparison with MRHOF in a multi-PHY network.
Second, we evaluate the performance of both OFs through a comprehensive simulation
campaign in a single-PHY context. Third, we repeat this performance evaluation to
a multi-PHY context. Fourth, we present the combined results in aggregate plots,
side-by-side, for a global view of the results from all simulations.

7.3.1 Example Topology

This section presents an example topology to illustrate how Life-OF improves network
lifetime in comparison to MRHOF by harnessing the benefits of diverse PHYs.

Fig. 7.3 shows the resulting topology when using MRHOF in a multi-PHY network.
Using MRHOF results in a network that is purely based on FSK 868 MHz. As MRHOF
optimizes exclusively for ETX, it ends up selecting FSK 868 MHz throughout the network,
irrespective of its energy hungry footprint. This causes the network to ignore high bit-rate
links with ETX lower than FSK 868 MHz despite their energy efficiency. It also causes
the network to maintain the same routing topology over time without adapting to avoid
paths close to the end of their lifetime.

Applying Life-OF to the same topology as Fig. 7.3 results in a different routing
topology; this is plotted in Fig. 7.4. As observed in the plot, Life-OF results in a
routing topology that combines the low bit-rate FSK 868 MHz radio with high bit-rate
OFDM 868 MHz radio. It uses FSK 868 MHz links to communicate directly with the
gateway, thus saving energy of routers. It uses multi-hop OFDM 868 MHz links, where
it makes sense, in order to save energy of leaf nodes.

We note that, as the network is aging, Life-OF re-computes its routing topology
by detecting nodes that are closest to death and establishing new routes with improved
lifetime. This is different fromMRHOF, which converges to a given topology that remains
the same for the entire simulated period, since the optimization is considering ETX only,
without consideration to dying nodes. This is illustrated in Fig. 7.5, which shows the
evolution of estimated network lifetime for both OFs within the simulated durations. We
observe that MRHOF starts with an already low network lifetime that keeps decreasing
linearly until death at 0.8 years. By contrast, Life-OF is able to find a new network
topology in each epoch that avoids nodes close to death, thus “pumping” life into the
network in each epoch. This results in a network lifetime of 3 years, or 275% more than
the lifetime achieved with MRHOF.

7.3.2 Single PHY networks

This section presents the results of simulating a single-PHY network with Life-OF
routing, comparing it to MRHOF. We observe in Fig. 7.6 that using Life-OF yields
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Figure 7.3: Example of a resulting routing topology when using MRHOF. The latter selects
FSK 868 MHz links throughout, as a result of optimizing for ETX only.



Chapter 7 98

Figure 7.4: Example of a resulting topology using Life-OF that makes use of diverse PHYs to
improve network lifetime.
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Figure 7.5: In the network demonstrated in Fig. 7.4, Life-OF adapts the network at each epoch
by finding a topology that improves the network lifetime. This results in a lifetime 275% higher
than MRHOF.

nearly 400% the network lifetime of MRHOF. Even though this is a single-PHY network,
using Life-OF still leads to adapting the routing topology at each epoch by selecting paths
with higher lifetime. This way, the network is able to achieve an improved lifetime, even
with the highest power consuming PHY. This demonstrates the benefit of using Life-OF
even when the network is physically equipped with one PHY only.

We show in Fig. 7.7 the distribution of the resulting end-to-end ETX in the network.
We observe that most of the ETX of the network using Life-OF is still at 1, same as
MRHOF. Interestingly, MRHOF leads to more exceptions with higher end-to-end ETX
than Life-OF, even though MRHOF optimizes for ETX alone. This happens because
the hysteresis of MRHOF can cause it to ignore paths with small rank improvements
(compared to the hysteresis of Life-OF, see Table 3.3).

7.3.3 Multi-PHY networks

This section presents the results of simulating a multi-PHY network with Life-OF routing,
in comparison to MRHOF. This is to demonstrate how both OFs perform when there are
diverse PHYs available for routing. The distribution of network lifetime for both OFs is
presented in Fig. 7.8. We observe that using Life-OF results in improving the lifetime of
the network by 370% compared to MRHOF. This is consistent with the pattern observed
in Fig. 7.5 that demonstrates the performance of routing with Life-OF, which keeps
adapting the topology at each epoch to improve lifetime.
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Figure 7.6: Life-OF yields 400% the network lifetime of MRHOF in single-PHY FSK 868 MHz
setting

Figure 7.7: Most ETX of the network is still at 1, similar to MRHOF in single-PHY networks.
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Figure 7.8: Life-OF yields 470% the network lifetime of MRHOF in multi-PHY setting

We show the distribution of the resulting end-to-end ETX in the network in Fig. 7.9.
We observe that most of the ETX of the network using Life-OF is still at 1, same
as MRHOF. As previously observed in the single-PHY networks, the rare cases where
Life-OF leads to higher end-to-end ETX are more numerous. This is an expected
side-effect of the use of multi-hopping with faster radios as illustrated in the topology in
Fig. 7.4. This way, Life-OF is able to save energy of the nodes in the network that are
closest to the end of their lifetime.

7.3.4 Combined Results

This section presents the aggregate simulation results for all scenarios in combined plots
for a global comparison. The distribution of network lifetime for the four scenarios is
plotted in Fig. 7.10. Using Life-OF in combination with heterogeneous PHYs results in
the highest network lifetime, with a median of nearly 2.8 years. It is followed by using
Life-OF in a single-PHY and multi-PHY networks where it shows the lowest network
lifetime performance.

We observe that the ETX of most of the networks are still at 1 as shown in Fig. 7.11.
As previously observed, Life-OF shows more exceptional topologies with higher ETX
than MRHOF.
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Figure 7.9: Most ETX of the network is still at 1, similar to MRHOF in the hybrid network

Figure 7.10: Best lifetime performance is achieved by using the hybrid network with Life-OF
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Figure 7.11: Most ETX of Life-OF using the hybrid network is still at 1, similar to other energy
expensive settings
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7.4 Conclusion

In this chapter, we propose Life-OF, an OF that uses a combination of metrics in order
to improve network lifetime using diverse PHYs. We demonstrated how the routing layer
can consider the link quality, node’s remaining lifetime, hop-count, and the characteristics
of each available PHY to make routing decisions that improve the network’s lifetime. We
demonstrate how Life-OF can be defined using RPL protocol specifications.

The performance of Life-OF is compared to classical MRHOF using simulations in
single-PHY and multi-PHY settings. The simulations consider a scenario in a 2× 2 km2

area. Simulation results demonstrate that MRHOF converges to a pure long-range
FSK 868 MHz network, leading to lowest network lifetime. However, Life-OF is able to
improve network lifetime by continuously adapting the routing topology to favor routing
over nodes with relatively high remaining lifetime. It combines diverse PHYs in a way
that balances power consumption in the network. This way, nodes can switch between
using short-range PHYs to improve their own battery lifetime or using long-range PHYs
to avoid routers that are close to depletion. Results show that using Life-OF yields 400%
the network lifetime of MRHOF in a single-PHY setting. Furthermore, using Life-OF
yields 470% the network lifetime of MRHOF in a multi-PHY setting.
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Conclusions and Future Work

This chapter concludes this manuscript by summarizing the work and listing its main
contributions (Section 8.1), and discussing the avenues for future research that this work
opens (Section 8.2).

8.1 Conclusions

This thesis contributes to the research field of low power IoT. Such networks are
characterized by the use of battery-powered sensor nodes which relay their readings
using wireless PHYs. The IoT use cases cover a wide range of applications, including
predictive industrial maintenance, precision agriculture, environmental monitoring, and
smart utility metering. Early IoT technologies that were introduced in the market rely
on short-range PHYs that operate in the 2.4 GHz band. Examples of these technologies
are BLE, Zigbee, SmartMesh IP, and WirelessHART; they can create indoor coverage
or reach for tens of meters. Longer range connectivity could only be achieved via
multi-hopping. A later family of technologies was introduced in the market that rely
on long-range PHYs, which rely on lower bitrates, sub-GHz frequencies, and/or narrow
band channels, to improve link robustness. Some examples of such technologies are
LoRaWAN, Sigfox, and NB-IoT; their coverage span anywhere from hundreds of meters
to several kilometers. Many of these technologies rely on proprietary PHYs. In 2012,
the IEEE adopted a standard set of 31 PHYs serving both long-range and short-range
applications under the IEEE802.015.4g amendment.

Both short-range and long-range PHYs have different physical characteristics. For
example, long-range PHYs offer link robustness at the expense of higher energy
consumption per bit and increased interference in dense networks. Short-range PHYs,
however, offer lower energy consumption per bit at the expense of link robustness.
Therefore, this leads to the first question we address in this thesis: does it make
sense to integrate multiple PHYs in a network for improved QoS? Second, how can we
generalize the standard IETF 6TiSCH protocol stack to support multi-PHY networking
(i.e. g6TiSCH), and how does it compare to a single-PHY 6TiSCH network with respect
to QoS? Third, how can the g6TiSCH protocol stack support variable-duration slots to

105



Chapter 8 106

improve schedule compactness by using shorter slots for fast bitrate PHYs? Finally, how
can a routing protocol make use of multi-PHY integration to improve network lifetime?

We organize this manuscript in seven core chapters, including four with technical
contributions.

Chapter 1 provides a historical perspective on the concept of agility in computer
systems. It gives background on emergent families of IoT technologies prevailing the
market and the research: short-range multi-hop networks and long-range star networks.
Then we discuss why multi-hop topologies are still relevant even with long-range PHYs
before we conclude with the organization of this manuscript.

Chapter 2 presents related work in several research and standardization tracks.
We outline related work on the evaluation of IEEE 802.15.4g PHYs and we conclude
with the need for an end-to-end evaluation of 6TiSCH protocol stack using different
IEEE 802.15.4g PHYs. We introduce an overview of the 6TiSCH protocol stack and
related research on its performance improvement. We discuss challenges in operating
networks in the unlicensed bands. We then discuss related work on improving TSCH
schedule compactness. This is followed by an overview of RPL and related work in
multi-PHY routing and network lifetime optimization. Finally, we present the state of
the art on multi-PHY integration.

Chapter 3 introduces the three technical setups used for the experiments conducted
throughout this thesis. We introduce the OpenTestbed of 42 OpenMote B nodes deployed
in a real office setting at Inria-Paris, which we use for the experiments in Chapters 4 and 5.
We then introduce the local setup of four OpenMote B nodes using hardware probes.
This is used to demonstrate the real-time performance of 6TiSCH with a heterogeneous
slot-frame in Chapter 6. Finally, we introduce the RPLSim, a high-level discrete-time
RPL simulator that we use for the multi-PHY routing simulations in Chapter 7.

Chapter 4 discusses the question of whether multi-PHY integration makes sense. We
argue for a positive answer: instead of finding the best PHY for a network, we argue for
a “no free lunch” principle. That is, no single PHY can offer best performance across all
end-to-end network KPIs.

Chapter 5 adapts the 6TiSCH protocol stack for multi-PHY networking. It
demonstrates how a set of short-range and long-range radios can be integrated under one
generalized 6TiSCH architecture using Time Slotted PHY Hopping for medium access.
The performance of g6TiSCH is evaluated experimentally on the OpenTestbed.

Chapter 6 demonstrates how to enable compact scheduling in a TSCH slot-frame in a
decentralized multi-PHY network. The schedule can adapt slot-duration on a slot-by-slot
basis depending on the bit-rate of the used PHY (“6DYN”) and we show how this can help
mitigate the unlicensed band limitations. Finally we demonstrate the real-time behavior
of 6DYN using local hardware probes.

Chapter 7 introduces how multi-PHY networking can improve network lifetime. We
propose“Life-OF”, a RPL OF that optimizes for network lifetime and we describe how to
adapt RPL control messages to support this OF. Finally, both Life-OF and the standard
MRHOF are evaluated using RPLSim and we demonstrate how Life-OF combines diverse
PHYs to boost network lifetime.
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In summary, this works makes the following three contributions to the field of low
power IoT:

• On a conceptual front, the thesis argues for a “no free lunch” principle: no
single PHYs outperforms other PHYs across all industrial KPIs. We advance how
multi-PHY radio chips can be used to enable multi-PHY integration, so that a node
can change PHYs on a link-by-link basis using Time Slotted PHY Hopping. We
introduce compact scheduling for industrial multi-PHY networking and we further
make the case for boosting network lifetime using multi-PHY routing.

• We propose a generalization of the standard IETF 6TiSCH protocol stack
for multi-PHY networking. We show how to adapt the 6TiSCH architecture
for multi-PHY integration: IEEE 802.154e MAC layer, Sixtop sub-layer, MSF
sub-layer, 6LoWPAN layer, and RPL routing layer. We demonstrate how RPL
can improve network lifetime by proposing an OF that combines different PHYs to
achieve this objective.

• This thesis has resulted in technical developments in embedded firmware, software,
and simulation to evaluate our proposals for multi-PHY integration. We extend
OpenWSN – an RTOS and a reference implementation of 6TiSCH – with
multi-PHY support with the OpenMote B board, and develop a KPI monitor to
extract industrial KPIs out of our experiments on the OpenTestbed. We further
develop a high level discrete-time RPL simulator that mimics the evolution of
network lifetime as a function of RPL configuration.

8.2 Future Work

This work has opened up several avenues for future work on agile multi-PHY networking.
Section 8.2.1 discusses building open and flexible multi-PHY network architectures.
Section 8.2.2 discusses challenges for scheduling in multi-PHY networks.

Section 8.2.3 discusses open challenges on multi-PHY gateways. Section 8.2.4
discusses the possibility to extend this multi-PHY approach to cellular networks.
Section 8.2.5 discusses open research challenges related to security in multi-PHY
networks. Section 8.2.6 discusses the QoS degradation in the unlicensed band and
how multi-band support can yield improved QoS. Section 8.2.7 discusses future work
on routing metrics for reducing network costs.

8.2.1 Open Multi-PHY Architectures

Throughout this thesis, we used only three PHYs from the IEEE 802.15.4g amendment,
where each PHY has a specifically interesting feature: FSK 868 MHz as a long range
PHY, OFDM 868 MHz as a fast bit-rate PHY, and O-QPSK 2.4 GHz as a canonical
in-between option. But, as noted in Section 2.1, there is a total of 31 available PHYs
in the IEEE802.15.4g amendment. Furthermore, there are other proprietary PHYs with
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different characteristics such as the LoRa PHY which is used for long-range coverage.
It is configurable with 6 spreading factor indexes and tunable bandwidth ranging from
7.8 kHz up to 500 kHz (subject to regional regulation) [79].

Therefore, future work can explore how to keep an open network architecture that
allows flexible additions of new PHYs to improve the QoS for different use cases. This
can be illustrated by two examples.

The first example is of an industrial site that spans tens of square kilometers. In
that case, the network may combine a LoRa PHY with high spreading factor index for
long-range hops (e.g. SF = 12), a faster bitrate LoRa configuration for nearby nodes
such as (e.g. SF = 7), and an in-between option (e.g. SF = 10)

The second example is of a network deployed in deep-indoor environment such as
inside a residential complex. In that case, the network may benefit from a configuration
that is fully based on an OFDM family of PHYs such as OFDM Option 1 which offers
a bitrate from 100 kbps up to 800 kbps depending on the MCS. This can be interesting
because OFDM is particularly robust against multi-path fading in indoor or urban
settings [5].

Future work can therefore explore how the architecture of the network can accept
new PHYs. One challenge is how slot-templates can be conceived quickly (if not
automatically) for each PHY. Slot-templates were designed manually for this thesis
with the aid of hardware probes which can be impractical to do every time a PHY
is introduced.

8.2.2 Scheduling in Multi-PHY networks

Future work can compare the performance of 6DYN to g6TiSCH using same slot
durations in large scale networks. This could be interesting when adaptive MSF is used
by allowing motes with high bit-rate up-links to increase their throughput by allocating
more slots. Moreover, there is a whole diversity of different combinations that would be
interesting to evaluate. For instance a network can use a combination of PHYs on the
5kbps-250kbps range to fit more sparse deployment or 250kbps to 800kbps to fit more
dense deployments.

It can also be interesting to explore how parallel transmissions can take place within
6DYN to improve reliability. At this point, g6TiSCH and 6DYN are designed to use only
one transmission per slot. Since the mote has two different chips, it seems feasible that
multiple chips can be sent commands at the same time. However, this requires more
careful design of time slot templates since the time for each state in the radio varies by
the design of each chip and how it is connected to the micro-controller (e.g., in an SoC
or through SPI).

8.2.3 Multi-PHY Gateways

There is growing industrial interest in efficient use of the fixed infrastructure by
minimizing wasted RF resources. For example, recent development in cellular
5G networks have focused on “network slicing” which is the ability to divide
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the infrastructure among different use cases (e.g. human-type communications and
machine-type communications) [80].

The g6TiSCH architecture put forward in this thesis can be used to provision
multi-PHY GWs where each connecting end device can negotiate a PHY depending on
its own configuration. This does not come at extra cost for the GWs if they are equipped
with PHY-agile radio chips which support PHY changing on a frame-by-frame basis.

A challenge for this research is how to define an upper limit for the resources allocated
for each PHY? Assuming the GW is using 6DYN to improve schedule compactness,
should the upper limit on each PHY be expressed in number of slots or total time on air?
Furthermore, can the GW dynamically expand the slot-frame to admit more flows? or is
it better to request some devices to use faster bitrates when possible? In addition, how
does increasing the number of supported PHYs impact the network performance in terms
of signaling overhead? Finally, this track can address the different scheduling strategies
to improve network QoS. For example, if a poorly covered end device is generating high
packet rate, should it resort to use slower bit-rate or reserving more slots with higher
bit-rate?. One way to address these challenges is by using heuristic search methods at
run-time to find better slot-frame configuration for improved QoS for connecting devices.

8.2.4 Multi-PHY Cellular Networks

Future work can consider the potential for deployment of multi-PHY base stations
(Section 8.2.3) in a cellular topology. This can lower the Total Cost of Ownership (TCO)
of the network infrastructure in three ways. First, since cellular base stations are major
cost elements because of the cost of manual labor to maintain them, it is not feasible
to add stations to improve coverage in remote areas with few users. Using a g6TiSCH
architecture enables end users to deploy cheap, possibly battery-powered, routers for
coverage extension in hard to reach areas. This way, network QoS may be improved for
extensive coverage for the users at no additional cost to the operators. Second, since base
stations costs are fixed, using a multi-PHY gateway allows a device to switch to faster
bitrates when possible. Although existing cellular architectures such as NB-IoT [15] use
different PHYs for different activities, the set of used PHYs is pre-determined by the
relevant standard. However, use of an open multi-PHY architecture allows admitting
more diverse use cases at the same cost. Therefore, it allows more efficient use of the
base station resources. Third, since the g6TiSCH architecture is fully wireless, it is
possible to have a cellular-like network spanning dozens of kilometers without the need
for wired infrastructure. This can enable low-cost and pervasive coverage in challenging
wide areas such as mountains or hilly landscapes.

We identify three challenges for this research focus. The first challenge is how to
measure the monetary cost of multi-PHY management (resulting from energy spent on
signaling overhead) and the possible side-effects on other performance aspects of the
network. This way, we can explore the possible side-effects of increasing the number of
supported PHYs in the network and weigh them against the benefits in reducing TCO
or QoS improvement.

The second challenge is to explore how the network can support human-type
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communications that are significantly different in their requirements from IoT (e.g. voice
calls). g6TiSCH uses low power radios that are designed to fit LLNs in general (assumed
to be stationary and with low per device packet rates). However, the concepts developed
in 6DYN (specially use of Time Slotted PHY Hopping) can be applied to higher
throughput radios, such as commonly used for human-type communications.

For example:

• a high bitrate PHY can be sufficient for a nearby stationary device and vice versa,

• a node can negotiate slots to nearby stations during mobility for a smooth handoff,
and

• a node can negotiate cells with different PHYs to use for different applications
(e.g. low bitrate PHY for alarms and high-bitrate PHY for applications with regular
non-critical transmission).

Finally, how can multi-PHY base stations be deployed in complex terrain for improved
coverage? One way to address this is by referring to existing machine learning methods
that use Light Detection and Ranging (LIDAR) data for coverage improvement in
complex terrain [81], [82] and adapting them for multi-PHY architectures.

8.2.5 Security in Multi-PHY Networks

Security is a fundamental aspect of networked computer systems and it is an integral
element of the 6TiSCH protocol stack [76]. Future work can explore how multi-PHY
capabilities can be used to enhance network security against different threat models. We
present two examples for this track.

First, a network that is deployed in a hostile zone can possibly increase the difficulty
of jamming or sniffing of its communication channels by adopting what can be called
“PHY-Anonymity”. The network can use two sets of PHYs: a statically defined set for
network discovery and a dynamically configured set for communication. A device that
joins the network has a priori knowledge only of the first set of PHYs. If it successfully
authenticates, it receives specific set of PHYs to be used by this for communication (either
from a neighbor in a distributed network or form the gateway in a centralized network).
This set may vary from one device to another. This way, it is harder for unauthenticated
nodes to know which PHYs are used for communication. Also, in case of an unauthorized
join to the network, only a part of the network is compromised since not all the devices
use the same set of PHYs. This mechanism is inspired by the “bridge” access mode for
the The Onion Routing network that enables it to survive hostile blocking attempts [83].

Second, multi-PHY integration can improve network protection against sniffing or
jamming by “random” hopping over a diverse set of PHYs (e.g. modulation, band, coding
rate etc.). Future work can explore different hopping schemes that can mitigate the
risk of sniffing of a multi-hop TSCH network, such as the sniffing approach proposed by
Kovac et al. [84]. For example, Kovac et al.perform sniffing on 16 channels in the 2.4 GHz
band. How can the diversity in band (e.g., sub-GHz band) or modulations mitigate this
risk of sniffing?.
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8.2.6 Agile Spectrum Access

Future work can explore the potential of multi-band support within the network to
improve network QoS in industrial applications. This track is important since network
QoS can be degraded as a side-effect of the interference in the unlicensed band.

As discussed in Section 2.3, the use of the unlicensed band introduces throughput
limitations due to interference, specially with the use of long-range PHYs. This is because
in highly industrialized or urbanized zones, hundreds or thousands of wireless devices are
expected to co-exist, yet without any coordination among them on the use of the shared
spectrum. This can lead to degraded QoS of the network because of external interference.

This research track can be interesting in three focus points. First, it can help
networks develop more resilience against external interference by simply changing any
PHY that seems to suffer low PDR (especially if it is combined with high RSSIs). Second,
network operators may choose to offload some traffic using licensed bands or using TV
white-spaces for an improved reliability. This way, the network operators can create
QoS trade-offs for each end device depending on the use case. Existing proposals, such
as the proposal of Labib et al. [85], have introduced off-loading Long Term Evolution
(LTE) traffic to the unlicensed spectrum. This confirms the intuition behind integration
of the licensed and unlicensed bands. Therefore, future work can explore the off-loading
from the unlicensed band into the licensed band. For example, alarms messages can
be off-loaded to the licensed band for improved latency and reliability. Less critical
use-cases, such as smart utility meter readings, can be transmitted in the unlicensed
band with higher latency. Third, there is an existing interest in dynamic spectrum
sharing for efficient utilization of the licensed spectrum [86]. The reason is that licensed
bands usually have the fixed costs of their purchase, yet they are not always in use by
the end customers, which means a waste of bandwidth resources. Since the spectrum is
already a scarce resource, there is interest in its commoditization: operators can “rent
out” licensed bands temporarily for efficient utilization. Renters can be operators in the
unlicensed bands who may benefit from partial access to licensed bands for improved
QoS. This can be subject to pricing dynamics based on supply and demand [87].

Since g6TiSCH in combination with 6DYN enables multi-PHY support, it can
increase the spectral agility of the network by allowing the network to dynamically switch
bands or PHYs (fully or partially). This way, there is more space for QoS trade-offs in
the network. The challenge in this focus track is how should the network scan and
discover the available spectral options during its running? Finally, how should a route
be selected in this setting when the route is a mixture of free and rented bands? This
can be addressed through cost-aware routing which is discussed in the following section.

8.2.7 Routing Metrics for Improving Network Costs

In Chapter 7, we introduced a RPL OF that improves network lifetime. This was
motivated by the need to improve network cost by reducing the number of employee
hours and trips to replace the batteries of all the devices. However, there can be more
cost elements involved, other than the factory trips. For example, as mentioned in
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Section 8.2.6, some links can be more costly than others if they use licensed bands (in
case of mixing license-free and licensed PHYs). Furthermore, some devices may be in a
harder to reach areas than others or may be more critical than others such that removing
them can incur excessive labor costs or halting production lines.

Future work can then consider routing metrics to improve the overall network cost,
which can follow an LPWAN budget model such as in previous research [78]. The
challenge in this work is how to extend RPL DMCs to include cost-related metrics such
as cost of licensed bands (when in use), battery replacement cost, and battery capacity.
Furthermore, consumption of battery energy can be computed more systematically to
include power consumption of the radios as well as non-radio components such as attached
sensing modules or local storage such as flash memory as introduced in [88]. This way, the
routing topology is more aware of the budget-consuming factors and is more intentional
about optimizing for budget saving.
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Publications Resulting from this
Work

Journal Articles

1. No Free Lunch—Characterizing the Performance of 6TiSCH When Using Different
Physical Layers. Mina Rady, Quentin Lampin, Dominique Barthel, Thomas
Watteyne. MDPI Sensors, vol. 20, no. 17, p. 4989, September 2020.

2. g6TiSCH: Generalized 6TiSCH for Agile Multi-PHY Wireless Networking.
Mina Rady, Quentin Lampin, Dominique Barthel, Thomas Watteyne. IEEE
Access, vol. 9, pp. 84465-84479, 2021.

3. 6DYN: 6TiSCH with Heterogeneous Slot Durations. Mina Rady, Quentin Lampin,
Dominique Barthel, Thomas Watteyne. MDPI Sensors, special issue on
Dependable IoT Networking vol. 21, no. 5, p. 1611, February 2021.

4. Bringing Life out of Diversity: Boosting Network Lifetime using Multi-PHY
Routing in RPL. Mina Rady, Quentin Lampin, Dominique Barthel, Thomas
Watteyne. Wiley Transactions on Emerging Telecommunications (ETT),
under review.

Conference Paper and Demonstration

1. Demo: Blink - Room-Level Localization Using SmartMesh IP. Yasuyuki Tanaka,
Hai Le, Victor Kobayashi, Camilo Lopez, Thomas Watteyne, Mina Rady. IEEE
INFOCOM, CNERT workshop, Paris, France, 29 April 2019.

Conference Poster

1. Extending LPWANs with Heterogeneous Mesh Networks. Mina Rady, Quentin
Lampin, Dominique Barthel, Thomas Watteyne. Journées thématiques GDR
RSD ResCom Low-Power Wide Area Networks (LPWAN),Lyon, France, July
2019.

113



Chapter 9 114

Research Report

1. Initial Design of a Generalization of the 6TiSCH Standard to Support Multiple PHY
Layers. Mina Rady, Quentin Lampin, Dominique Barthel, Thomas Watteyne.
Inria Research Report RR-9392, 2021.

Software Contributions

1. to the OpenWSN project (http://www.openwsn.org), the reference open-source
implementation of the 6TiSCH protocol stack. Specifically, I lead the development
of:

• the openradio interface (https://github.com/minarady1/openwsn-fw/
tree/develop_FW-866_v2),

• the g6TiSCH OpenWSN implementation (https://github.com/minarady1/
openwsn-fw/tree/develop_FW-877),

• the OpenVisualizer support for the multi-PHY network (https://github.
com/minarady1/openvisualizer/tree/develop_FW-877),

• the 6DYN OpenWSN implementation (https://github.com/minarady1/
openwsn-fw/tree/develop_FW-877).

My contributions are published under an open-source BSD license.

2. to the OpenTestbed Project (http://testbed.openwsn.org/), an open-source
low-power wireless testbed solution based on off-the-shelf hardware. Specifically, I
lead the development of the KPI Monitor (https://github.com/minarady1/kpi_
monitor). My contribution is published under an open-source BSD license.

3. RPLSim a discrete-event high-level RPL Simulator written in Python. RPLSim
has allowed us to mimic the evolution of network lifetime as a function of RPL OF
configuration. I am the lead developer on this project.
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