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Chapter 0

RÉSUMÉ ÉTENDU

0.1 Réseaux sur Puce Tolérant aux Fautes

Depuis plusieurs décennies, les améliorations technologiques et le rétrécissement des
transistors ont permis d’atteindre une haute densité de transistors par puce suivant la loi
de Moore [1], pour atteindre aujourd’hui des milliards de transistors par puce. Alors que les
fréquences et la densité des puces rencontraient la limite de puissance [2], l’augmentation
des performances a été atteinte en ajoutant plus de Propriété Intellectuelles (Intellectual
Properties - IPs), c’est à dire de cœurs, de mémoires, d’accélérateurs matériels, etc., sur
une seule puce, donnant naissance aux Systèmes sur Puce (System-on-Chip - SoC). De nos
jours, les SoCs comprennent un grand nombre de cœurs, de mémoires et d’accélérateurs
matériels. Par exemple, le processeur AMD Zen 2 [3] contient jusqu’à 64 cœurs. Cepen-
dant, l’augmentation du nombre de cœurs dans les puces induit un trafic de données de
plus en plus important qui ne peut être géré par les moyens de communication classiques
tels que les liaisons point à point ou les bus [4]. Pour combler cette lacune, les Réseaux
sur Puce (Network-on-Chips - NoCs) [5, 6], sont apparus au cours des dernières décennies
comme une solution évolutive pour fournir la large bande passante requise dans les SoCs,
en gérant la communication entre plusieurs dizaines ou milliers de cœurs avec une Qualité
de Service (Quality of Service - QoS) satisfaisante [7], comme dans le dispositif ACAP de
Xilinx [8] et le processeur multi-cœur MPPA-256 Bostan [9] de Kalray.

Alors que la densité des transistors augmente, la réduction de la tension et la mise
à l’échelle des technologies permettent d’accroître les performances des ordinateurs mais
le taux de défaillance intrinsèque de l’électronique augmente [10]. Les transistors sont
particulièrement touchés lorsque leur taille atteint 10 nm et moins [11]. Dans cette ère
technologique, les NoCs sont devenus plus sensibles aux fautes, qui affectent leur fonction-
nalité. Les défauts peuvent être dus à des effets externes, par exemple les radiations [12],
ou à des effets internes, par exemple les défauts de fabrication [13] et de vieillissement [14].
Les défauts induits peuvent affecter les NoCs de différentes manières sur des périodes plus
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ou moins longues selon le type de défaut. Alors que les défauts transitoires n’affectent le
composant que pendant quelques cycles d’horloge, les défauts permanents ne peuvent être
éliminés et sont toujours présents. Les défauts permanents sont particulièrement critiques
pour les NoCs car ils peuvent affecter leur fonctionnalité sans possibilité de récupération.

Pour résoudre ces problèmes, des techniques de tolérance aux fautes sont couramment
appliquées aux NoCs [15, 16, 17]. Ces techniques sont souvent réparties en quatre caté-
gories : i) détection, ii) diagnostic, iii) correction et iv) atténuation. Les travaux présentés
dans ce manuscrit se concentrent sur la troisième et la quatrième catégorie, en considérant
des fautes permanentes. En effet, l’accumulation de ces fautes dans les systèmes n’est mal-
heureusement pas bien traitée dans la littérature. Les techniques de tolérance aux fautes
qui sont couramment appliquées sur les NoCs [16] pour y faire face sont généralement
basées sur i) des algorithmes de routage [18], ii) la reconfiguration matérielle en utilisant
des ressources de réserve ou un chemin de secours par défaut [16], iii) la réplication des
circuits [13] et iv) la redondance d’informations [19]. Bien que les approches susmention-
nées soient efficaces pour gérer des fautes permanentes solitaire, elles sont moins adaptées
aux multiples fautes permanents. En effet, elles introduisent des coûts élevés, en termes de
latence, de surface et de consommation d’énergie, tandis que leurs capacités d’atténuation
sont limitées. Finalement, l’utilisation du calcul approximatif, déjà proposée dans les com-
munications à haute performance et à faible consommation d’énergie [20], a récemment
fait son apparition pour atténuer les fautes durant les communications.

Pour traiter efficacement les fautes permanentes multiples au sein des architectures
NoCs, nous proposons, comme première contribution, une technique matérielle de bras-
sage de bits (Bit-Shuffling - BiSu) [P1, P2] avec de faibles surcharges de matériel et de
performance. La technique proposée se concentre sur la réduction des impacts de faute, au
lieu de les corriger complètement. Des compromis entre l’efficacité et les coûts matériels
de la méthode proposée peuvent être exploités. Pour cela, une approche de la technique
BiSu basée sur l’utilisation de régions, appelée R-BiSu [P3], est proposée comme seconde
contribution. Cette approche permet de réduire les surcharges matérielles en relâchant
l’efficacité de la technique BiSu standard.

2
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0.2 Technique de Brassage de Bits pour l’Atténuation
des Erreurs Dans Les Architectures Réseaux sur
Puce

La méthode BiSu [P2, P1] est une technique matérielle de brassage de bits ayant de
faible coûts en surface et en consommation d’énergie. De plus, notre technique a un faible
impact sur les performances des NoCs, ce qui entraîne un impact négligeable au niveau
des applications. Comme mentionné précédemment, BiSu se concentre sur la réduction de
l’impact des fautes, au lieu de les corriger complètement. Elle assure la protection des Bits
de Poids Forts (Most Significant Bits - MSBs), en transférant l’impact des défauts per-
manents sur les Bits de Poids Faibles (Least Significant Bits - LSBs), tout en maintenant
les MSBs correct. La technique BiSu est efficace pour des fautes multiples, en fonction
de la précision requise par l’application qui est exécutée sur l’architecture qui utilise le
NoC pour communiquer. Par conséquent, l’approche proposée est particulièrement adap-
tée aux domaines d’application où les données peuvent être approximées à la fois lors
du calcul et de la communication [21], comme le traitement d’images, l’exploration de
données, l’apprentissage automatique, etc. Cette méthode peut être mise en œuvre en
tandem avec d’autres techniques telles que le remapping [22] et l’ordonnancement [23].
De plus, la méthode proposée peut être mise en œuvre avec n’importe quel protocole de
transmission et n’importe quelle architecture NoC. Avec cette approche, la redondance
spatiale n’est pas nécessaire, ce qui limite la surcharge de surface. Et comme les chemins
défectueux ne sont pas exclus, les performances de synchronisation sont maintenues.

L’approche BiSu atténue les multiples défauts permanents qui peuvent survenir dans
le Network-on-Chip (NoC), et plus particulièrement sur chemin de données. Comme
l’illustrent les éclairs rouges de la Figure 0.2, les fautes peuvent être localisés dans i)
les interconnexions entre les routeurs, ou ii) les mémoires tampons et la traverse au sein
de chaque routeur. Comme ces éléments sont les plus gros composants d’un routeur [24], ils
ont une probabilité plus élevée d’accumuler des défauts dus aux effets des radiations, aux
défauts de fabrication et de vieillissement, ou à d’autres défaillances intrinsèques. Pour les
mêmes raisons, les interconnexions sont souvent affectées par des défauts permanents qui
sont généralement modélisés par des collages à un ou zéro ou par des courts-circuits [25].
Elles sont donc traitées de manière similaire par la méthode BiSu. Nous considérons des
messages classiques de Smsg bits routés par le NoC. La Figure 0.1 illustre l’organisation
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Smsg-1
Message

SF0

Pi

PNP-1
…

Flit0Flit1
FlitNF-1En-tête

Paquets et Flits

SF0

SF0
SFNSF-1

Smsg

SFSF

P0

Flit0Flit1
FlitNF-1En-tête

Sous-flits 

SFSF

SSF

…

… …………

… …………

… …………… … … … … … … … …

Legend:

Charge utile

Contrôle

En-tête

SFNSF-1

SFNSF-1

SSF

Figure 0.1: Formatage des messages : Paquets, flits et sous-flits.

d’un tel message en paquets et en flits. Un message est décomposé en NP paquets de Spck

bits de charge utile, chaque paquet contient NF flits de SF bits de données et comprend
un flit d’en-tête pour le contrôle du routage. Comme le montre la figure, nous décom-
posons en outre chaque flit en NSF sous-flits (SF) de taille binaire SSF afin de permettre
l’application de la technique de brassage de bits proposée.

La technique BiSu applique des fonctions de brassage et de dé-brassage qui permutent,
au moment de l’exécution, deux ou plusieurs sous-flits au sein du même flit, afin de
transférer l’impact des erreurs sur les LSBs. La Figure 0.2 illustre, à travers un exemple,
les principes de notre approche. Considérons des flits traversant un routeur défectueux du
nord au sud, comme le montre la flèche violette de la Figure 0.2-(a). Pour des raisons de
simplification, on ne considère qu’une simple mémoire tampon, mais BiSu est également
applicable avec des canaux virtuels. Comme le montre la Figure 0.2-(b), nous considérons
SF = 8 bits et une taille de sous-flit égale à SSF = 2 bits. Par conséquent, le nombre de
sous-flits dans un flit est égal à NSF = 4 (SF0 à SF3). Lorsqu’aucune faute ne se produit,
les fonctions de brassage et de dé-brassage sont désactivées et les flits traversent le routeur
sans modification. Considérons maintenant que deux défauts permanents se produisent
dans la traverse du routeur en affectant les MSBs, c’est-à-dire les bits 7 et 6 de tous les
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(b) Illustration de la technique de brassage de bits (SF = 8, SSF = 2)

Avec Brassage Sans Brassage

D

D

(a) NoC original étendu avec 
l'approche proposée

SF1SF2SF3SF0 SF1SF2SF3SF0 SF1SF2SF3SF0

SF0SF1SF2SF3 SF0SF1SF2SF3 SF0SF1SF2SF3

Figure 0.2: NoC classique étendu avec la technique BiSu.

flits entrants. La partie droite de la Figure 0.2-(b) illustre le croisement des paquets sans
aucune modification dans le flit. Les bits 6 et 7 des deux flits de charge utile sont affectés,
ce qui entraîne des erreurs dans la plage {0,±64,±128,±192}, selon la valeur initiale des
bits affectés. La partie gauche de la Figure 0.2-(b) illustre la méthode de brassage de bits
proposée. Cette technique est activée dans les ports d’entrée du routeur. Ensuite, avant de
traverser le chemin défectueux, les sous-flits sont réorganisés en échangeant les LSBs et les
MSBs des flits de charge utile afin d’allouer les MSBs au chemin matériel non défectueux.
Ainsi, l’impact des fautes est réduit à la plage {0,±1,±2,±3}, en fonction des valeurs
des LSBs. Avant que le flit ne quitte le routeur, les sous-flits sont ramenés à leur position
initiale, et le flit est envoyé au port de sortie.

Les résultats obtenus avec notre méthode ont démontré que la technique BiSu est effi-
cace pour atténuer les fortes densités de fautes pendant les communications sur puce avec
des surcharges matérielles limitées par rapport aux techniques de pointe, telles que les
ECCs. Nous avons vu par l’expérimentation que la précision des applications résistantes
aux fautes peut être maintenue avec BiSu permettant ainsi d’obtenir des résultats ac-
ceptables. D’autre part, nous avons démontré que la méthode BiSu a des coûts matériels
raisonnables qui sont similaires à ceux d’un code de Hamming étendu et qui varient en
fonction de la taille des sous-flits. En particulier, la consommation électrique de la méthode

5



Résumé Étendu

proposée reste particulièrement faible. En confrontant les résultats concernant l’efficacité
et les coûts matériels de la technique BiSu, nous mettons en évidence l’existence d’un
compromis qui est géré par la taille des sous-flits.

0.3 Brassage de Bits Basé sur des Régions

Comme nous l’avons vue précédemment, des compromis entre l’efficacité et les coûts
matériels de la technique BiSu peuvent être exploités afin d’optimiser l’efficacité de cette
dernière. Ainsi, notre seconde contribution consiste à explorer ces compromis en explo-
rant une implémentation de BiSu basé sur des régions (Region-based Bit-Shuffling - R-
BiSu) [P3] dans le but de réduire les surcharges matérielles en relâchant l’efficacité de
la technique BiSu standard. L’idée de base de R-BiSu est de diviser le NoC en régions
de routeurs qui sont globalement protégées par la méthode BiSu. Dans nos travaux nous
considérons des régions carrées régulières mais la méthode est applicable à d’autres tailles
et formes de régions.

La Figure 0.3 illustre l’implémentation de l’approche R-BiSu dans un NoC de taille 4×
4, où les régions sont délimitées par les carrés pointillés rouges. Pour comparer visuellement
l’impact de l’approche Region-based Bit-Shuffling (R-BiSu) sur la densité des blocs de
brassage et de désembrouillage, nous affichons sur la Figure 0.3a l’implémentation de la
méthode BiSu où chaque routeur et chaque interconnexion sont protégés par un couple
de blocs de brassage et de dé-brassage. Par souci de clarté, nous définissons R-BiSu0 la
mise en œuvre de la technique BiSu et R-BiSun l’implémentation de la technique R-BiSu
en utilisant une région de taille n. Les figures 0.3b et 0.3c représentent respectivement les
configurations R-BiSu1 et R-BiSu2. Sur ces figures, nous observons que R-BiSu0 nécessite
304 blocs de brassage et de dé-brassage, alors que les configurations R-BiSu1 et R-BiSu2 ne
nécessitent respectivement que 144 et 80 de blocs, ce qui réduit l’impact sur les surcharges
matérielles.

L’exploration de l’approche R-BiSu a permis de mettre en évidence les compromis
existants entre l’efficacité et les coûts matériels. Nous avons vu que ces compromis sont
influencés par la taille des sous-flits et régions considérés. De plus, nous avons constaté que
l’augmentation de la taille de la région de 0 (BiSu standard) à 2 (R-BiSu2), en considérant
des régions carrées régulières, permet de réduire drastiquement les coûts matériels avec
un faible impact sur l’efficacité de la méthode.
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INTRODUCTION

Since several decades, technology improvements and transistor shrinking enabled high
transistor density per chip according to the Moore’s Law [1], reaching today billions of
transistors per chip. While frequencies and chip density met the power limit [2], perfor-
mance increase has been reached by adding more Intellectual Properties (IPs), i.e. cores,
memories, hardware accelerators, etc., on a single chip giving birth to System-on-Chip
(SoC). Nowadays, SoC includes a large number of cores, memories and hardware acceler-
ators. For example, the AMD Zen 2 processor [3] contains up to 64 cores. However, the
increase of the core number in chips induces more and more data traffic which cannot be
managed by conventional communication means such as point-to-point links or busses [4].
To address this gap, NoCs [5, 6], appeared in the last decades as a scalable solution to
provide the high bandwidth required in SoCs, by managing communication between sev-
eral tens or thousands of cores with a satisfying Quality of Service (QoS) [7], such as in
ACAP Xilinx devices [8] and Kalray MPPA-256 Bostan many-core processor [9].

While transistor density increases and voltage reduction and technology scaling enable
increasing computer performances, the intrinsic failure rate of electronics is increased [10].
Transistors are particularly impacted while their size reaches 10 nm and below [11]. In
this technology era, NoCs became more sensitive to faults, which affect their functionality.
Faults can occur due to external effects, i.e. radiations [12], or internal effects, i.e. manu-
facturing [13] and aging [14] defects. The induced faults can affect NoCs by different ways
over shorter or longer periods of time according to the fault type. While transient faults
affect the component only during few clock cycles, permanent faults cannot be removed
and are always present. Permanent faults are particularly critical for NoCs since they can
affect their functionality with no possibility of recovery.

To address these problems, fault tolerant techniques are commonly applied on NoCs [15,
16, 17]. These techniques are often split into four categories: i) detection, ii) diagnosis, iii)
correction and iv) mitigation. Unfortunately, the accumulation of permanent faults is not
well addressed in the literature. Furthermore, when these techniques are implemented, the
hardware costs, i.e. area cost and power consumption, are very high. To address this gap,
we proposed the Bit-Shuffling (BiSu) method [P2, P1], a bit-shuffling hardware technique
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Introduction

with low area and power consumption. Moreover, our technique has a low impact on NoC
performances leading to negligible impact at application level. The proposed technique
focuses on reducing the impact of faults, instead of fully correcting them. It ensures the
protection of Most Significant Bits (MSBs), by transferring the impact of the permanent
faults to the Least Significant Bits (LSBs), keeping the MSBs correct. This is achieved
by dividing a flit into several blocks of bits, named Subflits (SFs), and by exchanging
(shuffling) the position of the SFs on each flit, at run-time. The BiSu technique is efficient
for multiple faults, depending on the accuracy needed by the application executed on
the NoC-based architecture. Therefore, the proposed approach is especially suitable for
error-resilient applications, i.e. domains where approximate data are tolerated both for
computation and communication [21], such as image processing, data mining, machine
learning, etc. Trade-offs between efficiency and hardware costs can be exploited through
the implementation of the proposed method. For that, a region-based approach of the BiSu
technique, named R-BiSu [P3], is proposed, and allows to reduce the hardware overheads
by relaxing the efficiency of the standard BiSu technique.

The rest of the manuscript is organized as follows:

Chapter 1: This chapter presents the necessary baselines and the context to understand
the contributions presented in this manuscript. First, a description of NoC
architecture is given. Then, fault sources which can deteriorate NoCs, and in
general the integrated circuits, are presented. Finally, the impacts of these
faults on NoCs are explained.

Chapter 2: The current state-of-the-art concerning NoC fault-tolerant field is presented
in this chapter. Different methods used to detect, diagnose, correct or mit-
igate faults in NoC architectures are explored. The context of our work is
also described in this chapter.

Chapter 3: This chapter presents our first contribution. The bit-shuffling method used
to mitigate the multiple permanent faults in the NoC datapaths is presented
in details. The BiSu technique is evaluated at different scales and compared
to an extended Hamming code in order to quantify its efficiency and its
hardware costs.

Chapter 4: In this chapter, a region-based implementation of the BiSu method is pro-
posed in order to decrease the hardware overheads at the cost of reduced
fault-tolerant efficiency. Trade-offs between the efficiency and the hardware

10



costs of the R-BiSu technique are explored to determine optimized imple-
mentations of the method.
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Chapter 1

NETWORK-ON-CHIP IN HARSH

ENVIRONMENTS

Network-on-Chip (NoC) architectures have been largely explored through the last
decades to solve the high-bandwidth request in on-chip communications. These architec-
tures are characterized by several parameters which define how the NoC is constituted
and how it operates to transmit the information. Nowadays, the NoCs are widely used
to manage the multiprocessor System-on-Chips (SoCs) communications in many fields
such as avionic and space fields. Unfortunately, these architectures are susceptible to be
impacted by failures affecting their performances or data which transit on them. These
failures can occur due to internal or external effects which induce faults during the lifetime
of the NoC. In this chapter, we present the necessary baselines required to understand
the proposed contributions developed in this manuscript. For that, a general description
of NoC architectures is given in Section 1.1. Then, the sources of internal and external
faults which can cause failures in the NoC are presented in Section 1.2. Finally, Section 1.3
details how the aforementioned faults can impact the NoC functioning before to conclude
the chapter in Section 1.4.

1.1 Network-on-Chip Communications

NoC field is studied since many decades to increase NoC performances providing ef-
ficient on-chip communications for multi-processor architectures. For that, several NoC
architectures have been proposed such as in the ACAP Xilinx devices [8] and in the Kalray
MPPA-256 Bostan many-core processor [9]. In this section, we describe the basic concepts
of NoC architecture to provide the necessary baselines for the reading of this manuscript.
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Legend:

Intellectual Property (IP)

Network Interface (NI)

Router

Interconnection

Figure 1.1: Description of the main elements present in network-on-chips.

1.1.1 Network-on-Chip High-Level Description

In this part, we propose a high-level description of NoC architecture. For that, we
first present the different elements which compose the NoC to describe how they are
constituted and how they are organized. Then, we detail how the messages are formatted
for on-chip communications and the different communication modes which can be used
to transmit the messages.

1.1.1.1 Network-on-Chip Components

NoCs are composed of three main elements which are i) routers, ii) interconnections
and iii) Network Interfaces (NIs). As displayed in Figure 1.1, the routers are connected
together by the interconnections, which are parallel busses, and each router is connected
to an Intellectual Property (IP), i.e. cores, memories, hardware accelerators and so on,
using a NI.

When a source IP needs to push a message in the NoC, the associated NI formats the
message to send it through the NoC, where routers transmit it, through interconnections
towards a neighboring router. When the message reaches the destination, the router for-
wards the message towards the NI of the destination which decodes the message to send
it to the associated destination IP.
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(a) Mesh (b) Torus (c) Ring

(d) Fat Tree (e) Irregular

Intellectual 
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(f) Legend

Figure 1.2: Several network-on-chip topologies.

1.1.1.2 Network-on-Chip Topology

The NoC topology determines how routers are interconnected together. In this manu-
script, we limit the exploration to 2-D architectures. Several examples of these topologies
are displayed in Figure 1.2. The Mesh topology, shown in Figure 1.2a, is the most used
topology in the literature where routers form a matrix and are connected to their neigh-
bors. In this way, corner, border and central routers have respectively two, three and four
neighbor routers. However, as performances of the mesh NoC are proportional to its size,
this topology reaches its limits when large NoCs are considered, i.e. the latency for com-
munications between opposite corners or edges can exceed the acceptable limit to respect
the required Quality of Service (QoS). To solve this problem, the Torus topology connects
the opposite border routers as displayed in Figure 1.2b. This configuration allows for the
latency to be largely reduced for edge to edge communications. Moreover, additional in-
terconnections increase the NoC bandwidth but also increase the critical path due to the
long wire length required to connect the opposite NoC edges.
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Other topologies may be found in the literature such as Ring and Fat Tree topologies
which are respectively displayed in Figures 1.2c and 1.2d. In the Ring topology, each
router is only connected to two routers to form a circle, hence reducing communication
complexity. However, this topology has a reduced bandwidth due to less interconnection
density. In the Fat Tree topology all messages have to transit through the top router of
the architecture leading to significant impacts on the bandwidth with high traffic density.
These topologies can be enhanced to increase the bandwidth of the NoC. For example,
in [26], the bandwidth of 2-D mesh NoC is amplified by adding supplementary long in-
terconnections between routers of the same column or row. In [27], regular topologies are
enhanced using long-range interconnections which are specific to the considered applica-
tion.

As topologies presented above respect a logical implementation of the design, they are
classified as regular topologies. Others, called irregular topologies, as shown in Figure 1.2e,
can be found in the literature. They are often used for low-size NoC increasing the message
transmission complexity to adapt the NoC in specific architectures. Many other topologies
can be found in the literature but they are less used in practical cases, so they will not
be detailed in this document.

1.1.1.3 Message Formatting for on-Chip Communications

In NoC communications, messages need to be split into smaller units to be forwarded
through routers as shown in Figure 1.3. Messages are split into smaller fixed-length Flow
controL uniTS (FLITS) where each flit has the same size as the interconnections in the
NoC. Flits made of data are called payloads and are forwarded through the NoC in order
to reach the destination IP. An additional flit called header flit is added to the payloads.
The header contains necessary routing information decoded by each router to route the
message toward the destination. The header and the payloads form a packet where the
total number of flits depends on the architecture. A message can be divided into several
packets to be forwarded through the NoC. For example, in Figure 1.3 the message is
split into Np packets and each of these packets is split into Nflit flits plus the header.
The message formatting is done at the NI of the source, while the NI of the receiving IP
extracts the message from the incoming packets. These operations are called packetization
and de-packetization in this report.
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Figure 1.3: Flit-based message formatting for NoC communications.

1.1.1.4 Communication Modes

The communication modes [28, 14], also called switching modes, indicate how the
messages are transmitted through the NoC. These modes are generally split into two
categories which are the circuit-switching mode and the packet-switching mode.

Circuit-Switching Mode: In this mode, a path is reserved from source to destination
in order to ensure the message transmission. For that, a first packet, called allocation
packet, is sent through the NoC to reserve the path from the source until the destination.
Then, the destination IP replies by sending an acknowledge packet to confirm that the
path is reserved for the message transmission. When the acknowledge packet is received by
the source IP, the communication is performed through the reserved path. Finally, once
the message reception is acknowledged, the source IP sends a last packet to the destination
IP in order to release the reserved path. The allocation packet can be blocked if it needs
to cross a router which is already reserved by an another transmission. In this case, the
allocation packet needs to wait the release of the router to pursue the path allocation until
its destination. This mode ensures a constant latency for data transfer when the path is
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established. However, the bandwidth is limited due to the path reservation which obstructs
the other communications. This effect is particularly true for large NoC architecture.

Packet-Switching Mode: In this mode, each packet is forwarded through the NoC
without path allocation since the priority is done locally in each router increasing the
bandwidth. Consequently, the latency may vary each flit according to NoC traffic. Three
ways to transfer the flits through the NoC can be found in the literature. The most
used is the wormhole switching mode where the flits can be spread in several routers. In
this way, the latency for packet transmission is reduced and the need of buffers in the
architecture is low, limiting the hardware costs in terms of area and power. However,
the risk of deadlock, i.e. packets block themselves or each other, is increased. The second
technique is called Store and Forward (SaF) packet switching mode. In this mode packets
are entirely stored in the buffer before sent in the next router. Hardware costs and latency
are drastically increased according to the packet size since it cannot be spread in several
routers. The last technique is the Virtual Cut Through (VCT) which is a mix of the two
aforementioned modes. In this mode, a packet may be spread on several router such as in
wormhole switching mode, allowing low latency. However, the packet can also be entirely
stored in the buffers of a given router in case of NoC congestion. Thus, this method needs
as many buffers as SaF mode, but flits do not need to wait for the entire packet to be
stored before being sent to the next router or the destination IP.

In the rest of this report, we consider NoC architectures based on the packet-switching
mode.

1.1.2 High-Level Router Description

In this part, we propose a high-level description of the routers which compose the
NoCs. Figure 1.4 displays a common router representation which can be found in the
literature. In this figure, we can note that the router is composed of five input and output
ports which are used to communicate with the neighboring routers, i.e. the north, east,
south and west ports, and with the associated IP through the local port.

As shown in Figure 1.4, the router is generally split into four blocks which are the
buffers, the arbitration controller, the routing controller and the crossbar. As depicted in
Figure 1.5, the execution of these different blocks is generally dispatched into 4 stages
which are i) the buffering, ii) the arbitration, iii) the routing computation and iv) the
message forwarding with verification through the flow control. In this figure, we can note
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Figure 1.5: Pipeline of a classic router architecture with input buffering.

that the different stages are pipelined to enhance the NoC performances. Of course, the
number of stages can vary from an architecture to another. For example, in [29], the
proposed pipeline is divided into 6 stages. In the rest of this part, the roles of the different
blocks which compose the router pipeline are explained.

1.1.2.1 Message Buffering

In NoC architectures, buffers are used to store the information, i.e. the flits, in the
routers. Buffers can be placed at the router inputs, router outputs or both of them.
They are useful in the presence of high packet densities to avoid congestion which is
present when the flits need to wait a high number of cycles before being forwarded out
of the router. This usually happens when the buffers of the next router are full which
makes it impossible to send the current packet, impacting drastically the QoS and the
performances of the NoC. In addition, other packet requests in the congested router need
to wait until the release of the congestion. This phenomenon is called bottleneck in the
NoC field. Congestion and bottleneck phenomena are generally managed by stalling the
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Figure 1.6: Architecture of virtual channels in a NoC router.

packet forward or dropping the packets which wait since too many clock cycles and send
them again from the source IP.

The use of virtual channels [30] allows to reduce the congestion by using several parallel
buffers as depicted in Figure 1.6 where a virtual channel of size 4 is illustrated. With virtual
channels, several packets can be stored at the same time in the router inputs and any other
packet requests can be accepted by the router arbitration. For this purpose, the priority
and the arbitration of the virtual channels are managed by the virtual channel controller.
Thus, in case a packet cannot be sent due to congestion in the next router, other packets
can be sent towards the congestion-free output ports avoiding the deadlock phenomenon
and reducing the congestion on the routers. However, the virtual channels induce large
hardware costs since the buffers are the most expensive elements of the router, in terms
of area and power consumption [31]. Despite the high induced hardware costs, increasing
the buffer size, and the buffer number in the case of virtual channels, permits to enhance
the bandwidth and the QoS of the NoCs.

Several router architectures have been proposed in the literature to reduce the hard-
ware costs by removing the buffers [32, 33, 34]. In these architectures, packets are directly
forwarded toward the next router. If latter cannot accept the packet request, then the
packet is deflected toward another router. In the case where none of the neighboring
routers can accept the packet request, it is dropped and re-sent from the source IP. This
type of architecture ensures low hardware costs and low latency when the packet density
is low. Otherwise, the global latency is drastically increased due to the dropped packets
which can be critical in real-time applications.
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1.1.2.2 Priority Arbitration

During system operation, a router may have to handle multiple packet requests, i.e.
packets need to cross it toward the next router from different inputs of the router at
the same time. In this case, an arbitration [35] must be used to manage the priorities
between input requests. To be efficient, an arbitration must be fair [25] in the attribution
of the priorities among the different input requests avoiding congestion, bottleneck and
starvation. Starvation can occur when the requests from one input have not the same
probability to be accepted than the requests of the other inputs. To tackle this problem,
various arbiters are available in the literature [25, 35]. In the following paragraph we
describe the most used arbiters in NoC architectures.

Round-Robin Arbiter: Each input has a priority level with a deterministic order.
The request sent from the highest priority port triggers the routing of its associated
packet toward the appropriate output port. On the next round of arbitration, the priority
levels turn so that the second high-priority port becomes the high-priority port and so on
allowing a strong fairness between the different inputs of the router.

Queuing Arbiter: Also called first coming arbitration, the requests are processed in
the order of their arrival in the input ports. For that, each request is characterized by a
time stamp which provides the arrival time of the packet in the router. The first incoming
packet is determined from a tree of comparators and it is processed to be forwarded toward
the appropriate output. This arbiter is claimed to have a high system-level fairness.

Matrix Arbiter: Also called least recently served arbitration, the priority is given to the
input which has the longest elapsed time since its last accepted request. This arbitration
is known for its strong fairness and its low cost for a low number of inputs.

1.1.2.3 Network-on-chip Path Determination

The routing algorithm determines the path taken by the packets to cross the NoC
from the source IP towards the destination IP [36, 25, 28]. For that, a coordinate system
is required to identify each router in the NoC. The positions of the routers in the NoC
are generally defined by their localization in a two-dimensional Cartesian coordinate sys-
tem, noted (x, y), as represented in Figure 1.7a or by a digital system, as represented in
Figure 1.7b. The routing algorithm is locally performed in the router by the controller,
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Figure 1.7: Definition of the router position in a mesh NoC.

as depicted in Figure 1.4. For that, the routing controller uses information provided by
the header of each packet. The routing algorithms are generally split into four categories
which are i) deterministic, ii) semi-adaptive, iii) adaptive and iv) stochastic. These differ-
ent types of routing algorithm are described in the following paragraphs.

Deterministic Routing Algorithms: They are often used in NoC architectures due
to low costs and simple implementation in regular topologies. With these algorithms, the
path followed by the packets between a couple of IPs is always the same. Then, the mini-
mum latency is easier to compute but this type of routing algorithm cannot manage any
alteration in the NoC architecture or traffic which can appear during the travel of pack-
ets. The most famous deterministic routing algorithm is the XY routing algorithm [37]
which consists in forwarding the packet, first, on the horizontal axis, i.e. X axis in the
Cartesian referential, then on the vertical axis, i.e. Y axis in the Cartesian referential.
Some examples of packet forwarding with the XY routing algorithm are illustrated in
Figure 1.8 where the paths of transiting packets are illustrated from the sources S toward
the destinations D.

Semi-Adaptive Routing Algorithms: In the semi-adaptive routing algorithms, mul-
tiple paths can be taken by packets for a given couple of IPs. However, these algorithms
do not consider the state of the NoC, i.e. congestion or malfunction, to determine the
path. With this type of routing algorithm, the packet takes one of the shortest paths
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Figure 1.8: XY routing algorithm in a 4× 4 mesh NoC.

to reach its destination. The most famous adaptive algorithms are based on the Turn
model algorithm [38] which forbids some turns avoiding deadlocks and livelocks during
the packet transmissions. The most used Turn-model-based routing algorithms are the
West-First, the North-last and the Negative-first routing.

Adaptive Routing Algorithms: Contrary to the deterministic routing algorithms,
the adaptive routing algorithms take into account the state of the NoC, i.e. traffic and
architecture, to send the packets avoiding congestion and malfunctions. Then, the latency
cannot be known before packet sending since the path between a couple of IPs is not
necessarily one of the shortest paths. This type of algorithm can be logic-based or table-
based inducing higher hardware costs in the NoC, particularly for large NoC. One of
the most famous adaptive routing algorithm is the Odd-even algorithm which is based
on the Turn model [39]. As this type of routing algorithms guarantees a certain level of
fault tolerance by avoiding malfunctioning links and routers, they will be more detailed
in Chapter 2.

1.1.2.4 On-chip Flow Control

The flow control [25, 14, 40, 41] determines how resources, i.e. buffer capacity, channel
bandwidth or control state, are allocated during the packet transmission on the NoC.
This control can be done between the source and the destination, i.e. end-to-end, or
between two consecutive routers, i.e. switch-to-switch. The flow control needs to allocate
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the resources of the NoC to nearly reach the theoretical bandwidth with a predictable
and low latency. In the following paragraph, we present several flow control techniques
which can be found in the literature.

Credit-Based Flow Control: Each router output has a counter which indicates the
number of free spaces, i.e. credits, in the buffer of the next router. When a flit is sent
toward the router, a credit is consumed while one credit is released when the next router
extracts a flit from the considered buffer.

Handshaking Flow Control: A signal is sent by the next router each time it receives
a flit from the upstream router. This signal allows for the upstream router to know if the
flit which it sent earlier is correctly received by the next router.

Ack/Nack Flow Control: It is similar to handshaking flow, excepting that a copy of
the flit is kept in the upstream router. If the next router correctly receives the flit, then
it sends an Acknowledgement (Ack) signal allowing to delete the copy from the previous
router. In the case where the flit is not correctly received, the flit can be sent again by
the previous router.

STALL/GO Flow Control: This flow control necessitates two wires to know the state
of the next buffer. If this one can store a flit, then the signal GO is raised, otherwise, the
signal STALL is raised to prevent flits from being sent.

1.1.3 Conclusion

As mentioned in this section, the NoC paradigm offers high performances and high
scalability for multiprocessor-based on-chip communications. NoCs can be set up in many
ways through the different parameters exposed in this part offering high adaptability for
desired applications. However, despite the high performances provided by the NoCs, i.e.
low packet latency and high bandwidth, they can be victims of internal and external
effects that disrupt their functionalities. These effects are described in the next part of
this chapter.
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1.2 Origins and Sources of Faults

In this section, we present the internal and external effects which can affect the correct
NoC behavior and, in general, the integrated circuits [15, 42]. These effects are generally
split into three main categories which are i) radiations [43], ii) aging effects [15] and
iii) manufacturing defects [44]. These three main effects are detailed in this section to
understand where the faults, which affect the integrated circuits, come from. Then, the
fault models used to characterize the effects of the induced faults are presented.

1.2.1 Faults Induced By Radiations

Radiations are well known to be the most common external effects which degrade the
integrated circuits [12]. They are well studied since several decades to understand how
they interact with electronic systems at the transistor-scale. Radiations may originate from
four sources [45] which are i) coronal mass ejections, ii) solar winds, iii) solar flares and
iv) cosmic rays. These radiation sources project particles, i.e. protons, neutrons, electrons,
heavy ions, alpha particles, and muons, which interact with the transistors degrading their
performances and functionalities. These interactions are particularly present in space and
high altitude [46], i.e. harsh environments, where the particles are imprisoned in the Van
Allen belts due to the magnetic fields. However, radiations can also impact integrated
circuits at the terrestrial-level [47] due to particles which interact with the atmosphere.
This phenomenon is mainly due to proton particles and it is also called proton shower.
The radiation impacts are split into two categories [48] which are the cumulative effects
and the Single Event Effects (SEEs).

1.2.1.1 Cumulative Effects

The long-term exposition to radiations in harsh environments can degrade the inte-
grated circuits by changing the characteristics of the transistors which compose them [49].
These cumulative effects are generally classified into two categories which are i) the Total
Ionizing Dose (TID) effects [50] and the Total Non-Ionizing Dose (TNID) effects [51], also
called the displacement damage effects.

TID effects [50] degrade the integrated circuits by transferring ionizing energy to the
transistors. The impacts on the electronic systems can be multiple such as threshold volt-
age shifts, leakage currents and timing skews [52]. Moreover, TID effects can make the
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Figure 1.9: PMOS transistor ionization due to a particle strike.

transistors more sensible to other effects, such as the SEEs which are detailed below, ag-
gravating the impacts on the transistors [53]. Contrary to TID effects, TNID effects [51]
transfer non-ionizing energy through the particle strikes on the transistors of the inte-
grated circuits. These strikes have the effect of moving the atoms in the semiconduc-
tors leading to potential damages or defects in the semiconductors. However, as TNID
effects have low impact on Application-Specific Integrated Circuits (ASICs) and Field
Programmable Gate Arrays (FPGAs) architectures [48], they are often not considered.

1.2.1.2 Single Event Effects

In addition to the cumulative effects, charged particles which strike the components
of the integrated circuits can induce SEEs by deposing ionizing energy [48, 12]. Figure 1.9
presents the two interaction types which can occur when a particle strikes a CMOS tran-
sistor. First, the ionizing energy can be deposited by particles which strike the transistors,
i.e. primary interactions, as represented in Figure 1.9a. In addition, the charged particles
can interact with the atoms of the semiconductors causing nuclear reactions that will cre-
ate other charged particles. These additional particles can deposit ionizing energy in the
semiconductors, i.e. secondary interactions, as shown in Figure 1.9b. As a result, the semi-
conductors can be affected by non-destructive effects, i.e. transient faults, or destructive
effects, i.e. permanent faults.

Non-destructive effects: The most common non-destructive effects is the Single Event
Transient (SET) [54]. The SET is a temporary voltage spike released by the transistor
which is stricken by a charged particle. The SETs can spread as well in the digital circuits
as in the analogue circuits. The capture of one SET by a storage element, such as flip-flop,
latch or SRAM cell, can lead to a bit-flip of the memory value called Single Event Upset
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(SEU) [55]. Nowadays, the SEUs are becoming more common due to the technology
scaling [56]. Indeed, with the reduction of the transistor size and of the gap between
them, one charged particle which strikes the circuit can impact several transistors at the
same time causing multiple SEUs, called Multiple Cell Upset (MCU) or Multiple Bit
Upset (MBU) when the impacted cells belong to the same word [48]. In this way, the
share of MCUs and MBUs increases reaching today up to 20% of the SEUs which occur
in space applications [57]. These effects are transient faults which can be removed by
re-writing memory values. However, they can have critical impacts on complex devices
causing component malfunctioning until reset of the entire system, called Single-Event
Functional Interrupt (SEFI) [58].

Destructive effects: In addition to the transient effects, charged particles can have
destructive effects on the transistors, i.e. permanent or hard faults. These permanent
damages can be due to different phenomena [48, 59]. The most common is the Single-
Event Latch-up (SEL) [60, 61] which is characterized by a high current flow which can
destroy the transistor through thermal effects if the power supply is maintained. A similar
effect, but less common, is the Single-Event Snap-Back (SESB) [62] which damages the
circuit due to the current effects. The strikes of the heavy ions can also destroy the
transistors causing Single-Event Gate Ruptures (SEGRs) [63, 64], also called Single-Event
Dielectric Ruptures (SEDRs) or Single-Event Hard Errors (SEHEs) when memory cells
are impacted. Other destructive effects, such as the Single-Event Burnouts (SEBs) [63]
can be observed but they are not frequent in ASIC and FPGA applications.

1.2.2 Faults Induced By Manufacturing and Aging Defects

The manufacturing and aging defects [42, 15] are the second well known source of
faults in the electronic devices. While radiations are especially known to induce soft
faults, the manufacturing and aging defects induce hard faults which cannot be removed.
The occurrence rate of these defect types is often represented with the help of the bathtub
curve [65, 66] which is depicted in Figure 1.10. In this figure, we can observe that the
devices are more prone to faults during the start of their life, i.e. manufacturing defects
and during the end of their life, i.e. aging defects.
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1.2.2.1 Aging Defects

Aging defects are due to physical effects which impact the devices along their life-
time, such as electromigration [67], Negative Bias Temperature Instability (NBTI) [68],
Hot Carrier Injection (HCI) [69] or Time Dependent Dielectric Breakdown (TDDB) [70].
Accumulation of these effects leads to permanent faults which occur more frequently at
the end of the device life, as shown in Figure 1.10. Moreover, the occurrence of these
defects increases with the technology scaling [10], impacting the correct behavior of the
entire system [14, 15]. Some of these physical effects are briefly described in the following
paragraphs to understand where the faults induced by the aging defects come from.

Electromigration: The first source of aging defects is the electromigration [67, 71].
This effect occurs in the wires where the metal atoms are transported over the time under
the current effect aggravating the variations of the wire thickness. These variations can
impact the propagation delay inducing timing faults in the system. But, wire thickness
variations are more known to induce permanent damages called open or short faults. Open
faults are due to the cutting of the wires where its thickness was too thin. Short faults,
also called bridge faults, result from the unwanted connection of two or more wires which
occurs when the thickness of one wire becomes too large connecting it to the adjacent
wires.
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Negative Bias Temperature Instability (NBTI): The NBTI [72] affects the com-
ponents by increasing the voltage threshold along the time. The induced damages can
be partially reversed by restarting the device but they are often permanent. This phe-
nomenon is accentuated by temperature increases and by low negative voltages. While the
NBTI impacts the PMOS transistors, the NMOS transistors can be affected by a similar
phenomenon called Positive Bias Temperature Instability (PBTI) [73]. However, as the
PBTI impacts on the PMOS transistors are very small compare to the NBTI impact on
the NMOS transistors, they are not already mentioned in the literature [15].

Hot Carrier Injection (HCI): The HCIs can permanently damage transistors by
changing their characteristics [74], such as the threshold voltage. This effect is due to the
electrons and holes, i.e. fast carriers, which are accelerated too fast by electric fields.

Time Dependent Dielectric Breakdown (TDDB): The TDDBs [75] occur when
high electric fields cross the transistors causing permanent damages. Low electric fields can
also induce TDDBs along the time due to the charge accumulations inside the transistors.
Moreover, the occurrence of TDDBs is accentuated with the voltage scaling in recent
technologies.

1.2.2.2 Manufacturing Defects

In addition to the aging defects, the devices are also prone to faults at the beginning of
their life, as shown in Figure 1.10. These faults are due to the variability of the manufac-
turing processes which can affect the behavior of the components [44]. These defects are
generally detected and corrected during the conception phases but some transistors can
become faulty after several operation hours. To address this issue, burn-in processes [76]
are applied to the devices to ageing them until the normal operation phase, called use-
ful life in Figure 1.10. For that, the devices are turned on during several hours during
which process variations, temperature variations and mechanical constraints are applied.
However, some manufacturing defects can stay undetectable and induce permanent faults
during the useful life phase.

1.2.3 Fault Modeling

The fault impacts on the circuits are often characterized using fault models [77, 25].
The transient and intermittent faults are generally modeled with the bit-flip fault model
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which consists in switching the state of one or several bits in the word, i.e. a logic one
(zero) is turned into a logic zero (one). Concerning the permanent faults, several fault
models can be found in the literature. The most used stays the stuck-at fault model
which consists in setting the affected bit at one, i.e. stuck-at-one fault model, or at zero,
i.e. stuck-at-zero fault model. Other fault models are available in the literature for the
permanent faults such as the short or bridge fault model. In this latter, the unexpected
connection between two wires distorts the state of the first wire due to the logic value of
the second wire.

1.2.4 Conclusion

As mentioned in this section, electronic devices can be impacted by external and in-
ternal effects causing temporary or permanent damages to the components. We presented
the main fault sources which can affect the devices but many others, such as electromag-
netic interferences, electrostatic discharges, process variability and dynamic temperature
variations, can also induce transient or permanent faults in systems. As we have seen
through this section, there are many names for faults. For sake of simplicity, in the rest
of this manuscript we decide to name Single Hard Errors (SHEs) the faults which impact
only one bit and Multiple Hard Errors (MHEs) the faults which impact several adjacent
bits. Finally, in this section we described the fault impacts at transistor level. However,
these faults can differently affect NoCs at application level as detailed in the next section.

1.3 Fault Impacts on Network-on-Chips

In this section, we present how the faults can impact the NoC behavior. As the induced
faults have not the same impacts according to the part of the NoC that is affected, we
discriminate the exploration into two distinct parts, i.e. the logic part and the datapath.
Then, the variations in the duration of faults are presented.

1.3.1 Fault Impacts on the Logic Part

Faults induced in the NoC logic parts, i.e. arbitration, routing controller, flow control,
etc., directly impact the performances leading to power over-consumption, as explained
below. In this part, we describe the impacts that a fault can have on the different NoC
logic parts.
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1.3.1.1 Fault in Arbitration

The arbitration defines the priority of the input packets in routers. As seen in Sec-
tion 1.1.2.2, an arbiter needs to be fair to be efficient. However, faults impacting the
router arbiter can affect its fairness leading to starvation phenomenon. This latter can
induce congestion in NoC and, in the worst cases, it can lead to bottlenecks in router
inputs which never obtain the priority. In this case, packets need to be dropped and
re-transmitted which drastically impacts NoC performances and power consumption.

1.3.1.2 Fault in Routing Controller

As mentioned in Section 1.1.2.3, routing controllers are used in each router to deter-
mine the path taken by the packets to cross the NoC according to the routing algorithm.
Faults impacting controller blocks can lead to wrong routing computations resulting in
packet miss-routing. These miss-routings can lead to several complications in NoC such
as congestion, bottlenecks, deadlocks or livelocks which cause packets dropping and re-
transmission impacting drastically NoC performances and power consumption.

1.3.1.3 Fault in Flow Control

As seen in Section 1.1.2.4, flow control is used to confirm the correct packet transmis-
sions and to indicate the buffer states. Faults impacting NoC can have various effects on
this logic part. They can lead to false acknowledgements or false non-acknowledgements
causing packet re-transmissions. Moreover, for false acknowledgements, re-transmission
requests are made only after a certain amount of time which drastically impacts the
latency. In addition, faults impacting buffer states can lead to packet dropping or over-
writing. Therefore, packets need to be re-transmitted which increases the packet density
in NoC causing performance degradation and power over-consumption.

1.3.1.4 Fault in Virtual-Channel Controller

As presented in Section 1.1.2.1, virtual channels are used in NoC architectures to
decrease the congestion increasing the bandwidth. Faults impacting virtual-channel con-
trollers can affect the priority between the different channels leading to packet retention,
i.e. starvation phenomenon. This latter induces congestion and can lead in the worst cases
to packet re-transmissions impacting drastically NoC performances and power consump-
tion.
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1.3.2 Fault Impacts on the datapath

As the datapath, i.e. crossbar, buffers, and interconnections, is the biggest part of
the NoC in terms of area [24], it has higher probability to be impacted by faults. These
faults impact packets transiting on the NoC. As mentioned in Section 1.1.1.3, the header
flit contains information to route the packets through the NoC and to acknowledge the
transmission. Then, faults impacting headers can lead to routing errors, that can cause
congestion, bottlenecks, deadlocks or livelocks, hence, packets can be dropped and re-
transmitted impacting drastically the NoC performances. Furthermore, payloads contain
the necessary data for the execution of the application. Faults impacting the data can com-
promise the execution of the application affecting the results. Considering error-sensible
applications, packets affected by faults are re-transmitted at the cost of NoC performances
due to congestion increasing. In the worst case, faults can cause critical failure of the ap-
plication which can be dramatic in some fields such as aeronautic and aerospace.

1.3.3 Fault Evolution Over the Time

In Section 1.2.1, we saw that the faults induced by radiations can be transient or
permanent according to the time they affect the integrated circuits. On the same base,
the faults impacting NoC may have different duration times. While a fault which impacts
NoC only during few cycles is called transient or soft fault, it is called permanent or hard
fault when it has an impact with no limit of duration. A third category of faults, called
intermittent faults, can be found in the literature. This kind of faults affects the NoC
during tens or hundreds cycles before disappearing [78].

1.4 Conclusion

In this chapter, we saw that the faults due to external or internal effects can dra-
matically impact the performances and the NoC behavior, especially in terms of latency,
QoS and power consumption. To tackle this, fault tolerant methods need to be included
in the NoC architecture to detect and correct the potential faults which occur at-run
time allowing to maintain NoC performances. Especially, these methods can avoid critical
failure and extend the NoC lifetime face to the accumulation of faults, and especially of
permanent faults. Indeed, the accumulation of permanent faults is particularly critical for
NoC architectures since they can compromise the communications leading to a critical
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failure of the devices. In this case, the NoC is no longer usable.
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Chapter 2

STATE-OF-THE-ART OF

FAULT-TOLERANT NOC

In this chapter, we present the current state-of-the-art of the fault tolerant field ap-
plied to Network-on-Chips (NoCs). The aim of this field is to enhance the reliability and
the lifetime of the NoCs in presence of faults which can appear when systems operate
in harsh environments. For that, existing methods are applied to NoCs to manage fault
occurrences during device operating time. The chapter is organized as follows: First, a
general description of the fault-tolerant NoC field is made in Section 2.1. Then, Sec-
tion 2.2 presents the methods based on the information redundancy which can be used
to detect and correct faults occurring in the NoCs. Other methods based on reconfigu-
ration of NoC architectures are mentioned in Section 2.3. Section 2.5 presents available
methods to detect and diagnose the faults in NoCs. Recent proposed approaches based on
approximate communications and approximate computations are provided in Section 2.4.
Finally, several examples of fault-tolerant NoC architectures which group several tech-
niques presented in this chapter are detailed in Section 2.6 before to conclude the chapter
in Section 2.7.

2.1 Overview of fault-tolerant NoCs

In this section, we present an overview of the fault-tolerant field applying to NoC
architectures. Despite the fact that we address the mitigation of permanent faults in this
manuscript, this chapter presents a global survey of fault-tolerant NoC-based methods.
These methods are generally classified into four categories [17, 79, 13] which are:

— Fault Detection: These techniques consist to detect the fault occurrences in the
NoC to report them without knowing precisely their location.

— Fault Diagnosis: Diagnosis methods allow to detect and precisely locate faults in
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NoC to manage them thanks to recovery techniques.

— Fault Correction: Allow to correct or remove the faults from the NoC ensuring
accurate transmissions.

— Fault Mitigation: Contrary to the correction techniques, mitigation methods are
used to reduce the impact of faults on the NoC instead of correcting them. Then,
the faults are always present but their impacts can be accepted up to a certain limit.

Fault tolerant methods can be used at different levels [80], i.e. software or hardware
levels, to manage transient, intermittent, and permanent faults [15]. While techniques
used at hardware level are often based on information, spatial, or temporal redundancies,
techniques applied at software level use NoC logics, i.e. routing algorithm, arbitration,
flow control, etc., to handle faults [16]. In the rest of this chapter, we present more in
details a set of representative approaches from the literature.

2.2 Detection and Correction Using Information Re-
dundancy

In this section, we present the methods based on the information redundancy, also
called Error-Detecting Codes (EDCs) and Error-Correcting Codes (ECCs) [13]. For sake
of simplicity, we will use the designation ECC to define both of the EDCs and ECCs
since in most cases these codes are able to make both of fault detection and correction.
These methods are well used in the literature to detect, diagnose and correct faults which
occur in the NoCs and are based on redundant bits [81, 82]. First, we propose a theoretical
presentation of the characteristics of the ECCs. Then, we present some conventional ECCs
which are well known in the fault tolerant field. Exotic ECCs able to manage large number
of faults in the NoC are also summarized. Finally, the ECC implementations in NoC
architectures are described.

2.2.1 ECC Theoretical Presentation

The ECCs are generally characterized by the length of the non-encoded data k, the
length of the encoded data n and the minimum Hamming distance dmin. Using this lat-
ter, the number of detectable faults Fd and correctable faults Fc can be calculated with
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Equations 2.1.

Fd = dmin − 1 Fc =
⌊
dmin − 1

2

⌋
(2.1)

As the ECCs use redundant bits to protect data on the communication media, they
have an impact on the transmission performances, i.e. on the bandwidth. This impact
can be quantified by calculating the information rate of the code which is given by Equa-
tion 2.2. However, the information rate gives no information about the number of de-
tectable and correctable faults of the considered ECC. Then, both of these metrics need
to be used to evaluate the code efficiency.

R = k

n
(2.2)

Finally, the hardware costs, i.e. area cost and power consumption, need to be taken
into account in the ECC characterization since they are related to the ECC efficiency. For
instance, the flit size can be increased to avoid the impact of the redundant bits on the
NoC bandwidth, and so on, increase the efficiency of the ECC. However, increasing flit
size drastically increases hardware costs induced by the ECC. Then, the code efficiency
must be related to its costs to be fairly quantified and compared.

2.2.2 Conventional Error-Correcting Codes

Conventional ECCs, such as parity bit, Hamming code, etc., are the most used codes in
practical cases for on-chip or embedded architectures due to their good trade-off between
efficiency and hardware costs. However, these codes can generally correct few faults. In
the following parts, we present ECCs which are used in the NoC architectures.

2.2.2.1 Parity Bit

The parity bit [13] is the simplest ECC which can be found in the literature. It is used
to detect one fault in the flits using one redundant bit. This bit is computed by XOR
operations (⊕) between all bits which compose the flit. In other word, it is equal to 1 if
the flit contains an odd number of 1 and equal to 0 if the flit contains an even number
of 1. As the minimal Hamming distance of this code is equal to 2, it can detect a fault
number equal to Fd = 2 − 1 = 1. However, as the computation of the correctable fault
number gives Fc =

⌊2− 1
2

⌋
= 0, the parity bit cannot correct a fault.
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2.2.2.2 Cycle Redundancy Check (CRC) Code

The Cycle Redundancy Check (CRC) codes [83] are used to detect faults in flits. For
that, n redundant bits (CRC-n) are added to each flit. These bit values are determined
from the rest of the binary Euclidean division between the flit which needs to be encoded
and a polynomial generator of degree n+1. Moreover, a zero padding of n zeros is applied
to the flit. The decoding of the flit allows These faults impact packets transiting the NoCto
detect faults through the rest of the binary Euclidean division between the encoded flit
and the polynomial generator. If the rest of the division is equal to zero, then the encoded
flit is not impacted by faults. Else, at least one fault has been detected. However, this
ECC cannot diagnose the fault position in the flits. Then, it is often used to detect the
presence of faults and activate other fault tolerant methods to manage the faulty flits.

For example, we consider the encoding of the message m2 = 11010101 with a CRC-4
using the polynomial generator of degree 5 G2 = 10011. As displayed in Figure 2.1a,
the four redundant bits are determined from the rest of the binary Euclidean division
between the flit and the polynomial generator. Then, we obtain the encoded flit F2 =
110101010011 where the four red bits are the four redundant bits of the CRC-4. As
displayed in Figure 2.1b, the flit decoding is performed by computing the binary Euclidean
division between the encoded flit and the polynomial generator. In this case, we can note
that the rest of the division is equal to 0000 which means that the flit is not impacted by
faults. However, if we consider a faulty bit in the encoded flit, as illustrated in Figure 2.1c,
we note that the rest of the division is not equal to 0000 which means that the flit is
impacted by faults, i.e. one fault in our example.

The CRC codes are mainly used in the literature to detect the faults which occur
during the NoC communications [84, 85]. For example, in [86], four CRC codes are used
in each router to detect faults. In [87], CRC codes are used to detect the faulty flits at
the reception. In most cases, the packet re-transmission is used to manage the faults.

2.2.2.3 Hamming Code

The Hamming code [88] is the most used ECC to protect on-chip communications
due to its good trade-off between its hardware costs and its efficiency. This code allows
to detect and correct one fault [19]. However, the number of detectable faults can be
increased to two bits with the extended version of the Hamming code [89] which consists
of applying a parity bit to the encoded flit. The redundant bits of the Hamming code are

38



Section 2.2. Detection and Correction Using Information Redundancy

1 1 0 1 0 1 0 1 0 0 0 0 1 0 0 1 1

1 0 0 1 1

0 1 0 0 1 1

1 0 0 1 1

0 0 0 0 0 0

1 1 0 0 0 0 0 1 

0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 

0 0 1 0 0 0

0 0 0 0 0

0 1 0 0 0 0 

1 0 0 1 1

0 0 0 1 1

Flit
Zero 

padding
Polynomial 
generator

Quotient

Rest

(a) CRC-4 encoding

1 1 0 1 0 1 0 1 0 0 1 1 1 0 0 1 1

1 0 0 1 1

0 1 0 0 1 1

1 0 0 1 1

0 0 0 0 0 0

1 1 0 0 0 0 0 1 

0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 

0 0 1 0 0 1

0 0 0 0 0

0 1 0 0 1 1 

1 0 0 1 1

0 0 0 0 0

Flit CRC bits
Polynomial 
generator

Quotient

Rest

(b) CRC-4 correct decoding

1 1 0 1 0 1 1 1 0 0 1 1 1 0 0 1 1

1 0 0 1 1

0 1 0 0 1 1

1 0 0 1 1

0 0 0 0 0 1

1 1 0 0 0 0 1 1 

0 0 0 0 0

0 0 0 0 1 1

0 0 0 0 0

0 0 0 1 1 0

0 0 0 0 0

0 0 1 1 0 0

0 0 0 0 0 

0 1 1 0 0 1

1 0 0 1 1

0 1 0 1 0 1 

1 0 0 1 1

0 0 1 1 0

Flit
Polynomial 
generator

Quotient

Rest

CRC bits

(c) CRC-4 faulty decoding

Figure 2.1: CRC-4 encoding and decoding.

computed using XOR operations (⊕) between several specific bits of the flit, as displayed in
Figure 2.2a for an 8-bit flit. The encoded flit is then composed of the flit and the redundant
bits. During the decoding phase, the redundant bits are re-computed and compared to
the transmitted redundant bits using XOR operations, as displayed in Figure 2.2b. The
resulted bits s3s2s1s0 form a binary number which indicates the position of the fault or
which is equal to zero in the fault-free cases.

The Hamming code is largely used in NoCs to detect and correct transient or perma-
nent faults. In most cases, the Hamming code encodes the entire flit [90, 91, 92]. However,
the number of detectable and correctable faults per flit can be increased by splitting the
flit into several parts which are encoded with smaller Hamming codes [93, 94]. More-
over, this approach enhances the latency compare to the standard Hamming code which
encodes the entire flit. This ECC can be also used to only detect the faults reducing
the hardware costs and the impact on the NoC performances. In this case, other fault
tolerant mechanisms are activated to manage the faults such as re-transmission [95] or
reconfiguration using spare resources [96].
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Figure 2.2: Encoding and decoding of a 8-bit flit with the Hamming code.

2.2.2.4 Other Codes

Numerous other conventional ECCs can be found in the literature to detect and cor-
rect more faults such as the Bose–Chaudhuri–Hocquenghem (BCH) code [97, 98, 99], the
Hsiao code [81, 100, 101], the Reed-Solomon (RS) and Low-Density Parity-Check (LDPC)
codes [102] or the turbo codes [103]. However, these codes are rarely used in the NoC ar-
chitectures due to their high hardware costs in terms of area and power consumption [104].

2.2.3 Exotic ECCs for High Fault Coverage

Exotic ECCs can be found in the literature allowing the detection and the correction
of a high fault number. However, these codes often have high hardware costs and impact
the NoC performances in terms of latency. For example, in [105], an ECC is proposed to
detect and correct up to 14 and 7 faults respectively. Some other approaches based on the
use of ECCs are presented in the following parts.

2.2.3.1 ECC Coupling

Exotic ECCs can be the result of a mix between several conventional ECCs. For
example, in [106], a Hamming code and a Hsiao code are merged allowing, respectively, the
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detection and the correction of 6 and 3 adjacent faults. In [101], an interleaved combination
of CRC and Hsiao codes allows for up to 2 and 4 adjacent faults to be respectively detected
and corrected. In [107], Hamming code and parity bit sharing are used to correct up to 24
faults at the price of very high hardware costs, i.e. around ×3-4 the baseline architecture.

The number of detectable and correctable faults can be increased by coupling the ECCs
with other methods in the literature. In [108], hamming code is coupled with duplication
method allowing 4 error detections and 3 error corrections and up to 8 error detections
and 7 error corrections when the bits are interleaved. In [109], the flits are encoded with
Hamming code, interleaved and a forbidden pattern code is finally applied allowing the
correction of 14 adjacent faults in a 32-bit flit. In [87], a machine learning technique
is applied to predict the faults during the transmissions. While a CRC code is used to
detect the fault, other ECCs are activated in the router where the faults are susceptible
to occur according to the prediction of the machine learning algorithm. In [110], CRC
and Hamming code are used with a reinforcement learning mechanism allowing to enable
and disable fault tolerant technique according to the probability of fault occurrence in
the NoC.

2.2.3.2 Two-Dimensional ECC

The 2-D ECCs are proposed for this purpose to enhance the detection and correction
capabilities of the codes. For this purpose, flits are generally split into sub-groups, called
subflit in this manuscript, to form a matrix. Then, this matrix is vertically and horizontally
encoded with ECCs. For example, in [111], the flits are encoded using a decimal matrix
code which uses logic operations to horizontally encode the flits and parity bits to vertically
encode the flits. In [112], the two dimensions of the matrix are encoded with parity bits
using interleaved data encoding. The number of parity bits can be set independently for
the vertical and the horizontal encoding allowing configurable detection and correction
capabilities. For example, to detect and correct 4 faults in a 64-bit flit split into 8 subflits
of 8 bits, 2 parity bits are necessary for each dimension increasing the number of redundant
bits to 32. Another approach is proposed in [113] where an extended Hamming code is used
to horizontally encode the flits. The redundant bits induced by the extended Hamming
code, except the parity bits, are then vertically encoded using parity bits. In this way, the
redundant bits of the Hamming codes used to compute the vertically parity bits are not
transmitted on the NoC reducing the hardware costs. For example, to encode a 32-bit flit
split into 8 subflits of 4 bits, 20 redundant bits are necessary to encode the flits allowing
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the detection and the correction of 6 and 5 faults. In addition, the author proposes a
duplication of each bit to increase the number of correctable faults up to 12.

2.2.4 ECC Distribution in NoC Architecture

The distribution of the blocks of the ECCs, i.e. the density and the positions of en-
coders and decoders in the NoC, can be explored to reduce the hardware costs, in terms
of area and power consumption, relaxing the efficiency of the codes. For example, in [114],
the NoC is split into regions and the ECCs are used to detect the faults only at the region
borders.

Many ECC distributions are proposed in the literature [115]. The most well know
are represented in Figure 2.3. In these configurations, encoders and decoders are located
in the Network Interfaces (NIs) while inter-decoders [116], also called checkers in this
manuscript, are placed in routers and interconnections of the NoC. We can note that,
whatever the distribution used, only the checker locations are changed since encoders
and decoders are always located in NIs. In Figure 2.3a, checkers are implemented at
each router input and at each router output. This distribution, also called hop-to-hop,
offers a higher detection and correction capabilities at the price of high hardware costs.
Figure 2.3b proposes a distribution called switch-to-switch where checkers are placed only
at the router inputs or at the router outputs. It offers a good trade-off between the
efficiency and the hardware costs according to the ECC used. Finally, in Figure 2.3c, a
lightweight distribution, called end-to-end, is proposed where checkers are not used in the
architecture. Only encoders and decoders are present in the NIs to drastically reduce the
hardware costs sacrificing the ECC efficiency. Of course, many other ECC distributions
can be found in the literature [117] to optimize the trade-off between the efficiency and
the hardware costs.

Furthermore, some approaches can be found in the literature to reduce the hardware
costs of the ECCs maintaining their performances. For example, in [118], the header flits
are encoded with several small Hamming codes and only the detector part of the checkers
is implemented in the routers. In the case where one or several faults are detected in
the header flit, then the packet is deflected towards the associated NI to be decoded and
corrected. Once the faults are corrected, the packet is re-encoded and re-send in the NoC
to reach its final destination.
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(a) Hop-to-hop (b) Switch-to-switch (c) End-to-end

Decoder Encoder Checker
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Router Interconnection

(d) Legend

Figure 2.3: ECC distributions in a 3× 3 NoC.

2.3 Detection and Correction Based on NoC archi-
tectures

This section presents fault-tolerant methods which use the NoC architecture to de-
tect and correct the faults. First, methods based on routing algorithms to manage faults
are presented, then, we explore methods exploiting spatial and temporal redundancies.
Finally, fault tolerant NoC topologies are summarized.

2.3.1 Fault-Tolerant Routing Algorithms

Fault-tolerant routing algorithms are used in the NoCs to circumvent faults [16].
These algorithms allow to maintain the packet correctness, hence extend the lifetime
of NoCs [119, 120], i.e. they can operate for a longer period of time. First, we present
some fault-tolerant routing algorithms published in the literature. Then, we explore the
approaches of the literature which enhance NoC performances when fault-tolerant routing
algorithms are applied. Finally, NoC architectures covered by these methods are described.

2.3.1.1 Overview

In general, routing algorithms need to be adaptive to manage faults occurring in
NoCs. These algorithms can be table-based [121, 122, 123] or logic-based [124, 125, 126].
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While the logic-based routing algorithms are able to manage several faults with acceptable
hardware costs, the table-based routing algorithms can manage a high fault number but
the hardware costs increase drastically with the NoC size.

However, deterministic and semi-adaptive routing algorithms can be enhanced to avoid
faulty paths in the network. For instance, the deterministic XY routing algorithm can be
associated with other routing algorithms, i.e. Y X [127], turn model [128] and others [129],
to provide an algorithm able to circumvent faulty links and faulty routers. These routing
algorithms are well known to have reduced hardware costs but they can only manage few
faults in the NoC.

Most of the proposed fault-tolerant algorithms proposed in the literature are based on
the turn model routing algorithm [130, 131, 128]. These algorithms permit to maintain
NoC performances through the management of high fault number. However, the induced
hardware costs are significantly increased.

Finally, another type of routing algorithms was proposed in the literature to manage
a high fault number. The stochastic routing algorithms [15, 132, 133], also called flooding
algorithms, propagate the packets in all possible directions at each router of the NoC
allowing for at least one fault-free copy of the packet to reach the destination if it is
possible. However, these algorithms are less studied in recent years due to their high
impact on the NoC performances, as it saturates the NoC from several packets for each
transmission.

2.3.1.2 Performances Enhancement

As mentioned previously, the fault-tolerant routing algorithms can drastically impact
the NoC performances. Many works have been proposed in the literature to reduce these
impacts.

Some approaches propose to split the NoC into regions [134, 18, 41]. When a region
is impacted by one or several faults, it is considered as faulty and can be circumvented
by the packets. This solution presents large advantages when several faults are present
in a same region since the number of restrictions is reduced, limiting the complexity of
the routing algorithm. However, the deflection of the packets around the faulty region
can drastically impact the NoC performances due to the induced congestion. Segment-
based approaches [135, 136] are also proposed to divided the NoC into segments where
the path restrictions can be set with a low granularity, reducing the impact on the NoC
performances.
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Other approaches analyse all the paths to forward the packets toward the destination
Intellectual Property (IP). In these approaches, a fault-free path is selected to limit the
NoC congestion [137, 138, 139]. For example, in [140], the chosen path is determined using
a tree-based organization of the possible paths.

2.3.1.3 Covered NoC Architectures

The fault-tolerant routing algorithms proposed in the literature enhance many NoC
architectures against fault occurrences, such as deflection-based NoCs [105, 141], multi-
cast architectures [142, 143]. In addition, the routing controller unit can be enhanced to
manage faults which impact it [144] avoiding miss-routing, packet dropping and congestion
in the NoC. However, these errors can be detected at-run time by detecting the miss-
routing [145, 41] or by comparing the destination and the source of the packets [146].

2.3.2 Spatial and Temporal Redundancies

Spatial and temporal redundancies [16, 15, 147] are often used in the literature to
manage faults in NoC architectures. While techniques based on spatial redundancy are
able to manage both transient and permanent faults, the methods based on temporal
redundancy usually only manage transient faults. In the rest of this part, we present the
works based on these redundancies.

2.3.2.1 Circuit Replications

Circuit replication, also called N-Modular Redundancy (NMR) [13, 148], consists to
fully or partially replicate N times the architecture to protect. The replicated parts of
the architecture are called modules. Most popular approaches are the Double Modular
Redundancy (DMR) [13] and the Triple Modular Redundancy (TMR) [149], which are
respectively composed of two and three modules, as depicted in Figure 2.4.

As depicted in Figure 2.4a, the DMR compares the outputs of the duplicated mod-
ules [13] to detect the faults. This approach can detect a fault when only one module is
faulty, or if both modules are faulty and provide different outputs. Moreover, the fault
positions cannot be diagnosed and the faulty module cannot be determined. Due to this
lack of information, the DMR is marginally used in the literature to protect the NoC
architectures.
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Figure 2.4: DMR and TMR principles.

As shown in Figure 2.4b, the TMR computes the output based on a vote over trip-
licated modules outputs [13]. TMR can then mask a fault of one faulty module. Similar
to DMR, the faults cannot be diagnosed in the faulty modules. However, the voter can
determine which module is impacted by the faults. This approach is often used in the
NoC architectures [150] to enhance specific parts despite the hardware overheads which
require more than three times the baseline area. However, the impact on the performances
is low compared to other methods, such as ECCs [151], since only the voter is added in
the critical path. Based on this, some works are proposed in the literature to reduce the
hardware overheads induced by TMR allowing the use of this method for lightweight NoC
architectures. In [152], a lightweight version of the TMR is proposed. In this approach,
only two modules are activated to detect the occurrence of faults using a comparator.
When a fault is detected, the third module is activated to manage the faulty module
using a voter instead of the comparator. This approach provides an interesting power
consumption reduction. In [153], redundant logic is added in the isolated combinatorial
circuits to avoid the replication of the entire modules reducing the hardware costs of the
standard TMR. In [154], the last logic-gate level of the triplicated modules is designed
with a triple transistor logic which acts as a voter circuit, and thus, replaces the voter
reducing the hardware costs in terms of area and power consumption.

Other approaches based on the circuit replication are proposed in the literature at dif-
ferent scales. For instance, in [155], circuit replication at the transistor-level using quadded
transistors is proposed. However, the hardware overheads induced by this approach are
drastically increased, i.e. around eight times for the area, four times for the power con-
sumption and two times for the delay.
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2.3.2.2 Reconfiguration

The reconfiguration [156] is mainly used in the NoCs to manage the permanent-fault
occurrences in routers and interconnections [157]. Reconfiguration approaches can be split
into several categories based on i) spare resources, ii) default back-up path, and iii) re-
configuration in degraded mode.

Spare Resources: Methods using spare resources are well known in the NoC field to
replace faulty elements impacted by permanent faults. These techniques increase the NoC
lifetime. Many works of the literature propose to use spare interconnections or wires [158]
to manage permanent faults. In [159], the faulty routers are managed by adding redundant
interconnection between the associated IP and one of the neighboring router. In [160],
interconnections are segmented into several parts which are enhanced with one redundant
wire to replace the faulty one. Other methods propose to use redundant routers as spare
resources. In [161], one spare router is added per 4-router square sub-networks to replace
one faulty router among the four which compose the sub-network. In [162], each router
of the network is duplicated and connected by multiplexers to increase the reliability and
the lifetime of the network. In [163], one spare router is added at each column of the
mesh NoC to replace one faulty router of this column. For that, IPs are connected to
the two vertically close routers of its associated router using multiplexers. However, spare
resources induce significant hardware costs in terms of area and power consumption. To
reduce these costs, fine-grain insertion of spare resources is proposed in the literature. For
example, in [164], two spare registers are used to replace the faulty status fields which
control the virtual channels of the input buffers. In [84], spare buffers are added at the
router inputs and outputs to provide additional datapaths. Finally, another approaches to
reduce the hardware costs consist to use polymorphic spare resources which can replace
more than one functionality in the network [165, 166].

Default Back-up Paths: These approaches consist to by-pass the faulty routers or
faulty interconnections in the NoC. For that, the multiplexers which manage the default
back-up paths need to be reconfigured to by-pass the faulty elements maintaining the
connectivity between the IPs. In [167], a unidirectional cycle back-up path is used to
by-pass any faulty router in the network. In [168], back-up paths are used to horizontally
or vertically by-pass faulty routers. In [169], extra modules, called control path back-
up mechanism, are added at the router inputs and outputs. These extra modules are
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connected between them with back-up paths and are used to by-pass the router when
it is declared as faulty. In [170], on-demand by-pass links are used to manage faulty
crossbars. In [171], a back-up network layer is used to by-pass faulty routers of the main
layer maintaining the network bandwidth. Although default-backup paths have low area
and power consumption, the latency drastically increases under multiple faults, due to
the routing complexity. In addition, congestion, bottlenecks and other network issues can
occur up to having several inaccessible IPs.

Degraded Mode: NoCs may also be reconfigured in a degraded mode using only the
remaining healthy resources [122]. With this approach, the correct transmission of the
data is ensured since the faulty part of the architecture is deactivated [172]. For example,
faulty interconnections or routers can be deleted from the NoC or 32-bit buffers can be re-
arranged into 16-bit buffers removing the faulty part. However, while the hardware costs
of this approach are low due to the absence of spare resources or default back-up paths,
the network performances are significantly degraded in presence of multiple permanent
faults. In the worst cases, the NoC can be inoperative due to isolated IPs.

2.3.2.3 Temporal Redundancy

Most of the temporal-redundancy methods use the packet re-transmissions to manage
the faults [95, 105, 173]. However, as saw in Section 1.3, the packet re-transmissions has
negative impacts on the NoC since it increases the congestion leading to reduced NoC
performances. To reduce these negative impacts, the re-transmission can be done between
two consecutive routers [174], instead of between the source and destination IPs.

Re-send the packets provides transient fault management, however this approach can
be limited with intermittent faults and even be useless in presence of permanent faults
since the re-transmitted packets always take the same path on the NoC [13]. To remedy
this, the approach presented in [175] re-sends the packet after several cycles, providing
sufficient time for intermittent faults to be vanished. Concerning the permanent faults,
many works are proposed in the literature to manage them using temporal redundancy.
In [176, 177], the interconnections are divided into several sections which can be deacti-
vated if they are impacted by permanent faults. In this case, flits are serialized and sent
using the fault-free sections of the interconnection. However, this approach impacts the
latency, hence decreasing the NoC performances. In [178], the interconnections are divided
into two parts, i.e. the most significant part and the least significant part, which are each
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controlled by a dedicated flow control. When a half flit is impacted by permanent faults,
the associated flow control sends a Non-Aknowledgement (NAck) signal to re-send the
faulty half flit. Nevertheless, this latter is duplicated on the other half that has been sent
without errors to ensure the correct transmission. Then, the flit is restored at the next-
router input using the two fault-free parts of the flit. However, this technique degrades
the latency affecting the NoC performances.

Other approaches are proposed in the literature to manage a higher fault number. For
example, in [98], the flits are triplicated. While the first flit is not modified, the bits of
the second flit are reversed and the two halves of the third flit are reversed. The receiver
compares the three triplicated flits to detect and correct the fault impacts. However, this
approach drastically degrades the NoC performances since each packet is triplicated, i.e.
performances are divided by around three.

The methods using temporal redundancy can also target the logic part of the router.
For instance, in [179], the routing computation stage and the virtual-channel allocation
stage are computed several times during several cycles allowing detection of soft faults.

2.3.3 Fault Tolerant Topologies

Faults occurring in the NoC interconnections can be managed with the help of fault-
tolerant topology [16]. For that, redundant interconnections are added to over-connect the
routers between them, hence increasing the network connectivity [180]. Then, increasing
the number of router ports, also called the radix degree, allow to avoid IP isolation when
permanent faults occur in one or several interconnections. However, as the network com-
plexity increases with the radix degree, more complex routing algorithms are necessary
to forward the packets in the NoC increasing the hardware costs. In response, topology
generator [181] targeting specific application are proposed in the literature. Many fault-
tolerant topologies can be found in the literature, such as the hexagonal topology [131]
or the incomplete ternary n-cube [182]. However, as mentioned previously, they often
need specific routing algorithms which increase the network complexity, and therefore,
the hardware costs. In addition, the NoC performances can be drastically impacted when
multiple permanent faults are present in the network due to the necessary detours to
reach the destination IP.
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2.4 Other Detection Methods

In this section, we present methods of the literature which can be used to detect
and diagnose faults in the NoCs [79, 40, 183]. These methods can operate at run time,
i.e. online methods, or need to stop the system, i.e. offline methods. While the online
methods can detect both transient and permanent faults, offline methods can only detect
permanent defects which cannot be removed by restarting the system. First, we present
the principle of the well-known Built-In Self-Test (BIST) methods. Then, monitoring-
based methods are described. Finally, other methods which can be found in the literature
are summarized.

2.4.1 Built-In Self-Test Methods

BIST methods are well-known in the fault-tolerant field to detect and diagnose the
permanent faults. These methods can be used in NoC architectures to locate faults in
routers [184, 185, 186], interconnections [187, 188, 189] or both of them [190, 142, 191].
They can be divided into two sub-categories which are online [192] and offline [188] meth-
ods. Some works of the literature mix offline and online detection techniques where only
the tested regions [41] or the idle paths [193] are put offline while the rest of the NoC
continues to operate. These approaches implement BIST methods at fine-grain resolution
increasing the fault coverage while maintaining the NoC performances.

To operate, BIST methods use test flits which are sent through the circuit under
test, i.e. routers or interconnections. For this purpose, two block types are necessary, the
Test Pattern Generators (TPGs) and the Output Response Analyzers (ORAs). While
the TPGs send test flits, also called test patterns, the ORAs analyze them once they
cross the circuit under test. The comparison with a golden reference allows to detect and
locate the faults inside the circuit. An example of one BIST implementation is displayed
in Figure 2.5 where the TPGs and the ORAs are respectively located at each output and
input of the routers. When a router needs to be tested, i.e. middle router in Figure 2.5,
the TPGs of the neighboring routers send test patterns towards each other neighboring
routers and towards the associated IP of the router under test. The red paths in Figure 2.5
represent the paths taken by the test flits sent by the TPG of the west router to test the
middle router. When the test flits reach the ORAs of the destinations, the received flits
are analyzed to determine if the router under test is impacted by faults or not.

BIST methods can be used to diagnose a wide range of fault models using adapted test
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patterns. Figure 2.6 presents the four most used test patterns in the BIST techniques [194]
which are i) all one, ii) all zero, iii) walking one and iv) walking zero test patterns. While
all one and all zero test patterns are used to target the stuck-at and open faults, walking
one and walking zero test patterns target short and bridge fault types. These test patterns
mainly allow to test the datapaths, however the control logic can also be diagnosed [142]
by detecting the miss-routing and dropped test flits when they cross the router under
test.

2.4.2 Monitoring Methods

The faults which affect the flit during the packet transmissions can be detected by
monitoring the NoC traffic to identify disruptions [195, 196] due to the fault occurrences.
For that, NoC assertions [197], extra module assertions [198] or router invariances [199]
can be used to detect disruptions generated by the faults. Based on this, the monitoring
methods can provide the state of the NoC by evaluating its deterioration [200] but also
help to mitigate deterioration induced by external or internal effects such as Negative
Bias Temperature Instability (NBTI) effects [201].

2.4.3 Other State-of-the-Art Methods

The literature provides some other methods to detects faults affecting the NoCs. Flow
control can be used to detect [202] and locate [203] faults. In [204], a software-based self-
test which uses bounded model checking is proposed to detect NoC errors by applying
test patterns at-run time. In [205], an online method is proposed to detect miss-routing in
the mesh architectures using XY routing algorithm. For that, the source and destination
addresses are compared to the current-router address to determine if the packet takes
unexpected path. In this case, a fault is present in the routing-computation stage of
the upstream router. The fault occurrences can also be predicted by machine learning
algorithms [87]. In this case, the fault-tolerant methods used to manage the faults can be
adapted at-run time according to the predictions [110]. Of course, detection methods can
be combined at different layers [206] to enhance the trade-off between the fault coverage
and the NoC performances.
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2.5 Mitigation Using Approximate Communications

In recent years, approximate computing [207, 208] appears as an energy-efficient oppor-
tunity to reduce the hardware costs relaxing the accuracy. This paradigm can be applied in
several application fields [209, 210, 211], such as machine learning, image processing, data
mining and others, which require lower precision. Since few years, approximate computing
has given birth to approximate communications which can be applied to the NoC archi-
tectures offering energy-efficient and high-performance communications [20]. For example,
in [21], a NoC architecture, called AxNoC, is presented to reduce the power consumption
of the NoC using a dual-voltage power management to transfer accurate flits with high
voltage and save energy by sending data at low voltage at the cost of errors.

Instead of aiming power-efficient and high-performance communications, approximate
communications can be used to provide fault tolerant communications in NoCs [212].
However, despite the fact that this field offers many perspectives for the fault-tolerant
field, it stays few studied in the literature. In [213], the APPROX-NOC framework is pro-
posed for high throughput communication compressing the data transiting on the NoC.
For that, data are first approximated to match with a compressible reference data pattern,
then, the data pattern is compressed before to be sent through the NoC. In [214, 215],
an approach statically changes the assignment of lines in datapath busses, by placing the
Most Significant Bits (MSBs) on the borders of the bus to attenuate the electromagnetic
influences between neighboring lines. However, the line assignments cannot be modified
during execution, and thus, external and internal effects cannot be addressed by this
technique. In [216], an online quality management framework for approximate communi-
cations in NoC architecture is proposed. This framework allows to reduce the time needed
to compute the approximation level. This approach ensures low latency and low hardware
overheads taking into account the considered approximate application. In [217], a multi-
plane NoC is proposed to increase performances using a second bufferless network. While
approximate packets can be dropped during the message forwarding to avoid congestion,
the main network ensures a 100% accuracy in packet transmissions. However, this method
necessitates two parallel networks to operate which drastically increases the hardware
costs. Another similar approach is proposed in [218] where stochastic communications
are used. However, this approach drastically impacts the NoC performances because of
the large flit number required to encode the message with the generated random pattern
inducing high congestion in the NoC.
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2.6 Examples of Fault-Tolerant NoC Architectures

In the previous sections we surveyed the different method types which can be used to
enhance the NoC architectures against the transient and the permanent faults. However,
these techniques can be combined to increase the fault tolerance of the NoCs. In this
section, we present several NoC architectures proposed in the recent years where several
of the above-mentioned techniques are combined.

The VICIS router architecture is presented in [24] to handle permanent faults. For that,
diagnosis, i.e. BIST, and reconfiguration techniques are used to contain the failures within
the routers. In this way, the router architecture is enhanced to manage the occurrence of
permanent failures. ECCs are used to protect the datapath elements and a bus is added
to the crossbar to by-pass the permanent faults. In addition, the router buffers can be
reconfigured in a degraded mode to use only the fault-free space and the input ports
can be re-organized by swapping them to manage the faulty links. Finally, a table-based
fault-tolerant routing algorithm is used avoiding link deactivation.

In [219], the proposed architecture offers on-demand fault tolerance by proposing mul-
tiple traffic classes which depend of the flit priority level. While the transient faults are
managed with the help of a Hamming code, the permanent faults are tackled using spare
wires in the interconnections. According to the priority level of the packet, the on-demand
fault-tolerance manager adapts the path taken by the packet to improve power-efficient
fault tolerance.

The uDIREC framework is proposed in [220] for permanent-fault diagnosis and re-
configuration of the NoC architectures. This framework uses a low-cost diagnosis method
which can locate the faults at the unidirectional link granularity. The fault diagnostics are
used to update a proposed routing algorithm, called MOUNT, to maximize the utilization
of the remaining resources. In this way, the NoC can be used in degraded mode.

In [221], a fault-resilient and self-healing NoC architecture, called FASHION, is pre-
sented. In this architecture, three units, i.e. self-monitoring, self-re-configuring and BIST
units, are added to manage the components failures in the NoC. While the self-monitoring
unit is used to capture events in the NoC and initiate periodic runs of the BIST unit, the
self-re-configuring unit is used to disable the faulty components and keep the NoC in a
degraded mode when permanent faults are detected in the NoC.

In [222], a reliable NoC router is proposed to tackle permanent faults. For that, the
five pipeline stages are enhanced with fault tolerant methods. The virtual channel buffers
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are enhanced with an ECC which can correct one faulty bit per flit. In the case where
a permanent fault is detected, the impacted virtual channel is disabled. The routing
computation is doubled using one redundant cycle. In the case where permanent faults
affect the virtual allocation stage, a default back-up path is used to send the packet in
a default direction. A run-time arbiter selection strategy is implemented to manage the
faults occurring in the switch allocation stage. Finally, a double by-pass is used to tackle
the permanent faults which occur in the crossbar.

2.7 Conclusion

In this chapter, we surveyed the methods proposed to detect, diagnose, correct, or
mitigate transient and permanent faults. Through this chapter, we can note that, contrary
to the transient faults, the correction or mitigation of the permanent faults suffers from
a lak of studies despite the fact that they are more susceptible to occur with power and
technology scaling as mentioned in Section 1.2.

The state-of-the-art methods to manage permanent faults in NoC architecture are
often based on i) mitigation through routing algorithms, ii) hardware reconfiguration
through spare resources or default backup path, iii) correction through circuit replication
and iv) information redundancy. However, we saw in this chapter that these methods
often induce high hardware overheads in terms of area and power consumption and that
they can drastically decrease the NoC performances. Moreover, these methods are limited
in presence of multiple permanent faults reducing the lifetime of the NoC.

To tackle these problems, we propose Bit-Shuffling (BiSu) technique [P2, P1], a bit-
shuffling hardware technique with low area and performance overheads to efficiently deal
with multiple permanent faults in the NoC architectures. This technique is based on the
emerging approximate-communication field which appears since few years, as mentioned
in Section 2.5.
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Chapter 3

BIT-SHUFFLING TECHNIQUE FOR ERROR

MITIGATION IN NETWORK-ON-CHIP

ARCHITECTURES

In this chapter, we present the first contribution of this manuscript, named the Bit-
Shuffling (BiSu) [P2, P1] technique which targets the mitigation of permanent faults in
Network-on-Chip (NoC) architectures providing low area, power and performance over-
heads. For that, we first present in Section 3.1 the principle of the BiSu method applied
in the NoC architectures. Then, an evaluation of the BiSu technique efficiency is shown
in Section 3.2. Finally, the hardware costs induced by the proposed method are studied
in Section 3.3 before concluding in Section 3.4.

3.1 BiSu-Principle Overview

This section presents the principle of the BiSu technique which is used to achieve mit-
igation of multiple permanent faults by reducing their impacts, instead of fully correcting
them. First, the target domain and the assumptions are presented, then, the principle of
the BiSu is described, i.e., the re-organization of bits in flits to place the Most Significant
Bits (MSBs) on a non-faulty path, before detailing its implementation. Afterwards, an
extension of the BiSu technique for flits containing sensible data, such as header or in-
structions, is explored. Finally, the BiSu technique is extended to manage data sizes that
are different from the subflit size.

3.1.1 Target Domain and Assumptions

The BiSu approach targets the mitigation of multiple permanent faults which can
occur in the NoC datapath, i.e. interconnections, buffers, crossbars, and wires within the
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Figure 3.1: Fault impacts in the NoC architecture.

routers, as illustrated by the red flashes in Figure 3.1. As already mentioned in Chapter 1,
devices and components become more susceptible to multiple permanent faults [48] due to
nano-scale technologies and power scaling. On the other hand, as the datapath elements
are the biggest components of NoC, they have a higher probability of accumulating per-
manent faults due to radiations, manufacturing and aging defects, as already mentioned
in Section 1.3. The proposed method can be used to mitigate permanent faults defined by
stuck-at, short or bridge models [25] which impact the NoC datapath. In fact, the BiSu
technique considers only the state of the datapath at the wire scale, i.e. faulty or not,
regardless of the used fault model since this latter will be only considered for the detec-
tion and the diagnosis of the faults. For this work, we assume that the fault positions are
provided by detection methods such as Built-In Self-Test (BIST) techniques [164, 187].
As explained in Section 2.4, these techniques diagnose the faults in the NoC datapath at
the wire granularity allowing to know which wire is faulty or not.

As the objective of the proposed approach is to reduce the impact of multiple per-
manent faults, instead of correcting them, the targeted domains concern error resilient
applications used in the approximate computing fields, i.e. applications which can toler-
ate errors until a certain level, such as image processing, data mining, machine learning
and others [21]. In this work, the error resilience of the applications is used to tolerate
approximate communications due to the faults which affect data transiting on the NoC.
The proposed BiSu technique can be implemented in tandem with other techniques, such
as application remapping [22] and scheduling [23], which operate at different scales to en-
hance the NoC fault tolerance increasing the lifetime of the systems. For instance, routers
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where the bit-shuffling method is not efficient anymore can be excluded and by-passed or
circumvented thanks to adaptive routing algorithms. Finally, the proposed method can
be implemented with any transmission protocol and NoC architecture.

3.1.2 Basic Concepts

As mentioned previously, the BiSu technique focuses on reducing the impact of perma-
nent faults which occur in NoC datapath, instead of fully correcting them. It ensures the
protection of MSBs, by transferring the impact of the permanent faults on the Least Sig-
nificant Bits (LSBs), keeping the MSBs correct. To implement this approach, we consider
the classic message organization described in Section 1.1.1.3 where we add a supplemen-
tary sub-division, as depicted in the Figure 3.2. We further decompose each flit into NSF

Subflits (SFs) of SSF bit size to apply the proposed bit-shuffling technique. Table 3.1
summarizes the notation used for the classic NoC routing messages and for the SF de-
composition.

The BiSu technique applies shuffling and de-shuffling functions that switch, at run-
time, two or more SFs within the same flit, in order to transfer the impact of faults on
LSBs. Figure 3.3 illustrates, through an example, the principle of our approach. Here we
consider flits crossing a faulty router from north to south, as shown by the purple arrow of
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Symbol Definition Symbol Definition
Smsg Message size NP = Smsg

Spck
Number of packet

Spck Payload size NF = Spck

SF
Number of flit

SF Flit size NSF = SF
SSF

Number of subflit
SSF Subflit size

Table 3.1: Notation summary.
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Figure 3.3a. For simplification reasons, the illustration example considers a single buffer
channel, however BiSu technique is also applicable with virtual channels. The example
focuses on payload flits, while header flits are discussed in Section 3.1.4. As depicted in
Figure 3.3b, we consider a flit size equal to SF = 8 bits and a SF size equal to SSF = 2
bits. Therefore, the number of SFs (NSF ) in a flit is equal to NSF = 4 (SF0 to SF3).
When no fault occurs, shuffling and de-shuffling functions are disabled and flits cross the
NoC router without any modification.

We consider now that two permanent faults occur in the input buffer, affecting the
MSBs, i.e., bits 7 and 6, of all incoming flits. The right part of Figure 3.3b illustrates the
crossing of packets without any modification in the flit. The bits 6 and 7 of the two payload
flits are affected, leading to errors within the range {0,±64,±128,±192}, depending on
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the initial value of the affected bits. For example, if we consider that the bits 6 and 7 are
initially equal to 1, then applying two stuck-at-0 fault gives an error of −192 compared
to the initial flit value. The left part of Figure 3.3b illustrates the proposed bit-shuffling
method. The bit-shuffling technique is enabled in the input ports of the router. Then,
before crossing the faulty path, the SFs are re-organized by swapping LSBs and MSBs of
data bits to allocate MSBs on non-faulty hardware path, i.e. SF0 and SF3 are swapped
inside each flit. Hence, the impact of the faults is reduced to the range {0,±1,±2,±3},
depending on the values of the LSBs. Finally, the SFs are brought to their initial position
before the flit leaves the router and it is sent to the output port.

In the above-mentioned example, we consider a subflit size equal to 2 bits, however,
this parameter can be configured, affecting the efficiency and the hardware costs of the
method. Indeed, when the subflit size is decreased, it permits to improve the efficiency,
nevertheless it leads to increase the hardware costs.

3.1.3 Method Implementation

In this part, we present the details concerning the implementation of the BiSu ap-
proach. For that, we first present the NoC architecture enhanced with the proposed
method, i.e. with the shuffler and de-shuffler blocks. Then, the computation of the registers
which manage the SF re-organizations in the shuffler and de-shuffler blocks is detailed.

3.1.3.1 Hardware Architecture

To implement the proposed BiSu technique, the NoC routers are extended with extra
hardware blocks, i.e., shuffler and de-shuffler blocks. While the shuffler block re-organizes
the SFs with the objective of minimizing the fault impact, the de-shuffler block brings back
the initial order of the SFs. To deal with the targeted faults, BiSu technique is applied
i) between two routers, to mitigate errors on the interconnection bus, and ii) between
the input and output ports, to mitigate errors inside the router. To achieve that, the
aforementioned paths integrate shuffler and de-shuffler hardware blocks, as depicted in
Figure 3.3a. As the flits are shuffled when they cross the router, the routing controller
(CTRL) needs to re-organize the header of the current packet in order to read the routing
information and propagate the packet toward the expected neighboring router or the
associated Intellectual Property (IP). Then, one extra de-shuffler block is added in the
routing controller.
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Figure 3.4: Shuffler and de-shuffler block architecture.

The shuffler and de-shuffler blocks have similar hardware architecture. As presented
in Figure 3.4, it is composed of NSF simple multiplexers of NSF SSF -bit inputs to one
SSF -bit output and NSF registers which contain the configuration of the multiplexers.
The only difference between shuffler and de-shuffler blocks is the value of the registers
which are respectively named Sregs and Dregs for the S and D blocks. Following the
proposed approach, spatial redundancy is not required, thus the area overhead is limited.
Furthermore, faulty paths are not excluded, maintaining the NoC performances.

3.1.3.2 Registers Computation

Algorithm 1 describes the computation of the register values of the shuffler and de-
shuffler blocks. The computation is based on Bubble sort [223] and provides the bit-
shuffling configurations of the multiplexers that minimize the fault impacts. The algorithm
takes as input the mask of the fault positions (EMask), provided by the BIST method.
This mask has the same size than the data-bus of the NoC. Each bit of the mask gives
the state of corresponding wire in the datapath. While a ’0’ means that the wire is
fault-free, an ’1’ means that the wire is faulty. The algorithm can be executed in two
different ways. First, the dedicated IP cores of the routers can be used to execute the
algorithm. Otherwise, it can be executed with dedicated circuits, called register updater
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Algorithm 1 Shuffler and de-shuffler registers updating.
Input: EMask[SF ]
Output: Sregs[NSF ], Dregs[NSF ]
1: // Variable Initializations
2: for (i = 0 to NSF − 1) do
3: SubMask[i] ← ∑NSF −1

j=0 (2j × EMask[i×NSF + j])
4: end for
5: Sregs ← i ∀i ∈ [0, NSF [
6: Dregs ← i ∀i ∈ [0, NSF [
7: inversion ← TRUE
8: // Deshuffling Register Computation
9: for ((i = 0 to NSF − 2) && (inversion)) do

10: inversion ← FALSE
11: for (j = 0 to NSF − 2− i) do
12: if (SubMask[j] < SubMask[j + 1]) then
13: swap(SubMask[j], SubMask[j + 1])
14: swap(Dregs[j], Dregs[j + 1])
15: inversion ← TRUE
16: end if
17: end for
18: end for
19: // Shuffling Register Computation
20: for (i = 0 to NSF − 1) do
21: Sregs[Dregs[i]] ← i
22: end for
23: return Sregs[NSF ], Dregs[NSF ]

block, which are added at each couple of shuffler and de-shuffler blocks. While the first
solution increases the pressure on the dedicated IP cores with no hardware overheads,
the second solution induces hardware overheads in terms of area and power consumption.
Of course, one dedicated circuit can be used to compute the registers of several couples
of shuffler and de-shuffler blocks limiting the induced hardware overheads. However, this
approach increases drastically the complexity and requires controller blocks to serve the
computed registers at the right pair of shuffler and de-shuffler blocks.

For clarity, lines 2−4 of Algorithm 1 organize the bits of the error-position mask inNSF

groups of SSF bits, which are named SubMask. Each SubMask informs about the faults
in the associated subflit. For example, in the shuffling illustration presented in Figure 3.3,
we consider flits of 8 bits divided into 4 subflits of 2 bits. As the bits 6 and 7 of the flits
are affected by permanent faults, we have the error mask Emask = [1100 0000] that gives
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SubMask[0] = 00 and SubMask[1] = 00, SubMask[2] = 00 and SubMask[3] = 11. As
second example, considering a 16-bit datapath with 4-bit subflits, where bits 6, 7 and 13
are faulty, the mask of the error positions is Emask = [0010 0000 1100 0000] that gives
SubMask[0] = 0000, SubMask[1] = 1100, SubMask[2] = 0000, and SubMask[3] = 0010.

In lines 5− 7, the variables and registers are initialized. Each register is initialized to
ensure the flit transfers without any shuffling (Sregs = Dregs = [3, 2, 1, 0]).

In lines 9−18, the bubble sort algorithm computes the values of the de-shuffler register
according to the input SubMask[NSF ]. For that, the algorithm orders the SubMask values
in a decreasing order and the same ordering is applied over array Dregs. For example, if
SubMask[1] is inferior to SubMask[2], the two values are swapped, and therefore, the
values Dregs[1] and Dregs[2] are also swapped. When the computation is over, the de-
shuffler register contains the multiplexer configuration Dregs[NSF ] for the architecture
presented in Figure 3.4. In this way, the i− th value of the register indicates which input
subflit is sent to the i − th output subflit. For example, if Dregs[2] = 1, the subflit SF1

will be forwarded towards the output subflit SF2. Finally, as the hardware architectures
of the shuffler and de-shuffler blocks are similar, the shuffler registers are computed from
the de-shuffler registers, as shown in lines 18 to 20.

Based on this, for the example presented in Figure 3.3, we obtain the registers Sregs =
[0, 3, 2, 1] and Dregs = [2, 1, 0, 3] which corresponds to the paths taken by the subflits in
this figure during shuffling and de-shuffling operations. And more, the shuffling registers
of the above-mentioned 16-bit example are Sregs = [1, 3, 0, 2] and Dregs = [2, 0, 3, 1].

3.1.4 Header and Critical-Data Protection

As header flits contain control information, in particular for packet routing, and they
cannot tolerate errors. For example, for an architecture with 256 cores, i.e. 16× 16 mesh
where packets are composed of 32 flits, the header contains 8 bits for source core, 8
bits for destination core, and 4 bits for packet size. As other information such as packet
identification can be added in the header, we can consider that around half of the header
flits is unused, as represented in Figure 3.5a. Thus, to handle faults affecting headers, the
BiSu technique is extended as follows: For NoCs using large data buses (i.e., 64 bits),
header flits usually include several unused bits which are placed on the LSBs, as depicted
in Figure 3.5a. Based on this, when faults occur on MSBs, the method transfers the faults
on the unused SFs, removing any errors.

However, header flits with small data buses (i.e., 32 bits) do not usually include enough
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Figure 3.5: Protection of headers and sensible flits with the BiSu approach.

unused bits. To address this, we distribute the information of the header flit into 2 flits,
as shown in Figure 3.5b, in order to artificially insert unused bits. Hence, half of the two
new header flits can be used to tolerate errors, with a small impact on the NoC latency,
i.e., adding a single flit in a packet. The same approach can be used for sensible data, for
example for instructions, with a reduced overhead since it is applied in packetization and
de-packetization blocks which are localized in Network Interfaces (NIs).

Notice that, today’s NoCs are typically based on large buses. Hence, the distribution on
two header flits is a solution that requires to be applied only when the shuffling technique
cannot guarantee protection of the header bits. As flit size and subflit size are not changed
in both of these propositions, Algorithm 1 is applied without any modifications. Moreover,
as routing information can be inserted on the first half header, the router architecture
does not need modifications.

A second approach can be used to protect header flits which transit in NoCs. As
illustrated in Figure 3.6, this approach consists in distributing the information contained
in header flit on the MSBs of each flit which composes the packet. In this way, control bits
are ensured to be protected by being placed on the MSBs of flits. However, this approach
suffers from several weaknesses. First, the control bits which are used to forward the packet
through the NoC, such as the destination address, need to be placed in the first flit to
avoid any architecture modifications. Then, as the flit MSBs are used to protect the header
control bits, the BiSu efficiency is relaxed reducing the accuracy on the transmitted data in
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Figure 3.6: Second approach for header protection with the BiSu technique.

presence of faults. Finally, this approach can be only used to protect sensible information
of headers and not to ensure accurate transmissions of the payloads containing critical
data such as instructions.

Based on this, we will consider only the first approach in the rest of this manuscript
since it ensures both of the headers and sensible payloads protection with small impact
on the NoC performances.

3.1.5 Matching Data and Flit Sizes

To efficiently protect the communications with the BiSu technique, packet organization
must be considered. The implementation of the BiSu technique must take into account
the data size (Sdata) and the flit size (SF ) to organize flits inside the NIs. Indeed, to
propose efficient method, the MSBs and the LSBs of the flit must contain respectively
the MSBs and the LSBs of data to avoid the corruption of the significant data during
shuffling operations. For sake of clarity, we define: i) Most Significant Subflit (MSS) as
the SF including the MSBs of the flit, and ii) Least Significant Subflit (LSS) as the SF
including the LSBs of the flit. Up to now we have considered only one data size type per
flit and databus width equal to a power of two. However, when considering different data
sizes, three cases can occur, as illustrated in Figure 3.7:

a) Sdata = SF , this is the straightforward case. The data are placed inside the flits without
any re-organization, as show Figure 3.7a. The LSBs and the MSBs of the data are
respectively placed at the LSSs and at the MSS.

b) Sdata < SF , more than one data is sent in one flit. Hence, the data are interleaved
within the flit, as shown in Figure 3.7b. The MSBs and the LSBs of the data are
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Figure 3.7: Organization of 32-bit flits for different data sizes considering 8-bit subflits.

respectively grouped inside the MSSs and inside the LSSs.

c) Sdata > SF , a data is sent on several flits. The LSBs and MSBs of the data are equally
distributed on. the flits, as illustrated in Figure 3.7c. In this way, all produced flits
contain a part of the MSBs and LSBs of the data.

With these re-organizations, the MSSs always hold the important data, compared to
the LSSs, making efficient the bit-shuffling method, even when the datapath is impacted
by multiple permanent faults. Moreover, packet organization is always included in classic
NoC with the help of packetization and de-packetization blocks through the NI. Therefore,
we only need to insert two additional blocks, called merger and de-merger blocks, that
re-organize the data inside flits. As a result, the proposed method does not require high
extra hardware and has small impact on the performances since the adding blocks include
only combinatorial logic in respect of the critical path. However, the BiSu efficiency is
valid only when the subflit size is lower than the data size.
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3.2 BiSu-Efficiency Evaluation

In this section, we present a multi-level efficiency evaluation of the BiSu technique
through several experiments made on payloads and headers. As the BiSu efficiency mainly
depends of the subflit size (cf. Section 3.1.2), we study the impact of the subflit size
on the BiSu robustness. We present the results as generic as possible by performing a
wide exploration where each possible fault position is considered. Moreover, to avoid any
masking of a stuck-at fault due to specific data values, we always perform a bit-flip on
the data to consider the worst case. The obtained results are compared with an extended
Hamming code. First, a flit-level evaluation of the payload mitigation and the header
protection with the BiSu approach is proposed. Then, a NoC-level study is presented.
After that, the obtained results with a Convolutional Neural Network (CNN) application
where the input are protected with the BiSu technique are detailed. Finally, we explore
case studies through image processing and data mining applications, and we show that
our method reduces the fault impact on the data transiting on the NoC.

3.2.1 Flit-Level Evaluations: Payload Error Mitigation

In this part, we propose to study the efficiency of the BiSu technique and the impact
of the subflit size at the flit-level considering data payloads. For that, we first use a math-
ematical model to calculate the Maximum Absolute Error (MAE) and the Mean Square
Error (MSE) induced by one Multiple Hard Error (MHE). Then, the obtained theoret-
ical results are compared with experimental results to validate the mathematical model
and to evaluate the BiSu efficiency compare to the extended Hamming code. Finally, the
proposed method is evaluated under multiple Single Hard Errors (SHEs). Experimental
results are generated using C++ simulations on a Fedora 28 Linux distribution executed
on an 8-cores Intel(R) Core(TM) i7-8650U CPU @ 1.90GHz.

3.2.1.1 Mathematical Model

Let us consider a fault defined by its size (Fsize) in number of bits and the position of
the first faulty bit f0. For example, if a fault impacts the bits 8, 9 and 10 of a flit, then we
have Fsize = 3 and f0 = 8. Note that, with this definition a SHE is a MHE with Fsize = 1.
Based on the above definitions, the fault impact on unprotected flit can be computed with
Equation 3.1 which gives the MAE since we consider that all the faulty bits are impacted
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by the fault to avoid masking effects.

MAEunprotected =
f0+Fsize−1∑

i=f0

(2i) (3.1)

Now, let’s compute the fault impact when the BiSu method is applied. First, we need
to determine the number of faulty subflits (NF SF ), i.e., the number of subflits impacted
by the fault in the forwarded flit. Indeed, when two bits or more are impacted by MHE,
in this case these faulty bits can cover more than one subflit, as depicted in Figure 3.8.
For that, we use Equation 3.2 to compute the position of the first faulty bit f0 excluding
the fault-free LSSs. Then, the size of the fault Fsize is added and the obtained value is
divided by the subflit size. By rounding up the result, we obtain the number of impacted
subflits.

NF SF =
⌈

(f0%SSF ) + Fsize

SSF

⌉
(3.2)

Then, the faulty subflits need to be discriminated to know how they will be re-
organized with the BiSu technique. We define Least Significant Faulty Subflit (LSFS)
(respectively Most Significant Faulty Subflit (MSFS)) as the subflit where the first (re-
spectively last) faulty bit is localized. All other intermediate subflits are defined as In-
termediary Significant Faulty Subflits (ISFSs). The ISFSs are always placed by BiSu
technique in the LSS, since they are completely faulty. As shown in Figure 3.8, faulty
subflits can be re-organized into two different ways, depending on whether the MSFS is
completely or partially impacted. When the MSFS is partially impacted by the fault, as
shown in Figure 3.8a, the BiSu technique places it after the ISFSs and the LSFS to mini-
mize the fault impact. Otherwise, when the MSFS is completely faulty, as in Figure 3.8b,
the BiSu technique places it after the ISFSs and before the LSFS. In this figure, we notice
that the re-organization does not keep the same order between the LSSs which are placed
on the faulty path. This complexity is due to the fact that we reduce the fault impact as
much as possible by sacrificing in priority the LSBs.

In Figure 3.8, we observe that the original burst fault is split into two burst faults, when
the LSFS is partially impacted, due to the re-organization performed by BiSu technique.
For clarity reasons, we consider, in the rest of this proof, that the burst fault is always
divided into two burst faults which are one next to the other when the LSFS is fully
impacted. Based in this, we use Equation 3.3 to distinguish whether the MSFS is partially
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Figure 3.8: Mathematical computation of the fault impact on a 32-bit flit with 4-bit
subflits.

or completely impacted by the fault. If α is equal to 0, the MSFS is completely impacted
by the fault. Otherwise, it is not.

α = (f0 + Fsize)%SSF (3.3)

According to the α value, we compute the number of completely faulty subflits (NF F SF )
without taking into account the LSFS:

— If α = 0:  NF F SF = NF SF − 1 if NF SF − 1 > 0
NF F SF = 0 else

— Else:  NF F SF = NF SF − 2 if NF SF − 2 > 0
NF F SF = 0 else

The NF F SF value can be used to compute the fault impact of the burst fault. The
first half of the burst fault, i.e., the ISFS and the MSFS if it is completely impacted, is
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computed using Equation 3.4. The second half of the burst fault, i.e. the LSFS and the
MSFS if it is partially impacted, is computed using Equation 3.5.

MAE
(1)
BiSu =

NF F SF ×SSF −1∑
i=0

(2i) (3.4)

MAE
(2)
BiSu =

Fsize−1∑
i=NF F SF ×SSF

(2(f0%SSF )+i) (3.5)

The total MAE induced by the original burst fault, is given by Equation 3.6 which is
obtained by adding Equations 3.4 and 3.5.

MAEBiSu_temp =
NF F SF ×SSF −1∑

i=0
(2i) +

Fsize−1∑
i=NF F SF ×SSF

(2(f0%SSF )+i) (3.6)

However, Equation 3.6 needs to be extended in order to take into account corner cases,
i.e., when the value NF F SF is equal to zero. Thus, we obtain Equation 3.7.

MAEBiSu =
NF F SF ×SSF −1∑

i=−1
(2i)− 2−1

+
Fsize−NF F SF ×SSF −1∑

i=0
(2(f0%SSF )+NF F SF ×SSF +i)

(3.7)

Finally, the MSE of all possible fault positions can be computed with Equation 3.8
using the MAE of the unprotected and the protected cases respectively given by Equa-
tions 3.1 and 3.7.

MSE = 1
SF − Fsize + 1

SF −Fsize∑
f0=0

(MAE2) (3.8)

3.2.1.2 Mathematical-Model Evaluation

In this part, we confront the mathematical model to experimental results by the eval-
uation of the BiSu robustness. For that, we consider random payload flits of size 8, 16,
32 and 64 bits which contain unsigned integer data protected by a couple of shuffler and
de-shuffler blocks. As we focus on approximate applications, payload flits can tolerate
data approximation up to a certain level. Therefore, we use the MSE metric to quantify
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Figure 3.9: Theoretical payload flit accuracy for one MHE.

the impact of one MHE with size of 1 up to 5 faulty bits using subflit size from 2, 4, 8,
16 and 32 according to the flit size, i.e. the subflit size is necessarily lower than the flit
size. Theoretical results are computed using Equation 3.8.

Figure 3.9 shows the theoretical MSE for protected and unprotected cases. In this
figure, we first observe that the BiSu technique significantly reduces the MHE impact
compare to the unprotected case. In addition, we can note that the subflit size impacts the
fault mitigation, i.e. reducing the subflit size offers more flexibility to adapt the shuffling
to the fault position. In this way, the fault impact is reduced as much as possible according
to the chosen subflit size. For example, considering 32-bit flit segmented into 4-bit subflit
impacted by one MHE of size 2 (cf. red points in Figure 3.9c), the MSE is reduced from
4.46× 1017 to 1.79× 102 when the BiSu technique is applied to protect the flit.

Figure 3.10 displays the obtained MSE for the protected, unprotected and Hamming
cases. We can observe that the experimental results match with the theoretical results
of Figure 3.9 in terms of MSE values validating the mathematical model. Moreover, the
same observation than the one made previously can be made, i.e. reducing the subflit size
offers more flexibility to adapt the shuffling to the fault position. Finally, the comparison
with the results obtained with an extended Hamming code demonstrates that for more
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Figure 3.10: Experimental payload flit accuracy for one MHE.

than one faulty bit the BiSu technique maintains the accuracy compare to Hamming
code. Indeed, this latter is efficient to correct one fault, but face to several faulty bits
it is inefficient and it can even make false correction degrading the results comparing
to the unprotected case. For example, considering 16-bit flit segmented into 4-bit subflit
impacted by one MHE of size 3 (cf. red points in Figure 3.10b), the MSE is increase from
3.13× 108 to 5.59× 108.

3.2.1.3 Mitigation of Multiple SHEs

In this part, we study the impact of multiple SHEs on data flits protected with one
couple of shuffler and de-shuffler blocks to evaluate our method robustness. For that,
we perform an exhaustive evaluation where the MSE and the Bit-Error Rate (BER) are
computed considering each possible SHE positions in the flit. We consider random payload
flits of size 8, 16, 32 and 64 bits divided into subflits of size 2, 4, 8, 16 and 32 according
to the flit size. Figures 3.11 and 3.12 show respectively the obtained MSE and BER
considering 1 to 5 SHEs for unprotected, protected and Hamming cases.

Figure 3.11 shows that the subflit size directly impacts the efficiency of BiSu tech-
nique. Reducing the subflit size increases the efficiency of the proposed method, i.e., fault
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Figure 3.11: Experimental payload flit accuracy for several SHEs using MSE metric.

mitigation is improved. Moreover, we can note that whatever the subflit size used to
mitigate the impact of the SHEs, the obtained MSE with the BiSu technique is largely
reduced compared to the unprotected case. For example, considering 32-bit flit with 4-bit
subflits impacted by 3 SHEs (cf. red points in Figure 3.11c), the MSE is decreased from
6.51 × 1017 to 2.67 × 105 compared to the unprotected case, and from 7.78 × 1017 to
2.67×105 compared to the Hamming case. Through this example, we can note once again
that even if the Hamming code is better to manage one SHE, it becomes less appropriate
face to multiple faults. Indeed, it is not able to correct more than one faulty bit. And
more, we can see in the previous example that the Hamming code can even provide false
correction in presence of more than two permanent faults increasing the impact of the
SHEs on the flit. Then, we can conclude that the BiSu technique is especially suitable for
the mitigation of multiple permanent faults. Finally, we can observe in Figure 3.11 that
the proposed method reaches its limit when the number of faults is equal or superior to
the number of subflits. This limit represents the worst case where each subflit is impacted
by at least one fault. Of course, this limit can be lowered according to the accuracy level
required by the considered application.

In Figure 3.12, we see that the subflit size has no influence on the BER induced by
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Figure 3.12: Experimental payload flit accuracy for several SHEs using BER metric.

the SHEs. Moreover, we note that the used of the BiSu method has no impact on the
BER. This is due to the fact that the permanent faults are deferred on the LSBs instead
of being corrected. Then, we have the same number of faulty bits than the unprotected
case. However, the faults impact only the LSBs instead of the MSBs reducing drastically
their impacts. Concerning the Hamming case, we observe that, in presence of one fault,
it corrects the single fault leading to a BER equal to 0. However, in presence of more
than one fault, it is not able to correct them which leads to a BER equal or superior
than the unprotected and protected cases. Moreover, the BER metric highlights the false
corrections of the Hamming code which seem to occur only for an odd fault number, i.e.
when the parity bit of the extended Hamming detect a fault.

Based on the above observations, we can conclude that a trade-off exists between
the BiSu efficiency and the subflit size. Of course, as the proposed method focuses the
mitigation of faults in approximate applications, this trade-off must be chosen in order to
respect the required application accuracy.
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3.2.2 Flit-Level Evaluations: Header Protection

As mentioned in Section 3.1.4, transmissions of headers or flits containing sensible data,
i.e. instructions, cannot tolerate any corruption. In this part, we evaluate the approach
which consists in distributing header information into two header flits to protect the
critical data during transmission. For that, we compute the percentage of correct header
transmissions, i.e. percentage of headers which reach their destination without error on
their control bits, under 1 up to 5 SHEs considering all possible fault positions for the
following methods:

1. Unduplicated and Unprotected (U/U).

2. Unduplicated with Hamming code (U/H).

3. Unduplicated with BiSu technique (U/B).

4. Duplicated and Unprotected (D/U).

5. Duplicated with Hamming code (D/H).

6. Duplicated with BiSu technique (D/B).

Simulations are performed for flit of size 32 and 64 bits with subflit of size 2, 4, 8,
16 and 32 bits according to the flit size. We use C++ simulations on a Fedora 28 Linux
distribution executed on an 8-cores Intel(R) Core(TM) i7-8650U CPU @ 1.90GHz. For
both of the flit sizes, we consider that the header flits contain 32 control bits which cannot
tolerate faults. The BiSu technique is applied using one couple of shuffler and de-shuffler
blocks.

Figure 3.13 shows the results for a 32-bit header flit. As we consider that the header flits
contain 32 control bits, there is no unused bits. Through the different plots displayed in this
figure, we can note that the unduplicated cases cannot ensure correct header transmissions
in presence of multiple permanent faults. Only the Hamming code can manage one fault.
So, as the number of unused bits is insufficient to tackle the permanent faults with the
BiSu technique, header distribution on two flits is required to achieve 100% correct header
transmissions under multiple permanent faults. Considering the duplicate cases, we can
observe that the unprotected headers stay too sensible in presence of permanent faults
since they can affect the MSBs which contain the control bits. Then, the headers cannot
be correctly transmitted even under at least one fault. For its part, the Hamming code
is able to manage only a single fault per header, i.e. only one permanent fault in the
datapath. Then, it is inefficient in presence of more than one fault affecting headers.
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(c) 8-bit subflit size.
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Figure 3.13: Influence of the method on the header accuracy considering 32-bit flit.

However, we note that the BiSu technique applied with the header distribution on two
flits is able to correct header flits transmitting in presence of multiple permanent faults.
For example, until 4 permanent faults can be managed with a subflit size equal to 4 bits.
Finally, we note that the subflit size influences the fault number which can be managed
during transmissions. This points will be detailed below.

Figure 3.14 presents the percentage of correct transmissions for 64-bit header flits
containing 32 control bits, i.e. there are 32 unused bits. We note that the unprotected
and Hamming cases are not efficient to transmit headers without fault impacts on the
control bits. Moreover, the header distribution on two flits is useless on these two cases
since the fault can always impact the MSB. However, we observe that applying the BiSu
method provides header protection even when the header distribution method is not
applied. For example, considering a subflit size equal to 8 bits (cf. Figure 3.14c), the BiSu
technique used on unduplicated header flits is able to manage 4 faulty bits with 100% of
correct header transmissions. Of course, the subflit size impacts the BiSu efficiency with
or without the header distribution on two flits.

In order to study the influence of the subflit size on the BiSu efficiency concerning
the protection of header flits, we display in Figure 3.15 the percentage of correct header
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(c) 8-bit subflit size.
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(d) 16-bit subflit size
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Figure 3.14: Influence of the method on the header accuracy considering 64-bit flit.
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Figure 3.15: Influence of the subflit size on the header flit accuracy.
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transmissions considering flit size equal to 32 and 64 bits under different subflit sizes. In
this figure, we focus on the results obtained using the header distribution. Through these
results, we note that decreasing the subflit size allows to manage higher permanent faults
with the BiSu method. We can extrapolate that the number of permanent faults which
can be managed with the proposed method is equal to the subflit number containing
only unused bits. For example, considering 32-bit flits with 4-bit subflits (cf. orange bar
in Figure 3.15a), we have 4 subflits which contain only unused bit in each header, i.e.
16 unused bits per header flit with the header distribution on two flits. Then, until 4
permanent faults can be managed keeping 100% of correct header transmissions.

Based on these results, we can conclude that for large databus, the header distribution
is not required to manage permanent faults with the BiSu approach. However, when a
small data bus is used, the header distribution on two flits is useful, as shown in Fig-
ure 3.13. Moreover, we highlight the fact that the number of faults which can be managed
with the proposed method mainly depends on the number of unused subflits. This value
can be controlled by defining the subflit size according to the number of unused bits in
headers or payloads containing critical data. Based on the results depicted in Figure 3.15,
we can argue that the proposed BiSu approach can manage in the worst case a number
of faults equal to the number of unused subflits and in the best case equal to the number
of unused bits. While the worst case means that each unused subflit tackles one fault, the
better case means that each unused bit is used to tackle one fault.

3.2.3 NoC-Level Evaluations

In this part, we evaluate the BiSu technique at the NoC-level. For that, we first present
the experimental setup. Then we study the behavior of the BiSu technique at the NoC level
considering data payloads which can tolerate faults during on-chip transmissions. Finally,
the behaviors of the proposed method is studied considering headers which cannot tolerate
any errors during the NoC communications.

3.2.3.1 Experimental Setup

In this experiment, we consider a 8× 8 NoC crossed by packets of 16 payload flits and
1 or 2 header flits depending on whether the header distribution technique, presented in
Section 3.1.4, is applied. The behavior of the BiSu technique is compared to an extended
Hamming code and the unprotected case. We consider 10, 000 fault-injection patterns,
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(c) 32-bit flit size.
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Figure 3.16: BiSu efficiency for payload protection at the NoC-level using the MSE metric.

where the permanent faults are modeled with the stuck-at fault model. As in the previous
experiments, we consider that a fault always impacts the flit, and thus, a bit-flip is applied
on the faulty bits to avoid the masking effects due to the bit values. The SHEs are ran-
domly injected in the NoC impacting the datapath of the NoC, i.e. the buffers, crossbars
and interconnections. Flits are injected according to the TORNADO injection pattern,
where each IP sends one packet to each other. The C++ simulations are performed on
an Ubuntu 18.04.5 LTS Linux distribution executed on a 48-cores Intel© Xeon(R) Silver
4214 CPU @ 2.20GHz with a Quadro RTX 5000/PCIe/SSE2 graphic card.

3.2.3.2 Payload-Mitigation Experimental Results

In this part, we study the efficiency of the BiSu technique at the NoC level considering
data payloads. For that, we compute the MSE and the BER, respectively depicted in
Figures 3.16 and 3.17, to quantify the fault impact on the payloads. The results obtained
for flit sizes equal to 8, 16, 32 and 64 bits considering different subflit sizes are compared
to the unprotected and Hamming cases.

Figure 3.16 displays the MSE according to the fault density. For sake of clarity, we
express the fault density in terms of average number of faults per router, i.e. number
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(c) 32-bit flit size.
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Figure 3.17: BiSu efficiency for payload protection at the NoC-level using the BER metric.

of faults divided by the number of routers of the NoC. Thus, a density of 1.00 fault per
router does not mean that each router is impacted by one fault, but that the fault average
per router in the NoC is equal to 1.00. For example, if we consider that 16 faults impact a
NoC of 64 routers, then the fault density is equal to 0.50 fault per router. In this figure, we
observe that our method significantly reduces the MSE of the flits which cross the faulty
NoC compared to the unprotected case, even under a high fault density. Furthermore,
we note that the BiSu efficiency increases when the subflit size is reduced. Moreover, we
observe that the results obtained with the extended Hamming code are approximately
equal to the BiSu technique with a subflit size equal to half the size of the flit, i.e. the
largest possible size. Then, we can argue that the BiSu method is more efficient than the
extended Hamming code to manage the fault impacts at the NoC level. For example, if
we consider a fault density equal to 1.00 fault per router for 32-bit flits with 4-bit subflits
(cf. red points in Figure 3.16c), then the BiSu technique reduces the MSE from 9.22×1016

to 4.94 × 106, while on the contrary, extended Hamming code can only reduce the MSE
up to 1.29× 1015.

Figure 3.17 displays the BER according to the fault density. First, we observe in this
figure that the extended Hamming code presents better results than the BiSu technique.
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This is due to the fact that the extended Hamming code is able to correct all single SHE in
the flits while the BiSu technique can only defer the fault impacts on the LSBs. Thus, the
extended Hamming code reduces the number of faulty bits contrary to the BiSu technique.
For example, considering 32-bit flits with 4-bit subflits (cf. red points in Figure 3.17c),
using the extended Hamming code decreases the BER from 1.50 × 10−2 to 1.70 × 10−4

for a fault density equal to 1.00 fault per router. However, as mentioned previously, the
extended Hamming code is not able to correct more than one faulty bit in the same flit at
the same time. Then, it cannot protect the MSBs against multiple faults contrary to the
BiSu technique which protects the MSBs by transferring the fault impacts on the LSBs.
Thus, the BiSu method stays more efficient than the extended Hamming code.

Second, we observe in Figure 3.17 that the subflit size has an impact on the BER.
Indeed, decreasing the subflit size leads to BER reduction. As the fault impacts are
reported on the LSBs, these latter can be used to tackle several faults during several
successive shuffling operations, i.e. faults are tackled using bits which are already faulty.
Thus, reducing the subflit size increases the probability to defer several fault impacts on
the same bits. For example, decreasing the subflit size from 8 to 4 bits considering 32-bit
flits (cf. green and red points in Figure 3.17c) and a fault density equal to 1.00 fault per
router leads to BER reduction from 1.45× 10−2 to 1.38× 10−2.

3.2.3.3 Header-Mitigation Experimental Results

In this part, we evaluate the efficiency of the BiSu technique at the NoC level consid-
ering control flits, i.e. headers. In this purpose, we quantify the fault impact by computing
the Correct Header Transmission Rate (CHTR), i.e. the percentage of header flits reaching
their destination without any error on their control bits. The results obtained for flit sizes
equal to 8, 16, 32 and 64 bits considering different subflit sizes are compared to Hamming
and unprotected cases.

Figure 3.18 depicts the CHTR according to the fault density. In this figure, we first
note that the Hamming case and the BiSu method ensure correct transmissions of headers
when the NoC is faulty. However, in presence of a high density of faults, i.e. it cannot
preserve the control bits of the headers. Indeed, contrary to the Hamming code, the BiSu
technique can protect the headers against a high density of faults using adequate flit and
subflit sizes. For example, considering 32-bit flit, the Hamming code can only guarantee a
CHTR greater than 99% for a fault densities inferior to approximately 1.6 faults per router.
In other hand, the BiSu method can maintain the correctness of the header transmissions
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(c) 32-bit flit size.

0 1 2 3
Fault density (fault per Router)

80.0
82.5
85.0
87.5
90.0
92.5
95.0
97.5

100.0

Co
rre

ct
 H
ea
de
r R

at
e 
(C
HR

) (
%
)

Unprotected
Hamming
BiSu
(SSF=32)
BiSu
(SSF=16)
BiSu
(SSF=8)
BiSu
(SSF=4)
BiSu
(SSF=2)

(d) 64-bit flit size

Figure 3.18: BiSu efficiency for header protection at the NoC-level using the Correct
Header Transmission Rate (CHTR) metric.

above 99% for fault densities smaller than 1.25 faults per router considering subflits of
size 8 and for a fault density greater than 3.00 faults per router when the subflit size is
equal to 2 bits.

3.2.4 Application-Level Evaluation: Convolutional Neural Net-
work

In this part, we evaluate the BiSu technique at the application level. For that, we will
study the image transfer from memory to the IP, which supports the CNN execution. We
use a CNN defined with the Keras API [224] for image recognizing using the Cifar10 [225]
database. This latter is composed of 60, 000 32 × 32 colored images which are split into
10 classes. While 50, 000 of these images are used to train the CNN during the learning
phase, the remaining 10, 000 images are used to test the CNN and quantify the accuracy
of the classification. Note that the term epoch refers to how many times the training base
is used during the learning phase. Theoretically, the validation accuracy is up to 75% for
25 epochs and up to 79% for 50 epochs.
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Figure 3.19: Fault injection in the Keras Convolutional Neural Network (CNN) bench-
mark.

In this part, we evaluate the BiSu technique at the application level.

3.2.4.1 Experimental Setup

For our experiment, we consider a fault-free training phase of 50 epochs to obtain a
theoretical classification accuracy of 79% and we focus on the inference phase, which is sup-
posed to be implemented on NoC architectures. As shown in Figure 3.19, the data of the
images which are used to test the CNN accuracy are normalized into 16-bit floating-point
format and packetized into 32-bit flits, following the approach presented in Section 3.1.5.
Fault injections are performed on those flits to simulate the faulty NoC communications.
The faulty images are pushed in the CNN to compute the approximated classification
accuracy. In this experiment, we perform an exhaustive exploration of all possible fault
positions considering one MHE. As for the flit-level evaluations and the NoC-level evalu-
ations, we consider that the fault always changes the value of the impacted bits to avoid
masking effects due to the data values. The results are computed for MHE sizes from 1 to
5 bits. The classification accuracy obtained with the BiSu technique considering subflit
of size 4 bits is compared with the classification accuracy obtained with the extended
Hamming code and with no protection. Simulations are performed on a Fedora 28 Linux
distribution executed on an 8-cores Intel(R) Core(TM) i7-8650U CPU @ 1.90GHz by
using Python 3.6.8 with the help of the Keras and TensorFlow APIs.

3.2.4.2 Experimental Results

Figure 3.20 depicts the classification accuracy, i.e., the percentage of correct classifi-
cation, according to the position of the first faulty bit of the MHE considering a fault size
from 1 to 5 bits.
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(b) Fault size: 2 bits
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(c) Fault size: 3 bits
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(d) Fault size: 4 bits
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Figure 3.20: Classification accuracy of the CNN using the CIFAR10 database under dif-
ferent sizes of MHE.
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In Figure 3.20a, we consider a fault of 1 bit. We observe that when the flits are
unprotected, the classification accuracy is affected when bits with a position higher than
8 are impacted by the fault. In particular, it can drop to 10%, when MSBs are affected.
However, when the BiSu technique is applied, the class determination accuracy stays at
around 79%, which is the maximum theoretical value that we can obtain with this trained
CNN. Regarding the Hamming code, the results are similar to BiSu technique, since
only one bit is faulty, and thus, it can be corrected, providing the maximum theoretical
accuracy.

In Figure 3.20b, the fault has a size of 2 consecutive bits. Similar to the previous
experiment, the accuracy starts to decrease when the bits with positions higher than 8
are affected by the fault. Indeed, since the MHE has a size of 2 bits, the first faulty bit
is the bit number 8. In this case, the classification accuracy for unprotected flits and flits
protected with Hamming code has similar behavior and drops to 10% when the bits with
a position greater than 8 are affected. On the contrary, when the flits are protected with
the BiSu technique, the accuracy remains at 79% regardless the position of the fault.
These observations can be extended to the case where the MHE size is equal to 4 bits, as
displayed in Figure 3.20d.

Figure 3.20c shows the results when the fault has a size of 3 bits. The behavior is
similar to Figure 3.20b, except that the accuracy starts to degrade when the first faulty
bit is in position 7 due to the fault size equal to 3 bits. As a 3-bit fault is considered, the
Hamming code is unable to detect the fault. In addition, as the parity bit detect 1 fault
due to the odd number of faulty bits, the Hamming code can perform wrong corrections.
These false corrections explain why the classification accuracy with Hamming code is
sometimes better or worse than the accuracy obtained with the unprotected flits. In other
hand, BiSu technique offers a maximum theoretical accuracy even under a 3-bit fault.
These observations can be extended to the case where the size of the MHE is equal to 5
bits, as displayed in Figure 3.20e.

To conclude, we saw through the previous experiments that the BiSu technique is
more efficient than the Hamming code when more than 1 bit are affected in the incoming
flits. Indeed, our method is able to maintain the classification accuracy at the maximum
theoretical value when conventional methods, such as Hamming code, are not able to
preserve the performances of the CNN. In addition, we saw through the cases presented
in Figure 3.20 that the class-determination accuracy is degraded when the bits of positions
higher than 8, i.e. the position of the first critical bit, are affected by the fault. Thus, we
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can extrapolate that the BiSu technique can theoretically, in the best case, handle up to 9
faulty bits, i.e. one MHE of size 9 or nine SHEs of size 1, by positioning the faults to bits at
positions 0 up to 8. In addition, we can compute the minimal number of faulty bits which
can be managed in the worst case with the BiSu technique by using Equation 3.9. In this
case, each subflit containing bit positions smaller than the position of the first critical bit
is affected by only one SHE. Thus, for the presented experiments, the BiSu approach can
maintain the classification accuracy at the maximum theoretical value under 2 SHEs.

Nmin_faulty_bit =
⌊
First_critical_bit_position

SSF

⌋
(3.9)

3.2.5 Case Studies: Image Processing and Data Mining Appli-
cations

In this part, we propose two case studies by using image processing and data mining
applications. For that, we first present the experimental setup of the two case studies to
detail how the data which transit on the considered NoC are affected by the permanent
faults. Then, we present the results obtained for the computation of a Sobel filter and a
K-means clustering algorithm to evaluate the efficiency of the BiSu method concerning
the data protection for these applications which can support approximate results.

3.2.5.1 Experimental Setup

During these case studies, we consider data exchanges between a main memory and a
core, located at a distance of 3 routers in a N×N mesh NoC, as illustrated in Figure 3.21.
The XY routing algorithm is used to transmit data through the NoC, using a flit size
of 32 bits. While the purple arrow depicts the routing path to load data from memory
to core, i.e. the loading path, the cyan arrow represents the routing path to store data
from core to memory, i.e. the storing path. The proposed BiSu technique is implemented
through the shuffler and de-shuffler blocks which mitigate the permanent faults inside
each router and each interconnection. All simulations are performed on a Fedora 28 Linux
distribution executed on an 8-cores Intel(R) Core(TM) i7-8650U CPU @ 1.90GHz. The
obtained results are compared to the unprotected and Hamming cases. The red lightning
bolts of Figure 3.21 represents the injected faults on the datapath, impacting flits. Thus,
for the four faulty interconnections and routers, we consider:
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Figure 3.21: Fault localization on the load and the store paths on a part of mesh NoC.

F1: One SHE in the interconnection between routers R2 and R3, i.e. loading path, which
affects the bit number 13 according to the stuck-at-1 fault model.

F2: One 2-bit MHE in the router R3, i.e. loading path, which affects the bit number 27
and 28 according to the stuck-at-1 fault model.

F3: Two SHEs in the interconnection between routers R1 and R2, i.e. storing path, which
affect the bit number 5 and 29 according to the stuck-at-0 fault model.

F4: One 3-bit MHE in the router R0, i.e. storing path, which affects the bit number 8, 9
and 10 according to the stuck-at-0 fault model.

3.2.5.2 Sobel Filter

For the first experiment, we simulate the execution of a Sobel filter [226], used for edge
detection in image processing fields, with the help of the Matlab R2017b software. As
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(a) Fault-free reference (b) Unprotected flits (c) Hamming code

(d) BiSu (SSF = 2) (e) BiSu (SSF = 4) (f) BiSu (SSF = 8)

Figure 3.22: State of the initial image in the core after data loading from memory to core
via the loading path.

shown at the top of Figure 3.21, initial and output images are stored in the memory while
the Sobel filter is computed in the core. During loading operations, 8-bit data (unsigned
integer) transit the NoC through the purple path. During storing operations, 64-bit data
(double precision) pass through the NoC via the blue path. As we consider a NoC with
flit size equal to 32 bits, data are organized within flits as described in Section 3.1.5 using
subflit sizes equal to 2, 4 and 8 bits. To evaluate our approach, the Peak Signal-to-Noise
Ratio (PSNR) is computed based on the fault-free reference. In the rest of this part, we
analyze the results for the i) loaded image (cf. Figure 3.22), ii) the computed Sobel filter
(cf. Figure 3.23) and iii) the stored Sobel filter (cf. Figure 3.24). Table 3.2 groups the
PSNR values for each of the studied cases.

Figure 3.22 presents the state of the initial image when it is loaded from the memory to
the core using the purple path of Figure 3.21. As this path is impacted by the permanent
faults described previously, the data which compose the initial image are affected and the
loaded image is deteriorated. Figures 3.22a and 3.22b display respectively the fault-free
reference and the unprotected case. By comparing these two pictures, we note that the
unprotected image is degraded due to the permanent faults present on the path even if
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(a) Fault-free reference (b) Unprotected flits (c) Hamming code

(d) BiSu (SSF = 2) (e) BiSu (SSF = 4) (f) BiSu (SSF = 8)

Figure 3.23: Results of the Sobel-filter computing in the core using the loaded images via
the loading path.

the impact is difficult to analyze visually. Moreover, we observe in Figure 3.22c that the
use of an Hamming code is useless in this case since the loading path is impacted by
multiple permanent faults giving a totally different image compare to the reference. On
other hand, the loaded images using the BiSu technique with subflit sizes of 2, 4 and 8
bits are respectively shown in Figures 3.22d, 3.22e and 3.22f. While the subflit sizes 2 and
4 produce similar images compare to fault-free reference, the use of 8-bit subflit induces
slight degradations, as for the unprotected case. Indeed, for this case, the inefficiency is
linked to the transmitted data size which is equal to 8 bits. Therefore, by using 8-bit
subflit, we shuffle entire data instead of the least or the most significant part leading to
an inoperative shuffling. Thus, the BiSu method reaches its limits when the subflit size is
equal to the data size since it cannot mitigate the faults which impact the data.

As the Sobel filter is applied on the loaded image, the computing quality depends
of the data deterioration. Thus, the same observations than for the loaded images can
be made for the different cases presented in Figure 3.23. We note that the unprotected
case, depicted in Figure 3.23b is corrupted by the presence of grains on the picture which
are due to the deterioration of the loaded image. Figure 3.23c shows that the use of an
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(a) Fault-free reference (b) Unprotected flits (c) Hamming code

(d) BiSu (SSF = 2) (e) BiSu (SSF = 4) (f) BiSu (SSF = 8)

Figure 3.24: Results of the Sobel-filter computing after data storing in the memory using
the storing path.

Hamming code is totally useless in this application considering so many faults since the
results of the Sobel filter computation is unrecognizable. Finally, while the BiSu technique
using subflit sizes of 2 (cf. Figure 3.23d) and 4 bits (cf. Figure 3.23e) gives results very
close to the reference (cf. Figure 3.23a), using 8-bit subflits (cf. Figure 3.23f) gives the
same result than the unprotected case for the same reasons than latter exposed previously.

The last results, displayed in Figure 3.24, present the pictures once they are stored in
the memory. Indeed, as the data which compose the Sobel pictures transit through the
NoC via the storing path (cf. Figure 3.21), they are impacted by the permanent faults F2
and F3. Figure 3.24a displays the fault-free reference. We observe that the unprotected
case, depicted in Figure 3.24b, is particularly corrupted by the stuck-at-0 faults. As this
type of fault sets the impacted bit at 0, the pixel values are decreased and decoded as
black pixels when the picture is restored. The same effect can be observed in Figure 3.24c
where the data are encoded with an Hamming code. In other hand, we note that the use
of the BiSu technique with subflit size equal to 2 bits (cf. Figure 3.24d) and 4 bits (cf.
Figure 3.24e) keeps the results close to the reference. Moreover, Figure 3.24f offers the
possibility to manage the faulty storing path contrary to the fault impacts on the loading

91



Chapter 3 – Bit-Shuffling Technique for Error Mitigation in Network-on-Chip Architectures

Location Unprotected
Hamming

Code

BiSu

(SSF = 2)

BiSu

(SSF = 4)

BiSu

(SSF = 8)

Core

Image
25.29 5.45 50.17 37.97 23.51

Core

Sobel
23.67 −5.07 43.29 34.48 23.29

Memory

Sobel
10.89 NaN 43.29 34.48 23.29

Table 3.2: PSNR results for the computation of the Sobel filter.

path. This is due to the fact that the Sobel images are composed of 64-bit data while the
initial image is composed of 8-bit data. As the subflit size is lower than the data size, the
BiSu method is efficient in managing permanent faults. Based on this, we note that the
result with a subflit size equal to 8 bits is only degraded due to the fault impacts on the
loading path on the initial image.

As the image processing applications have a high resilience, the fault impacts are hard
to see on the picture because of the imperfection of the human eye. In consequence, we
compute the PSNR to precisely evaluate the fault impacts on the results according to
the fault-free reference. The obtained PSNR values are displayed in Table 3.2. Through
these values, we see that the Hamming code is definitely so useless in presence of multiple
permanent faults that the PSNR value cannot be computed for the stored picture. In other
hand, the PSNR values obtained with the BiSu method show that the image quality
is largely maintained in presence of faults when subflit sizes of 2 bits and 4 bits are
considered. However, the results obtained for a subflit size equal to 8 bits show that
the method reaches its limits when the subflit size is equal to the data size. Finally, the
decrease of the PSNR value when the subflit increases shows that this latter directly
impacts the BiSu efficiency.

Based on these results, we can argue that the BiSu approach is more efficient than
other methods, such as the extended Hamming code, to protect data during on-chip
communication. The technique is then suitable for application needing high accuracy.
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Metric Unprotected
Hamming

Code

BiSu

(SSF = 2)

BiSu

(SSF = 4)

BiSu

(SSF = 8)

BiSu

(SSF = 16)

MSE 9.7× 10−3 1.1× 10−2 5.1× 10−8 6.5× 10−8 3.6× 10−7 1.1× 10−3

CER (%) 90.49 92.95 0.13 0.07 0.34 8.85

Table 3.3: Results of the K-means clustering algorithm using the MSE and the CER
metrics.

3.2.5.3 K-Means Clustering Algorithm

For the second studying case, we consider a K-means clustering algorithm [227], typi-
cally used in signal processing and data mining, i.e. image classification and voice identi-
fication. This algorithm is used to cluster a set of random input data by minimizing the
accumulated square distance between centroids, i.e. cluster centers, and their associated
data through an iterative process. During these experiments, we compute the MSE of the
mean centroid positions and the Clustering-Error Rate (CER) using the fault-free case as
reference. Simulations are performed with a C++11 testbench, using 32-bit signed fixed-
point data with 1 bit for the integer part. We use 20 data sets composed of 15 centroids
and 1, 000 sample data are generated by centroids. Each data set is performed using at
most 150 iterations.

Figure 3.25 depicts the results for the first data set. The fault-free reference is given
in Figure 3.25a. Through these results, we can note that the algorithm cannot perform
clusters in the unprotected and Hamming cases, respectively displayed in Figures 3.25b
and 3.25c. This is due to the square distance computation which is totally distorted by
the presence of the multiple permanent faults on the loading and storing paths. On the
contrary, the BiSu technique enables a correct clustering which is visually very close to
the reference, as shown in Figures 3.25d, 3.25e, 3.25f and 3.25g which respectively display
the results considering subflit sizes of 2, 4, 8 and 16 bits.

To further evaluate the BiSu approach, we compare in Table 3.3 the MSE and CER
considering all 20 data sets. These results show that the BiSu technique largely reduces
the two metrics considered compare to the unprotected and Hamming cases. For example,
the BiSu method considering 4-bit subflit size (cf. Figure 3.25e) reduces the MSE of the
mean centroid positions from 9.7×10−3 to 6.5×10−8 and decreases the CER from 90.49%
to 0.07% compare to the unprotected case. In comparison, we note that the Hamming
code has low impact on the MSE and the CER. Finally, we deduce from these results
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(g) BiSu (SSF = 16)

Figure 3.25: K-means clustering results for the first data set.
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that the subflit size has an impact on the efficiency of the method since the values of the
evaluation metrics are better when the subflit size is decreased.

Based on these results, we can argue that the BiSu approach is efficient to protect
data during on-chip communication and that it is suitable for application needing high
accuracy.

3.3 BiSu-Hardware Evaluation

In this section, we evaluate the hardware costs of the BiSu technique in terms of
area, power consumption and critical path. For this purpose, we synthesize the shuffler,
de-shuffler, merger, and de-merger blocks using the High-Level Synthesis (HLS) tools of
Mentor Graphic. Synthesis are performed based on 28 nm FDSOI technology targeting
a clock frequency of 1 GHz. As comparison, we also synthesize the encoder, checker and
decoder blocks of an extended Hamming code, which is typically used inside NoC routers.
For each studying case, we consider that each interconnection and each router of the NoC
are protected. First, we study the hardware costs of the shuffler and de-shuffler blocks
which are used to re-organize the flits at-run time. Then, the overheads brough by the
merger and de-merger blocks, which are used to manage the flit organization in the NIs,
is explored. Thereafter, we make a global comparison of the BiSu hardware costs at the
NoC level. Finally, we present the impacts on the hardware costs of the implementation
of the register updater block at-run time instead of implementing a software version of
this algorithm on IP cores.

3.3.1 Shuffler and De-shuffler Blocks

In this part, we study the implementation costs of the BiSu technique in the NoC, i.e.
routers and interconnections. While Table 3.4 shows the area, the power consumption and
the critical path of the BiSu technique for flit sizes of 32 and 64 bits considering different
subflit sizes, Table 3.5 focuses on the hardware costs of the extended Hamming code for
flit sizes of 32 and 64 bits. For this code, we perform the evaluation on the encoder and
decoder blocks which are located between the NIs and the router, and on the checker
blocks which are located within the routers.

For a fair comparison, as the placement of the Hamming blocks is not homogeneous
in a NoC, we perform the comparison between the two techniques on a 8 × 8 NoC. The
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NoC Parameters
SF 32 64

SSF 2 4 8 16 2 4 8 16 32
Bus Size 32 64

Shuffler/De-shuffler Block
Area (µm2) 502 291 191 142 1, 751 940 545 364 278
Power (mW) 0.31 0.23 0.23 0.19 0.79 0.57 0.46 0.44 0.39

CP (ns) 0.17 0.29 0.22 0.21 0.25 0.25 0.30 0.23 0.37
8× 8 NoC CONNECT [228]

Area (µm2) 2, 140, 223 3, 667, 347
Power (mW) 1, 862 3, 209

BiSu Overhead for a 8× 8 NoC
Area (%) 31.5 18.3 12.0 8.9 64.2 34.4 20.0 13.3 10.2
Power (%) 22.2 16.8 16.2 13.7 33.3 23.9 19.1 18.5 16.1

Table 3.4: Hardware implementation costs for the proposed BiSu method.

NoC Parameters
SF 32 64

Bus Size 39 72
Hamming Encoder Checker Decoder Encoder Checker Decoder
Area (µm2) 205 519 459 393 1, 318 971
Power (mW) 0.26 0.66 0.58 0.50 1.70 1.20

CP (ns) 0.32 0.69 0.58 0.32 0.85 0.76
8× 8 NoC CONNECT [228]

Area (µm2) 2, 470, 372 4, 061, 930
Power (mW) 2, 154 3, 547

Hamming Overhead for a 8× 8 NoC
Area (%) 31.4 33.8
Power (%) 39.1 44.3

Table 3.5: Hardware implementation costs for Hamming technique.

96



Section 3.3. BiSu-Hardware Evaluation

use of the Hamming code requires the integration of 64 encoders, 64 decoders, and finally
576 checkers bringing the main overheads. For this NoC-scale evaluation, we consider the
state-of-the-art CONNECT router [228] based on 5-ports router, four virtual channels of
8-flit depth and a round-robin arbitration. Table 3.4 provides the area cost and the power
consumption of the considered CONNECT NoC. For example, considering a bus size equal
to 32 bits, the NoC requires an area of 2, 140, 223 µm2 and consumes 1, 862 mW. However,
it has to be noticed that the Hamming code increases the size of the bus as indicated in
Table 3.5. For instance, considering flit of 32 bits, the Hamming code requires 7 extra
bits, hence increasing the size of the bus and buffers to 39 bits. It results in the area and
the power up respectively to 2, 470, 372 µm2 and 2, 154 mW.

Regarding the costs of the techniques, we observe that the shuffler and de-shuffler
blocks have generally lower area and power consumption than the Hamming blocks, even
if the Hamming encoder has a low cost compare to the checker and the decoder. For
example, for 32-bit flits with 4-bit subflits, the area of one shuffler or de-shuffler block is
only 291 µm2 and it only consumes 0.23 mW. In comparison, one Hamming checker block
requires an area of 519 µm2 and consumes 0.66 mW. Regarding the BiSu technique, we
observe that higher area and power consumption are required for smaller subflits, due to
the higher number of multiplexers. Indeed, a smaller subflit size means a higher subflit
number. In this way, the BiSu hardware costs can become higher than the Hamming
hardware costs when the subflit size is drastically decreased. For instance, for 32-bit flits
with 2-bit subflits, the shuffler block requires 502 µm2. However, the power consumption
remains below the one of the Hamming blocks.

At the NoC-scale, we observe through Tables 3.4 and 3.5 that the BiSu technique has
lower overheads in the 8× 8 NoC architecture. For example, considering 32-bit flits with
8-bit subflits, the area and the power overheads are respectively decreased from 31.4% to
12.0% and from to 39.1% to 16.2% by using the BiSu method instead of the extended
Hamming code. However, when the subflit size is drastically decreased the hardware over-
heads become equivalent and even greater than those induced by the Hamming code.
For instance, considering 32-bit flits, the area and power overheads are respectively up to
18.3% and 16.8% with a subflit size of 4 bits and to 31.5% and 22.2% with a subflit size
of 2 bits. Nevertheless, these configurations offer a fine-grain error mitigation which is not
often required by the applications as they are able to mitigate a high number of faults
(cf. Section 3.2). Finally, we observe that the critical path of BiSu technique is lower than
the critical path of the Hamming checker and decoder, regardless the subflit size. For
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example, if we consider a 32-bit flit with a 4-bit subflit, the critical path is only of 0.29 ns
for the shuffler and de-shuffler blocks against 0.69 ns for the Hamming checker, hence our
proposal can support higher NoC frequency than the one supported with Hamming.

Based on these results, we can argue that the BiSu method induces lower hardware
overheads than other state-of-the-art methods, such as an extended Hamming code. How-
ever, the added blocks in the NIs need to be taken into account to fairly compare the two
methods.

3.3.2 Merger and De-merger Blocks

In this part, we explore the impacts on the hardware costs of the merging and de-
merging blocks which are respectively added to the packetization and de-packetization
blocks of the NIs. As explained in Section 3.1.5, these blocks ensure the management of
data when their sizes are different to the flit size. The hardware overheads induced by
the use of the header distribution on two flits to mitigate faults impacting the header (cf.
Section 3.1.4) are also studied.

Tables 3.6a and 3.6b show respectively the area, power and critical path overheads
for the packetization and the de-packetization blocks. For instance, considering 32-bit
flit size, the area and the power consumption of the packetization block are respectively
of 2, 386 µm2 and 2.61 mW, and of 2, 478 µm2 and 2.73 mW for the de-packetization
block. When a merger block is used to organize the subflits in the flits (M-Packetization),
we observe an overhead of 43.5% for the area and of 35.3% for the power consumption
considering a subflit size of 4 bits. For the de-packatization part, we observe an overhead of
91.4% for the area, and of 58.6% for the power consumption. When the header distribution
on two flits is applied (M/D-packetization), the overheads are respectively upped to 46.7%
and 38.8% for the area and the power and to 96.3% and 59.4% for the de-packetization
part (M/D-de-packetization).

Through these results, we note that the merger and de-merger blocks have a high
impact on the area and the power consumption of the packetization and de-packetization
blocks. However, the size of these blocks stay small compared to the entire NoC. In
addition, we observe that the implementation of the header distribution on two flits has
few impacts on the hardware costs. As this approach needs only one supplementary flit
per packet, it has a slight impact on the latency which is proportional to the distance
between the source and the destination and to the packet size. Finally, the critical path
remains close to 1 ns in all cases.
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NoC Parameters
SF 32 64

SSF 2 4 8 16 2 4 8 16 32
Packetization Hardware Costs

Area (µm2) 2, 386 4, 401
Power (mW) 2.61 4.90

CP (ns) 1.00 1.00
M-Packetization Overhead

Area (%) 69.3 43.5 33.2 25.5 84.2 48.6 30.9 22.9 19.3
Power (%) 58.6 35.3 21.9 19.4 73.5 42.0 24.3 15.7 13.5
CP (%) 0.0 −1.0 0.0 0 −1.0 −1.0 −1.0 −1.0 −2.0

M/D-Packetization Overhead
Area (%) 72.7 46.7 34.8 28.8 84.5 50.1 35.1 25.3 23.1
Power (%) 63.8 38.8 25.0 23.4 77.2 44.1 29.4 19.5 17.9
CP (%) 0.0 −1.0 −2.0 0.0 0.0 −1.0 −4.0 −6.0 −13.0

(a) Packetization block.
NoC Parameters

SF 32 64
SSF 2 4 8 16 2 4 8 16 32

De-packetization Hardware Costs
Area (µm2) 2, 478 4, 495
Power (mW) 2.73 5.01

CP (ns) 0.91 0.96
M-De-packetization Overhead

Area (%) 126.9 91.4 70.5 52.8 214.4 149.2 113.2 86.1 36.8
Power (%) 104.9 58.6 38.6 28.6 191.8 99.7 56.1 35.3 16.5
CP (%) 9.9 9.9 9.9 9.9 4.2 4.2 4.2 4.2 4.2

M/D-De-packetization Overhead
Area (%) 129.0 96.3 74.6 54.5 216.9 152.0 115.5 88.0 38.9
Power (%) 105.6 59.4 38.6 28.8 192.6 100.2 55.8 34.5 16.3
CP (%) 9.9 9.9 9.9 9.9 4.2 4.2 4.2 4.2 4.2

(b) De-packetization block.

Table 3.6: Hardware implementation overhead for packetization/de-packetization blocks
extended with merger/de-merger blocks and with 2-flit header distribution capabilities.
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Based on this, we can conclude that the BiSu method has high impacts at the NI-
scale. However, these impacts must be put into perspective with the total costs of the
proposed method by taking into account the overhead induced in the routers and in the
interconnections. Moreover, it is important to note that these results are the worst case as
all possible data sizes among 8, 16, 32 and 64 bits are taken into account. Thus, the costs
at the NI-scale can be largely reduced by limiting the possible data sizes which need to
be managed by the merger and de-merger blocks when specific application is considered.

3.3.3 Comparison of the Global Hardware Costs

In this part, we compare the global hardware costs induced by the BiSu method. For
that, we compute the area and power overheads induced in the entire NoC, i.e. routers,
interconnections and IPs, taking as baseline the hardware costs of the unprotected 8 ×
8 NoC. The obtained results are compared to the hardware overheads induced by the
extended Hamming code.

Figure 3.26 shows the global overheads for the BiSu technique and the extended Ham-
ming code (H). The results are displayed for flit sizes of 32 and 64 bits. Different subflit
sizes (SSF ) are explored for the BiSu method. In this study, we consider that the BiSu
technique is enhanced with the header distribution on two flits. For each case, we discrim-
inate the hardware overheads induced by the NIs and those induced by the routers and
interconnections. For example, we can observe that in the unprotected architecture the
NIs represent 12.7% of the global area and 15.5% of the global power consumption.

Through the results displayed in Figure 3.26, we first observe that the global overheads
of the proposed method mainly depend of the subflit size, i.e. decreasing the subflit size
increases the area and power overheads. For example, considering 32-bit flit size, the area
and power overheads are respectively decreased from 25.1% to 17.5% and from 21.9% to
18.7% when the subflit size is increased from 4 to 8 bits. However, we note that the flit
size has a small influence on the global hardware overheads since the hardware costs of the
baseline increase with the flit size. Indeed, we saw in this figure that the area and power
overheads increase slightly when the flit size increases from 32 to 64 bits. For instance,
considering 4-bit subflits, the area and power overheads are respectively increased from
25.1% to 43.5% and from 21.9% to 31.9%. By comparing these results with the Hamming
overheads, we observe that the BiSu technique can have higher, equal or lower hardware
overheads according to the considered subflit size. For example, considering 64-bit flits
with 4-bit subflits, the overheads of the BiSu technique are of 43.5% for the area overhead
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Figure 3.26: Overhead comparison between the BiSu technique with header distribution
on two flits and the Hamming code considering a 8× 8 NoC.

and 31.9% for the power overhead, against 29.3% and 37.0% for the Hamming code.
However, when the subflit size is increased to 8 bits, the area and the power overheads
are respectively down to 27.5% and 23.0%. Finally, we note that the power consumption
is particularly reduced by using the BiSu technique.

In Sections 3.3.1 and 3.3.2, we shown that the NoC performances are not impacted by
the combinatorial blocks used to shuffle and merge the flits. Indeed, the critical path of the
NoC with the BiSu technique stays approximately the same as that of the routing logic,
contrary to the Hamming implementation. Moreover, the BiSu approach has a limited
impact on the frequency since few additional cycles are required for its implementation.
Concerning the computation of the registers, the algorithm is optimized to complete when
no inversion is performed during the Bubble sort. Moreover, this algorithm is executed
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NoC Parameters
SF 32 64

SSF 2 4 8 16 2 4 8 16 32
NSF 16 8 4 2 32 16 8 4 2

Bus Size 32 64
Register Updater Block

Area (µm2) 3, 234 1, 481 770 285 8, 115 3, 541 1, 798 1, 109 469
Power (mW) 3.20 1.49 0.78 0.30 7.57 3.51 1.82 1.13 0.49

CP (ns) 0.84 0.79 0.81 0.60 0.98 0.96 0.80 0.99 0.97
Latency (ns) 370 120 44 17 1250 370 120 44 17

Register Updater Overheads for a 8× 8 NoC CONNECT [228]
Area (%) 98.9 45.3 23.6 8.7 248.2 108.3 55.0 33.9 14.3
Power (%) 112.1 52.3 27.4 10.6 265.6 123.3 63.7 39.7 17.3

Table 3.7: Hardware implementation costs for the register updater block.

only when a fault is detected limiting the impact on NoC performances. Finally, it has
to be noticed that the lightweight configurations of the BiSu technique outperform the
Hamming method on the data protection, while fine-grained mitigation configurations
consume more hardware costs for a much higher efficiency.

3.3.4 Hardware Overheads of the Register Computing

In this part, we explore the hardware costs of the register updater block. This block is
used to compute the shuffling and de-shuffling registers, as detailed in Section 3.1.3. For
that, we consider that one register updater block is added at each couple of shuffler and
de-shuffler blocks in the 8× 8 NoC.

Table 3.7 shows the area cost, the power consumption, the critical path and the latency
of the register updater block for flit sizes of 32 and 64 bits considering different subflit
sizes. The additional overheads induced by this block are computed using the unprotected
8× 8 NoC as baseline. Through these results, we observe that the implementation of the
register updater blocks drastically increases the area and power overheads in the NoC.
For instance, considering 32-bit flits with 4-bit subflits, the area and power overheads are
respectively up to 83.3% and 86.2% against only 38.0% and 33.9% when the shuffling and
de-shuffling registers are computed using the dedicated cores of the IPs. In this table, we
can note that the hardware costs of the register updater block depend of the subflit size,
i.e. decreasing the subflit size increases the hardware costs. For example, for 64-bit flits,
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increasing the subflit size from 4 bits to 8 bits leads to overhead reduction for both area
and power overheads from 108.3% to 55.0% and from 123.3% to 63.7%.

The times required for the execution of the algorithm, which computes the register
values according to the error mask, are shown in Table 3.7. Based on these results, we
can determine that the necessary latency to compute the register values depends on the
number of subflits present inside the flits. For example, if the flit is composed of 16 subflits,
then the necessary latency to update the registers is equal to 370 ns and to 120 ns when
the flit is composed of 8 subflits.

3.4 Conclusion

In this chapter, we introduced the BiSu method which provides permanent-fault miti-
gation by transferring MSBs to LSBs to keep them safety during on-chip communications.
This method can be adapted to any NoC architecture and can handle the difference be-
tween the data size and the NoC bus size. Moreover, fault impacts on both of the payloads
and the headers are managed.

Along this chapter, we demonstrated that the BiSu technique is efficient to miti-
gate high fault densities during on-chip communications with limited hardware overheads
compared to state-of-the-art techniques, such as Error-Correcting Codes (ECCs). We saw
through experimentation that the accuracy of fault resilient applications can be main-
tained with the proposed approach allowing for acceptable results. In other hand, we
demonstrated that the BiSu method has reasonable hardware costs, which are similar
to an extended Hamming code according to the subflit size. In particular, the power
consumption of the proposed method stays particularly low. By confronting the results
concerning the efficiency and the hardware costs of the BiSu technique, we highlight the
existence of a trade-off which is managed by the subflit size.

Finally, we saw that the registers which configure the shuffling and de-shuffling op-
erations can be computed with dedicated hardware. We explored in this section a dense
integration of the proposed mitigation technique by placing the shuffler and de-shuffler
blocks in each input and output of routers. In the next chapter, we explore other distri-
bution strategy to reduce even more the BiSu hardware costs by relaxing its efficiency.
Moreover, as this approach reduces the number of shuffler and de-shuffler couples, it en-
ables the computing of the shuffler and de-shuffler registers with the dedicated circuits.
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Chapter 4

REGION-BASED BIT-SHUFFLING

APPROACH: TRADING HARDWARE COST

AND FAULT EFFICIENCY

In this chapter, we propose a region-based approach of the Bit-Shuffling (BiSu) tech-
nique, called Region-based Bit-Shuffling (R-BiSu) [P3]. This approach reduces hardware
costs in terms of area and power consumption by relaxing the mitigation efficiency of the
BiSu technique. First, the principle of the R-BiSu method is presented in Section 4.1.
Then, an exhaustive evaluation of this approach is given in Section 4.2. Section 4.3 ex-
plores the hardware costs of the R-BiSu approach. After that, Section 4.4 highlights the
existence of a Pareto front between the efficiency and the hardware costs of the proposed
approach. Finally, Section 4.5 concludes this chapter.

4.1 Region-Based Bit-Shuffling (R-BiSu) Principle

In this section, we present the principle of the R-BiSu approach which reduces the hard-
ware overheads by relaxing the BiSu efficiency. As the target domains and the assumptions
are the same than those of the BiSu technique, which are presented in Section 3.1.1, they
are not recalled in this chapter. Thus, first, we detail the concept of the proposed region-
based approach by describing how the Network-on-Chip (NoC) regions are constructed.
Then, we present how the concept of region can be applied for the BiSu technique. Finally,
the computing of the error masks for the entire NoC regions is presented.

4.1.1 Definition of the NoC Regions

To apply the R-BiSu approach, the NoC needs to be split into regions. To make that,
we define a reproducible pattern which can be used to split NoCs whatever their sizes. As
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Figure 4.1: NoC decomposition into regular regions.

depicted in Figure 4.1, we define as reproducible pattern the router with its local, north
and east interconnections. In this figure, we can note that NoCs can be easily constituted
with this pattern by deleting the unused north and east interconnections of the routers
which constitute the north and east NoC edges since they are not used.

Figure 4.2 illustrates regions of size 1 and 2. In this figure, we can observe that the
regions are globally protected with the standard BiSu method, i.e. only region inputs
and outputs are respectively enhanced with shuffler and de-shuffler blocks. In this work,
we consider only regular square regions. However, the method can be extended for other
region sizes and shapes. Thus, for sake of clarity, we name the regions according to their
size. For instance, a region of size Sreg×Sreg is named region of size Sreg in this manuscript.
We note that the region of size 1, displayed in Figure 4.2a corresponds to the reproducible
pattern that we defined above since it is composed of only one router. Moreover, regions of
larger sizes are simply constituted by assembling this pattern as for the NoC construction.

4.1.2 Region-based Bit-Shuffling approach (R-BiSu)

Contrary to the standard BiSu method, the R-BiSu approach focuses on coarse-grain
mitigation. For that, the standard BiSu technique is applied at region scale instead of at
each router and interconnection. In this way, the R-BiSu approach reduces the hardware
costs by relaxing the efficiency of the BiSu technique since it is applied on a larger area.

Figure 4.3 illustrates the implementation of the R-BiSu approach in a 4×4 NoC, where
the regions are defined by the red dotted squares. To visually compare the impact of the
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Figure 4.2: Enhanced NoC regions with the R-BiSu technique considering different region
sizes.

R-BiSu approach on the shuffler and de-shuffler block density, we display in Figure 4.3a
the basic BiSu method, where each router and each interconnection are protected with one
couple of shuffler and de-shuffler blocks. For sake of clarity, we define the implementation
of the basic BiSu technique as the size 0. For sake of simplicity, we define R-BiSun the
implementation of the R-BiSu approach using region of size n. Figures 4.3b and 4.3c
depict respectively R-BiSu1 and R-BiSu2 configurations. In these figures, we observe that,
while the R-BiSu0 requires 304 shuffler and de-shuffler blocks, the R-BiSu1 and R-BiSu2

require respectively only 144 and 80 blocks reducing the impact on the hardware overheads
induced in the NoC. Note that, here, we count the number of shuffler and de-shuffler blocks
and not the number of shuffler and de-shuffler block pairs.

To compute the required number of shuffler and de-shuffler blocks, namedNexotic_region,
applying the R-BiSu in NoCs, we discriminate the different region types which are corner,
X-border, Y -border and middle regions. The number of required blocks for each of these
regions are respectively named Ncor, Nx_bor, Ny_bor and Nmid and are respectively given
by Equations 4.1, 4.2, 4.3 and 4.4, where Snocx and Snocy represent respectively the X size
and the Y size of the NoC, and where Sregx and Sregy defined respectively the X size and
the Y size of the regions. Note that, in these equations, we do not consider the shuffler
and de-shuffler blocks which are contained in Intellectual Properties (IPs) and Routing
Controller (RC) since they are independent from the region size. So, they will be counted
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Figure 4.3: NoC enhanced with the R-BiSu approach considering different region sizes.
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later.

Ncor = 2× (Sregx + Sregy) (4.1)

Nx_bor = 2× (Sregx + 2Sregy) (4.2)

Ny_bor = 2× (2Sregx + Sregy) (4.3)

Nmid = 4× (Sregx + Sregy) (4.4)

Therefore, the number of required shuffler and de-shuffler blocks to apply the R-BiSun

approach is given by Equation 4.5 where the shuffler and de-shuffler blocks which are
contained in IPs and Routing Controller (RC) are counted.

Nexotic_region = 4×Ncor

+ 2× Snocx − 2Sregx

Sregx

×Nx_bor

+ 2× Snocy − 2Sregy

Sregy

×Ny_bor

+ Snocx − 2Sregx

Sregx

×
Snocy − 2Sregy

Sregy

×Nmid

+ 3× Snocx × Snocy

(4.5)

By computing the number of blocks for each of the region type, we obtain after simpli-
fication Equation 4.6. Through this equation, as expected, we observe that the number of
added blocks, i.e. shuffler and de-shuffler blocks, which are necessary to apply the R-BiSu
approach, decreases when the region size is increased.

Nexotic_region = 4× SnocxSnocy( 1
Sregx

+ 1
Sregy

) + 3× SnocxSnocy − 4× (Snocx + Snocy) (4.6)

In our case, the equations can be simplified since we consider only regular square
regions. Thus, we have Snocx = Snocy = Snoc and Sregx = Sregy = Sreg. By applying these
simplifications, we obtain Equation 4.7. As previously, we observe through this equation
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that the required block number decreases when the region size is increased.

Nsquare_region = 8× S2
noc

Sreg

+ 3timesS2
noc − 8× Snoc (4.7)

4.1.3 Region Error Mask (REM) Computation

To implement the R-BiSu technique, the registers of the shuffler and de-shuffler blocks
need to be computed. All faults which are present inside a considered region need to be
taken into account as they can be accumulated during the transmission of the packets. As
mentioned in Chapter 2, the error masks can be provided for entire region with the help of
detection methods available in the literature. However, these methods offer a lower fault
coverage. Therefore, we propose a method to compute the Region Error Masks (REMs)
by considering that the used detection method provides the error masks of each router
and each interconnection of the NoC.

The R-BiSu method uses information regarding the faulty state of the region, given
by the REM, to reduce as much as possible the impact of faults. This is achieved through
a hierarchical method, which computes the error masks of N ×N regions based on error
masks of (N − 1)× (N − 1) regions. Figure 4.4 shows an example where a 4× 4 NoC with
8-bit flit size and 2-bit subflit size is affected by three faults. These faults affect i) the bit
number 4 of the router R0, ii) the bit number 2 of the router R0 local interconnection and
iii) the bit number 7 of the router R5 north interconnection. The associated error masks
indicating faults (highlighted by red color) for the different region sizes are displayed in
this figure.

Figure 4.5 depicts how the REMs are computed for regions of sizes 1 and 2 by using
the available error masks of the size 0. First, as depicted by the blue squares, the REMs
of size 1 (REM1) are computed using OR operations between the error mask of the
router and the error masks of the local, north and east interconnections. South and west
interconnections are not considered since they are not included in the regular pattern
defined in Section 4.1.1. As depicted in Figure 4.4b, the resulted error masks indicate
the faulty bits of all the 1-size regions. For example, the REM1

0 indicates that the bit
number 2 and 4 are faulty, which is consistent with the error masks of the 0-size regions.
As depicted by the green square in Figure 4.5, to compute the REMs of size 2 (REM2),
the same operations are performed based on the REMs of the 1-size regions (REM1).
As displayed in this figure, the obtained error mask indicates the faulty bits for all the
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Figure 4.4: Error mask values in a faulty NoC with the R-BiSu technique considering
different region sizes.
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Figure 4.5: Region error mask computation.

considered 2-size regions.
By comparing the error masks of Figure 4.4, we note that the faults are individually

addressed when the region size is low, which guarantee a high efficiency of the R-BiSu
approach since the Least Significant Subflit (LSS) is able to tackle several faults. For
instance, in Figure 4.5, if we consider region of size 0, only one subflit is faulty at the
same time during one shuffling operation since the faults are scattered in several routers
and interconnections throughout the region. In this case, the impact of the faults on the
data is reduced as possible. However, when the region size is increased, the scattered faults
are managed by a single shuffling operation, which impacts the efficiency of the R-BiSu
approach since the faults can impact several subflits. Moreover, packets crossing large
faulty regions can be shuffled and de-shuffling while they do not necessarily encounter
faults. For example in Figure 4.4c, if the IP of the router R1 sends packets toward the
region Reg1 or Reg3 or toward the IP of the router R5, they do not encounter the faults
of the region Reg0 but they are nevertheless shuffled and de-shuffled.

4.2 R-BiSu Efficiency Evaluation

In this section, we evaluate the impact of the region size on the efficiency of the R-BiSu
approach when packets travel on a faulty NoC. For that, we first present the experimental
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setup. Then, the impact of the region size on the R-BiSu efficiency is explored at the NoC
scale.

4.2.1 Experimental Setup

For the experiments, we consider a 8× 8 NoC using the XY routing algorithm where
the R-BiSu approach is implemented into square regions. Packets of 16 flits are injected
according to the TORNADO injection model, where each IP sends a packet at each other
IPs, which ensures a complete exploration of NoC paths. One header flit containing critical
information is added to each packet and we consider that it contains only critical data
whatever the flit size. Thus, the standard BiSu technique and the R-BiSu approach use
the header distribution on two flits to mitigate faults which impact the headers. The
experiments are led for flit sizes of 32 and 64 bits with subflit sizes of 4 and 8 bits. Single
Hard Errors (SHEs) are randomly injected in the NoC datapath and they impact the data
following the stuck-at fault model [25]. However, we consider that the injected faults have
always an impact on the data by applying a bit-flip on the affected bits to consider the
worst case avoiding the masking effects due to the data values. The results used to quantify
the efficiency of the R-BiSu approach are computed based on 10, 000 fault injection sets
using the Mean Square Error (MSE) and the Bit-Error Rate (BER) as metrics for the
data payloads and the Correct Header Transmission Rate (CHTR) for the headers. All
simulations are performed on an Ubuntu 18.04.5 LTS Linux distribution on an 48-cores
Intel© Xeon(R) Silver 4214 CPU @ 2.20GHz with a Quadro RTX 5000/PCIe/SSE2 graphic
card.

4.2.2 Efficiency Results at the NoC Scale

In this part, the impact of the region size on the efficiency of the R-BiSu approach
is explored at the NoC scale. For that, we first consider the fault impacts on the data
payloads, and then, the fault impacts on the header flits. Results are compared to an
extended Hamming code which protects each router and each interconnection of the NoC.

4.2.2.1 Data-Payloads Mitigation

Figures 4.6 and 4.7 depict respectively the MSE and the BER of the packets which
transit on the faulty NoC according to the fault density considering different region sizes.
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Figure 4.6: Experimental efficiency of the R-BiSu approach at the NoC scale using the
MSE metric.

Figure 4.6 shows that the size of the region has an impact on the efficiency of the
R-BiSu approach since the MSE increases with the region size. However, when the fault
density is high, the MSE values reach a limit which seems to be equal to the results of
unprotected NoC. In particular, we observe that the size of the region can be increased
from 0 to 1 with a small impact on the MSE. For instance, considering 64-bit flits with
4-bit subflits (cf. Figure 4.6c) and a fault density equal to 1.00 fault per router, increasing
the region size from 0 to 1 only increases the MSE from 7.80 × 107 to 1.25 × 109. In
comparison, for the unprotected case, we obtain a MSE equal to 8.53× 1035. In addition,
we observe that the Hamming code gives in general a higher MSE than the R-BiSu since,
considering the previous example, we obtain a MSE equal to 8.69×1033. However, we can
note an exception when the flit size is equal to 32 bits with 8-bit subflits (cf. Figure 4.6b).
In this case, the subflit number is too low to obtain efficient BiSu results in particular
when the region sizes are greater than 1.

In Figure 4.7, we note that the BER slightly increases with the region size until
reaching the same results than the unprotected case for large region sizes and high fault
densities. However, this metric provides information on the number of faulty bits but it
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Figure 4.7: Experimental efficiency of the R-BiSu method at the NoC scale using the BER
metric.

does not quantify the impact of these faulty bits on the flit information. Based on these
results, two observations can be made.

First, the BER metric highlights the fact that faults are mitigated with the same Least
Significant Bits (LSBs) when several shuffling operations are successively applied on the
flit. As shown in Figure 4.7, this effect is more perceptible for high fault densities and
small region sizes since more shuffling operations are made on the same flits. Thus, as
expected, the method efficiency is higher when the region size is reduced. Moreover, it is
important to note that obtaining the same BER than the unprotected case does not mean
the method is inefficient since the fault impacts are deferred on the LSBs. For example,
considering 64-bit flits with 4-bit subflits (cf. Figure 4.7c) and a fault density equal to
1.00 fault per router, we observe that the BER is increased by 2.20×10−4 when the region
size is increased from the size 0 to the size 1.

Second, we see through Figure 4.7 that the BER is largely reduced using the extended
Hamming code. For example, considering 32-bit flits with 4-bit subflits (cf. Figure 4.7a)
and a fault density equal to 1.00 fault per router the BER is decreased by 1.50×10−2 with
the Hamming code against only 1.21× 10−3 with the standard BiSu technique compared
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Figure 4.8: Experimental efficiency of the R-BiSu method at the NoC scale using the
CHTR metric.

to the unprotected case. Indeed, Hamming code is able to correct all single faults which
impact the packets transiting on the NoC. Thus, as we inject faults of size 1 bit in the
NoC, most of them are corrected. However, this code becomes inefficient when two faults
impact the flit at the same time, which degrade the flit information. This is why, despite
a better BER, the MSE of the Hamming code is worse than those obtained with R-BiSu
approach.

4.2.2.2 Header Mitigation

Figure 4.8 presents the packet CHTR, i.e. the percentage of headers which reach
the destination IP without any fault on the critical bits, which transit on the faulty NoC
according to the fault density. This metric is computed for different region sizes to evaluate
their influence on the header transmission when the R-BiSu approach is applied.

In this figure, we observe that the correct transmission of the headers is maintained
when the subflit number per flit stays sufficient. For example, considering flits of 32 bits
segmented into subflits of 8 bits, we can see in Figure 4.8b that the R-BiSu approach is less
efficient to mitigate the faults in the headers than the Hamming code whatever the region
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size. Nevertheless, we note that on the three other cases the use of the R-BiSu approach
with a region size equal to 1 offers better header protection. For instance, considering
32-bit flits with 4-bit subflits (cf. Figure 4.8a), the use of the R-BiSu approach with a
region size equal to 1 ensures 99% of correct header transmissions for fault density of up
to 2.03 fault per router. In comparison, the extended Hamming code can maintain the
accuracy on the control bits above 99% only for fault density of up to 1.56. Moreover, we
observe in Figure 4.8c that the gap between the two methods widens when we consider
higher flit sizes.

However, we have to note that the headers do not contain any unused bits, as men-
tioned in the experimental setup. Thus, the results present the worst case which can be
obtained with the different flit sizes. Indeed, as mentioned in Section 3.1.4, the headers
often contain unused bits when the flit size is high, which has for effect to increase the
efficiency of the proposed method concerning the header protection.

4.3 R-BiSu Hardware Evaluation

In this section, we study the hardware costs for the region size implementation of the
R-BiSu approach, in terms of area and power consumption. The impacts on the critical
path and the latency are not detailed again since the R-BiSu approach is a lightweight
implementation version of the BiSu method. First, the experimental setup is presented.
Then, the evolution of the number of shuffler and de-shuffler blocks according to the region
size is studied. After that, we explore the hardware overheads induced by the R-BiSu
approach. Finally, the hardware overheads are evaluated when the register computing is
supported by dedicated circuits, called register updater blocks.

4.3.1 Experimental Setup

For the experiments, we consider a 8 × 8 NoC using the CONNECT router [228]
hich is based on a 5-ports router with four virtual channels of 8-flit depth, a round-robin
arbitration and a XY routing algorithm. The R-BiSu approach is implemented consid-
ering regular square regions and we consider the header distribution on two flits which
correspond to the worst case. The results are synthesized on 28 nm FDSOI technology
through High-Level Synthesis (HLS) tools of Mentor Graphic, targeting a clock frequency
of 1 GHz. All syntheses are performed on the Fedora 28 Linux distribution with 8-cores
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Approach
BiSu

(Sreg = 0)

R-BiSu

(Sreg = 1)

R-BiSu

(Sreg = 2)

R-BiSu

(Sreg = 4)

R-BiSu

(Sreg = 8)

Block Number 1344 640 384 256 192

Table 4.1: Comparison of the required number of shuffler and de-shuffler blocks between
the BiSu and the R-BiSu methods considering a 8× 8 NoC.

Intel(R) Core(TM) i7-8650U CPU @ 1.90GHz.

4.3.2 Shuffler/De-shuffler Block Number Comparison

In this part, we explore the evolution of the number of shuffler and de-shuffler blocks
according to the region size. As the R-BiSu method targets the reduction of the hardware
costs by reducing the implementation density of the BiSu technique, this number gives
a first overview of the region size influence on the hardware costs. Indeed, with the R-
BiSu method the number of shuffler and de-shuffler blocks and the number of merger
and de-merger blocks stay constant in the Network Interfaces (NIs), nevertheless the
number of shuffler and de-shuffler blocks is drastically reduced in the routers and in the
interconnections of the NoC.

Table 4.1 displays the required number of shuffler and de-shuffler blocks according to
the region size when the R-BiSu approach is implemented. These results are computed
using Equation 4.7 of Section 4.1.2. They are compared to the required block number of
the standard BiSu technique, i.e. region of size 0. In this table, we observe that the number
of required blocks is drastically reduced when the region size is increased. For example,
implementing R-BiSu1 instead of R-BiSu0 decreases the number of required blocks by
52%. And more, increasing the region size from 1 to 2 reduces the number of required
blocks by 33%. Based on this, we can argue that the R-BiSu approach drastically reduces
the hardware costs.

4.3.3 R-BiSu Hardware Results

In this part, we evaluate the influence of the region size on the hardware overheads
induced by the R-BiSu approach considering as baseline the unprotected 8×8 CONNECT
NoC. Figures 4.9 and 4.10 display respectively the area and power overheads according
to the region size considering flit sizes of 32 and 64 bits with different subflit sizes. The
results are compared to the Hamming case.
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Figure 4.9: Area overhead comparison for the R-BiSu method.
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Figure 4.10: Power overhead comparison for the R-BiSu method.

In Figure 4.9, we can observe that the region size influences the area overhead of the
R-BiSu approach. Indeed, increasing the region size leads to area overhead reduction.
For instance, increase the region size from 0 to 1 allows to decrease the area overhead
from 25.1% to 17.1% considering 32-bit flits with 4-bit subflits and from 27.5% to 18.8%
considering 64-bit flits with 8-bit subflits. Moreover, we observe in this figure that the
area overhead of the R-BiSu approach stays higher than those induced by the Hamming
code considering the same region size. However, we saw in Section 4.3.2 that the efficiency
of the R-BiSu approach stays considerably greater than Hamming code efficiency when
it is implemented for the protection of each router and each interconnection of the NoC.
Based on this, we note that increasing the region size allows equal or inferior R-BiSun

area overhead compared to the Hamming code.
The same observations can be made concerning the power overhead which is displayed

in Figure 4.10. In this figure, we can note that the power overhead decreases when the
region size increases. For instance, considering flit size of 32 bits with 4-bit subflits, the
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power overhead is reduced from 21.9% to 14.9% when the region size is increased from
0 to 1 and from 23.0% to 15.2% for flit size of 64 bits with 8-bit subflits. Moreover, we
observe that increasing the region size of the R-BiSu approach significantly reduces the
power overhead compared to Hamming code implemented with a region size equal to 0.

Through Figures 4.9 and 4.10, we can observe that the hardware overheads tend to
converge toward a bound when the region size is increased. Indeed, as shown in Sec-
tion 4.3.2, the R-BiSu approach permits to decrease the number of shuffler and de-shuffler
blocks in the routers and in the interconnections. However, the number of merger and de-
merger blocks added to the NIs for the flit organization are not affected by this approach,
as the number of shuffler and de-shuffler blocks which are located to the input and output
of the NIs. Thus, the constant number of hardware blocks leads to these bounds hardware
results when the region size is increased. Moreover, we can observe that the values of
these bounds seem to be equal to the hardware overhead of the NI part which is detailed
in Section 3.3.3 for the region size 0.

4.3.4 Hardware Overheads of the Register Updater

In Section 3.1.3, we proposed a way to compute the shuffler and de-shuffler registers
with a dedicated circuit relaxing the pressure on the dedicated cores of the IPs. However,
we saw in Section 3.3.4 that the induced area and power overheads were too high due
to the high number of registers which have to be computed. As the register number is
correlated to the implementation density, i.e. more shuffler and de-shuffler blocks means
more registers, the use of dedicated circuits to compute these registers can be re-considered
with the R-BiSu approach. Indeed, this latter allows to drastically reduce the register
number with the high shuffler and de-shuffler block density. For that, we compute the
supplementary overheads required by the register updater blocks for the computation of
the shuffler and de-shuffler registers. Figures 4.11 and 4.12 display respectively the induced
area and power overheads based on the unprotected 8× 8 CONNECT NoC.

In these two figures, we observe that the R-BiSu approach ensures important area and
power reductions compared to the standard BiSu technique. For instance, considering
64-bit flits with 4-bit subflits, the supplementary area and power overheads are respec-
tively decreased from 34.8% and 38.0% to 5.3% and 5.8% compared to the standard BiSu
technique when the region size is up to 2. Moreover, we can observe that the induced
overheads can become negligible when the region size is increased to a size greater than
2. Based on these results, we note that the shuffler and de-shuffler registers needed for
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Figure 4.11: Area overhead of the register updater for the R-BiSu method.
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Figure 4.12: Power overhead of the register updater for the R-BiSu method.

BiSu technique can be computed by dedicated circuits with negligible hardware overheads
allowing for the pressure on the dedicated cores to be removed.

4.4 Efficiency Versus Hardware Cost Trade-off

In this section, we confront the results obtained concerning the efficiency and the hard-
ware overheads of the R-BiSu approach. As mentioned in Section 4.2, the efficiency of the
method is decreased when the region size increases. In addition, we showed in Section 4.3
that the hardware overheads are reduced when the size of the region is increased. Based
on these observations, we can argue that a Pareto front exists between the hardware costs
and the efficiency of the R-BiSu approach. First, we present the existing Pareto front be-
tween the efficiency and the area overhead. Then, the Pareto front between the efficiency
and the power overhead is explored.
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Figure 4.13: Highlighting of the Pareto front between area costs and efficiency for the
R-BiSu approach.

4.4.1 Area Overhead Versus Efficiency

Figure 4.13 plots the Pareto front between the area overhead and the efficiency of the
R-BiSu approach for flit sizes of 32 and 64 bits varying the subflit size and the region size.
Fault densities equal to 0.50 and 1.00 fault per router are considered. For sake of clarity,
only the subflit size of the points which compose the Pareto front are detailed.

From the obtained results, we observe that the Pareto front is mainly composed of
configurations with low region size, i.e. until region size equal to 2. Furthermore, we note
that the region size can be increased until 2 with low impact on the efficiency reducing
significantly the area overhead. Moreover, Figure 4.13 shows that increasing the subflit
size reduces the area overhead with a higher impact on the efficiency. Thus, this figure
shows that increasing either subflit size or the region size provides two viable solutions to
reduce the area overhead by trading-off efficiency. Indeed, we observe that the Pareto front
is composed of points obtained with both solutions. Finally, we can see that increasing
the fault density has as effect efficiency reduction of the method for all subflit sizes and
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Figure 4.14: Highlighting of the Pareto front between power consumption and efficiency
for the R-BiSu approach.

region sizes. For example, considering 32-bit flits with a fault density equal to 0.50 fault
per router (cf. Figure 4.13a), we note that the use of a region size equal to 1 with 2-bit
subflits offers a high fault-tolerance efficiency at the price of a high area overhead. On
the contrary, we observe that the use of a subflit size equal to 8 bits considering the
same region size reduces significantly the area overhead at the price of a reduced fault-
tolerance efficiency. Finally, we observe that the use of a region size equal to 1 with 4-bit
subflits offers a good trade-off between the area overhead and the R-BiSu fault-tolerance
efficiency.

4.4.2 Power Overhead Versus Efficiency

Figure 4.14 plots the Pareto front between the power overhead and the efficiency of
the R-BiSu approach for flit sizes of 32 and 64 bits varying the subflit size and the region
size. Fault densities equal to 0.50 and 1.00 fault per router are considered. For sake of
clarity, only the subflit size of the points which compose the Pareto front are detailed.
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In this figure, we observe that the Pareto front between the efficiency and the power
overhead of the R-BiSu approach is affected by the region size and the subflit size in a
similar way to the Pareto front between the efficiency and the area overhead. The Pareto
front is mainly composed of configurations with a region size smaller or equal than 2
and reducing the region size or the subflit size are two viable solutions to reduce the
power consumption when trading-off efficiency. Based on this, similar conclusions to the
ones obtained when trading-off efficiency and area overhead can be made to characterize
Pareto fronts of Figure 4.14. For example, considering 64-bit flits with a fault density
equal to 1.00 fault per router (cf. Figure 4.14d), we observe that the use of a region size
equal to 1 with 2-bit subflits offers a high fault-tolerance efficiency at the price of a high
power overhead. On the contrary, we note that the use of a subflit size equal to 16 with
the same region size reduces significantly the power overhead at the price of a reduced
fault-tolerance efficiency. Finally, we can see that several configurations offer a reasonable
trade-off between the power overhead and the fault-tolerance efficiency, such as a region
size equal to 1 with 4-bit subflits.

4.5 Conclusion

In this chapter, we presented a region-based approach of the BiSu technique, called
R-BiSu. This approach is an extension of the BiSu technique by considering the hardware
overheads versus efficiency trade-off. Thus, the area and power overheads are reduced by
relaxing the BiSu efficiency.

We observed through the efficiency and hardware evaluations that R-BiSu1 and R-
BiSu2 offer a good trade-off between the efficiency and the hardware overheads of the
method. Indeed, we saw that the hardware costs can be reduced with small impact on
the fault mitigation efficiency. Moreover, we saw that the transmission of sensible flits,
i.e. headers, is also managed by the BiSu method.

Finally, we showed that, contrary to the standard BiSu technique, the R-BiSu approach
can support hardware computation of shuffler and de-shuffler registers by dedicated cir-
cuits. Indeed, as the number of registers which need to be computed is largely decreased
when the region size increases, the hardware overheads induced by the register adapter
blocks are drastically reduced, and more, they can become negligible for high region sizes.
Moreover, the pressure induced on the dedicated IP cores is removed by using the R-BiSu
approach.
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Conclusion

Due to the increasing intrinsic failure rate in the electronic field, Network-on-Chips
(NoCs) became more sensitive to faults affecting their functionalities. In particular, per-
manent faults are critical for NoCs since they affect them with no possibility of recovery
contrary to transient faults. To address this issue, we saw that the literature provides
many methods to detect, diagnose, correct and mitigate the occurring faults. However,
these methods often induce high hardware costs in terms of area and power consumption
and their efficiencies are drastically impacted, and may even become inoperative in pres-
ence of multiple permanent faults. As saw in Chapter 2), the approximate-communication
field is a new domain offering many perspectives as, for example, fault tolerance to address
this gap.

Therefore, we proposed as first contribution the Bit-Shuffling (BiSu) technique [P2, P1]
for fault mitigation in NoC datapath. For that, our approach re-organizes the flits at
the subflit scale to ensure that the faults only impact the Least Significant Bits (LSBs)
keeping the Most Significant Bits (MSBs) safe. This technique is particularly efficient to
protect routers and interconnections in NoC architectures and it allows to protect a flits
which transit along a NoC path which is scattered with errors located on different bits.
Furthermore, redundancy approach is presented to handle critical data, such as headers, by
distributing critical information on two flits allowing to artificially increase the number
of unused bits to enable the BiSu methods. In addition, hardware blocks are used in
Network Interfaces (NIs) to manage the difference between the flit size and the data size
keeping the proposed method efficient whatever the NoC architecture and the considered
application. We demonstrated through exhaustive evaluations made at flit, NoC, and
application levels that this contribution is able to manage high fault densities contrary
to state-of-the-art methods, such as the extended Hamming code. Finally, we implement
this contribution with 28 nm technology through High-Level Synthesis (HLS), and the
results highlight low hardware overheads, and in particular, low power consumption. In
addition, this method has small critical path and latency overheads limiting the impacts
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on the NoC performances.
Following this work, we proposed as second contribution the Region-based Bit-Shuffling

(R-BiSu) approach [P3] which consists in protecting large regions with the standard BiSu
technique to reduce the hardware overheads of this latter at the cost of efficiency reduc-
tion. To achieve that, a hierarchical method is proposed to compute the error mask of a
complete region. The exploration of the R-BiSu approach allowed to highlight the exist-
ing trade-offs between the efficiency and the hardware costs of the method. We saw that
these trade-offs are influenced by the subflit size and the region size. Moreover, we noted
through the obtained Pareto fronts that increasing the region size from 0 (standard BiSu)
to 2 (R-BiSu2), considering regular square regions, allows to drastically reduce the hard-
ware costs with small impact on the method efficiency. In addition, this approach enables
the computing of the register values by using a designed hardware block, called register
updater block. In this way, the software algorithm executed on Intellectual Property (IP)
core can be replaced by this dedicated block with negligible hardware overheads.

Perspectives

However, the R-BiSu method reaches its limits when packets contain only critical
data, i.e. which cannot tolerate faults. In this case, applying the flit distribution on two
flits (cf. Section 3.1.4) can drastically impact the NoC performances since the number
of flits per packet is doubled. To tackle this issue, we propose to associate our method
with region-based adaptive routing algorithms [134, 18, 229, 114] (cf. Section 2.3.1) which
manage faulty regions by circumventing them. Thus, while region-based adaptive routing
algorithms provide accurate paths for packets which cannot tolerate faults, the R-BiSu
method forwards packets which can be approximated through faulty regions, exploiting
the application fault resilience. Hence, critical packets are able to reach their destination
without any errors. In addition, as only critical packets circumvent the faulty region, the
congestion induced around this latter due to the adaptive routing algorithm is reduced
limiting the NoC performance degradation. Moreover, isolated IPs, i.e. localized in the
faulty region or in an isolated NoC part, stay reachable by using the flit distribution
of the header on two flits. The distinction between the two paths provided by these two
methods is depicted in Figure C.1. In this figure, we consider one packet transmission from
the IP A towards the IP B using the XY routing algorithm. The R-BiSu approach and
the adaptive routing algorithm are used to manage permanent faults considering regions
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Figure C.1: R-BiSu associating with a region-based adaptive routing algorithm.

of size 1. While the R-BiSu technique provides an approximate path through the faulty
region (cf. red path in Figure C.1), the adaptive routing algorithm ensures the correct
transmission of the packet using an accurate path (cf. blue path in Figure C.1). Finally,
the BiSu and R-BiSu techniques can be associated with other state-of-the-art methods to
enhance the fault-tolerant efficiency and NoC performances.

Furthermore, in this manuscript we focused on electrical 2-D NoCs. However, the
proposed methods can be extended to other NoC architectures. For instance, the BiSu
method can be especially interesting in 3-D NoC architectures where the Through Silicon
Vias (TSVs) are particularly sensible to aging effects such as electromigration [230, 231,
232].

In addition, the BiSu technique can be used to protect communications at different
scales, i.e. from multi-processor-based on-chip to data center. In general, our approach
proposes an efficient fault-tolerant solution to manage the permanent faults in electrical
parallel interconnections, i.e. busses. Thus, it can be used as well for Application-Specific
Integrated Circuit (ASIC) target, and for Field Programmable Gate Array (FPGA) target
where long distance communications can be particularly sensible [233, 234].

Finally, as bit-shuffling is widely used in other fields, such as in cybersecurity [235, 236,
237] where data are secured during communications by shuffling them using an encryption
key. Thus, our method may be used to encrypt the data using one or several shuffling
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patterns during the transmissions. In this case, the encryption keys are the shuffling
registers. In addition to this field, the BiSu technique can offer promising solution for
other application fields.
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Titre : Atténuation des Défaillances Multiples dans les Architectures de Réseau sur Puce par
une Méthode de Brassage de Bits
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Résumé : Depuis plusieurs décennies, la to-
lérance aux fautes est devenue un domaine
de recherche majeur en raison du rétrécis-
sement des transistors et de l’augmentation
de la puissance des systèmes sur puce. En
particulier, les défauts survenant dans les ré-
seaux sur puce (Network-on-Chips - NoCs) de
ces systèmes ont un impact significatif en rai-
son de la grande quantité de données qui tra-
versent les NoCs. De plus, les approches exis-
tantes de tolérance aux fautes ne peuvent pas
traiter efficacement plusieurs fautes perma-
nentes. Pour remédier à ces limitations, nous
proposons la technique de brassage de bits
(Bit-Shuffling - BiSu) qui réduit l’impact des
fautes survenant dans le chemin de données
des NoCs. Pour ce faire, l’approche proposée

exploite, au moment de l’exécution, la position
des défauts permanents et modifie l’ordre des
bits à l’intérieur d’un flit. Notre méthode réduit,
autant que possible, l’impact des fautes en les
reportant sur les bits les moins significatifs, au
lieu de les garder sur les bits les plus significa-
tifs. Les résultats obtenus par des évaluations
approfondies montrent que la méthode BiSu
peut réduire l’impact de multiples défauts per-
manents, avec des coûts matériels faibles, par
rapport aux approches existantes, comme le
code de Hamming. Ensuite, nous proposons
une approche de brassage de bits basée sur
des régions (Region-based BiSu - R-BiSu) qui
réduit les coûts matériels de la technique BiSu
en réduisant son efficacité de tolérance aux
fautes.

Title: Multiple Fault Mitigation in Network-on-Chip Architectures Through A Bit-Shuffling Method

Keywords: Network-on-Chip, Fault Mitigation, Approximate Communication, Bit-Shuffling, Mul-

tiple Permanent Faults

Abstract: Since several decades, fault tol-
erance has become a major research field
due to transistor shrinking and power scaling
in system-on-chips. Especially, faults occur-
ring to Network-on-Chips (NoCs) of those sys-
tems have significant impacts due to the high
amount of data crossing NoCs. Furthermore,
existing fault-tolerant approaches cannot effi-
ciently deal with several permanent faults. To
address these limitations, we propose the Bit-
Shuffling (BiSu) technique which reduces the
impact of faults occurring in NoC datapath. To
achieve that, the proposed approach exploits,
at run-time, the position of permanent faults

and changes the bit order inside a flit. Our
method reduces, as much as possible, the im-
pact of faults by deferring them on least signifi-
cant bits, instead of keeping them on most sig-
nificant bits. The results obtained by extensive
evaluations show that the BiSu method can re-
duce the impact of multiple permanent faults,
with low hardware costs, compared to exist-
ing approaches, like Hamming code. Then,
we propose a Region-based Bit-Shuffling (R-
BiSu) approach which reduces the hardware
costs of the BiSu technique relaxing its fault-
tolerance efficiency.
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