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Abstract

With the development of real-time graphics, virtual humans have become a requisite to create always more life-like virtual worlds for industries ranging from entertainment to training and education. For instance, in the movie and video game industries their use ranges from creating digital doubles of actors in computer-generated movies, to populating digital worlds using thousands of virtual characters. In these industries, the current trend is to create always more realistic characters, as well as more impressive scenes involving larger and larger groups of characters interacting in real-time with each other. However, because of computational, costs, and time constraints, creating and animating such virtual characters often requires to find the best trade-off between realism and computational needs. This stresses the need for highly efficient methods to animate virtual humans, that are able to create believable motions, behaviours, interactions, as well as to easily scale depending on the number of characters displayed on screen.

To reach this objective, my research activities focus on how to create visually plausible virtual humans, by first understanding how viewers perceive some of their key characteristics. By visually plausible, we mean motions that viewers will consider to be plausible even though they might not be biomechanically or physically correct. It then becomes possible to save computation time, to only simulate a perceptually-plausible approximation of the motion, to save on production costs by selecting optimal subsets of motions, etc.

This manuscript, submitted for the Habilitation à Diriger des Recherches degree, presents my involvement in research activities on this topic over approximately the last ten years. Following a detailed presentation of my Curriculum Vitae (including student supervision, publications, participation in European and national projects, etc.), the presentation of our contributions is organized into four chapters, each illustrated through two research focuses. First, we present two chapters focusing on the perception of individual character motions, and on the perception of character interactions. Then, we present two chapters exploring our perceptions in immersive situations, first of virtual crowds, and second of avatars (i.e., the users’ representation) which we explore through the psychological construct of virtual embodiment. A final chapter then presents our perspectives for future works, and provides the concluding remarks.
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Research Summary

2007-2010 - PhD CANDIDATE, INSA RENNES / IRISA

I started my research activity at the IRISA laboratory (Rennes, France) in 2007 as a PhD candidate under the co-supervision of Franck Multon (Université Rennes 2, France) and Taku Komura (Edinburgh University, Scotland), as part of the Bunraku team (led by Stephane Donikian at that time). The Bunraku team had a strong experience in real-time animation of humanoid characters, as well as in other related topics of Computer Graphics (including Virtual Reality, Haptics, Rendering, etc.), and had worked in the past on the topics of interactive motion retargeting, synchronization, blending, etc. The general objective of my PhD thesis was to propose novel methods for interactively editing virtual human motions subject to dynamic constraints (e.g., heavier objects to push, turning accelerations). In particular, we proposed a method modeling simplified dynamics to interactively edit virtual human motions (character animation aspects), and combining an understanding of human balance behaviours (biomechanical aspect) with users’ perception of differences in dynamic human motions (perceptual aspects).

2011-2014 - RESEARCH FELLOW, TRINITY COLLEGE DUBLIN

During my PhD, I progressively got more and more interested in the topic of the perception of virtual character motions, and got joined Carol O’Sullivan’s GV2 group (Graphics, Vision and Visualization) in Trinity College Dublin, a leading expert in Applied Perception for Computer Graphics. I worked there from February 2011 to December 2014 as a Research Fellow, principally working on the Captavatar research project which goal was to create socially and perceptually attractive virtual characters. While working with Carol, we explored several questions related to the perception of causality in virtual character interactions, as well as to the perception of distinctiveness and attractiveness of individual motions displayed on virtual characters. I also collaborated with several other researchers and students from the group (e.g., Rachel McDonnell, Cathy Ennis, Katja Zibrek, Kenneth Ryall, Michele Vicovaro, Hanni Kiiski) on related topics. This is also the time when I acquired most of my expertise to conduct research in the Applied Perception field, which was definitely new to me, while also
consolidating my skills in Computer Graphics and Character Animation. I particularly express my gratitude to Carol and Rachel, from whom I learned a lot, for their time and guidance.

**Since 2015 - Research Scientist, INRIA Rennes**

This incredible experience ended in December 2014, as I obtained a permanent Research Scientist position at Inria Rennes in the MimeTIC team (led by Franck Multon), which I joined in March 2015. Research activities in MimeTIC revolve around simulating virtual humans that behave in realistic manners, with applications ranging from Ergonomics and Sports, to Computer Graphics. Upon my arrival in the team, I continued to work on topics related to the perception of virtual characters. However, through collaborations I started to expand my research activities to the perception of virtual characters in crowds (with Julien Pettré and Anne-Hélène Olivier), including exploring novel ways of studying pedestrian behaviours using Virtual Reality with the goal of improving crowd simulation models. We also started to explore the question of creating motion variety by focusing on perceivable individual characteristics, through a national Young Researcher project (ANR JCJC Per2). In parallel, we also started to explore the topics of avatars and virtual embodiment, in collaboration with Ferran Argelaguet and Anatole Lécuyer, in the context of the Inria Research project *Avatar*, which involves 6 Inria teams in France. Since I jointed Inria, I have participated in the supervision of 13 PhD students, 3 of whom already graduated, 3 Research Fellow, 2 Engineers, and 14 Master students. I am also coordinating 2 projects: the ANR JCJC Per2 and the Inria Research Challenge *Avatar*.

The following of this document is divided into two main parts. Part I details my Curriculum Vitae, including student supervision, publications, participation in European and national projects, other scientific activities, etc. Part II then presents an overview of the work we performed over approximately the last ten years on the topic of creating visually plausible virtual humans. Following a short introduction, our main contributions are organized into four chapters, each illustrated through two research focuses. A final chapter then presents our perspectives for future works, and provides the concluding remarks.
Part I

Curriculum Vitae
Curriculum Vitae

PERSONAL INFORMATION

Name Hoyet
Firstname Ludovic
Date of birth December 15th, 1984
Place of birth Vannes (56), France
Nationality French
Sexe Male
Email ludovic.hoyet@inria.fr
Website http://people.rennes.inria.fr/Ludovic.Hoyet/

CURRENT POSITION

I am currently a Research Scientist at Inria Rennes (Chargé de Recherche Classe Normale, 6th grade), since 2015, and working in the MimeTIC team.

My research activities target the efficient real-time simulation of virtual characters based on relevant perceptual features. As there is yet to find approaches providing a good balance between computation time, controllability and realism, I focus on approaches producing perceptually-plausible motions by exploiting what is perceived to be natural, in order to provide animation guidelines and drive the design of novel animation methods. To reach such goals, I have been exploring how viewers perceive biological human motion (i.e., natural movements captured on real actors) displayed on virtual characters, how they interact with such virtual characters (in particular using Virtual Reality), and used perceptual insights to enhance the visual quality of the movements of virtual characters. More recently, I have also been investigating questions related to the virtual representation of the users themselves (i.e., their avatar), with the aim of creating avatars that are better embodied and more interactive.
Education & Professional Experience

Since 2015  
**Research Scientist**, Inria Rennes, team MimeTIC  
**Topic:** Towards new generations of virtual characters: using perceptual insights for efficient real-time simulations

2011-2014  
**Research Fellow**, Trinity College Dublin, Ireland  
**Supervisor:** Carol O’Sullivan  
Involved on the Captavatar project: *Creating socially and perceptually attractive avatars*

2010  
**PhD (INSA Rennes)**, Inria/IRISA laboratory, team Bunraku, France  
**Title:** Dynamic Adaptation of Human Motions  
**Supervisors:** Franck Multon (Université Rennes 2), Taku Komura (Edinburgh University)  
**Examinors:** Ronan Boulic (EPFL), Jean-Paul Laumond (LAAS-CNRS)

2007  
**MSc/Engineering Degrees**, Computer Sciences, INSA Rennes, France  
**MSc Thesis Title:** Dynamic Adaptation of Aerial Human Motions  
**Supervisor:** Franck Multon (Université Rennes 2)

Publications

Over my carrier, I have participated in the publication of 22 peer-reviewed international journal articles, 32 international peer-reviewed international conference articles, and numerous other types of communications (posters, abstracts, etc.). In accordance with the French AERES criteria, as well as with practices of the Computer Graphics community recently referenced by the Société Informatique de France, 30 of these publications are of rank A, including 5 first-author publications (see prestigious and sought-after channels\(^1\)).

Three of the papers published in international journals as first-author were accepted and presented at SIGGRAPH and SIGGRAPH ASIA (two best conferences in Graphics), and published in the ACM Transaction on Graphics, best journal in Computer Science, Software Engineering. Eight other papers led by significantly supervised PhD students were also published in the IEEE Transactions on Visualization and Computer Graphics (5), the second best journal in the field, and Computer Graphics Forum (3), in the proceedings of Eurographics (also one of the best conference in Graphics). Several publications were also accepted in highly regarded and selective conferences and journals of the domains, including ACM Transaction on Applied Perception, IEEE Virtual Reality, IEEE International Symposium on Mixed and Augmented Reality, ACM Symposium on applied Perception, etc.

\(^1\)https://github.com/societe-informatique-de-france/referentiel-pratiques-publication-2019/blob/master/analyse/gdrigrv.md
International Journals


and Attractiveness of Human Motions on Realistic Virtual Bodies. ACM Trans. on Graphics (SIGGRAPH Asia 2013), 32(6), 2013.


Peer-reviewed International Conferences


15. R. Fribourg, F. Argelaguet, L. Hoyet, A. Lécuyer. Studying the Sense of Embodiment in VR Shared


29. X. Liang, L. Hoyet, W. Geng, F. Multon. Responsive action generation by physically-based motion retrieval and adaptation. Motion in Games (MIG), 2010


Others


Society for Psychophysics, 2013.


**SUPERVISION**

**PhD Students**

Ms. Yuliya Patotskaya (2022-), co-supervised at 33% with Katja Zibrek and Julien Pettré. *Appealing Character Design for Embodied Virtual Reality*.


Mr. Vicenzo Abichequer-Sangalli (2020-), co-supervised at 25% with Marc Christie, Carol O'Sullivan and Julien Pettré. *Humains virtuels expressifs et réactifs pour la réalité virtuelle*.

Mr. Thomas Chatagnon (2020-), co-supervised at 25% with Anne-Hélène Olivier, Charles Pontonnier, and Julien Pettré. *Modélisation énergétique multi-échelle pour les foules denses*.

Mr. Tairan Yin (2020-), co-supervised at 25% with Marc Christie, Marie-Paule Cani and Julien Pettré. *Création de scènes peuplées dynamiques pour la réalité virtuelle*.

Mr. Lucas Mourot (2020-), CIFRE InterDigital, co-supervised at 25% with Pierre Hellier, Franck Multon and François Le Clerc. *Learning-Based Human Character Animation Synthesis for Content Production*. 
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Mr. Alberto Jovane (2019-), co-supervised at 25% with Marc Christie, Claudio Pacchierotti and Julien Pettré. *Modélisation de mouvements réactifs et comportements non verbaux pour la création d’acteurs digitaux pour la réalité virtuelle.*

Ms. Adèle Colas (2019-), co-supervised at 25% with Anne-Hélène Olivier, Claudio Pacchierotti and Julien Pettré. *Modélisation de comportements collectifs réactifs et expressifs pour la réalité virtuelle.*

Mr. Nicolas Olivier (2019-), CIFRE Interdigital, co-supervised with Franck Multon, Anatole Lécuyer, Ferran Argelaguet, Fabien Danieau, Quentin Avril. *Customisation adaptive d’avatars pour expériences immersives.*

Mr. Benjamin Niay (2018-), co-supervised at 33% with Anne-Hélène Olivier and Julien Pettré. *A Framework for Synthesizing Personalised Human Motions from Motion Capture Data and Perceptual Information.*


Mr. Florian Berton (2017-2020), co-supervised at 33% with Anne-Hélène Olivier and Julien Pettré. *Immersive Virtual Crowds: Evaluation of Pedestrian Behaviours in Virtual Reality - PhD defended on the 14/12/2020.*


**Visiting PhD Students**

Ms. Emma Carrigan, Trinity College Dublin, Ireland (6-month visit, 2017), co-supervised at 50% with Mr. Quentin Avril (Technicolor). *Investigating the impact of chosen training scans for example-based facial blendshape creation.*

Mr. Yijun Shen, Northumbria University, UK (4-month visit, 2016), co-supervised at 50% with Franck Multon. *Correction de mouvement à partir de graphes d’interactions.*

Michele Vicovaro, University of Padoue, Italie (6-month visit, 2013), co-supervised at 70% with Carol O’Sullivan. *Evaluating the Plausibility of Edited Throwing Animations.*

**Research Fellows**

Mr. Ific Goudé (June 2021 -), co-supervised at 33% with Anne-Hélène Olivier and Julien Pettré. *Improving crowd simulation through visual saliency of virtual environments.*

Pierre Raimbaud (Nov. 2020 -), co-supervised at 33% with Anne-Hélène Olivier and Julien Pettré. *Non-verbal communication and interactions: towards reactive and expressive virtual humans.*

Dr. Zhiguang Liu (Nov. 2016 - May 2018), co-supervised at 33% with Franck Multon and Olivier Sentieys. *Combining Smart Sensors and New Motion Representations for Human Performance Analysis.*
Engineers & Research Assistants

**Mr. Adrien Reuzeau** (Oct. 2020 -), Engineer. *AvatarReady: A unified platform for the next generation of avatars in digital worlds, 50% co-supervised with Ferran Argelaguet.*

**Mr. Robin Adili** (Sept. 2020 -), Engineer. *Motion Editing Developments for Character Animation Tools*

**Ms. Katja Zibrek** (March 2013 - June 2014), Research Assistant, 20% co-supervised with Rachel McDonnell.

**Ms. Katja Zibrek** (April 2012 - March 2013), Research Assistant, 70% co-supervised with Carol O’Sullivan.

**Mr. Kenneth Ryall** (2011 - 2014), Research Assistant, 50% co-supervised with Carol O’Sullivan.

**Master Students**

**Mr. Vincent Etien** (2021, 6 months), 50% co-supervised with Katja Zibrek. *Towards the creation of appealing realistic virtual humans in virtual reality.*

**Mr. Arnaud Roger** (2021, 6 months), 50% co-supervised with Benjamin Niay. *Creating Perceptual Variations in Virtual Character Locomotion.*

**Mr. Robin Adili** (2020, 6 months), 33% co-supervised with Anne-Hélène Olivier and Julien Pettré. *Synthesising Motion Variations in Human Crowds.*

**Mr. Stéven Picard** (2020, 6 months), 33% co-supervised with Anne-Hélène Olivier and Julien Pettré. *Evaluating the Influence of Character Realism on Avoidance Strategies in VR.*

**Mr. Alexandre Stathopulos** (2019, 2 months), 50% co-supervised with Anne-Hélène Olivier. *Intégration de capteurs inertiels pour l’étude des évitements piétons en réel et virtuel.*

**Mr. Nathan Calvarin** (2019, 6 months), 33% co-supervised with Anne-Hélène Olivier and Julien Pettré. *Développement d’une plateforme pour l’étude d’évitements de piétons en réel et virtuel.*

**Ms. Diane Dewez** (2018, 6 months), 33% co-supervised with Ferran Argelaguet and Anatole Lécuyer. *Influence de la personnalité sur l’incarnation virtuelle.*

**Mr. Clément Spies** (2018, 5 months), 50% co-supervised with Franck Multon. *Influence de la latence sur la perception de son propre mouvement en réalité virtuelle.*

**Ms. Tiffany Luong** (2017, 6 months), 33% co-supervised with Ferran Argelaguet and Anatole Lécuyer. *Low-Cost Full-Body Control of Human Avatars for Immersive VR Systems.*

**Mr. Antonin Bernardin** (2017, 6 months), 50% co-supervised with Antonio Mucherino. *Human Movement Adaptation using a Novel Distance-Based Approach.*

**Ms. Rebecca Fribourg** (2016, 6 months), 33% co-supervised with Ferran Argelaguet and Anatole Lécuyer. *Effets d’interactions multi-utilisateurs sur la sensation d’incarnation virtuelle.*
Mr. Arnaud Biallais (2016, 7 months), 70% co-supervised with Richard Kulpa. *approches perceptives pour l’adaptation de mouvement par cinématique inverse.*

Mr. Corentin Nicole (2016, 4 months), 33% co-supervised with Ferran Argelaguet and Anatole Lécuyer. “Wow! I Have Six Fingers!”: Would You Accept Structural Changes of Your Hand in VR?

Mr. Michael Trico (2015, 6 months), 20% co-supervised with Ferran Argelaguet and Anatole Lécuyer. *The Role of Interaction in Embodiment.*

Mr. Damien Coin-Perard (2014, 4 months), 20% co-supervised with Ferran Argelaguet and Anatole Lécuyer. *Developing tools for motion capture and character animation.*

Mr. Mayeul de Werbier (2013, 6 months), 20% co-supervised with Franck Multon. *Simulating Virtual Characters Based on User Perception.*

**Bachelor Students**

Mr. Thomas Kergoat (2020, 3 months). *Développement de briques logiciel permettant la création d’humains virtuels réalistes et réactifs sous Unity3D.*

Ms. Laure Du Mesnildot (2018, 3 months). *Adaptation automatique de la morphologie de l’avatar à son utilisateur.*

Mr. Florian Elain (2017, 2 months), 50% co-supervised with Antonio Mucherino. *A triclustering approach for feature selection and sample classification prediction.*

**Research Projects**

This section lists the national and international research projects in which I am or have been involved. For each project, a short description of the overall objectives is provided, as well as a list of the persons involved locally (PR: Professor; DR: Research Director; MCU: Assistant Professor; CR: Research Scientist; PhD: PhD candidate, PD: Postdoc). The name of the principal investigator of each project is underlined.

**Funding & Coordination**

**ANR JCJC Per2** (coordinator, 2018-2022, budget 280k€). The objective of this project entitled Perception-based Human Motion Personalisation is to focus on how viewers perceive motion variations to automatically produce natural motion personalisation accounting for inter-individual variations. In short, our goal is to automate the creation of motion variations to represent given individuals according to their own characteristics, and to produce natural variations that are perceived and identified as such by users. Challenges addressed in this project consist in (i) understanding and quantifying what makes motions of individuals perceptually different, (ii) synthesising motion variations based on these identified relevant
perceptual features, according to given individual characteristics, and (iii) leveraging the synthesis of motion variations to explore their creation for interactive large-scale scenarios where both performance and realism are critical.

**Local team:** Ludovic Hoyet (CR), Julien Pettré (DR), Anne-Hélène Olivier (MCU), Benjamin Niay (PhD), Robin Adili (Engineer)

**Website:** [https://project.inria.fr/per2/](https://project.inria.fr/per2/)

**Inria Research Challenge Avatar** (coordinator, 2018-2022, budget ∼1M€). This project aims at designing avatars (i.e., the user’s representation in virtual environments) that are better embodied, more interactive and more social, through improving all the pipeline related to avatars, from acquisition and simulation, to designing novel interaction paradigms and multi-sensory feedback. It involves 6 Inria teams (GraphDeco, Hybrid, Loki, MimeTIC, Morpheo, Potioc), Prof. Mel Slater (Uni. Barcelona), and 2 industrial partners (InterDigital and Faurecia).

**Local team:** Ludovic Hoyet (CR), Ferran Argelaguet (CR), Anatole Lécuyer (DR), Diane Dewez (PhD), Rebecca Fribourg (PhD), Maé Mavromatis (PhD)

**Website:** [http://avatar.inria.fr](http://avatar.inria.fr)

**Rennes Metropole: Acquisition Equipement Scientifique Interact** (coordinator, 2019-2021, budget 70k€). The AES Interact funding aims at acquiring research equipment with the goal of pushing the limits of understanding and synthesising interactions between real and virtual humans. More precisely, the goal is to enable the immersion of several users in the same virtual environment, while both increasing the ecological validity of the immersion (e.g., HMD with larger field of views, capturing subtler information such as facial or finger motions) and enabling researchers to measure simultaneously more information about the interactions (e.g., eyetracking).

**Rennes Metropole: Allocation Installation Scientifique** (coordinator, 2016, budget 40k€). This funding was awarded by Rennes Metropole after my arrival in the MimeTIC team, for my research project on creating perception-based interactions between virtual characters, with the goal of acquiring two Xsens Motion capture systems to conduct my research.
Participation in European Projects

H2020 ICT ITN CLIPE (2020-2024). CLIPE (Creating Lively Interactive Populated Environments) is an Innovative Training Network (ITN) funded by the Marie Skłodowska-Curie program of the European Commission. The primary objective of CLIPE is to train a generation of innovators and researchers in the field of virtual characters simulation and animation. Advances in technology are pushing towards making VR/AR worlds a daily experience. Whilst virtual characters are an important component of these worlds, bringing them to life and giving them interaction and communication abilities requires highly specialized programming combined with artistic skills, and considerable investments: millions spent on countless coders and designers to develop video-games is a typical example. The research objective of CLIPE is to design the next-generation of VR-ready characters. CLIPE is addressing the most important current aspects of the problem, making the characters capable of: behaving more naturally; interacting with real users sharing a virtual experience with them; being more intuitively and extensively controllable for virtual worlds designers. To meet our objectives, the CLIPE consortium gathers some of the main European actors in the field of VR/AR, computer graphics, computer animation, psychology and perception. CLIPE also extends its partnership to key industrial actors of populated virtual worlds, giving students the ability to explore new application fields and start collaborations beyond academia.

Local team: Julien Pettré (DR), Marc Christie (MCU), Ludovic Hoyet (CR), Tairan Yin (PhD), Vicenzo Abichequer-Sangalli (PhD)

Website: https://www.clipe-itn.eu/

H2020 FET-Open CrowdDNA (2020-2024). This project aims to enable a new generation of “crowd technologies”, i.e., a system that can prevent deaths, minimize discomfort and maximize efficiency in the management of crowds. It performs an analysis of crowd behaviour to estimate the characteristics essential to understand its current state and predict its evolution. CrowdDNA is particularly concerned with the dangers and discomforts associated with very high-density crowds such as those that occur at cultural or sporting events or public transport systems. The main idea behind CrowdDNA is that analysis of new kind of macroscopic features of a crowd – such as the apparent motion field that can be efficiently measured in real mass events – can reveal valuable information about its internal structure, provide a precise estimate of a crowd state at the microscopic level, and more importantly, predict its potential to generate dangerous crowd movements. This way of understanding low-level states from high-level observations is similar to that humans can tell a lot about the physical properties of a given object just by looking at it, without touching. CrowdDNA challenges the existing paradigms which rely on simulation technologies to
analyse and predict crowds, and also require complex estimations of many features such as
density, counting or individual features to calibrate simulations. This vision raises one main
scientific challenge, which can be summarized as the need for a deep understanding of the
numerical relations between the local – microscopic – scale of crowd behaviours (e.g., contact
and pushes at the limb scale) and the global – macroscopic – scale, i.e. the entire crowd.

Local team: Julien Pettré (DR), Ludovic Hoyet (CR), Anne-Hélène Olivier (MCU),
Charles Pontonnier (MCU), Thomas Chatagnon (PhD)

Website: http://crowddna.eu/

H2020 FET-Open INVICTUS  (2020-2024). INVICTUS (Innovative Volumetric Cap-
ture and Editing Tools for Ubiquitous Storytelling) aims at delivering innovative authoring
tools for the creation of a new generation of high-fidelity avatars and the integration of these
avatars in interactive and non-interactive narratives. The project proposes to (i) exploit
the full potential of recent volumetric motion capture technologies that consist in capturing
simultaneously the appearance (shape, texture, material) and motion of actors using simple
RGB cameras to create volumetric avatars, and (ii) rely on these technologies to design
narratives using novel collaborative VR authoring tools. INVICTUS proposes the design
of three innovative authoring tools. First, a tool to perform high-resolution volumetric
captures of both appearance and motion of characters and that will enable their exploitation
in both high-end off-line productions (film quality) and real-time rendering productions.
This will ease high-fidelity content creation and reduce costs through less manual labor.
Second, a tool to perform edits on high-fidelity volumetric appearances and motions, such
as transferring shapes between characters, performing stylization of appearance, adapting
and transferring motions. This will reduce manual labor and improve fidelity. Third, a
story authoring tool that will build on VR interactive technologies to plunge storytellers
in virtual representations of their stories to edit decors, layouts and animated characters,
improving productivity and creativity. By demonstrating and communicating on how these
technologies can be immediately exploited in both traditional media (films/animation) and
novel media (VR + AR) narratives, the INVICTUS project will open opportunities in
the EU market for more compelling, immersive and personalized visual experiences, at
the crossroads of film and game entertainment.

Local team: Marc Christie (MCU), Adnane Boukhayma (CR), Ludovic Hoyet (CR)
Website: https://invictusproject.eu
H2020 ICT-25 RIA PRESENT (2019-2023). PRESENT (Photoreal REaltime Sentient ENTity) is a Research and Innovation project to create virtual digital companions — embodied agents — that look entirely naturalistic, demonstrate emotional sensitivity, can establish meaningful dialogue, add sense to the experience, and act as trustworthy guardians and guides in the interfaces for AR, VR and more traditional forms of media. There is no higher quality interaction than the human experience when we use all our senses together with language and cognition to understand our surroundings and — above all — to interact with other people. We interact with today’s ‘Intelligent Personal Assistants’ primarily by voice; communication is episodic, based on a request-response model. The user does not see the assistant, which does not take advantage of visual and emotional clues or evolve over time. However, advances in the real-time creation of photorealistic computer generated characters, coupled with emotion recognition and behaviour, and natural language technologies, allow us to envisage virtual agents that are realistic in both looks and behaviour; that can interact with users through vision, sound, touch and movement as they navigate rich and complex environments; converse in a natural manner; respond to moods and emotional states; and evolve in response to user behaviour. The objective of PRESENT is to create and demonstrate a set of practical tools, a pipeline and APIs for creating realistic embodied agents and incorporating them in interfaces for a wide range of applications in entertainment, media and advertising. The international partnership includes the Oscar-winning VFX company Framestore; technology developers Brainstorm and Cubic Motion; Europe’s largest certification authority InfoCert; research groups from Universitat Pompeu Fabra, Universität Augsburg and Inria; and the pioneers of immersive virtual reality performance CREW.

**Local team:** Julien Pettré (DR), Ludovic Hoyet (CR), Anne-Hélène Olivier (MCU), Claudio Pacchierotti (CR), Katja Zibrek (CR), Adèle Colas (PhD), Alberto Jovane (PhD), Pierre Raimbaud (PD)

**Website:** [http://present-project.eu/](http://present-project.eu/)

### Participation in National Projects

**ANR OPMOPS** (2017-2020). OPMoPS (Organized Pedestrian Movement in Public Spaces) is a Research and Innovation project, where partners representing Civil Security Forces (CSF) cooperated with academic researchers to develop a decision support tool that can help them in both the preparation and crisis management phase of urban parades and demonstrations (UPD). The development of this tool was conditioned by the needs of the CSF, but also by the results of research into the social behaviour of participants and opponents. The latter, as well as the evaluation of legal and ethical issues related to the proposed technical solutions, constitute an important part of the proposed research.
Highly controversial group parades or political demonstrations are seen as a major threat to urban security, since the opposed views of participants and opponents can lead to violence or even terrorist attacks. Due to the movement of UPD through a large part of cities, it is particularly difficult for CSF to guarantee security in these types of urban events without endangering one of the most important indicators of a free society. The specific technical problems faced by the Franco-German consortium are: optimisation methods for planning the routes of UPD, transport to and from the UPD, planning of CSF people and their location, control of the UPD using fixed and mobile cameras, as well as simulation methods, including their visualisation, with special emphasis on social behaviour. The methods are applicable to the preparation and organisation of UPD, as well as to the management of critical situations of UPD or to deal with unexpected incidents.

**Local team:** Julien Pettré (DR), Armel Crétual (MCU), Ludovic Hoyet (CR), Anne-Hélène Olivier (MCU), Florian Berton (PhD)

**Website:** [https://project.inria.fr/crowdscience/project/opmops/](https://project.inria.fr/crowdscience/project/opmops/)

**Inria Associate Team – BEAR**  (2019-2021). BEAR is a collaborative project between France (Inria Rennes) and Canada (Wilfrid Laurier University and Waterloo University), dedicated to the simulation of human behaviour during interactions between pedestrians. In this context, the project aims at providing more realistic models and simulation by considering the strong coupling between pedestrians’ visual perception and their locomotor adaptations.

**Local team:** Anne-Hélène Olivier (MCU), Ludovic Hoyet (CR), Julien Pettré (CR), Armel Crétual (MCU), Florian Berton (PhD), Benjamin Niay (PhD)

**Website:** [https://sites.google.com/view/inriabearproject](https://sites.google.com/view/inriabearproject)

---

**SCIENTIFIC, EDITORIAL AND ORGANISATIONAL ACTIVITIES**

**Organization Committees**

**International Conferences & Workshops**

**MIG 2021** Co-Conference Chair of the 14th ACM Motion, Interactions and Games, Switzerland (with Ronan Boulic, EPFL).

**Frontiers in Virtual Reality:** Co-guest editor for the Research Topic *Creating Lifelike Digital Humans*, 2020 (with Fabien Danieau, Philippe Guillotel, Steve Tonneau, Yajie Zhao).

**SAP 2019** Co-Program Chair of the Symposium on Applied Perception 2019, Barcelona (with Douglas Cunningham, Brandenburg University of Technology).

**CASA 2019** Co-Workshop Chair for the 32nd International Conference on Computer Animation and Social Agents 2019, Paris (with Kerstin Ruhland, Trinity College Dublin).

SAP 2013 Co-Conference Chair of the Symposium on Applied Perception 2013, Dublin (with Betsy Williams Sanders, Rhodes College).

National Conferences & Workshops

WACAI 2021 Co-Program Chair for the 2021 Workshop on Affects, Compagnons Artificiels et Interactions (France)

WACAI 2020 Co-Program Chair for the 2020 Workshop on Affects, Compagnons Artificiels et Interactions (France)

AFIG 2017 Co-Program Chair for the 2017 French Computer Graphics days (j.FIG), Rennes.

Program Committees

International Conferences

ACM SIGGRAPH Asia, 2021

ACM I3D - Symposium on Interactive 3D Graphics and Games - 2021, 2022

ACM MIG - Conference on Motion, Interaction and Games - since 2014

ACM SAP - Symposium on Applied Perception - since 2012

ACM VRST - Symposium on Virtual Reality Software and Technology - 2014

IEEE AIVR - International Conference on Artificial Intelligence and Virtual Reality, 2018

IEEE VR - International Conference on Virtual Reality and 3D User Interfaces - journal track (2021)

GRAPP - International Conference on Computer Graphics Theory and Applications (GRAPP) - 2013 to 2019

International Workshops


VHCIE - Virtual Humans and Crowds in Immersive Environments, IEEE Virtual Reality Workshops - since 2018
**Reviewing Activities**


**Conferences:** ACM SIGGRAPH, ACM SIGGRAPH Asia, ACM SIGGRAPH Asia Courses, Eurographics, IEEE Virtual Reality, Pacific Graphics, IEEE Artificial Intelligence and Virtual Reality, Computer Animation and Social Agents, etc.

---

**TEACHING**

**INSA de Rennes (Since 2017)**

**Université Rennes 1 (Since 2015)**

**Université Rennes 2 (Since 2018)**

**Trinity College Dublin**, School of Computer Sciences and Statistics (2011-2014; 75h)

**University of Winnipeg** (Canada), Applied Computer Science Seminar Series (2012)
- *Invited Lecture: Using insights from perception to understand and drive human motion on virtual characters*

**Teaching Assistant (Monitorat)**, Université Rennes 1, IFSIC (2007-2010; 260h)
- BSc: *Scientific Programming* (Mathématica; 60h), *Introduction to Programming* (Java; 98h), *Internship Mentoring* (4h)
- MSc: *Network and Distributed Applications* (Java, C; 74h), *Programming: Refresher’s Course* (Java; 16h), *Algorithms* (C++; 8h)
Awards


Part II

Research Activity
Representing human bodies and movements has been one of the fixation of humanity for millennia. From the first simple representations in primitive civilizations (e.g., Lascaux painting: the Well, 15,000-17,000 years old), to the elaborate Greek and Roman sculptures (e.g., The Discobolus of Myron, Laocoon and his Sons, 500-200 BC), or the detailed paintings and anatomical drawings of Leonard da Vinci (1452-1519), individuals have strived to replicate the human body, in stillness and movement. Over the last decades, we have quickly entered a new era where the technology now enables us to create more and more life-like digital human replica, that are changing our entertainment industries (e.g., movies, games), as well as many technology-driven connected fields (e.g., education, training, reeducation).

With the swift development of real-time graphics, these virtual humans have become a requisite to create always more life-like virtual worlds. For instance, in the movie and video game industries their use ranges from creating digital doubles of actors in computer-generated movies, including long-passed famous actors such as Peter Cushing in “Rogue One: A Star Wars Story” (2016), to populating digital worlds using several thousands of virtual characters. In these industries, the current trend is to create always more realistic characters, as well as more impressive scenes involving larger and larger groups of characters interacting in real-time with each other. The difficulty might even be said to be increased by more than a hundredfold in such real-time or interactive applications (e.g., video games), where characters also need to interact with users in a real-time manner, which requires to find the best trade-off between realism and computational needs. However, decreasing computational resources is also relevant when interactivity is not required (e.g., in movies) to lower production costs. This stresses the need for highly efficient methods to animate virtual humans, that are able to create believable motions, behaviours, interactions, as well as to easily scale depending on the number of characters displayed on screen.
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This need for realistic virtual humans has also been increased by the recent enthusiasm for Virtual Reality, in part due to the massive dissemination of consumer-grade Head-Mounted Displays (HMDs), e.g., from Oculus, Samsung, HTC. In such applications, users immersed in virtual environments would expect to see virtual characters interacting naturally with them, with other virtual characters, as well as with the environment itself. These applications also raise novel questions, related to the virtual representation of the users themselves (i.e., their avatar). Ensuring that users embody in an avatar then becomes crucial for making people live a truly immersive and effective experience.

**Research Objectives and Challenges**

The general objective of my research activities is to **create more realistic virtual humans**, by first understanding how viewers perceive some of their key characteristics, and then drawing from this understanding to **produce visually plausible virtual humans**. More precisely, most of my research targets the **creation of visually plausible virtual human motions**, i.e., motions that viewers will consider to be plausible even though they might not be biomechanically or physically correct, which is a cornerstone of the research I participated in over approximately the last ten years. This topic is particularly relevant for Computer Graphics, where by focusing on what is perceived by viewers, it then becomes possible to save computation time, to only simulate a perceptually-plausible approximation of the motion, to save on production costs by identifying the minimum number of motions necessary to ensure visual variety, etc. It is also particularly relevant in the context of immersive Virtual Reality, where virtual humans are becoming increasingly crucial for creating life-like immersive experiences. Such virtual humans enable users to interact with other (virtual) persons, ideally as they would in real life. They are also important in the context of providing users’ with a virtual representation (i.e., their avatar), which serves as a proxy between their real body and the virtual environment. However, creating such visually plausible human motions raises the following challenges.

**Animating Individual Virtual Characters**

Characters are most often driven either by motion capture or by animations manually created by animators. These animations are used to make them move and perform actions in the virtual scene, as well as to express their intentions, actions, internal state, etc. However, covering the whole repertoire of human movements, including intra- and inter-individual variations, is infeasible. This means that virtual characters are usually driven only by a subset of generic motions, structured according to different methods (e.g., Finite State Machines, Motion Graphs, Motion Matching).
Our first objective is to provide novel ways of animating virtual characters that take into account how viewers perceive character motions. This objective is particularly challenging, as humans can perform an almost infinite number of motions with large intra- and inter-individual variations. Identifying the characteristics that will influence visual realism therefore typically does not generalize well, and requires to perform numerous experimental studies, tailored to each research question explored. However, ensuring that some required characteristics are indeed perceived by viewers then enables us to create characters that are more expressive and perceived to be more human-like, as they are now able to convey their emotional state, some elements of their personality, or are now moving consistently with their individual characteristics (e.g., old vs. young characters, heavy vs. slim characters). Simultaneously, focusing on what users perceive enables us to better balance visual realism and computational costs, e.g., by identifying the best set of motions that will maximize visual plausibility for a specific task, or by considering the most relevant visual characteristics while synthesizing motions.

Interacting Virtual Characters

Complementary to displaying individual character motions that look plausible, in numerous cases we need to build virtual scenes involving a number of characters interacting together to create lively situations. This includes crowd simulation approaches, that focus on creating virtual characters that navigate in a virtual scene without colliding with other characters, as well as approaches focusing more on body-based interactions (e.g., pushing another character, wrestling, interacting with objects in the environment). In both cases, the difficulty lies in handling the high dimensionality of the full-body character kinematic model. Crowd simulation approaches therefore typically separate the computation of the character trajectories and interactions from the full-body animations, to compute collision-free trajectories in a lower dimension space (usually 2D position and 1D orientation), and therefore often do not account for the interactions between characters at the animation stage. Similarly, when close interactions are required between characters in interactive applications, specific animations are usually requested from a pre-processed motion database (one-to-one mapping), e.g., playing a specific pushing motion on one character and a specific falling motion on the corresponding target character, or playing a specific greeting motion when an event is triggered.

Our second objective is therefore to provide novel methods for creating more natural interactions between virtual characters, by focusing on viewers’ perceptions of these interactions. One specific sub-objective is also to create animated virtual crowds that look more natural, because they display more varied interactions and animations. This is particularly challenging, as interactions involving virtual characters can become
extremely complex to quantify because of the high dimensionality of character kinematic models. Similarly, creating crowd interactions that look visually varied, while balancing computational costs, is also challenging. Exploring these challenges also relies on approaches to create individual motions with varying characteristics, as explored in the previous objective. Creating such varied character interactions then enables us to create virtual characters that look more plausible, as well as reactive, unlike typical approaches which often lead to passive characters displaying uniform motions.

**Immersive Virtual Crowds**

Creating more natural interacting virtual crowds requires to model these interactions, either in terms of crowd simulation or in terms of other types of physical or social interactions. Traditionally, the knowledge necessary to design such models is drawn from real-life experiments, which can be difficult to organize, to standardize and to replicate. Instead, immersing participants in a virtual environment using Virtual Reality (VR) has been considered to be promising for exploring more complex situations in an experimentally controlled environment.

Our third objective is therefore to **explore novel ways of studying interactions between people by immersing them in interactive virtual crowds**. This objective is challenging both at the technological and scientific levels. Technologically, numerous methods and devices need to inter-operate (e.g., crowd simulation, character animation, user interaction, navigation in VR), which requires expertise in multiple complementary domains. Scientifically, exploring these questions requires to propose novel methodologies to evaluate how people move, behave and interact in these virtual situations, so that our observations enable us to study increasingly more complex and ecological situations. It also raises the question of the realism of the immersive situation, which is also often challenging to evaluate: How consistent observations made in these immersive situations are with reality? Are we able to quantify some of these biases?

**Avatars**

Finally, the rapid development of consumer-grade HMDs has reinvigorated research on avatars, i.e., the user representation in the virtual environment, as users typically cannot see their real body when they equip themselves with these devices. However, their usage raises numerous technological and scientific questions: How to animate avatars so that their movements correspond to the user’s movements? How should we represent the user? How should users interact with the environment with their avatar? Etc. This is particularly important as current avatars often fail at providing users with natural ways of interacting
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with the virtual environment, as well as at conveying a strong sense of embodiment (i.e., making users feel as if the virtual body is their real body).

In this context, our fourth objective is to create avatars that are better embodied and more interactive. This is challenging, as it involves both a) acquiring novel fundamental knowledge, to understand how to make avatars efficiently convey a strong sense of embodiment to the user, as well as b) proposing novel methods for interacting more efficiently with the virtual environment through the use of the avatar, which includes proposing interaction techniques that positively influence the sense of embodiment. We believe that understanding through the concept of embodiment what are the factors that enable users to become more immersed in the virtual experience is paramount to create situations in which they will act as in real life, which also contributes to our third objective.

**Document Overview & Main Contributions**

In this section, we present a short overview of our main contributions related to the objectives mentioned above, which will be further detailed in the following chapters. These contributions are organised in four chapters, and their inter-connections are illustrated in Figure 1.1. It is important to remind the reader that most of these works were performed through the principle of understanding how viewers perceive virtual characters, to contribute to the more general objective of creating perceptually plausible virtual characters.

**Perception of Individual Virtual Characters**

As previously mentioned, our goal is to propose novel ways of animating virtual characters that take into account how viewers perceive character motions. Over the years, we have therefore conducted a number of studies exploring how viewers perceive biological human motion displayed on individual virtual characters, in order to identify the factors that influence users’ perceptions of these characters. These contributions are presented in Chapter 2.

Ideally, to replicate real-life situations we would hope for each individual character in a scene to be unique, both in terms of appearance, motion, personality, etc. As this is definitely a utopia, because of computational and economical reasons, we have performed a number of experiments exploring how viewers perceive individual characteristics of virtual characters, which could then be controlled to create a variety of individual motions. First, we probed into the factors that make human motion recognizable and appealing [Hoyet et al. 2013], by exploring how distinctive and attractive were the walking, jogging and dancing captured motions of 30 different actors. We also explored whether viewers were able to visually identify a biomechanical parameter of human walking when
Figure 1.1: General framework of the research presented in this manuscript. Creating plausible virtual characters requires dedicated methods to animate them, which we explore by studying how viewers perceive characteristics of individual character motions (Chapter 2). We then explore approaches focusing on the perception of character interactions (Chapter 3), which are also crucial to the creation of life-like virtual scenes. The works presented in these two first chapters all contribute to the creation of lively immersive environments, which we combine to create immersive virtual crowds. These immersive virtual crowds can be exploited to study complex human behaviours that would be difficult to evaluate in real situations (Chapter 4). Our goal is to use insights and knowledge gained from such immersive experiences to iteratively improve our human animation models both at the individual and collective levels. Finally, in Chapter 5 virtual characters are studied from the standpoint of the users’ avatar, i.e., their virtual representation in these immersive situations, which we explore through the psychological construct of virtual embodiment.

displayed on virtual characters [Niay et al. 2020], namely the Walk Ratio, which was shown to be specific to each individual and constant for different speeds, but which had never been used to drive animations of virtual characters.

Concurrently, we have also been interested in evaluating existing animation techniques to understand the perceptibility of motion artefacts commonly encountered when animating virtual characters. We explored the perceptibility of footsliding artefacts [Pražák et al. 2011], and demonstrated that people perceive even low levels of footsliding (< 2cm). Similarly, we found that corrected animations were always preferred by viewers, and that a simple approach of lengthening limbs was preferred to a more complex approach. We are also interested in proposing novel methods for animating virtual characters, with the goal of providing ways to balance visual realism and computational complexity. We investigated the perception of hand animations computed from a number of reduced marker sets [Hoyet et al. 2012b], and proposed a number of guidelines for balancing visual realism with the complexity of simultaneously capturing body and finger motions.
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Perception of Interacting Virtual Characters

Interactions between characters are important to create life-like virtual scenes, as they enable us to create characters that react to their surrounding, as well as to events that might happen to them. Our goal is therefore to propose novel methods for creating more natural interactions between virtual characters, which we explored by studying how viewers perceive virtual character interactions. These contributions are presented in Chapter 3.

To better understand how viewers perceive physical interactions between characters, we studied the factors that affect the perception of causality in human interactions, i.e., the impression that the action of one individual causes an appropriate reaction in another person. In particular, we investigated the effects of timing, force, and angular anomalies on the perceived plausibility of two-character interactions [Hoyet et al. 2012a]. We explored similar questions in the context of one character interacting with its environment, to understand how viewers perceive modifications of throwing animations introduced by state-of-the-art editing methods [Vicovaro et al. 2012; Vicovaro et al. 2014], where the throwing motion of the character and the trajectory of the thrown object were edited simultaneously or separately.

We also explored the perception of interactions in the context of crowd animations, where the quality of interactions between characters is paramount to creating visually compelling virtual crowds. As these approaches typically focus on collision avoidance, for computational reasons they separate the computation of the character trajectories and interactions from the full-body animations. This often leads to residual collisions between the character meshes, as well as to characters walking as if they were alone, showing no sign to the influence of others. To solve some of these issues, we conducted two perceptual experiments investigating the value of adding shoulder motions to characters passing at close distances on the perceived visual quality of crowd animations, in terms of both perceived residual collisions and animation naturalness [Hoyet et al. 2016b]. We demonstrated that such a strategy has a significant impact on the visual quality of crowd animations, with a very light computational overhead as interactions are handled at the animation stage. To further explore means of reducing the uniformity of crowd animations caused by the small number of motions typically used, we also conducted an experiment on the perception of motion variations in large-scale virtual human crowds (250 to 1000 characters) [Adili et al. 2021]. We relied on a statistics-based method for creating motion variations, also exploring whether they can be used to increase the visual variety and realism of such large-scale crowds. Surprisingly, our results suggest that even for large-scale virtual crowds, it is very difficult for viewers to perceive that the same motions are used multiple times, even when only two motions (one male and one female) are used to animate the whole crowd.
Perception of Virtual Crowds in Immersive Virtual Environments

To further our knowledge of human behaviours, we leverage VR to immerse participants in immersive virtual crowds and study their behaviours in complex situations that would sometimes be difficult to replicate in real-life. In Chapter 4, we present two main contributions on this topic, which are the result of the PhD of Florian Berton, whom we co-supervised with Julien Pettré and Anne-Hélène Olivier.

First, we performed three experimental studies to understand pedestrians’ gaze activity when interacting with other people, as a mean of studying their interaction neighbourhood, i.e., which persons/characters within the crowd influence their motion. This is particularly important to understand, as a better definition of this neighbourhood could lead to improvements in crowd simulations, as most of the current agent-based crowd simulation models highly rely on this concept. We therefore first explored the impact of VR on gaze activity in a pairwise collision avoidance task, by carrying out an experiment in a real and a virtual environment with four different VR setups [Berton et al. 2019]. We then extended our study by exploring gaze activity during navigation in a crowded street by comparing real and virtual crowded situations, before investigating the impact of crowd density on gaze activity in VR to gain new insights on the interaction neighbourhood [Berton et al. 2020b].

Second, as we are relying on VR to study users’ behaviour, we are also interested in improving user immersion when interacting with virtual characters. Our hypothesis is that by improving immersion, we are also increasing the probability that users will behave in the immersive situations as they would in real life. To this end, we explored the use of wearable haptics to render contacts with virtual characters when navigating in a virtual crowd [Berton et al. 2020a]. We showed that providing haptic feedback improves the overall realism of the interaction, as participants more actively avoid collisions.

Avatars

In Chapter 5, we then present our last contributions which aim at creating avatars that are better embodied and more interactive. Most of them focus on furthering our understanding of the sense of virtual embodiment, and are the result of the PhDs of Rebecca Fribourg and Diane Dewez, whom we co-supervised with Ferran Argelaguet and Anatole Lécuyer.

First, we conducted several experiments studying the factors influencing the sense of embodiment. In our initial contribution [Argelaguet et al. 2016], we explored the influence of the realism of the virtual hand representation, and showed that realism influences differently the sense of agency and the sense of ownership. Following studies then focused on full-body avatars, and evaluated the relative importance of external factors (i.e., related to the virtual environment and the avatar) commonly found in the literature to influence the sense
Chapter 1. Introduction

of embodiment (namely the avatar’s appearance, the avatar’s control, and the user’s point of view) [Fribourg et al. 2020a], as well as the influence of internal factors (i.e., related to the users themselves), namely personality traits and body awareness of participants [Dewez et al. 2019]. Simultaneously, we explored methodologies for measuring the sense of embodiment. We demonstrated that the commonly used introduction of a threat does not alter users’ sense of embodiment [Fribourg et al. 2020b; Fribourg et al. 2021a]. We also proposed to rely on a novel methodology (subjective matching technique) to better understand the inter-relations between factors influencing the sense of embodiment [Fribourg et al. 2020a].

Concurrently, we studied inter-relations between interaction techniques and the sense of embodiment, e.g., to explore whether some techniques to control an avatar might negatively affect the sense of embodiment. First, we compared three state-of-the-art VR locomotion techniques (real walking, walking in place, or steering) [Dewez et al. 2020], and found that participants had a comparable sense of embodiment with all techniques. More recently, we also explored whether a dual avatar representation might be beneficial during anisomorphic manipulation [Dewez et al. 2022], to compensate for the mismatch between the performed and the displayed action which can negatively impact the sense of embodiment. While we found that users preferred having a single representation, embodiment scores were however similar between single and dual representations. We also explored the idea of designing “Avatar-Friendly” techniques, i.e., techniques which take the user’s avatar into account in the design process to preserve both user performance and sense of embodiment [Dewez et al. 2021].

Finally, we also proposed novel paradigms of interacting through the avatar. We proposed a novel experience of controlling a six-finger virtual hand [Hoyet et al. 2016a], and demonstrated that participants responded positively to the possibility of controlling the virtual hand despite the structural difference. We also recently proposed the novel concept of “virtual co-embodiment”, which enables users to share their virtual avatar with another entity (e.g., another user) [Fribourg et al. 2021b], and demonstrated that the users’ level of control over such a shared avatar, as well as their prior knowledge of their actions to perform, have an influence on their sense of agency.

Perspectives

Following the four chapters related to our contributions to the creation of more realistic virtual humans, Chapter 6 concludes this manuscript by providing general perspectives and future works than we plan to conduct.
Perception of Individual Virtual Characters

CONTEXT AND OBJECTIVES

When animating virtual humans, one of the first objectives is that they appear, move and behave similarly to a real human. For instance, we need characters that display motions that are adapted to their characteristics (e.g., gender, age, morphology), that are able to express and communicate intentions as well as emotions to the viewer, that act and behave according to their surroundings (e.g., environment, other characters, events), etc. However, because of the complexity of human motion, creating automatically such characters is still challenging, and is therefore mostly performed manually in large-scale productions.

To tackle this challenge, a number of animation techniques have been proposed over the last 30 years. Such approaches can be roughly divided into procedural, physics-based or example-based approaches. Among these approaches, example-based methods are probably the most commonly used today, as they facilitate capturing the naturalness of biological human motion. For instance, parts of or entire motion examples can be combined to create new complex sequences using Motion Graphs [Kovar et al. 2002; Min and Chai 2012], Finite State Machines [Wang and Bodenheimer 2008], or even Motion Matching [Buttner 2015], a recent state-of-the-art solution now currently used as an industrial standard. A number of approaches also rely on learning statistical models, especially when dealing with variations or style [Hsu et al. 2005; Lau et al. 2009], or interpolate or extrapolate existing styles in low dimensional spaces [Urtasun et al. 2004; Min et al. 2010]. More recently, a current trend started to rely on deep learning in the context of character animation, in order to learn human motion manifolds from data using compact models (e.g., [Holden et al. 2016; Holden et al. 2020; Starke et al. 2021]). However, none of these approaches account for
Chapter 2. Perception of Individual Virtual Characters

how users perceive resulting motions, which might lead to unnatural results. Evaluating the visual realism of these approaches is therefore highly important to provide the best trade-off between computation costs and visual realism.

Before, and concurrently to, the development of animation techniques, perception of biological body motion has been a very active field of research. In his pioneer work, Johansson [1973] developed a special stimulus known as the “point-light walker”, providing a simple visual representation leaving only motion cues from the main parts of the body visible while removing most of the structural information. Such stimuli were for instance used to demonstrate that enough information is available in the motion signal for recognition of gender [Pollick et al. 2005], of a particular person [Cutting and Kozlowski 1977], or one’s own walking pattern [Beardsworth and Buckner 1981]. Realistic virtual characters have since been demonstrated to provide more visual information about how motion is perceived [Chaminade et al. 2007], and are therefore now extensively used to explore the perception of biological human motion on virtual characters (e.g., [Hodgins et al. 2010; McDonnell et al. 2012; Zell et al. 2015; Durupinar et al. 2016]).

With the growing need for virtual humans in interactive applications, understanding the factors that affect our perception of such characters is becoming even more crucial. This chapter presents our research activities on this topic. It focuses on the perception of ‘individual’ human characters, i.e., where interactions with the environment or other characters do not influence the movement of characters. This complementary aspect is developed separately in Chapter 3. We have therefore conducted over the years a number of experiments to explore which factors influence our perception of virtual characters. Our contributions on this topic can be divided into two main categories.

- We conducted a number of experiments exploring how viewers perceive individual characteristics of virtual characters. In particular, we are interested in being able to create virtual characters that display specific individual characteristics, visually identifiable by viewers, which is then important for creating visual variety in large groups of characters. For instance, we explored the factors that make human motion recognizable and appealing [Hoyet et al. 2013], by exploring how distinctive and attractive were the walking, jogging and dancing captured motions of 30 different actors. We also demonstrated that the Walk Ratio, and invariant biomechanical parameter specific to each individual and constant for different speeds, is identifiable by viewers when animating characters from motion capture data [Niay et al. 2020]. As we are also interested in creating visually expressive characters, i.e., able to convey some wanted information to the viewer, we also explored how emotions were perceived by viewers from virtual character motions, e.g., by investigating the effects of displayed emotions on gender judgments [Zibrek et al. 2013; Zibrek et al. 2015].
Concurrently, we also worked on evaluating and proposing perception-driven animation techniques, where the resulting animations are probed in terms of visual plausibility. More precisely, we explored the perception of footsliding artefacts [Pražák et al. 2011], which are commonly encountered when animating virtual characters. In our experiments, we determined minimal perceivable footsliding thresholds, and showed that participants can perceive even very low levels of footsliding, especially when environment cues highlight the artifacts. We also demonstrated that viewers always preferred when perceivable footsliding levels were corrected, despite the potential side effects of the correction method, but that a simple approach of lengthening limbs was usually preferred to a more complex state-of-the-art approach. We also explored novel ways of simultaneously capturing body and finger motions to produce more natural animations [Hoyet et al. 2012b]: we investigated the perception of hand animations computed from a number of reduced marker sets, and proposed a number of guidelines for balancing visual realism with the complexity of simultaneously capturing body and finger motions.

The remaining of this chapter details two of these contributions. Focus 1 presents an example of our experimental processes, focusing on the question of how distinctive and attractive individual motions are perceived by viewers [Hoyet et al. 2013]. Then, Focus 2 presents some work where we investigated the perception of finger animations computed from reduced marker sets [Hoyet et al. 2012b].

**Focus 1: Distinctiveness and Attractiveness of Virtual Human Motions**

![Example frames from distinctive (leftmost pairs) and non-distinctive walking, jogging and dancing motion clips from our experiments [Hoyet et al. 2013].](image)

In this work, we were interested in understanding the factors that make human motion recognizable and appealing, which is of great value in industries where creating a variety of appealing virtual characters with realistic motion is required.
Typically, animating large groups of characters involves using a limited number of motion capture examples over a larger number of characters, because of computational and production costs. Such a limitation in the number of motions introduces uniformity that can be detrimental to the overall visual realism of the scene. For instance, the style of a person’s motion can be quite distinctive, and therefore easily recognized when applied to one or more characters (e.g., in crowds). Similarly, it can also be undesirable to use motions that might be unappealing or unattractive to some or all of the audience. For this reason, understanding how individual motions are perceived by viewers, such as in terms of how distinctive or attractive one’s motion is, is therefore highly important to later on animate larger groups of characters.

**Research Questions**

To better understand how to create natural and sufficiently varied motions given a limited repertoire of human motions, we were interested in the following questions. *How distinctive and attractive are the motions of different actors when shown on exactly the same realistic virtual body?* As mentioned above, this question is particularly important for the overall visual realism when animating large groups of characters. Most of the research on the recognition and attractiveness of biological motion was performed using simple representations, e.g., point-light displays [Johansson 1973; Troje 2002]. While providing very useful insights for perception, it is also valuable to know how realistic human motion is perceived in more ecologically valid situations, such as on a realistic 3D character. Furthermore, the stimuli used often contain information about body shape which can highly influence how distinctive or attractive a person is. We are therefore also interested in exploring the effects of removing cues related to body shape that could affect recognition and perceived attractiveness as much as possible. *Are more distinctive actors less attractive? Is an average motion the least easy to recognise, and more attractive than the other motions, as for faces?* Previous studies on the perception of faces have demonstrated that distinctiveness of faces correlates negatively with facial attractiveness, and that distinctive faces can be perceived to be less attractive than average and/or symmetric faces [Rhodes 2006]. As creating attractive motions can be valuable, we are interested in exploring whether such results extend to synthetic average body motions. *Are all gaits equally easy to recognise? Is a person equally attractive when performing different gaits?* It has previously been found that humans find it difficult to distinguish between the motions of multiple walking people [McDonnell et al. 2008; Pražák et al. 2011], but it is not clear if this is true for other gaits and actions apart from walking. Also, while there have been some studies with simple stimuli on the attractiveness of human motion [Grammer et al. 2003; Johnson and Tassinary 2005; Johnson and Tassinary 2007], the perception of realistic virtual characters performing a variety of different human motions has not been performed. *Are there cultural or gender differences with respect to recognition?* With the
global reach of the games, movie and other industries that deploy virtual characters in their products, it is important that such characters are appealing to all audiences. It is therefore important to take cultural and gender issues into account when exploring such questions.

Methods
To understand these issues, we ran a set of experiments to explore the distinctiveness and attractiveness of virtual humans walking, jogging and dancing. Motions were captured from 15 male and 15 female Caucasian European actors, and retargeted to a single realistic female or male model (Figure 2.1), thereby removing any cues as to body shape that could affect recognition and perceived attractiveness. Actors were reasonably similar in age and body shape, to minimize retargeting errors. Walking and jogging motions were recorded after training actors to walk or jog at a specific gait frequency using a metronome, to prevent the gait frequency from influencing the distinctiveness of each actor. Dancing motions were recorded by asking all the actors to perform the same dance from a 30s video clip. We also took particular care to avoid introducing any motion artefacts, and tried to interfere with the original motion as little as possible even though some motion processing was required for the experiments (e.g., creating seamless cyclified locomotions).

All our experiments therefore included 15 female and 15 male walking, jogging, and dancing motions, as well as one additional male and female average motion for walking and jogging. These average motions were created by averaging over the corresponding 15 male and 15 female actors’ motions. Despite that all actors were performing the same dance sequence, the amount of variability due to each individual’s dancing style made it however impossible to create natural average dancing motions, which we therefore did not explore in this work. For all our experiments, male and female actors were then displayed in separate blocks, in counterbalanced order. Furthermore, to test for cultural effects, for all experiments 50% of participants were Caucasian European and 50% were Korean.

First, we explored the distinctiveness of the actors’ different gaits, by determining how well participants could remember whether each actor was present or absent from a group of three others. Taking inspiration from previous work in shape recognition [Fugard et al. 2011], participants first watched a 5s clip of three different actors walking, jogging or dancing (Figure 2.2.a). Participants then viewed a single actor performing the same gait for up to ten seconds, and were asked to indicate whether the single actor was present or absent in the previous group of three. The target actor was present or absent in an equal number of trials, while the remaining characters were randomly selected amongst the other actors. The “present or absent” task helped us to answer the question: “is the person distinctive enough to be remembered?” Similar experimental designs are common in the field of shape recognition [Fugard et al. 2011], and we chose this task to avoid simple
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Figure 2.2: a) Examples of the distinctiveness stimuli where 3 different actors were presented on screen first (left), then a single actor (right). Participants indicated whether the single actor was present or absent in the group of three. b) Example of the Cross-gait stimuli where participants were asked to rate how likely it was that the motions of the characters were from the same actor.

matching between motions, preferring instead to pose a true signal detection/recognition challenge. We then probed distinctiveness in terms of the sensitivity of each participant to the presence or absence of each actor performing each gait, by computing their corresponding d-prime value using Signal Detection Theory, which is commonly used in psychophysical studies to measure sensitivity to a signal.

Then, we performed a cross-gait analysis experiment, to explore whether it was possible to recognize when the same actor was performing pairs of side-by-side gaits: walk/jog, jog/dance, or walk/dance. To evaluate whether cross-gait recognition is affected by how distinctive actors are for each gait, we selected four groups of four actors (2M, 2F) for each gait combination using the results of the distinctiveness experiment: actors who are distinctive in both gaits; distinctive in one gait, non-distinctive in the other; vice-versa; and non-distinctive in both gaits. Participants saw two characters on screen, displaying one motion of each combination (see Figure 2.2.b), either performing motions from the same actor or from different actors. Each actor pair was presented for a maximum of 10s, and participants were asked to rate how likely it was that the motions were from the same actor, using a Likert scale ranging from 1 (very unlikely) to 7 (very likely).

Finally, we were interested in determining the perceived attractiveness of the motions of our thirty actors and their average motions, and to explore how these ratings related to their distinctiveness. To this end, participants were presented with a single character on screen, walking, jogging or dancing, and were asked to rate the attractiveness of the character’s motion on a Likert scale from 1 (very unattractive) to 7 (very attractive).

Main Results

In terms of distinctiveness, our first experiment showed that motions are not equally as easy to recognize depending on the gait: dancing motions were easiest to recognise, followed by jogging and finally walking. While previous research has demonstrated that cloned walking motions can be difficult to detect in groups of characters, this result suggests
that viewers’ ability to distinguish such motion clones might depend on how distinctive, and therefore easier to recognize, the type of motion is. Also, we found that female motions were on average more distinctive than male ones, except for dancing for which they were equally recognizable to male’s. However, we also found that distinctiveness in one gait does not transfer to other gaits, as it does not predict how recognizable the same actor is when performing a different motion. The exceptions to this is that average motions were always amongst the least distinctive.

The question of whether the perceived distinctiveness affected the perceived similarity of an actor’s different gaits was further explored in the result of the cross-gait experiment, where we found that it was very difficult to tell whether the same actor was performing different motions or not, suggesting that style characteristics do not transfer well across gait. There was some limited evidence that some motion characteristics may transfer between walking and jogging, but only when the walk was distinctive but the jog non-distinctive (for all four actors in this category). However, further investigation would be required to explore in more details what features might be transferred, and why they occur in this particular condition. Nevertheless, the implications of the general results for industry could be useful, in that it may not be necessary to capture the motion of as many actors for group or crowd scenes, as long as multiple different gaits of the same actor are being simultaneously displayed.

In terms of attractiveness, we found that there was a negative correlation between attractiveness and distinctiveness for walking and jogging, but not for dancing. As predicted, average motions were perceived to be most attractive and always amongst the least distinctive, which mirrors previous results observed on the perception of average faces. This is encouraging for application areas where the time for capturing and processing motions is severely limited, and yet appealing characters is very important for user engagement. An average motion could potentially be used far more frequently, especially if it could be parameterized in some way to create style variations. The developer could be assured that such motions would then be more appealing to the target audience.

Regarding cultural effects, we found some small differences, suggesting that cultural and/or familiarity effects might be at play when identifying actors, which is little studied in the context of creating characters appealing to all audiences.

**Conclusion**

In this work, we explored the distinctiveness and attractiveness of human motions displayed on virtual characters, which showed that different actors, and different gaits, are perceived differently by viewers. Understanding such effects is a useful contribution for creating realistic and engaging virtual scenarios. For instance, it can be interesting to be able to create and use distinctive motions, e.g., for a hero or villain character in a game or movie, as well as to be
able create less distinctive motions, as motions that are too easily recognized might detract from the perceived realism, e.g., when displaying an animated crowd. Similarly, attractive characters could facilitate the engagement of a user with a movie, game or interactive experience. Such results also raise novel interesting questions to further explore these effects, as well as to take them into account in novel animation techniques, e.g., by identifying which motion properties contribute most to the attractiveness or distinctiveness effects, or by exploring how body shape and motion interact to affect our perceptions.

**Focus 2: Perception of Finger Motion**

![Figure 2.3: Using Inverse Kinematics with 8 markers per hand enables us to simultaneously capture full-body and hand motion while retaining most of the fingers’ perceived information. This figure depicts side-by-side comparisons of real movies and computer generated animations using our approach presented in [Hoyet et al. 2012b].](image)

In this work, we were interested in another aspect of creating visually plausible character motions, concerned with our ability to acquire and include subtle animation details, and more specifically finger motions.

Gestures and finger motions play an important role in our everyday actions: we use our hands to interact with the environment as well as to convey and emphasize information in conversations. Adding such details to computer generated animations can therefore help to increase the naturalness, credibility and appeal of virtual characters. To this end, finger motions are typically captured using datagloves, optical systems, or video-based (RGB or RGB-D) approaches. However, because of a number of constraints limiting the capture area (e.g., wires, small optical markers), and therefore the actions that can be performed, hands and bodies are often captured during separate sessions and later spliced together [Majkowska et al. 2006; Jörg et al. 2012].

However, humans rely on synchronization cues when perceiving communication and gestures [McNeill 2005; Giorgolo and Verstraten 2008]. Breaking this synchrony, either between auditory and visual information or between different visual channels (hands, arms, body or facial movements), can reduce the credibility of virtual characters, especially as such
anomalies are easily detectable on virtual characters [Jörg et al. 2010]. While this problem has been partially mitigated with the development of novel wireless datagloves since the publication of this work, the ability of capturing simultaneously body and finger animations in a unified manner using a single system still has a number of advantages. For instance, capturing multiple channels simultaneously ensures that the synchrony of the actions is preserved, while synchrony can be impaired when using different capturing devices, e.g., because of latency or synchronization issues. Similarly, equipping actors with several different devices can be more tedious and cumbersome, as well as more technically complex (e.g., separate calibrations, running several software concurrently, etc.).

In the case of optical systems, which are probably still the systems most used in communities relying on virtual humans, capturing simultaneously fingers and bodies can sometimes be extremely challenging, especially for actions requiring a large capture space or when several actors are involved. Capturing fingers requires moving the cameras closer to the actor to increase the resolution of the projected image of small markers (< 6mm), thereby drastically reducing the capture space. Simultaneously, it introduces about 20 additional markers per hand (vs. approximately 50 larger – 14 to 20mm – markers for full-body capture), leading to numerous occlusions, labeling errors, and a major increase of the manual workload on animators. Because of these constraints, hand animations are often ignored or greatly simplified during busy production schedules for games or movies.

Research Questions

To overcome these limitations, we were interested in exploring the following questions. Is it possible to use standard animation techniques to animate hands from reduced marker sets? Relying on standard animation techniques and reducing the number of markers required to capture plausible hand movements has several potential benefits. It increases the distance between markers, which allows the use of larger markers to simultaneously capture hands and bodies when the number and resolution of cameras are constrained. It also greatly reduces the number of occlusions and labeling errors, thereby drastically reducing manual post-processing time. What is the influence of not capturing all the fingers individually? In a lot of everyday motions, especially talking, hand movements do not always exhibit independent motions between fingers. We were therefore interested in exploring whether we could drive hand animations by capturing only the index and pinky fingers, and linearly interpolating the joint angles of the middle and ring fingers. Is there a benefit in using a well selected static hand pose when finger animation is not available? As game companies often use static hand poses selected from a database instead of fully animating characters’ hands, we also wished to evaluate whether such static hand poses could be perceived to be the same as a high quality hand animation in some specific situations.
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(a) Opening a bottle (b) Playing with a tennis ball
g (c) Counting (d) Directions (e) Talking (hand gestures)

(f) Signing (g) Playing the flute (h) Grasping (i) Typing

Figure 2.4: Scenarios captured for the experiments presented in [Hoyet et al. 2012b].

Methods

To explore these questions, we conducted two experiments designed to evaluate the perceived fidelity of finger animations created from a range of marker sets using traditional Inverse Kinematics (IK) methods, compared to the corresponding high quality animations generated using Forwards Kinematics (FK) with a full marker set. Our aim was to find an optimal trade-off between perceived fidelity and the number of markers used to capture finger motion.

Before conducting our experiments, we recorded simultaneously the full-body and finger movements of one non-professional female actor. Capturing the small markers positioned on the fingers (4mm) required us to carefully position our motion capture cameras around a small area (≈ 1.5m × 1.5m). To cover a large range of finger motions, we captured nine scenarios (see Figure 2.4), including different levels of finger coordination and velocity, four of the six functional grasps for daily living [Edwards et al. 2002], as well as motion sequences involving both hands where each finger was moved independently.

To animate the virtual character’s hands, we used a skeleton similar to those often used in the literature, consisting of 4 DoF (2+1+1) for each of finger and the thumb. We however used a higher quality skeleton for the creation of the gold standard animation (GS), replacing the 2 DoF (flexion and abduction) joint with a 3 DoF joint for the finger’s Metacarpophalangeal (MCP) joint and the thumb’s Carpometacarpal (CMC) joint, as we found that it produced gold standard animations capturing smaller and subtler tilting due to the movements of the metacarpal bones. Gold standard finger motions were then generated using Forward Kinematics to drive each of the fingers and the thumb, using their corresponding four markers.

We also designed different models that mapped decreasing numbers of markers to the virtual hands (Figure 2.5). These simpler models are based on IK with only two markers
used to drive the animation of one given finger/thumb, complemented with biomechanical data to estimate each phalange’s relative length. Because of the illposedness of the IK problem, we also relied on a joint angle dependency discovered early in hand animation between the Proximal Interphalangeal (PIP) and the Distal Interphalangeal (DIP) joints to remove the DIP joint DoF [Rijpkema and Girard 1991]. Furthermore, in some models the middle and ring fingers were not driven by markers, in which case their joint configurations were computing by linear interpolation using the joint angles of the index and pinky fingers. For each captured motion, we also manually selected a static hand configuration, from the corresponding GS motion, that conveyed information about the desired action.

Two successive experiments were then conducted to evaluate the perceived fidelity of the finger animations created using these reduced marker sets or using a static hand pose. In our experiments, participants viewed pairs of movies, where the first movie of each pair was always the reference GS animation and the second movie displayed an animation created using one of our methods. Participants were instructed that the first movie was always the GS animation, in order to evaluate the faithfulness of the second movie, and were asked to answer if the second movie was the same as or different from the first movie. This protocol enables us to directly compare two movies and to ask participants to give a binary answer (same or different in our case). To test the difficulty of the task, participant accuracy, and to avoid a response bias, we also included one repetition of the GS animations against themselves, to which we expected participants to respond as “same”.

**Main Results**

First, we found that finger animations whose motions of the four fingers were computed using IK were considered to be perceptually similar to the GS animations, in most cases. This was true for all the models 8F-4T (69% similar to the GS), 6F-4T (69%) and 6F-2T (65%). In comparison, participants considered the GS to be the “same” as itself only 81% of the time (first experiment) and only 77% of the time (second experiment),
which shows the difficulty of the task. Also, **when independence between fingers is not important, simpler models perform relatively well.** In particular, only capturing the thumb, index and pinky fingers (4F-2T and 4F-4T models) produced reasonable results in our examples of talking, grasping an object or playing with a tennis ball.

Interestingly, while the thumb is much more complex than the other fingers from a biomechanical point of view, we found that **using 2 or 4 markers for the reconstruction of the thumb did not produce significantly different results.** It is also possible that this may have been due to the saliency of the fingers, rather than the quality of the thumb, which would require future studies to evaluate the relative saliency of these different areas of the hand.

Finally, **using a static pose can produce natural animations in certain circumstances.** We found that the absence of finger movements using a static hand pose can still lead to a high perceptual similarity to captured animations when these animations do not display a lot of finger movement, such as in the case of direction, grasping and signing. This was surprising as we felt that participants would notice the absence of subtle secondary motions present in the GS.

**Conclusion**

In this work, we showed that people are not highly sensitive to all the subtle details of finger animation. Using IK with a small number of markers produced animations that were perceived to be very similar to those generated using FK with a larger number of markers. From our observations, we compiled a list of guidelines that we believe will help designing finger motion capture sessions:

- For the majority of cases, we recommend using the simple 8 marker hand model (6 for the fingers, 2 for the thumb), which produces sufficiently high quality motions. This is particularly useful when simultaneously capturing full-body and finger movements in large capture areas, as it allows the use of large markers.

- When finger curvature is highly important, IK may flatten the fingers too much. In this case, we recommend using FK with a full set of markers in a small capture area.

- When independence between fingers is not important and processing time is limited, capturing only the thumb, index and pinky fingers (2 markers each) will produce reasonable results.

- If the fingers are only displaying secondary motion, a well chosen static pose may be adequate.
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Chapter Conclusion

This chapter presented some of our contributions related to the perception of virtual character motions, with the goal of understanding, and taking into account, how viewers perceive motion characteristics to create more believable and plausible virtual characters. While the presented research explored specific aspects of the problems encountered when animating virtual characters, we have applied similar methodologies and approaches to a larger variety of questions and problems, including the perception of emotions on virtual characters [Zibrek et al. 2013; Zibrek et al. 2015], multi-modal animation such as exploring the effects of synchronization of body and faces on character expressivity [Ennis et al. 2013], perceptual evaluations of motion artefacts such as footskating [Pražák et al. 2011], etc.

However, despite the unquestionable advances made in the field over the last decades, the question as to what makes virtual human motions visually plausible still remains. Perhaps most notably our required efforts in this regard can be observed in animations resulting from physics-based approaches, which are still without question unmistakable with biological human motion, despite the incredible advances that have been made in this branch of character animation in the last decade. For this reason, most state-of-the-art approaches still rely on motion capture or manual artist labour to create expressive characters. Identifying the characteristics and principles that make virtual human motions expressive, and visually plausible, would therefore be extremely valuable to bring virtual characters to a next step of realism. Such knowledge could be for instance related to the definition of metrics for visual plausibility, which could supersede traditional character animation metrics which rely on purely numerical comparisons (e.g., numerical errors, jerk). Despite a few attempts in this direction [Tang et al. 2008; Durupinar 2021], we are still lacking relevant perceptual metrics to evaluate how plausible animations of virtual characters are.

Also extremely important in this direction of visual plausibility is our ability to synthesize motions that are adapted to the characteristics of each character. Most applications rely on a limited number of animations, without ensuring that these motions are indeed adapted to the characters, e.g., that a motion would be appropriate for a young dynamic character, or a tall and heavier older character. This problem also raises the question of the characteristics that govern intra- and inter-individual variations representative of different individuals (e.g., morphology, sex, age). An interesting aspect to identifying such characteristics is also to explore motion parameters that have been studied and found relevant in other fields. For instance, relying on biomechanical parameters of human motion, and validating that these parameters indeed have an effect on the visual realism of virtual characters is extremely valuable to create plausible animations. This is one direction that we are exploring in the PhD of Benjamin Niay, who demonstrated that an invariant parameter of human walking...
named the Walk Ratio (step length to step frequency ratio), which was shown to be specific to each individual and constant for different speeds, is indeed perceived by viewers and relevant for character animation [Niay et al. 2020]. We are currently exploring how this new parameter might be used to drive the animation of walking virtual characters. In particular, one of our goal is to create variety in the motion of different individuals depending on their personal characteristics, as well as to provide animators with novel means to create natural walking animations through the use of simple parameters.

Concurrently to improvements in character animation techniques, the visual appearance of virtual characters has also drastically progressed in recent years (e.g., MetaHuman characters¹). However, mismatches appear if the quality of virtual character’s motions or behaviours are not on par with their appearance. For instance, virtual characters might have extremely realistic faces, but still elicit the same eeriness if their face is not animated, or if their eyes do not move. Including more subtle motions and behaviours, such as fingers, faces, eyes, is therefore becoming more and more crucial. However, capturing simultaneously all these different information is still technically complex, and requires numerous dedicated hardware and software. Understanding the relative importance of such features on the plausibility of virtual characters is therefore extremely important, as is the ability of providing novel means of combining, synchronising, or generating automatically such features when they are not directly captured.

Finally, character interactions is another important aspect that should be accounted for when creating plausible animations (e.g., characters grasping objects naturally, avoiding other characters, following social norms) and are explored specifically in the next chapter.

Related Publications


¹https://metahuman.unrealengine.com/
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Perception of Interacting Virtual Characters

CONTEXT AND OBJECTIVES

While creating visually plausible individual motions is a first important step to create expressive virtual characters, humans are social beings that are meant to interact with each other. Interactions are therefore important to create compelling simulations involving virtual characters. Such interactions can be of various nature, e.g., reacting to what another character says, avoiding another character walking past, tackling a character in a sports game, tripping on a object on the floor, etc. Thus, identifying and understanding the factors that influence the perception of such interactions is important to create believable simulations.

This is especially relevant for human interactions because of the complexity of human motion, as simulating interactions is a highly complex problem still often leading to visual anomalies. Previous research has therefore focused on exploring approaches combining motion clips to generate new large-scale multi-character environments [Lee et al. 2006; Shum et al. 2008], on computing descriptors of interactions between characters [Ho et al. 2010; Jin et al. 2018], or rely on machine learning to learn captured interactions [Starke et al. 2019; Starke et al. 2020]. A number of approaches also explored character interactions from a physics-based perspective [Liu et al. 2006; Bergamin et al. 2019]. These are however only a few examples over a large body of literature exploring these topics.

In parallel to these works, a number of approaches have also explored how such interactions are perceived, as eradicating any useless computational expense is always beneficial in interactive applications (e.g., video games) given the limited resources available. Perceptual studies are therefore beneficial to evaluate the importance of simplifications made to the simulation or animation techniques on the visual quality of the results, in order to find
optimal trade-offs between complexity and visual accuracy. For instance, the question of the visual fidelity of collisions between simple objects was explored in the context of collision detection [O’Sullivan et al. 2003; Reitsma and O’Sullivan 2009], where angular, momentum and spatio-temporal distortions were evaluated in terms of their effect on the perception of 3D rigid body collisions. Yeh et al. [2009] explored some of these results further to tune a physics-based rigid-body simulation system. Similarly, Kulpa et al. [2011] demonstrated that collision avoidance algorithms can be progressively discarded for background characters, therefore saving on expensive computational resources.

This chapter presents our research activities exploring how we perceive such interactions by studying the factors that affect their visual realism, both in terms of naturalness or perceived anomalies, with the goal of producing more natural interactions between virtual characters. Our contributions on this topic are twofold.

- We studied the factors that affect the perception of causality in human interactions, i.e., the impression that the action of one individual causes an appropriate reaction in another person or object. To understand how such causal events are perceived when they involve virtual humans, we first investigated the effects of timing, force, and angular anomalies on the perceived plausibility of two-character interactions [Hoyet et al. 2012a]. We then explored similar questions in the context of the perception of throwing animations where the throwing motion of the character and the trajectory of the thrown object were edited simultaneously or separately [Vicovaro et al. 2012; Vicovaro et al. 2014]. Overall, the results of these studies provide insights to aid in choosing the minimum number of motions to use and in understanding the effects of motion editing strategies commonly used in interactive applications.

- We also explored the perception of interactions in the context of crowd animations, where the quality of interactions between characters is paramount to creating visually compelling virtual crowds. First, we proposed a novel way for virtual characters to give the impression that they can achieve complex interactions with other characters, by displaying secondary shoulder motions when passing at close distances [Hoyet et al. 2016b]. More specifically, we explored the value of adding shoulder motions on the perceived visual quality of crowd animations, in terms of perceived collisions and animation naturalness. We also evaluated the perceived motion variety in the case of large-scale crowds (from 250 to 1000 characters), i.e., whether observers are able to identify virtual crowds in which motions are reused several times (motion clones). Surprisingly, we found that even for large-scale virtual crowds, it is very difficult for viewers to perceive that the same motions are used multiple times, even when only two motions (one male, one female) are used to animate the whole crowd [Adili et al. 2021].
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The remaining of this chapter details two of these contributions. Focus 1 presents an investigation of the factors influencing the plausibility of two-character interactions [Hoyet et al. 2012a]. Then, Focus 2 presents two experiments exploring the value of adding shoulder motion interactions on the perceived visual quality of crowd animations [Hoyet et al. 2016b].

**FOCUS 1: PERCEIVING CAUSALITY IN VIRTUAL INTERACTIONS**

![Figure 3.1: A typical virtual interaction depicting a causal event: one character pushes another, who reacts appropriately. Timing errors, force mismatches and angular distortions can affect the perceived realism of the scene [Hoyet et al. 2012a].](image)

In this work, we were interested in the realism of physical interactions between virtual characters. While virtual humans have reached impressive levels of realism, with captured motions used extensively to provide very natural animations, disturbing artifacts such as interpenetrations and footsliding can occur as soon as interactions between virtual humans and the environment are needed. More specifically, the animation of characters who actually come into physical contact with each other and react appropriately (as illustrated in Figure 3.1), e.g., when touched, pushed or struck, is a difficult problem to solve, especially due to the large variety of possible physical reactions to such events.

In most situations, it is not possible to capture the motions of interacting characters simultaneously, thereby necessitating significant motion editing and animation by hand to correctly match up animations. It is also not feasible to capture reactions to all the possible physical interactions that might happen on a character, such as being pushed from all the directions, with a ranges of physical forces, as well as all the possible reactions that a character might display (e.g., falling, stepping and recovering, bracing itself). Alternatively, animation budget constraints can call for extensive reuse of a set of generic motions, resulting in a limited set of reactions that can often look implausible when linked together [Therien and Bernard 2008; Laidacker and Barbeau 2011].
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Research Questions

To understand how to create more visually plausible physical interactions, we were interested in exploring the following questions. What is the minimum number of motion examples that are required to produce a range of natural physical interactions? As it is typically not possible to capture the whole range of possible physical reactions, what is for instance the range of forces that viewers can discriminate and which should therefore be captured? To what extent do physical distortions reduce the realism of character interactions? It has been shown that the realism of dynamic events can be affected by different types of distortions, especially temporal, momentum and angular errors [Michotte 1963; O’Sullivan et al. 2003; Reitsma and O’Sullivan 2009]. For instance, for rigid body interactions, delays of 60ms were found to be perceptible 50% of the time [Reitsma and O’Sullivan 2009]. We can therefore wonder whether participants would be less sensitive to errors in character interactions than in the rigid body case, perhaps due to the increased complexity of human motion and perceived animacy. Also, as a selection of generic motions are often ‘mixed and matched’ (e.g., using the action from one actor and the reaction from another), how acceptable are motion mismatches and what are the minimum differences that need to be captured when mismatching animations?

Methods

To explore these questions, we studied the factors that affect the perception of causality in human interactions, i.e, the impression that the action of one individual (the source) causes an appropriate reaction in another person (the target). The perception of causal events has been studied by many researchers in psychology, and it has been shown by Michotte [1963] and in many subsequent studies that by manipulating timing and physical interactions during causal interactions, the meaning or realism of such events can be altered. Building on previous works on the perception of causality in interactions between simple objects [O’Sullivan et al. 2003; Reitsma and O’Sullivan 2009], our goal was therefore to understand how such causal events are perceived when they involve virtual humans.

We therefore investigated the effect of a number of anomalies that commonly appear when dealing with character interactions, using a motion capture set of two actors pushing each other at five different levels of force. After computing an estimation of the impulse force exerted by the source character on the target in each motion capture sequence, and validating that both actors were able to consciously push at five distinct force levels, we were interested in evaluating whether these different force levels were perceptible to a human viewer. We therefore first explored in a set of baseline experiments how the force of each interaction was perceived, and whether more dynamic information was available from the
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Figure 3.2: Examples of physical interactions used in our experiments [Hoyet et al. 2012a]. a) Timing was altered to evaluate the effect of timing errors on the perception of causality during two-character interactions, and pushes and reactions from different sequences were mismatched to evaluate the effect of force mismatches. b) The 7 push directions (blue) and corresponding reactions (red) used to evaluate the effect of angular distortions, with examples of pushes from different directions.

motion of one of the two characters, where participants rated on a 5-point Likert scale the force level of interactions displaying either both characters, or only one of them.

To quantify the tolerance to physical errors in human interactions, we then conducted a number of “causality” experiments, investigating the effects of timing, force, and angular anomalies on the perceived plausibility of interactions. First, we tested participants on a range of Timing Errors from 0ms to 450ms, displaying either early or late reactions, for three different force levels (very light, medium, very heavy) which had been perceptually validated from the baseline experiments. Second, we tested participants on a range of Force Mismatches, combining source and target motions from different sequences, with varying levels of forces (very light, light, medium, heavy, very heavy). We hypothesized that the greater the force mismatch between the push and reaction force levels, the more inappropriate an interaction would appear, and that over-reactions (where the reaction is stronger than the actual push) would be less disturbing than under-reactions (as for rigid body interactions [O’Sullivan et al. 2003]). Third, we evaluated the perception of angular distortions for a push, depending on the direction in which it was applied, by testing source Push angles from 4 directions (0°, 22°, 45° and 67°) as well as pushes from both the left and right side of the target. For each direction, we generated 4 Angular Distortions of the target reaction with steps of 0° (i.e., matching source and target directions), 22°, 45° and 67°. Figure 3.2 illustrates some of the stimuli used in our experiments.

Main Results

First, we found that participants could easily distinguish between different interaction forces, even with only partial information (Figure 3.3, left). This was particularly true when both characters or only the target character were presented to participants. While animations displaying only the source character were consistently considered to look lighter,
differences were however small and within half a force level. Both source and target character motions therefore provide reliable information about interaction forces, showing that care must be taken when capturing and editing both character’s motions.

We also found that participants were sensitive to all three types of anomalous interactions. Timing errors of over 150ms were acceptable less than 50% of the time (Figure 3.3, middle), with early or late reactions being equally perceptible. Compared to perceptual timing thresholds in simple rigid body collisions where a delay of 60ms was acceptable 50% of the time [O’Sullivan et al. 2003], users were more accepting of timing anomalies in human interactions. This may be because of the added complexity of human motions compared to simple objects, and the fact that the characters are perceived as sentient beings who can act under their own volition. Tolerance of timing errors was however much lower for heavy and medium interactions than for light ones, possibly because of the level of dynamics involved.

Participants could also perceive force mismatches, though over-reactions were more acceptable than under-reactions. In our experiment, a difference of one step on our scale from 1 to 5 (very light to very heavy) was the maximum acceptable force level mismatch (Figure 3.3, right), showing that the synthesis of new interactions will only be plausible if the force level of both characters are closely matched. For interactive applications where a reaction is selected from a motion database, it may therefore be necessary to ensure that at least one reaction within this force step would be available for all the possible upcoming force magnitudes.

Angular distortions when a character reacts to a pushing force reduce the acceptability of the interactions. This should therefore be taken into account when designing a database of responsive motions, as angular distortions are likely to happen in interactive applications because of the mis-alignment of characters at the time of interaction.
Conclusion

In this work, we explored the perception of causality in character interactions, which help to better understand how viewers perceive interactions between virtual characters. Our results demonstrate that care must be taken when choosing the force level and the angular distortion of interactions, while simultaneously timing appropriately the reaction, or else the plausibility of an animation will be adversely affected.

Our results provide some first steps towards more natural interactions between virtual characters. However, more complex factors can also influence real interactions, such as an emotional response to a push, or multi-modal cues such as sound or touch. These contextual parameters could have a significant effect on the perception of the physical interaction, and should be further explored in the future.

**Focus 2: Perceptual Effect of Shoulder Motions on Crowd Animations**

**Figure 3.4:** Crowd simulators typically do not account for character interactions at the animation level (red circle), while secondary motions such as shoulder motions (green and blue circles) can prevent spectators from perceiving slight residual collisions and globally increase the perceived level of naturalness [Hoyet et al. 2016b].

In this work, we explored the question of the realism of interactions resulting from character animations in crowds. More specifically, our goal was to improve the perceived visual quality of crowd animations by investigating the value of adding shoulder motions (i.e., secondary motions) to characters passing at close distances.

Typical crowd engine pipelines animate characters according to a two-step process [Thalmann 2007]. First, a crowd simulator generates the characters’ global 2D displacement trajectories in the environment. Second, an animation system transforms these global trajectories into full-body motions. This two-step decomposition is interesting for computational reasons, as crowd simulators raise quadratic complexity issues by nature. For the sake of simplicity, simulation models are often limited to 2D moving circles with 3 DoF, i.e., two translations and a rotation. The complete set of internal trajectories (30 to 60 DoF per
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count (character) is then considered at the animation step only, where characters are processed independently. This two-step process avoids combining the complexity of crowd simulators with the dimensionality of character kinematic models. However, this decomposition has drawbacks. The notion of interactions between characters is considered at the simulation level, and is lost at the animation level. Body animations are therefore not influenced by the presence of neighbours, only global trajectories are. Finally, discrepancies between the shapes of the 2D simulated agents and the animated geometrical character 3D models may create artefacts, such as residual collisions.

Research Questions

In real-world situations, shoulder rotations are often used by people to navigate efficiently in crowds, especially when the crowd density increases. As our objective is to create animated virtual crowds that look more natural, we were interested in exploring the following questions.

*Can shoulder motions be used to mask collisions in pedestrian interactions?* Because of the two-step decomposition of crowd simulators, residual collisions between the 3D character models are often observed in virtual scenes. We believed that displaying shoulder motions might prevent viewers from perceiving some of these residual collisions, as the characters would be giving the impression that they achieve complex interactions.

*Can shoulder motions be used to improve the naturalness of animations?* Simultaneously, we believed that displaying such secondary motions would make characters passing at close distances visually more natural, by adding interaction-dependent secondary motions, and therefore have a positive effect on the perceived quality of animations.

*Is it possible to get such improvements only by changing the animation step to avoid costly effects on computational performances?* While there would be value in understanding the perceptual effects of using such secondary shoulder animations, the benefits would be limited if it required to invalidate the whole crowd animation pipeline. We however believed that these results could be obtained without significant complexification, by adding shoulder motions only at the animation stage based on simple triggering rules. This focus also demonstrates a typical experimental approach that we try to apply when possible to our research questions: understanding first the local effects (in that case focusing on isolated two-character interactions) before demonstrating the benefits on a larger-scale (in that case demonstrating that adding secondary motions in character interactions has also a significant impact on the visual quality of crowd animations with a very light impact on the computational cost of the whole animation pipeline).
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Figure 3.5: We conducted 2 experiments to explore the influence of shoulder motions in character interactions. First, we focused on the local effects, by exploring the influence of the characters’ interpersonal distance and of the presence of shoulder motions on perceived collisions and naturalness in two-character interactions. Then, we evaluated the benefits of introducing shoulder motions in the situation of crowded scenes.

Methods

To explore these questions, we proposed to rely on the 2-step process illustrated in Figure 3.5. First, we focused on the local effect of these secondary motions and conducted a perceptual experiment considering two characters walking in opposite directions and passing by each other at close distances (Figure 3.5, top). We were interested in whether shoulder motions could be used to mask collisions in paired interactions, as well as how the crossing distance between two walkers would influence the perception of collisions. We therefore used 3 Shoulder Motion conditions: none, one or both characters displaying shoulder motions (resp. labelled Shoulder Motion: 0, 1 and 2); and 11 Interpersonal Distances ranging from 0.2m to 0.7m by 0.05m steps, computed as the distance between the root of the characters at the time of interaction. Finally, while interpersonal distance is a relevant and easy-to-control parameter for crowd simulation, shoulder motions naturally reduce the distance where collisions start to occur, because of the modification of the interpersonal volume between characters. We therefore also explored the perception of collisions regarding the actual Interpenetration Volume, which was computed a posteriori of the experiment as the average intersection volume of the characters’ mesh over the frames displaying interpenetrations. The effect of these independent variables was then evaluated in terms of Perceived Collisions and Naturalness Ratings.

In a second step, we evaluated the benefits of introducing shoulder motions in the situation of crowded scenes, where shoulder motions are diluted into much more visually complex animations (Figure 3.5, bottom). A large difference with the previously studied situation is that only a subset of the visible pairs of characters pass at close distances and actually require to display reactions. As a result, the addition of shoulder motions
makes a more subtle visual difference in the context of crowds than in the one of isolated characters. The question guiding the design of this experiment was then about evaluating what remains of the previously observed positive effects, which were particularly strong, now that shoulder motions are diluted into a more complex animation. We therefore generated crowd animations (using a gradient-based approach [Dutra et al. 2017]) and incorporated shoulder motions for characters brushing past each other or having residual collisions. We generated two different Scenarios: A) a single character walking against a unidirectional crowd flow, and B) two large groups of characters walking in a bidirectional flow. For each scenario, we also controlled the Density of characters on screen, (0.5, 0.7, 1.0, 1.6 and 2.8 character/m²), as well as the probability for characters to display shoulder avoidance reactions when an upcoming close interaction was detected (0%, 33%, 66% and 100%), which we called Trigger Level. The effect of these independent variables was then evaluated in terms of Collision Ratings and Naturalness Ratings.

Main Results

First, our results showed that shoulder motions improve how viewers perceive interactions between two characters. It decreases the overall probability of perceiving collisions, decreases the range of distances between characters where collisions are perceived (i.e., characters can pass each other at closer distances), as well as the residual volume of interpenetration tolerated in interactions where collisions are not detected. They also improve the naturalness of interactions, which was found to be negatively correlated with the proportion of perceived collisions. Some of these results are illustrated in Figures 3.6.

Our results also suggest that shoulder animations could be used with smaller 2D circle radii during simulation. Crowd simulation algorithms often approximate characters using 2D circles, whose radius directly influences the minimum interpersonal distance between characters, such as used in our experiments. Wide circles overestimate the characters’ shape to prevent any residual collisions, but also prevent simulations from reaching high densities, while narrow ones result in numerous residual collisions between the final animated meshes. Instead, displaying shoulder motions enables characters to pass each other at closer distances while reducing the amount of residual collisions perceived by viewers and increasing the naturalness of interactions, and could therefore be used with smaller circles. Of course, these results hold up to a certain minimum interpersonal distance, where collisions become too obvious and cannot be masked anymore, even with shoulder motions.

While interpersonal distance is usually used to control interactions, collisions between characters are actually characterised by the volume of interpenetration between the characters’ mesh. We found that shoulder motions manage to hide larger residual collisions in two-character interactions, as they increase the volume of interpenetration tolerated.
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Figure 3.6: Psychometric curves depicting for each Shoulder Motion condition the probability of perceiving a collision depending on (Left) the distance between characters’ roots and (Right) the average cubic root of the interaction volume between characters.

by viewers. However, interpenetration volumes are still too computationally expensive to be used in interactive applications, even if more relevant from a perceptual point of view. Evaluating if selected parts of the characters’ body are more specifically used by viewers to detect interpenetrations (e.g., are users looking more at the lower or upper body to detect collisions?) could help simplifying such computations.

When studied in a larger context, our results also demonstrated that such secondary shoulder motions improved the perceived naturalness of crowd animations. This is a remarkable result since, in comparison with the first study involving only two characters, shoulder motions contribute much less to the overall animation: shoulder motions are triggered sparsely in space and time and concern few characters in proportion to all the visible ones in the crowd. Moreover, adding such secondary motions introduced low computational overheads, and did not fundamentally change the nature of the animation technique used (based on finite state machines). Some factors however seem to limit the benefits of displaying shoulder motions in crowd animation, since shoulder motions had no effect on naturalness in these cases. This was particularly the case for density, which directly influences the fact that more or less characters pass each other at a close distance, hence influencing the need for such secondary motions.

Interestingly, our results showed that shoulder motions did not affect collision ratings in crowd animations. Given the density of some of the simulations, and therefore the amount of resulting interpenetrations, it is possible that shoulder motions may not have been sufficient to counterbalance the amount of perceived collisions. However, this was also influenced by the displayed scenario, and we hypothesize that viewers could have more easily perceived the local interactions around the single character in the unidirectional flow scenario, while larger collisions could more easily be missed in the bidirectional flow scenario. Our results also suggest that viewers may evaluate indirectly the quantity of collisions that should be happening in global situations such as Scenario B, rather than looking directly at the local interactions between characters. This could explain why shoulder motions did not decrease perceived collisions, if information picked by viewers from the crowd density was stronger that the information picked from such secondary interaction-dependent motions.
Conclusion

In this work we studied the effect of adding shoulder motions on the animation of crowd characters. First, we demonstrated that shoulder motions significantly improve the visual quality of interactions between two characters. This improvement is revealed through our measurements of the perception of residual collisions and the evaluation of motion naturalness. Then, we considered animated crowds and demonstrated that the effect on the naturalness of animations remains significant, while the effect on the perception of residual collisions disappeared. Nevertheless, the trade-off between the cost of adding shoulder motions and the computation cost of such additions is extremely positive.

More generally, our work highlights the benefit of adding secondary motions to procedurally animated characters. Previous techniques allow to introduce motion variety when animating moving characters (e.g., by modulating template procedural animations), or to animate still characters during interactions (e.g., chatting characters). Our work opens a new path: we add variations to the motions of walking characters by adding interaction-dependent secondary motions at very low computational overheads. Such additions do not only improve how characters move, but also how they move with respect to their direct neighbours.

Chapter Conclusion

The work presented in this chapter explored the question of the perception of interactions between virtual characters, as creating natural interactions between characters is still an open challenge because of the complexity of human motion. Overall, the results of our experiments provide insights to guide the creation of such natural interactions, providing for instance guidelines to account for inter-relations between interaction forces and reaction timings, to appropriately combine animations from different sequences to create novel interactions, to plan motion capture sessions and ensure that sufficient motions are available to create interactions, as well as to propose novel ways to display more natural interactions in crowd animations.

While our contributions have so far focused on “physical” interactions, we believe that creating more expressive characters will require to handle more types of interactions in the future. For instance, in the context of crowd animations presented in our last focus, characters should be able to automatically display a larger range of human reactions, such as forms of social graces for characters politely giving way, expressions of surprise for characters close to colliding, eye-contacts for characters negotiating avoidance, attracting the attention of other characters at a distance, etc. Such interactions will require to go beyond purely “physical” interactions. In particular, in the context of moving towards immersive simulations as will be presented in the next chapter, we would also expect characters to react socially
more naturally to the actions of nearby users, such as reacting to inappropriate behaviours, or to unexpected events that would be made by users.

Creating more plausible interactions will also require to overcome the limitations of traditional animation approaches. As previously mentioned, animating large numbers of interacting characters usually relies on a 2-step process: global trajectories are generated by a crowd simulator (i.e., where to move), whereas full-body motions are generated by animation engines (i.e., how to move there). While this two-step decomposition is interesting for computational reasons, it also leads to potential discrepancies between the simulated trajectories and the body animations. This is a typical problem when animating crowd simulations even without considering secondary interactions, as available body animations in combination with standard animation techniques usually lead to either motion artifacts (e.g., footsliding, incorrect motion speed vs. trajectory speed) or to animations that drift from the simulated trajectories. It also means that the notion of interactions between characters is considered at the simulation level, and is lost at the animation level, therefore body animations are typically not influenced by the presence of neighbours. E.g., where we would like to observe characters side-stepping to avoid an upcoming character, we typically only see characters sliding away. On the basis of some of the results we obtained, we believe that a promising direction for future work is to store some useful information on ongoing interactions at the simulation stage, and to re-use it at the animation stage. Indeed, crowd simulators already compute various types of spatio-temporal information about ongoing character interactions (e.g., distances, relative positions or velocities, time to collision). This data is used to compute how each character’s trajectory is influenced by neighbours but discarded at the animation stage, whereas it could also be used to trigger specific character animations. When possible, it would also seem more appropriate to shift paradigm and to move away from this 2-step decomposition, e.g., to explore novel ways to solve interactions directly in the motion space in a way similar to approaches such as Motion Matching [Buttner 2015].

Similarly, over the past two decades, a number of approaches have investigated the automatic synthesis of character interactions. Amongst these approaches is the regular trend of relying on physics-based methods [Zordan et al. 2005; Liu et al. 2006; Coros et al. 2010; Xie et al. 2020]. While these approaches rely on the laws of physics to synthesise motions, we also believe that hybrid approaches would be valuable to the community to improve the overall visual realism of such approaches. Indeed, while physics-based approaches are widely explored in our research community, they are still hardly used in industrial processes because of the gap in visual quality compared to data-driven or manual approaches. We believe that some of the methodologies that we have laid down in this chapter, e.g. to study causal events between virtual humans, could be useful to conduct further research into the realism of physics-based interactions. For instance, physics-based approaches are commonly
used in combination with reference motions, and one could wonder whether it would be visually more natural to add or remove forces from an existing example, e.g., would it be better to make light motions heavier than the opposite? Another class of approaches that is quickly rising in the community is to rely on Deep Learning, with the goal of designing models that will learn the important features driving interactions. Such approaches have been successfully applied to learn and synthesise interactions between a character and its environment [Starke et al. 2019], with other characters [Starke et al. 2020], or even to build physically responsive characters [Bergamin et al. 2019].

This last class of methods also raises the question of how to have access to interaction examples, especially in the context of Deep Learning which typically relies on large quantity of data. As capturing ground truth interactions can be extremely difficult, sometimes even impossible despite advances in Computer Vision approaches (e.g., imagine capturing the full-body animations of hundreds of people in a crowd), it also seems important to explore novel ways of obtaining ground truth interactions, which should also not be limited only to physical interactions but also cover the larger range of potential human interactions and reactions. As we will see in the next chapter, Virtual Reality seems to be a promising means of acquiring such data, as we are now able to immerse users in more and more realistic situations.

**Related Publications**


Perception of Virtual Crowds in Immersive Environments

**Context and Objectives**

In many ways, the works presented in the previous chapters all contribute to the creation of lively immersive environments. Approaches presented in Chapter 2 enable us to create characters that display individually plausible motions, while approaches presented in Chapter 3 enable us to create characters that interact more naturally with each other, with their environment, as well as with users immersed in the environment. Combining such approaches therefore contributes to creating more believable and interactive virtual crowds.

Nevertheless, designing believable virtual crowds is highly dependent on modeling individual and collective human behaviours, which in turn requires to study and understand such behaviours. For instance, it is important to understand the strategies that are used by pedestrians to avoid collisions with others, as well as to understand how they make their decision about which pedestrian to avoid, in order to faithfully reproduce such behaviours in virtual situations. Such behaviours have been widely explored in real conditions, e.g., investigating collision avoidance in pairwise [Olivier et al. 2012; Olivier et al. 2013] or in multiple pedestrian interactions [Dicks et al. 2016; Meerhoff et al. 2018b], exploring the effect of crowd density on walking speed [Seyfried et al. 2005], etc. However such studies were performed in real conditions, therefore involving dozens of human participants in a real environment, and are therefore difficult to replicate and standardize, thus limiting the factors that can be studied.

Instead, immersing participants in a virtual environment using VR has been considered to be a promising tool for exploring more complex situations in an experimentally controlled
environment, e.g., involving large number of persons, or more ecological situations. It was for instance used to compare pairwise interactions between real and virtual situations [Olivier et al. 2018], to explore when pedestrians choose to go through or around groups of characters [Bruneau et al. 2015], or to explore exit choices during evacuations [Ríos and Pelechano 2020]. It was also used for the study of proxemics in relation to virtual characters, i.e., the user response to the virtual character’s proximity, e.g., to evaluate physiological arousal [Llobera et al. 2010], or the impact of the appearance of virtual characters on the avoidance behaviour of participants [Mousas et al. 2021]. Overall the results of these studies demonstrate that behaviours in real and virtual environments display some similarities, e.g., in trajectory shapes, avoidance strategies, but that some quantitative differences nevertheless exist, e.g., participants walking more slowly in VR and keeping larger distances to obstacles [Fink et al. 2007], hence the need for quantifying the biases potentially introduced by the use of VR.

The general idea presented in this chapter is that by immersing users in virtual situations, where they can interact with (virtual) others, it is possible to study complex human behaviours that would be difficult to evaluate in real situations. Our goal is to use insights and knowledge gained from such immersive experiences to then improve the human animation models used in the previous chapters, in particular in terms of character interaction and simulation, which will in turn enable us to create more life-like immersive experiences to study more complex behaviours. This chapter presents our research activities on this topic, which I started to be involved in with the PhD of Florian Berton, whom we co-supervised with Julien Pettré and Anne-Hélène Olivier. Our contributions on this topic are the following.

- Using VR, we explored the relation between gaze activity and collision avoidance during pedestrian interactions. One of our goal is to better understand the interaction neighbourhood, i.e., which persons/characters within the crowd influences one’s motion, in order to improve how influencing agents are selected in crowd simulations. However, exploring such questions requires us to first investigate the biases on gaze activity that might be introduced by the use of VR. We first explored such biases in a pairwise collision avoidance situation [Berton et al. 2019], by comparing participants’ locomotion and gaze behaviour in a real environment with the same virtual situation performed using different VR setups (including a CAVE, a screen and a Head-Mounted Display). We then evaluated these biases when walking amongst people, by comparing eye-gaze activity while walking in a real street or its virtual replica [Berton et al. 2020b]. Understanding these biases enabled us to further explore the question of the interaction neighbourhood by investigating the impact of crowd density on gaze activity [Berton et al. 2020b].
• We also explored whether users’ behaviours while navigating within virtual crowds can be influenced by rendering contacts with virtual characters using wearable haptics. As we are relying on VR to study users’ behaviour in other investigations, our goal was to explore novel ways of improving user immersion when interacting with virtual characters. We therefore performed an experiment where participants navigated in a crowded virtual environment while experiencing or not haptic feedback of their collisions with virtual characters [Berton et al. 2020a], and showed that providing haptic feedback improves the overall realism of the interaction, as participants more actively avoid collisions.

The remaining of this chapter details two of these contributions. Focus 1 presents a study exploring eye-gaze activity within a crowd, to better understand the interaction neighborhood [Berton et al. 2020b]. In this study, we first evaluated potential biases introduced by the use of VR on the visual activity when walking among people, before evaluating in VR the influence of crowd density on gaze activity. Then, Focus 2 presents a study exploring whether rendering contacts with virtual characters using wearable haptics during navigation in a immersive crowded environment influences users’ behaviours [Berton et al. 2020a].

**FOCUS 1: GAZE ACTIVITY IN VIRTUAL CROWDS**

**Figure 4.1:** To analyze eye-gaze activity within a crowd, we designed two experiments where participants physically walked both in a real and virtual street populated with other walkers, while we measured their eye-gaze activity (red circle) [Berton et al. 2020b]. We evaluated the effect of virtual reality on eye-gaze activity by comparing real and virtual conditions (left and middle-right), then investigated the effect of crowd density in virtual reality (right).

In this work, we were interested in understanding how eye-gaze activity is influenced by the number of people we are interacting with in a crowd, as a mean of better understanding how people interact and avoid colliding with other pedestrians.

Modeling virtual crowds requires to design numerical models of local interactions which define by whom and how each individual (or agent) is influenced by the movement of others. The question of the who is also known as the interaction neighbourhood [Warren 2018]. Several models have been proposed for this neighbourhood, such as a fixed number of nearest agents [Wolinski et al. 2016], or any agents closer than a distance threshold [Helbing and
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Molnár 1995], but these solutions were arbitrarily designed based on the study of trajectories. However, it was recently demonstrated that a combined analysis of gaze and trajectory data is meaningful for exploring these questions, e.g., that agents with a high risk of collision are more gazed at [Meerhoff et al. 2018a]. Thus, it is important to develop experimental protocols seeking to simultaneously study gaze and motion data. As such experiments remain difficult to perform in real conditions, VR therefore presents unique opportunities for such studies.

Research Questions

Following a previous study in which we investigated the influence of the choice of VR setups on gaze behaviour during collision avoidance between two walkers [Berton et al. 2019], we were interested in further exploring eye-gaze activity when interacting with a crowd. In particular, we were interested in exploring the following questions. As gaze seems to be indicative of how people take into account other individuals to navigate in crowds [Meerhoff et al. 2018a], how is the eye-gaze activity influenced by the density of the crowd? We were wondering whether the frequency with which people observe other individuals increases with density, enabling them to take a larger number of neighbours into account to adjust their trajectory, or, on the contrary, whether the number of neighbours taken into account is constant over time, while people pay more attention to those presenting the greatest risk of collision. We hypothesised that the duration of fixations would decrease as the amount of visual information increases with character density. We hypothesised that the amplitude of the saccades and the area covered by the gaze would also decrease as the result of participants’ gaze being more focused towards the center of the visual field where pedestrians with the highest risk of collision typically are. Is the eye-gaze activity of a human walking a street biased in VR conditions compared to real ones? We showed in previous work [Berton et al. 2019] that eye-gaze activity showed qualitative similarities between virtual and real situations involving an interaction between two walkers (e.g., number and duration of fixations, ratio of what participants looked at in the scene, similar eye-head patterns), despite observing a few differences between the studied VR setups (HMD, Cave or Desktop Screen). However, it is unclear how such results would generalize to more complex scenarios involving larger numbers of pedestrians, as well as visually more complex scenes. We hypothesised that gaze spatial distribution and amplitude of eye saccades would be different between virtual and real situations, in part because of the reduced field of view of using a HMD, while the duration of gaze fixations would be similar as participants should take similar visual information in virtual and real situations.
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Methods

To answer these questions, we conducted two VR experiments precisely controlling the visual neighbourhood of an immersed walker, while simultaneously measuring his/her movement and eye-gaze activity. In the first experiment, we estimated the biases induced by the use of VR on eye-gaze activity. We asked participants to walk in a real street, and recorded both their eye-gaze activity and their visual environment using Tobii pro eye-tracking glasses. We then reproduced the same situation in VR using a digital replica of the street, while reproducing as qualitatively as possible the virtual conditions in terms of virtual characters encountered (as seen by participants in the real situation estimated using video tracking). Participants performed 4 trials in each condition, as well as 2 initial training trials to get accommodated to VR. In a second experiment, we evaluated the influence of crowd density on eye-gaze activity. We therefore generated scenarios with 6 different conditions of densities $d \in [2, 5, 10, 14, 18, 24]$ (corresponding to $d$ virtual characters every 15 meters at the start of the trial), and asked participants to navigate the virtual street populated with different densities of virtual characters. For each density, participants performed 4 repetitions. In our experiments, virtual characters were driven by RVO [Berg et al. 2008], an open-source crowd simulator often used in videogames, whose computational performances enable to have multiple agents avoiding collisions with other obstacles without impacting the framerate, which is crucial for VR experiments.

Both experiments were conducted in the context of walking in a busy street, which presented the advantage of corresponding to a daily-life situation, with no ambiguity on how to realize it: participants were asked to navigate in the street while avoiding collisions with pedestrians, and to perform multiple round trips between two specifics locations (separated by 20m). Having a clear and simple task was important, as the nature of the task has a direct impact on the eye-gaze activity [Yarbus 2013]. Figure 4.1 provides examples of the two experiments. In both experiments, eye-gaze activity was analysed by comparing eye-gaze fixations (average duration and amplitude) and eye-gaze spatial distribution (peak of fixations and coverage).

Main Results

The first experiment enabled us to identify differences and similarities in the walker’s eye-gaze activity between the real and virtual situations. In particular, participants’ gaze in the virtual conditions was more intensely focused on the center of the visual field and less spread on the horizontal axis, while simultaneously showing on average a smaller amplitude of saccades and longer duration of fixations. There was however no difference in terms of visual coverage, while we expected the area covered by the gaze to be smaller in the
virtual conditions because of a reduced field of view compared to real conditions. However, it is also possible that the performed task, i.e., walking straight in a street, may not have required the exploration of peripheral areas, especially as we found that participants showed a similar eye-gaze behaviour in relation to the goal of the task between real and virtual conditions, as they displayed a centered distribution for gaze location toward their goal. The average duration of fixations was also significantly longer in virtual conditions, which we hypothesized might have been caused by the level of detail in the digital replica of the street. In spite of the high quality of the digital scene, there are always missing details, e.g., birds, or sounds, that could have attracted the visual attention of our participants in the real conditions, and provoked faster fixations.

Then, results from the second experiment highlighted an influence of density on gaze deployment. In particular, we found that as density increases participants tend to look more at the center of their visual field, while the average amplitude of saccades decreases. These results suggest that participants’ gaze might be more focused towards pedestrians with the highest risk of collision, which are typically the ones in front of them (i.e., in the center of their visual field). However, participants took the same amount of time to search for visual information regardless of crowd density. From the perspective of crowd modelling, our result that density has no significant effect on the duration of fixations lets us think that the number of interaction neighbours tends to remain constant with density. For a similar situation such as an opposite crowd in a street, we thus recommend to work with a constant number of neighbours in simulations. Concerning the selection features
to use to select neighbour agents, we recommend ordering them by risk of collision. Even though coverage did not significantly change with density, our results reveal that gaze tends to refocus around the visual center when density increases: this is the area where characters present the highest risk of collision in this bidirectional traffic condition.

**Conclusion**

In this work, we studied eye-gaze activity when interacting with a crowd of pedestrians. Overall, these results provide valuable insights to understand which aspects of eye-gaze activity are qualitatively similar between real and virtual situations, to further explore, using VR, aspects about navigating in a crowd which are difficult or not possible to evaluate in real situations. We thus believe that VR is a valid tool to study such activity, while experimenters should remain aware that some differences exist, e.g., that elements in real environments may distract walkers’ gaze more. This work also opens new perspectives for future research, such as exploring whether these results generalize to other types of crowds (e.g., crossing flows, crowds in a more open space), the importance of peripheral areas of the field of vision depending on type of crowds, or whether some characters are observed more often than others.

**FOCUS 2: CROWD NAVIGATION IN VR: EXPLORING HAPTIC RENDERING OF COLLISIONS**

![Figure 4.3](image)

**Figure 4.3:** Our objective is to understand whether and to what extent providing haptic rendering of collisions during navigation through a virtual crowd (left) makes users behave more realistically [Berton et al. 2020a]. Whenever a collision occurs (center), armbands worn on the arms locally vibrate to render this contact (right). We carried out an experiment with 23 participants, testing both subjective and objective metrics regarding the user’s path planning, body motion, kinetic energy, senses of presence and embodiment.

In this work, we were interested in exploring the simulation of physical contacts when navigating in a virtual crowd in VR, as illustrated in Figure 4.3, with the overall goal of improving user immersion.
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As previously mentioned, the general idea presented in this chapter is that immersing users in virtual situations, where they can interact with virtual characters, enables us to study complex human behaviours that would be difficult to evaluate in real situations. However, when running such experiments there is also a high chance that participants will behave differently from how they behave in real life. The causes of such mismatches can be multiple, but are often linked to the limited sense of realism that VR can sometimes provide. In this respect, significant efforts have been put in the evaluation of the realism of behaviours in VR [Cirio et al. 2013; Olivier et al. 2018], in the understanding of the visual information required [Lynch et al. 2018] or in the development of highly-realistic VR environments and characters [Achenbach et al. 2017].

However, despite these efforts, most VR experiences still lack of any haptic sensation, which is of course of paramount importance when studying crowd behaviour and interactions. Haptic rendering was for instance demonstrated to be necessary for participants to display optimal adaptive behaviour (i.e., avoiding collision) when passing through a narrow door [Mestre et al. 2016], as well as to potentially improve presence and embodiment when a virtual human “bumps” into a person [Krogmeier et al. 2019]. More generally, haptic rendering can also be used as a mean of increasing communication between virtual humans and users [Boucaud et al. 2021]. In the case of virtual crowds, if we are unable to render the sensation of bumping into virtual characters when navigating in a crowded environment, participants might stop avoiding collisions, leading to data that does not capture well how humans truly behave. For this reason, studies of collective behaviour in VR are often limited to cases considering distant interactions only [Rio and Warren 2014; Rio et al. 2018], so as not to require any haptic feedback.

Research Questions

In this work, our objective was to investigate whether and to what extent the rendering of contacts with virtual characters influences users’ behaviour during navigation in dense crowds, as well as limits the occurrence of certain well-known artifacts, such as when the user’s virtual avatar interpenetrates other virtual characters. In particular, we were interested in exploring the following questions. *Will the use of haptic rendering influence participants’ body motions while navigating in the virtual crowd?* We hypothesized that it would make participants aware of collisions, and therefore make them navigate more carefully in the crowd, while displaying different body motions, e.g., turning shoulders to avoid collisions with virtual characters. We expected that this would lead to both fewer collisions and smaller volumes of interpenetration when a collision occurs. *Will there we some after-effect due to haptic rendering after it is disabled?* We expected that participants would remain more aware and careful about collisions even after we disabled haptic rendering, and would therefore continue
to display different body motions to avoid collisions with virtual characters. Will haptic rendering improve immersion of participants in VR? As we are interested in improving the overall immersion in such virtual experiences, we believed that haptic rendering would make users become more aware of their virtual body dimensions in space with respect to neighbour virtual characters, and therefore positively influence immersion. Immersion was explored through the sense of presence (i.e., the sense of being there) as well as through the sense of embodiment (i.e., the sense that the virtual body is as if it was one’s own biological body), which are often studied in the literature. In particular, exploring the sense of embodiment will be the common denominator of the work to be presented in Chapter 5.

Methods

To investigate these questions, we conducted an experiment where participants navigated in a crowded virtual train station without, then with, and then again without haptic feedback of their collisions with virtual characters. For the purpose of the experiment, they were equipped with an Xsens motion capture system, a Pimax 5K+ HMD (chosen for its wide field of view, important in these situations of close proximity with other characters), four vibrotactile armbands (one on each arm and forearm) to provide sensations of contacts to the user’s arms, as well as a VR-ready backpack computer.

Participants were immersed in a digital reproduction of the Moscow metro station “Mayakovskaya”, amongst a virtual static crowd (see Figure 4.3, center). A total of 8 different configurations of the scene were prepared in advance and used in the experiment, with varying character positions, orientations, and animations. Characters were positioned according to a Poisson distribution, leading to an average density of $1.47 \pm 0.06$ character/m$^2$ and ensuring that a gap of $0.60$ m on average existed between each character for participants to go through. The crowd was composed of standing virtual characters animated with varied idle animations to prevent the exact same animation clip to be used for several characters.

Participants were asked to walk through the crowd “as if they were walking in a real train station” so as to reach the board displaying train schedules on the other side of the virtual scene. They were then asked to read aloud the track number of the next train displayed on the board before coming back to their initial position. They were physically walking in the real room, while their position and movements were used to animate their avatar.

The experiment consisted of 3 blocks of 8 trials, in the following order: NoHaptic1, Haptic, and NoHaptic2. The Haptic block corresponded to performing the task with haptic rendering of contacts, while the NoHaptic blocks did not involve any haptic rendering of contacts. The purpose of the successive blocks was 1) to measure a baseline of participants’ reactions (NoHaptic1), 2) to investigate whether introducing haptic rendering influenced participants’ behaviour while navigating in a crowd (Haptic), and 3) to measure potential
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Figure 4.4: Left: shoulder rotations (angle $\alpha_{SA}$) are defined between the participants’ shoulder-to-shoulder axis and the segment connecting the two virtual characters. Right: the volume of interpenetration is computed for each frame iteratively using voxel spaces of decreasing dimensions. The final interpenetration volume is displayed in purple.

after-effects (NoHaptic2). At the end of each block, participants were asked to answer embodiment and presence questionnaires. Analysis of participants’ behaviours was then evaluated in terms of trajectory through the crowd (global motion), average walking speed, shoulder rotations (local body motion), number of collisions, maximum volume of interpenetration, presence and embodiment.

Main Results

First, our results demonstrated that haptic rendering had an effect on local body motions. Participants rotated more their shoulders when traversing the gaps between virtual characters during the Haptic block than during the NoHaptic1 block. Our results suggest that participants might have tried to reduce the risk of collision with virtual characters when they experienced haptic rendering. This is consistent with previous work for participants passing through a virtual half-open door with or without haptic rendering [Mestre et al. 2016]. This is also similar to the results presented in Focus 2 of Chapter 3, were we demonstrated that shoulder motions enable to reduce both the actual and the perceived collisions between virtual characters. We also found that participants walked at a slower speed on average when they experienced haptic rendering of collisions, suggesting that participants moved more cautiously, which also resulted in fewer and less intense collisions. Haptic rendering did not however change the way participants selected their path through the crowd.

Interestingly, some of the behaviours demonstrated by participants persisted even after disabling haptic rendering of collisions: they continued to rotate more their shoulders and to display fewer collisions on average. However, this after-effect did not equally influence all measurements, as walking speed increased again. It is therefore possible that participants “calibrated” during the experiment, as they became more familiar with the environment, the task to be performed, and their virtual representation. However, to provide a more definitive conclusion on the role of the haptic after-effect would require to
add a control group with no haptic rendering throughout the whole experiment, which could be explored in the future.

Finally, we did not find any significant change in terms of user’s perceived senses of embodiment and presence when experiencing haptic feedback. This result was quite surprising, given that we found significant effects in other measurements, suggesting that participants took different actions when provided with haptic sensations of contact. An explanation for this result could lie in the fact that users already registered high embodiment and presence levels even when they did not experience haptic feedback, therefore quickly reaching a ceiling effect and leaving little room for improvement afterwards.

Another possibility is that vibrotactile feedback is not suited to improve immersion while rendering collisions in crowds, although there are several examples of this type of feedback being used to render similar events [Devigne et al. 2020]. Future works should also consider the question of the plausibility [Slater 2009] of such haptic feedback in a situation where participants can bump into virtual agents. For instance, unplausible haptic feedback may indeed bring participants close to the uncanny valley of haptics introduced by Berger et al. [2018], and thus would have an impact on the presence and embodiment of participants. Finally, a last explanation could be the location and number of our haptic devices. Employing a higher number of bracelets spread throughout the body might better render the target contact sensations.

**Conclusion**

In this work, we conducted an experiment to evaluate the effects and the after-effects of haptic rendering in a highly crowded environment. Results showed that providing haptic feedback impacted the way participants moved through the virtual crowd, even after it was disabled, but quite surprisingly did not impact the sense of presence or embodiment. Overall, these results demonstrate that a combination of visual and haptic feedback improves the overall realism of the experience, as participants show more realistic behaviours by being more cautious about not touching virtual characters. This also suggests that using haptic rendering would be beneficial while studying human behaviour that may lead to contacts in immersive situations.

**Chapter Conclusion**

This chapter presented some of our contributions related to the perception of virtual crowds in immersive situations. One of the purpose of our work is to improve current crowd and animation techniques by better understanding human behaviour within a crowd. Traditional approaches in modeling human behaviours or motions typically rely on observing, analysing
or abstracting real data to derive model parameters. As the complexity of the studied situations increases, it becomes more and more difficult to obtain such data. For instance, consider the logistics of organising crowd experiments involving simultaneously hundreds of participants in a single location. Now, add the additional constraints involved in capturing their body movements, as well as their facial expressions, eye-gaze activity, etc., to study how one goes through a dense crowd, where one looks at, or how one reacts to a sudden event.

VR therefore provides a powerful tool to overcome these limitations, as it enables to study multi-modal factors in controlled experimental situations by immersing a limited number of participants in a simulated virtual environment. Such experiments have for instance enabled us to study the interaction neighbourhood used in crowd simulators, i.e., which pedestrians influence ones’ walking trajectory, based on people’s eye-gaze activity while interacting with virtual crowds. We are also currently exploring how VR can be used to acquire high-quality eye-gaze activity, that will be used to validate a novel saliency-based model for animating the eye-head movements of autonomous virtual characters. Similarly, we are also interested in how motion characteristics can influence human behaviours in such contexts, e.g., how motion attractiveness influences proxemics in dyadic interactions [Zibrek et al. 2020], or how character behaviours such as making or averting eye contact [Raimbaud et al. 2022] can help attracting user’s attention.

Our goal is therefore to explore these questions further in the near future. As there is a clear trend for digital content and applications to move towards immersive applications, our goal is also to progressively make approaches studied Chapters 2 & 3 converge with those presented in this chapter. This seems particularly important to explore more subtle and complex situations, as well as to better understand how we perceive character motions or interactions in immersive contexts, e.g., such as in terms of physical or social interactions.

Despite the potential of VR to study such questions, it is however important to keep in mind that VR also induces numerous biases. For instance, it has been demonstrated that participants frequently report shorter distances in virtual than in real environments [Renner et al. 2013]. In terms of interactions with the environment or virtual characters, they also often walk more slowly, (e.g., [Agethen et al. 2018]), keep higher distances to virtual objects (e.g., [Gérin-Lajoie et al. 2008; Argelaguet-Sanz et al. 2015]), and display differences in affordance judgments, e.g., whether they can step over a pole [Lin et al. 2015] or go through an aperture [Bhargava et al. 2020]. Similarly, eye-gaze activity was found to differ on some aspects, in particular in terms of eye-head coordination [Pfeil et al. 2018; Berton et al. 2019], which could be due to limitations in the field of view, screen resolution, or weight of commercially available HMDs. Such differences were also found to depend on the type of VR setup used [Berton et al. 2019], e.g., when using a CAVE or a HMD. Finally, it is also important to keep in mind while designing such experiments that the overall realism of the
virtual environment can have a strong impact on these biases. For instance, details such as sounds or small objects might attract the visual attention of people in real situations, and their absence in virtual environments might lead to behavioural differences. Similarly, limitations in terms of the virtual character models and motions available might affect the perceived variety and naturalness of the crowd, and therefore our behaviours towards these virtual characters. Overall, it is more than likely that factors that affect negatively the perception of virtual characters in non-immersive situations (such as presented in the previous chapters) are actually amplified in such life-like immersive situations, and should therefore be carefully taken into consideration. Hence the importance of this virtuous cycle where immersive experiments lead to improvements in character and crowd animation techniques, which in turn will lead to higher-quality immersive experiences.

Finally, VR also opens up new potentialities and enables us to propose novel unexplored paradigms, in particular where the user can be brought into the simulation or the creative process. For instance, we have recently started to explore with the PhD of Tairan Yin whether it is possible to collect a valuable crowd dataset using VR. The idea is that by immersing only one single user, successively embodying several virtual agents, he/she progressively builds the overall crowd behaviour by him/herself. We call this concept the One-Man-Crowd paradigm [Yin et al. 2022], and are exploring this line of research by comparing such synthetic crowd trajectories with real trajectories, in terms of emerging collecting behaviours (e.g., propagation waves, line formations). While our results are still limited to unilateral interactions (i.e., pre-recorded characters cannot interact with the user), we are now exploring potential extensions of this work to include bilateral interactions, e.g., by considering iterative processes or by enabling previously recorded characters to potentially react to the new interaction, as well as to include a few users to act numerous characters. Nevertheless, this approach already shows an extremely valuable potential in proposing novel ways of acquiring complex crowd datasets while involving only a limited number of users, which would be valuable to several communities interested in crowd analysis or simulation. Similarly, we are exploring with the PhD of Vicenzo Abichequer Sangalli novel manners of augmenting virtual characters’ motion abilities by letting users act examples of interactions directly with the virtual characters. Bringing the user in the simulation and creative process also raises questions in terms of user immersion, in particular when interacting physically and socially with other characters. In this context, how the users are represented in the virtual environment through their “avatar”, and how this virtual representation affects how they interact with the environment is paramount to creating engaging experiences, which we explore in detail in the next chapter through the study of the sense of embodiment.
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Avatars: Perception of Self Virtual Characters in Immersion

Context and Objectives

The recent massive development of consumer-grade VR products has reinvigorated the need for self virtual characters, also called avatars. These avatars refer to the users’ virtual representation and are typically used in HMD-based applications to compensate for the fact that users do not see their real body. Avatars have been shown to enhance perception of the virtual environment [McManus et al. 2011], as well as user performance [Rybarczyk et al. 2014] and experience [Yee and Bailenson 2007]. However, their usage typically raises a number of questions, such as: how to ensure that users are properly embodied in their avatar? How to animate avatars so that their movements correspond to the user’s movements? What representation should be used to maximise the user’s experience? Understanding what are the factors that affect users’ perception of their avatar is therefore paramount to create more engaging experiences, which we explore in this chapter through the psychological construct of virtual embodiment.

Exploring users’ sense of embodiment boils down to understanding the level to which an embodied avatar is considered to be one’s own (virtual) body in the virtual experience. According to Kilteni et al. [2012], the sense of virtual embodiment is typically decomposed into three main dimensions: the sense of self-location (i.e., the feeling of being located inside the avatar’s body), the sense of agency (i.e., the feeling of being in control of the avatar and having an influence on the virtual environment) and the sense of body ownership (i.e. the feeling of owning the avatar’s body). The general idea is that design choices, such as in terms of avatar appearance or interaction capabilities, as well as individual characteristics, have
potential relative influences on the sub-components of the sense of embodiment. Following the pioneer Rubber Hand Illusion (RHI) experiment of Botvinick and Cohen’s [1998], embodiment was quickly explored by the VR community, first by transposing the RHI in VR [Slater et al. 2008; Yuan and Steed 2010]. Numerous factors potentially affecting virtual embodiment have been explored, e.g., visuotactile and visuomotor synchronicity [Kokkinara and Slater 2014], avatar appearance coherency [Maselli and Slater 2013] and realism [Gorisse et al. 2019], visuo-tactile mismatches and self-contacts [Bovet et al. 2018]. It has also been demonstrated that it is possible to embody avatars highly different from one’s own body, e.g., opposite-gender [Slater et al. 2010b] or child avatars [Banakou et al. 2013].

In this context, we have conducted a significant line of research on the topic of virtual embodiment, framed within the context of the Inria Research Challenge Avatar, where our overall goal is to push further the limits of perception and interaction through our avatars, to obtain avatars that are better embodied and more interactive. Most of the contributions resulted from the PhDs of Rebecca Fribourg and Diane Dewez, whom we co-supervised with Ferran Argelaguet and Anatole Lécuyer. These contributions can be divided into the following categories.

- We conducted a number of experiments exploring the factors influencing the sense of embodiment. For instance, some of our results showed that the visual realism of a virtual hand influences both the sense of agency and the sense of ownership, where more abstract representations elicited a stronger sense of agency and more realistic ones a stronger sense of ownership [Argelaguet et al. 2016]. We also evaluated the relative importance of three factors commonly found in the literature to influence the sense of embodiment (namely: the avatar’s appearance, the avatar’s degree of control, and the user’s point of view), and found that point of view and control were consistently considered to be of higher importance than appearance [Fribourg et al. 2020a]. From the observation that embodiment scores can highly vary between users, we also explored whether some user characteristics (personality traits and body awareness) might explain such differences [Dewez et al. 2019]. Our results suggest that different dimensions of the Locus of Control influence the senses of ownership and agency.

- We explored methodologies for measuring the sense of embodiment, which is typically assessed in the literature through a combination of subjective (e.g., questionnaires, interviews) and objective (e.g., behavioural, physiological) measures. For instance, user responses to virtual threats are often used as an objective measure of the sense of embodiment. We demonstrated that the introduction of a threat does not alter users’ sense of embodiment but can change their behaviour after the threat occurrence [Fribourg et al. 2020b; Fribourg et al. 2021a]. To understand inter-relations
between factors influencing the sense of embodiment, we also recently proposed to rely on a subjective matching technique, a novel methodology which had never been used in the context of the sense of embodiment [Fribourg et al. 2020a].

- We studied **inter-relations between interaction techniques and the sense of embodiment**, as some techniques might not be compatible with using full-body avatars. E.g., the avatar might hide important information, or the technique itself might negatively affect the sense of embodiment. First, we compared three state-of-the-art VR locomotion techniques (real walking, walking in place, or steering) [Dewez et al. 2020], and found that participants had a comparable sense of embodiment with all techniques. More recently, we also explored whether a dual avatar representation might be beneficial during anisomorphic manipulation [Dewez et al. 2022], to compensate for the mismatch between the performed and the displayed action which can negatively impact the sense of embodiment. While we found that users preferred having a single representation, embodiment scores were however similar between single and dual representations. We also explored the idea of designing “Avatar-Friendly” techniques, i.e., techniques which take the user’s avatar into account in the design process to preserve both user performance and sense of embodiment [Dewez et al. 2021].

- We proposed two **novel paradigms of interacting through the avatar**. We first evaluated the possibility of creating a Six-Finger Illusion in VR [Hoyet et al. 2016a], and demonstrated that a) participants responded positively to the possibility of controlling the virtual hand despite the structural difference, and b) accepted the virtual hand and individual digits as their own to some extent. We also recently proposed the novel concept of “virtual co-embodiment”, which enables a user to share their virtual avatar with another entity (e.g., another user) [Fribourg et al. 2021b]. We demonstrated that the users’ level of control over such a shared avatar, as well as their prior knowledge of their actions to perform, have an influence on the sense of agency (e.g., participants significantly overestimate their sense of agency when they can anticipate the motion of the avatar).

The remaining of this chapter details two of these contributions. Focus 1 presents our study on the relative preference between appearance, control and point of view, which relied on a subjective matching technique [Fribourg et al. 2020a]. Then, Focus 2 details an exploratory study aiming at identifying whether personality traits or body awareness might influence the sense of embodiment towards a virtual avatar [Dewez et al. 2019].
Focus 1: Avatar and Sense of Embodiment: Studying the Relative Preference Between Appearance, Control and Point of View

Figure 5.1: The four tasks implemented in the subjective matching experiment [Fribourg et al. 2020a] exploring the relative preference between appearance, control and point of view and their effect on the sense of embodiment. From left to right: Punching, Soccer, Fitness and Walking tasks, with the avatar’s appearance at the maximum level of realism.

In the past years, many studies have tried to better understand how users perceive their avatar in VR by evaluating their sense of embodiment. More precisely, they focused on three subcomponents [Kilteni et al. 2012]: the sense of self-location, the sense of ownership and the sense of agency. From those researches emerged different “factors of influence” towards these three subcomponents, e.g., the avatar’s appearance [Argelaguet et al. 2016] or the user’s point of view [Galvan Debarba et al. 2017; Gorisse et al. 2017]. However, despite the worthwhile highlights brought by these studies, the inter-relations between the factors influencing the sense of embodiment remain uncertain. Indeed, if we start to better understand the influence of isolated factors on the sense of embodiment, we still have little information regarding the relative contribution of each factor towards the sense of embodiment, or regarding the user’s preference for a factor over another while being embodied in an avatar.

Research Questions

In this work, we aimed at better understanding the inter-relations between three factors commonly found in the literature to influence the sense of embodiment, namely the avatar’s visual appearance, the avatar’s control, and the user point of view. More specifically, we were interested in investigating the following questions. Is there a dominant contribution between the factors of influence towards the sense of embodiment? Common studies exploring the influence of factors towards the sense of embodiment tend to study these factors in isolation, i.e., they focus on one factor at a time and measure its influence on the sense of embodiment. Indeed, exploring potential inter-relations raises challenges in terms of experimental protocols
due to the numerous amount of possible factor combinations. We therefore aimed at better understanding these inter-relations by conducting a subjective matching experiment, which had already been used in the context of Presence [Slater et al. 2010a; Skarbez et al. 2017] and enables to evaluate a relatively high number of factor combinations. Do users have preferences between those factors when it comes to enhance their sense of embodiment towards an avatar? While it is important to understand these inter-relations, we also believe that it would be valuable for designers to better understand whether some of these factors should be prioritized in the creation of virtual avatars, in order to enable them to create virtual scenes enhancing the users’ sense of embodiment. What is the relative influence on the sense of embodiment of different levels of a specific factor? The various factors influencing the sense of virtual embodiment typically have different levels, e.g., from abstract to realistic for appearance. However, little is actually known about the relative differences between these levels in terms of their influence on the sense of embodiment. For instance, does a stickman character elicit a significantly lower sense of embodiment compared to a dummy character? Or do animations driven by Inverse Kinematics (IK) elicit similar or lower levels of embodiment than animations driven by a motion capture system?

Methods

To provide insights to these questions, we conducted two experiments exploring user preference and perception of these three factors (i.e., visual appearance, control, and user point of view). For each factor, we identified several levels with an initial pre-supposed ranking. Based on past studies, we chose for the Appearance levels: an Abstract avatar, a Stickman, a Dummy, and three realistic avatars selected by each participant to be their opposite, neutral, or personalized avatar (Figure 5.2); for the Control levels: automatic pre-recorded animations, user-triggered pre-recorded animations, IK-based animations and motion capture; for the Point of View levels: third-person and first-person point of view. The main requirements for choosing the factors and levels were to ensure good coverage of potential implementations of an avatar according to each factor, as well as allowing the combination of levels between factors. For instance, we did not separate Appearance into texture and shape as realistic textures would
hardly be combinable with abstract geometrical representations. Similarly, we did not include finger animation since it could not consistently be combined with all the appearance levels.

The baseline experiment had the objective to create an ordered list for the levels within each factor (e.g., ranking between the different degrees of realism for an avatar appearance, ranging from abstract to personalized avatars). For each factor, participants experienced all levels while performing a task and had to rank the preference for each level on a scale from 0 to 100. The task consisted in recreating a yoga posture in front of a mirror.

The subjective matching experiment used a subset of levels for each factor, based on the results obtained in the baseline experiment, to explore how participants combined the different factor levels to reach a given level of sense of embodiment. The experiment consisted in having participants experiencing an “optimal” configuration of an avatar and then “recreate” the experienced sense of embodiment by iteratively increasing, one level at a time, one factor, starting from a “minimal” configuration. The final matched configuration, named accepted configuration, should match the same sense of embodiment experienced with the “optimal” configuration. The initial “optimal” configuration was supposed to elicit a high sense of embodiment as it considered a personalized realistic avatar, full-body motion capture and a first-person point of view, while the “minimal” configuration consisted in a minimal avatar, with automatic animations and a third-person point of view. In addition, to assess the potential impact of users’ actions while being embodied in an avatar, the subjective matching experiment considered four different tasks which covered four actions that can be done in a virtual environment: a) an interaction with the upper-body, b) an interaction with the lower-body, c) mimicking the actions of another virtual character full-body motions, or d) a constrained walking task (Figure 5.1).

Analysis was performed in terms of evaluating the scores given to each level in the baseline experiment. In the subjective matching experiment, we analysed both Accepted Configurations (i.e., the configuration in which participants reported a sense of embodiment similar to the one experienced with the “optimal” configuration), and the set transitions chosen by participants between configurations (i.e., the order of improvements made by participants to go from one configuration to another, analysed through the elaboration of a Markov chain for each of the four tasks).

Main Results

First, the baseline experiment enabled us to create a monotonic ranking of the studied levels of each factor, summarized hereafter. For Appearance, the Abstract avatar was the least preferred, then both Stickman and Dummy, then Neutral, and the Personalized avatar was the most preferred among all. Interestingly, the scores of the Opposite avatar did not permit us to separate it either from the Neutral avatar or from the Stickman &
Dummy. For Control, the results mostly highlighted that Motion Capture was preferred to all the other levels. For Point of View, the first-person PoV was preferred to the third-person PoV. Overall, these results are in line with previous works showing similar levels of body ownership towards avatars with different levels of anthropomorphism [Lugrin et al. 2015], higher scores for personalized avatars [Waltemate et al. 2018], as well as a preference for a first-person PoV [Gorisse et al. 2017], but clarified the relative ratings between levels. Levels which were not different enough within a factor were then discarded for the subjective matching experiment, to avoid introducing a bias towards selecting one factor in priority over another because of the lack of a difference between levels.

Then, the subjective matching experiment highlighted a number of interesting results. Maybe most important, our results showed that Point of View and Control clearly appeared as the preferred factors when improving the configuration of the avatar. This was primarily reflected in the first choice made by most of the participants in all tasks, as they chose to increase first either their level of Control or their Point of View at least 90% of the time (see Figure 5.3). This result was also visible both from the most likely paths chosen by participants, built from the set of transitions, where increases of the appearance level typically happened late, and from the analysis of the most accepted configurations, where realistic characters only appeared in the most accepted configurations for the Punching task. Our results thus suggest that for all tasks except Punching a low level of appearance (stickman) was enough to match the level of sense of embodiment felt in the optimal configuration. This is a rather intriguing result since avatar appearance is a factor widely studied in VR and known to have a strong impact on the sense of body ownership (e.g., [Argelaguet et al. 2016; Latoschik et al. 2017]). This also suggests that the type of task can have an important effect on the participants’ expectations.

Moreover, we also found that an increased preference for Control was visible in the Soccer task, as it was increased twice more often than point of view in that task only. In all the other tasks, the most likely choice was to improve the appearance, after having improved control and point of view once (i.e., reach the [Stickman, IK and first-person PoV] configuration), while for Soccer the tendency was to increase Control at its maximum level (i.e., reach the [Abstract avatar, motion capture and first-person PoV] configuration). In our opinion, this was a rather intriguing result since the major improvement made from IK to motion capture is the gain in precision regarding the position and orientation of middle parts of the body (knees, elbows, etc.), which is not visible with the abstract avatar. While we do not have an explanation for why the control was that much improved in that task since the main change between the two levels of control should not have been visible, this result reinforces the importance of considering the potential influence of the task characteristics, especially as it might relate to performance. For instance, participants were instructed
Figure 5.3: Analysis of participants’ choices of transitions in the subjective matching experiment [Fribourg et al. 2020a], using markov chains representing the transition matrix probability for each task. The configuration corresponding to each node is indicated by the $ijk$ notation, where $i$ is the level of Appearance (0: Abstract avatar; 1: Stickman; 2: Neutral realistic; 3: Personalized realistic) $j$ is level of Control (0: Automatically launched animation; 1: Inverse Kinematics; 2: Motion Capture), and $k$ is level of Point of View (0: Third- and 1: First-person Point of View). The color of a node represents the probability that the node is reached. The color and the thickness of the edges represent the transition probability from a given node.

that the objective of the task was only to kick the ball, and not to score a goal, but they might still have interpreted it a success or failure, and therefore associated the increased level of control with an increased chance of scoring a goal.

Conclusion

In this work, we conducted two experiments exploring user preference and perception of three factors commonly found in the literature to influence the sense of embodiment in VR. Our results show that appearance of the avatar was given less importance than control or point of view. We also found that when it comes to virtual embodiment users do not necessarily need to reach the optimal avatar configuration to feel a fulfilling sense of embodiment, suggesting that designers may not always need to provide high-end graphics avatars but should provide a high degree of control. Third, we showed that the accepted configurations can vary depending on the task performed, stressing the importance of this aspect for future studies and applications.
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FOCUS 2: INFLUENCE OF PERSONALITY TRAITS AND BODY AWARENESS ON THE SENSE OF EMBODIMENT

Figure 5.4: We conducted an experiment exploring whether internal factors (personality traits and body awareness) might influence the sense of embodiment towards a virtual avatar [Dewez et al. 2019]. Participants first performed an exposure phase in which they executed a number of visuomotor tasks (left & center), after which a virtual character entered and stabbed the participants’ virtual hand (right). After the experiment, we measured participants’ sense of embodiment to evaluate the influence of internal factors on the acceptance of the virtual body.

In this work, we were interested in exploring another category of factors that can influence the sense of embodiment, namely internal factors (i.e., factors related to the user him or herself). More specifically, we report an exploratory study aiming at identifying whether personality traits or body awareness might cause either a resistance or a predisposition to feel a sense of embodiment towards a virtual avatar.

Most studies on the sense of embodiment explored what we might call external factors, i.e., factors related to the avatar or virtual environment themselves (such as in the previous Focus). In comparison, internal factors related to the users’ personal state (e.g. personality or background experiences) have hardly been explored in the context of the sense of embodiment in VR. Such personality traits were previously explored in relation to the sense of presence showing, e.g., positive correlations between agreeableness and spatial presence [Sacau et al. 2005], and only more recently in relation to the sense of embodiment, showing a correlation between the sense of agency and the Locus of Control [Jeunet et al. 2018]. The majority of the works addressing such internal factors have otherwise mainly focused on users’ sense of embodiment in the physical world.

Our observations while performing experiments over the years is that we typically observe a range of embodiment levels across participants, with some people easily believing in the virtual embodiment illusion, while others are on the contrary totally refractory. For this reason, we were interested in investigating whether some internal factors would have an influence on the sense of embodiment in VR, which would prove valuable for understanding how to maximize the sense of embodiment, or to adapt the VR experience to the user.
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Research Questions

While numerous internal factors could be studied, we focused in this first exploratory study on the following selection, which were shown to either be related to the sense of presence in past studies, or to some sub-components of the sense of embodiment. Our goal was therefore to explore the following questions.

Are some of the users’ personality traits correlated with their sense of embodiment in VR? The Big Five Personality traits taxonomy is a common way of describing one’s personality using five dimensions (Openness to experience, Conscientiousness, Extraversion, Agreeableness and Neuroticism). For instance, agreeableness was found to be positively associated with spatial presence [Sacau et al. 2005]; openness, extraversion and neuroticism were also found to be positively correlated to immersive tendency [Weibel et al. 2010], which contributes to the sense of presence [Ling et al. 2013]. However, it is important to mention that a number of studies have found contradictory results. For the sense of embodiment, the majority of the works addressing the effect of personality traits have mainly focused on the RHI in the physical world, except for the recent work of Jeunet et al. [2018] which showed that the feeling of agency is linked to an internal Locus of Control (LoC). LoC is another set of personality traits, describing the degree to which people believe that they have control over the outcome of events in their lives (internal LoC), as opposed to external forces beyond our control (external LoC). LoC was also demonstrated to have an influence on the sense of presence [Murray et al. 2007; Wallach et al. 2010]. Our goal was therefore to explore whether some of these personality traits can have an influence on the sense of embodiment in VR. In the case of the LoC, we also wanted to confirm whether an internal Loc was indeed positively correlated with the sense of agency [Jeunet et al. 2018], and to explore whether it is also positively correlated with the sense of agency, since some studies found that the sense of ownership and the sense of agency are based on similar processes and can strengthen each other [Kalckert and Ehrsson 2012; Dummer et al. 2009].

Can shorter personality questionnaires be used as a simple way to assess users’ sense of embodiment? Some of the questionnaires used to assess personality traits exist with various levels of complexity. For instance, Big Five questionnaires include the 10-item TIPI [Gosling et al. 2003], the 44-item BFI [John et al. 1991], and the 240-items NEO PI-R [Costa and McCrae 2008]. Therefore, we were also wondering whether there would be value in using shorter questionnaires to quickly assess personality traits prior to a VR experience, in the case where they would show similar correlations with the sense of embodiment than more complex questionnaires. Such a short evaluation could be a valuable tool in the future in attempts to maximise the users’ sense of embodiment according to their personal characteristics.

Does the way we perceive our real body could have an influence on the perception of our virtual body? Body awareness is a cognitive ability that makes us aware of our body
processes, and which demonstrated contradictory results in the case of the RHI in the physical world [David et al. 2014; Tsakiris et al. 2006]. Furthermore, to our knowledge, no studies were conducted to investigate its influence on the sense of embodiment in VR.

Methods

To explore these questions, we conducted an experiment involving 123 participants, in which they were embodied in a gender-matched generic avatar. We chose to use generic avatars to obtain both low and high embodiment ratings across participants, as using personalised avatars might have led to high embodiment ratings for most participants [Waltemate et al. 2018] which would have prevented us from exploring the influence of individual traits on embodiment. Participants saw the virtual environment through an HTC Vive PRO HMD, while their hand movements were tracked using the Vive controllers. The FinalIK plugin was used to animate the participants’ avatar with Inversed Kinematics and to provide visuomotor feedback, based on the participants’ head (HMD) and hands (controllers) movements. The avatar was calibrated according to participants height and arm span.

The main experimental task was a visuomotor task involving the upper-body in order to elicit the sense of embodiment over the avatar. Participants sat in front of a real table and saw a similar co-located virtual table, while being immersed in the virtual environment from a first-person perspective (Figure 5.4, left). Participants were instructed to reproduce 2D trajectories that were displayed on a virtual screen in front of them (see example in Figure 5.4, left), with their left or right hand according to instructions. The trajectories were chosen to be relatively simple (number eight, circle, triangle, etc), to avoid a high cognitive load which could have distracted participants from their avatar and the environment. The task lasted two minutes during which participants saw their avatar moving synchronously according to their movements.

After the achievement of the task, a virtual character entered the room and stabbed the virtual hand with a knife. We recorded participants’ hand reaction to the threat. This is a situation typically used in embodiment studies to provide an objective measure of the sense of embodiment, where participants who feel embodied in their avatar are more likely to remove their hand [Ehrsson et al. 2007].

Participants were then asked to fill in a number of questionnaires, always using the Likert scales proposed in the corresponding questionnaire. First, questionnaires on the sense of embodiment (19 items) [Gonzalez-Franco and Peck 2018] and on the sense of presence (6 items) [Usoh et al. 2000]). Participants then answered four additional questionnaires, chosen to explore aspects we believed could influence embodiment, while ensuring that the duration for answering all these questionnaires was reasonable. These included two well-known Big Five questionnaires: the 44-item Big Five Inventory (BFI) [John et al. 1991], providing
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a good trade-off between length and completeness [John, Srivastava, et al. 1999], as well as the Ten Item Personality Inventory (TIPI) [Gosling et al. 2003], to evaluate whether a shorter questionnaire would lead to similar correlations with the sense of embodiment. Then the 24-item IPC scale [Levenson 1981], which determines LoC according to three dimensions: Internal, Powerful others and Chance. These dimensions typically mean that someone with an external LoC will tend to think that everything happens because of fate (chance type of locus) or powerful people (powerful others type of locus), while someone with an internal LoC will tend to think that he/she can change events with his own will and actions. Finally, the 18-item Body Awareness Questionnaire (BAQ) [Shields et al. 1989]. On average, participants took 20 minutes to answer all the questionnaires. Pearson correlations were then computed to explore potential links between the different components of embodiment and the other questionnaires.

Main Results

First, we observed from our experiment that embodiment scores showed a high variability across our 123 participants, ranging from low to high levels of embodiment: body ownership scores were average overall, agency and self-location scores were slightly higher, and both external appearance and threat perception scores were particularly low. On average participants felt in control of the avatar’s movements, but did not really have the feeling that the avatar looked like them, which is what we expected as we chose to use a generic avatar. The later was particularly true for female participants, which seemed to be related to the fact that the generic female avatar had less average physical characteristics regarding the population of the experiment than the male avatar. This potentially suggests that the avatar’s visual resemblance also influenced these results, as well as highlights the importance of avatar personalisation as shown by previous studies [Waltemate et al. 2018; Fribourg et al. 2020a]. Overall, these results confirm some of our previous observations that some people easily believe in the virtual embodiment illusion, while others are less receptive.

In conducting this study, we expected some of the studied internal factors to influence the sense of embodiment. Our results suggest that Big Five personality traits and body awareness do not explain for differences in the level of embodiment of different participants. We only found a positive correlation between neuroticism and the reaction to threat (both in embodiment questionnaires and in actual behavioural responses). Even though body ownership scores tended to be low for people with high body awareness, the results were not significant.

Interestingly, our results demonstrated that the Locus of Control is correlated to some extend with components of the sense of embodiment: an internal LoC was found to be correlated with agency, while an external LoC seems to be linked to body
ownership. Therefore, it seems that people who feel a higher control on happening events tend to also experience a higher control of their virtual body, and might therefore feel more responsible of the avatar’s movements. In contrast, body ownership seems to be influenced by external dimensions of the LoC. People with an external LoC tend to think that things happening to them depend mostly on the influence of other people or chance, and might feel more easily embodied in a virtual representation.

Finally, our results showed similar correlations of personality traits with presence than in previous studies, namely a correlation with agreeableness, as well as with an internal Locus of Control. Our goal was to validate that our experimental setup provided a similar basis than previous studies, to simultaneously strengthen the value of any results found in terms of influence of personality traits on the sense of embodiment.

**Conclusion**

This experiment on the sense of embodiment, in which 123 participants took part, is to our knowledge the first VR experiment measuring embodiment as well as several personality traits and body awareness. Given the amount of personality and cognitive models as well as questionnaires in the literature, we decided to focus on some of the most common models (i.e., Big Five, Locus of Control, Body Awareness). Our results confirmed that the locus of control provides some information about the sense of embodiment, but that Big Five personality traits and body awareness do not seem to be influencing factors. Given the interest in understanding how users’ individual characteristics can influence the sense of embodiment, such as to maximise their sense of embodiment or to adapt their virtual experience, we believe that this work is a valuable first step in this direction.

---

**CHAPTER CONCLUSION**

This chapter presented some of our contributions related to the perception of avatars, i.e., the users’ representation in immersive situations, which we explore through the psychological construct of virtual embodiment. Our global objective is to improve avatars in VR by a) enhancing our understanding of how users perceive their avatar and which factors influence their sense of embodiment, and b) exploring novel interaction techniques and representations that draw from these insights to increase users’ sense of embodiment. Most of the research we performed on this topic was achieved thanks to the hard work of Rebecca Fribourg and Diane Dewez during their PhDs, which were framed within the Inria Research Challenge Avatar.

Overall, our results show that the sense of embodiment is a complex psychological process, which can be influenced by numerous factors, both internal and external to the
user. While our work has contributed to better understanding the influence of some of these factors, as well as their inter-relations, much is still left to explore on these topics. Over the studies we performed, maybe one of our most important result is the importance of the level of control that users expect to have in such experiences. This is something that we observed in several studies, e.g., in terms of preference for increasing first control over appearance [Fribourg et al. 2020a] or in terms of potential mismatch between the type of control available and the realism of the visual representation [Argelaguet et al. 2016], even though we also demonstrated that it is possible to make people overestimate their actual level of control in some circumstances [Fribourg et al. 2021b].

This thirst for Control is directly linked to the question of how we animate these avatars, which is highly related to Chapters 2 & 3. Our observations is that most current work still rely on simple animation techniques, e.g., Inverse Kinematics using the head and hand positions (3-point IK), sometimes including feet (5-point IK) and additional pelvis information (6-point IK). In a minority of cases, higher quality motion capture systems are used (e.g., Xsens, Vicon, Optitrack), while we have observed a clear preference for motion capture based animation when asking participants [Fribourg et al. 2020a]. As some participants reported, in several of our studies using IK, to be disturbed by animation artifacts (in particular related to leg movements [Dewez et al. 2019]) we believe that higher quality animation approaches specially tailored for VR purposes will be necessary in the future. The challenge in designing such approaches is to be able to display natural motions based on information from few consumer-level interaction devices (typically hand-held controllers, HMD, and trackers). While some recent approaches are going in this direction, either by proposing upper-body VR-tailored IK approaches based on heuristics [Parger et al. 2018] or by relying on deep learning models to predict lower-body poses from head, hands, and pelvis positions [Yang et al. 2021], we are still a long way from being able to generate high-quality motions for avatars in VR, with approaches designed with virtual embodiment in mind.

Considering virtual embodiment is however something that we have already started to explore in the context of interactions in VR, by exploring how to design interaction techniques compatible with avatars. We call such techniques “Avatar-Friendly” techniques [Dewez et al. 2021], and define them as techniques which take the user’s avatar into account in the design process to preserve both user performance and the sense of embodiment. As most interaction techniques were not designed with avatars in mind, our goal is therefore to go beyond the standard process typically based on user performance to also account for the actual perception of the avatar as well. For instance, different anisomorphic manipulation techniques have been proposed to enable users to interact remotely or more finely in VR, and which therefore distort users’ motions. As such techniques were not originally designed to be used with avatars, they can negatively impact the sense of embodiment as they create a mismatch
between the performed and displayed actions. For this reason, we explored whether a dual avatar representation might make such interaction techniques more “avatar-friendly” [Dewez et al. 2022]. While we found in that specific case that users preferred having a single representation, despite similar embodiment scores between single and dual representations, we believe that there is value in this process of designing interaction techniques aiming at preserving both user performance and the sense of embodiment. This work started during the PhD of Diane Dewez, and is now being further explored in the PhD of Maé Mavromatis, in collaboration with Ferran Argelaguet and Anatole Lécuyer.

Another major challenge in evaluating users’ perceptions of their avatar lies in the actual measurement of their level of embodiment. Despite their clear limitations, the research community still commonly relies on subjective questionnaires. While several attempts have been made recently to have more “standard” questionnaires [Gonzalez-Franco and Peck 2018; Roth and Latoschik 2020; Peck and Gonzalez-Franco 2021], because of differences specific to each experiment the individual elements of these questionnaires can vary significantly from one study to another. Also, these questionnaires typically provide discrete measurements of the sense of embodiment: in most cases a single occurrence at the end of the experiment or of each specific condition. These limitations demonstrate the need for novel, if possible less subjective, ways of measuring the sense of embodiment. In this sense, exploring novel methodologies to evaluate how users perceive their avatars, as we explored with the subjective matching technique to study inter-relations between factors [Fribourg et al. 2020a], seems to be a promising direction. Similarly, other types of objective measures other than the response to a virtual threat would be valuable, as they could also provide the ability to measure a more “continuous” level of embodiment, potentially exploring ways of measuring when the sense of embodiment is impaired in a way similar to what has been done with Breaks in Presence [Slater and Steed 2000]. Finally, as previously mentioned in the Focus 2, we still do not understand well how individual differences influence our abilities to feel embodied in avatars in VR. While several studies seem to agree that the Locus of Control does provide some information, it would also be interesting to push this direction of research further, to potentially be able to know in advance how embodied a given user will be in a specific experience. This could enable designers to tailor the experience to maximize each user’s sense of embodiment (e.g., through automatic preselection of a visual appearance or style of the avatar).

To conclude this chapter, we would also like to point that while most of our work explores virtual situations replicating real-life ones, the ability of embodying a virtual avatar also opens up novel possibilities far beyond what we can experience in real-life. We explore some of these aspects, such as to understand how users perceive an avatar with structural differences by embodying a six-digit realistic-looking virtual hand [Hoyet et al. 2016a], how users feel in control of a shared virtual avatar they are embodied in [Fribourg et al. 2021b], or whether
we can increase the sense of embodiment using dual body representations in anisomorphic manipulations [Dewez et al. 2022]. We believe that exploring these questions is also extremely important, as results from such original experiments have the potential to unfold a new range of applications in the fields of VR-based training, education, or even reeducation.
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Perspectives

This manuscript presented an overview of the work we performed over approximately the last
ten years on the topic of creating visually plausible virtual humans. Our research was largely
driven from Computer Graphics and Applied Perception paradigms, with applications for
the movies and video-games industries. Hence the importance in our research questions
of being able to balance visual quality with computational and economical constraints,
i.e., being able to identify how much can be computed interactively, to estimate the visual
plausibility of the resulting animations, and to provide insights on how to create plausible
motions from the viewer’s point of view. Over this period, we believe that our most
worthy achievements are the following.

• We performed numerous perceptual studies exploring a variety of questions related
to the perception of virtual character motions, most of them directly related to the
topics presented in the different chapters of this manuscript. In total, approximately
1700 participants took part in more than 35 different experiments. Even though these
numbers do not represent unique participants, they demonstrate some of the energy
and time required to explore the topics presented here.

• Amongst these studies, many of them were performed with the target of creating life-
like virtual characters, a target which evolved over the years towards creating life-like
animated crowds in which users can immerse themselves using VR. This objective
is extremely challenging as it requires expertise in many areas, such as computer
animation, crowd simulation, virtual reality, biomechanics, evaluation methods (often
inspired from the fields of experimental psychology and psychophysics), etc. The
complementary expertise of all the persons involved in our research projects enable
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us to contribute to all the different areas involved in creating such immersive life-like virtual crowds. For instance, we explore novel methods for creating motion variety both at the individual and collective levels, where one of our main objective is to be able to create characters with perceivable individual characteristics while simultaneously maintaining a visual coherence at the collective level. We also contribute to novel crowd simulation approaches, as well as to exploring novel ways of understanding human behaviour by immersing people using VR. This puts us in an original position of being able to study increasingly more complex and ecological situations, while simultaneously exploiting the results of such immersive studies to further improve animation techniques.

• In a relatively short time, we have managed to position ourselves at the international level on the topic of avatars. By relying on our combined expertise on computer animation techniques and virtual reality, we believe that we have significantly contributed to improving our understanding of some of the factors that influence the sense of virtual embodiment, and are now able to explore in a unified framework research questions related to both avatar interaction and avatar embodiment.

The remaining of this chapter will now detail some of the questions we are planning to explore in the near future. These research directions (summarized in Figure 6.1) are driven by a number of ongoing research projects and PhDs, and will mostly continue to be organised around the four objectives presented in Chapter 1. In short, our objective is to explore a) novel animation techniques for creating perceptual motion variety for individuals and groups, b) novel ways of designing character interactions from user demonstrations in VR, and c) novel animation and interaction techniques specifically designed for avatars to account for both performance and sense of embodiment.

MOTION VARIETY

We believe that we are still lacking in efficient animation techniques that would enable us to easily create motions that are adapted to the individual characteristics of virtual characters, and that are necessary for helping in creating variety in animated crowds. As mentioned in Chapter 2, this means that in most cases animating virtual characters still relies on a small number of generic motions, that are used with little consideration of the actual characteristics of the animated character. For these reasons, we want to further explore two main directions concerning motion variety in the near future.

First, we believe that identifying the parameters that affect how viewers perceive individual characteristics is particularly relevant to create motions with characteristics that are
perceived and identified as such by viewers. If we consider the ‘simpler’ case of locomotion, we are interested in making characters distinguishable by the way they walk (PhD of Benjamin Niay, ANR JCJC Per²) depending on their individual characteristics (e.g., walking style, morphology, physiology, age), just like real humans are. For instance, we are interested in exploring how to create motions that are perceived as corresponding to the motion of someone tall, small, heavy, young, old, etc. This is particularly challenging as it requires to acquire a considerable dataset of human motions representative of a large range of individual characteristics, before identifying which motion features are perceptually relevant for variety using statistical and data mining approaches. Then, the challenge becomes to be able to synthesise natural motion variations based on these perceptual features, while maintaining both the visual realism of the resulting motion, as well as identifiable individual characteristics. We are also currently exploring the use of machine learning approaches to synthesize character motions usable in industry-standard productions (PhD
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Lucas Mourot, CIFRE InterDigital), e.g., by creating more detailed or varied animations, by synthesizing additional joints not observed during data acquisition, or by “upsampling” existing animations. Our idea is that it should be possible to learn a detailed, compact, and expressive representation of human motion, so that such additional details can be inferred from lower-quality animations with the goal of efficiently introducing motion variety.

Second, we are also interested in the question of the perception of variety in animated crowds, as we found somehow contradictory results in previous studies: we found that the introduction of a few shoulder animations when characters walked pass each other at close distances improved the overall naturalness of crowd animations [Hoyet et al. 2016b], possibly because of the task-dependent variety we introduced, but also that viewers could hardly differentiate crowd animations with only two unique motions from those involving more unique animations [Adili et al. 2021]. As we also found that there are clear differences in how visually distinctive some individual motions typically are [Hoyet et al. 2013], we are therefore interested in exploring further the question of whether the perception of motion variety is more related to task-dependent than individual-dependent variety. In other words, is it more important to display characters performing a variety of actions, e.g., avoiding in different ways other characters, talking on the phone, hurrying through the crowd, than displaying a variety of motions adapted to the characteristics of the users, e.g., motions of both old and young characters. We are also interested in exploring this question in the context of immersive virtual crowds (Robin Adili, ANR JCJC Per^2). To our knowledge, all the previous studies on this topic have focused on crowd animations presented from a top-down or canonical viewpoint, as viewed from an bird’s-eye observer. However, being immersed in a virtual crowd means that viewers will be interacting with virtual characters from a viewpoint similar to real-life situations. We believe that the question of motion variety might become more crucial in such cases, as idiosyncrasies might become more perceivable as we repeatedly interact with characters replicating the same motions. As viewers navigate through the virtual crowd, the temporal repetition of motion variations might therefore increase, as viewers would come into contact with the characters animated with the same motion in a temporal more than spatial manner.

Animation by Demonstration using VR

In the near future, we are also planning to explore how to further bring users into the design of virtual characters by enabling them to demonstrate interactions using VR. Today, designing how characters behave and move is typically done by relying on behaviour models, potentially associated with animation data for displaying full-body motions. These models are often manually scripted by designers (e.g., using Behaviour trees or Finite State
Machines), or abstracted from real-world data which can sometimes be difficult to acquire. For instance, creating a locomotion controller requires to capture a number of motion clips and to organize them in such a way that they can be controlled to make the character walk with the desired direction and velocity. However, capturing and organizing motion data is time consuming, and in more complex cases identifying in advance which motion clips might be required can be difficult. In can therefore easily result in missing animation clips to cover the whole animation space required for a specific application, which in turn requires to organise novel motion capture sessions, etc. Similarly, collision avoidance models are often calibrated using crowd datasets, i.e., real-world trajectories from numerous people moving together in a same location, which involves costs, logistical, ethical and technical constraints. We are therefore interested in exploring novel ways of letting users demonstrate relevant interactions by interacting directly with virtual characters using VR, in order to facilitate the collection of human motions and behaviours. To explore these questions, we project to explore the two following directions.

First, we plan to explore new ways to endow virtual characters with novel behaviours by letting users **demonstrate behaviours by interacting directly with virtual characters in immersive situations** (PhD of Vicenzo Abichequer Sangalli, H2020 ITN CLIPE). To illustrate, let us consider the case of a virtual character without any avoidance ability, i.e., who does not know how to avoid other characters or users. Our objective is to let users directly interact with the character, so that they demonstrate to the virtual character how to react in a specific situation to avoid colliding with others. In turn, the character will start to learn a number of interaction abilities, that will enable him/her to more naturally interact with other characters and users. A similar approach could be followed to endow other abilities to the virtual characters, e.g., by demonstrating how one would interact with specific elements of the virtual environment such as in the case of a train station (i.e., identifying how to interact with a ticket machine vs. opening a door). This problem however raises a number of important challenging questions. In particular, one of the main challenge is to appropriately identify which are the relevant parameters describing a specific situation. In our previous example, this would consist in identifying automatically the parameters informing that the virtual character is in a future colliding situation. While there is a large related literature in the case of collision avoidance, there is also the question of how to generalize the approach to more complex examples. Once these relevant parameters are identified, we can also wonder how to appropriately introduce variations in the interaction abilities learned by virtual characters, so that they do not repeat exactly the same motion every time they encounter the same situation (which also creates a nice link with the previous research direction). It also raises the question of how users would identify when and what type of motions they should demonstrate. One solution that we have in mind is to explore an
iterative process where users identify that the character is not behaving appropriately, and could therefore switch to a ‘demonstrator’ mode where they directly demonstrate potential past reactions to the character. This is something that could be performed during the design process, or that could open the possibility of collaboratively elaborating complex human behaviours. This is clearly a difficult problem, nevertheless we believe that such an approach can also be extremely valuable in the creative process, and potentially help designers and animators in creating natural interactions more easily by being immersed in a virtual environment and directly interacting with virtual characters.

Second, we want to explore leveraging VR to acquire varied synthetic datasets of character interactions (PhD of Tairan Yin, H2020 ITN CLIPE), involving a number of persons demonstrating interactions in various situations. In many cases, such real-world datasets are crucial to further our understanding of human motions and behaviours, and are used to design, train, calibrate and evaluate models. However, they can sometimes be complex to acquire because of costs, logistical, ethical and technical issues, especially when numerous persons are required. A typical example would be the crowd datasets mentioned above, but could be generalized to any dataset of interactions between persons including body motions, trajectories, sound, etc. We are therefore interested in exploring novel ways of acquiring such complex datasets using VR. We have recently performed our first significant step in this direction by proposing the first prototype of the One-Man-Crowd paradigm [Yin et al. 2022], in which a single user is immersed in virtual scenarios where he/she successively acts each individual member of a virtual crowd. By relying on virtual reality and motion capture techniques, we are able to record the past trajectories and body movements of the user, to display them on virtual characters, and to enable the user to progressively build the overall crowd behaviour by him/herself. We also demonstrated that natural collective behaviours can emerge from virtual crowd data generated using our approach, even though the variety in behaviours is lower than in real situations. While the first results are extremely promising, they also raised a number of questions which we want to further explore. For instance, a major limitation of the OMC paradigm is the presence of a variety bias, i.e., some specific individual behaviours are further amplified as a single participant is acting the motions of the whole crowd, instead of being averaged out when each person in the crowd is a unique individual. We are therefore interested in exploring whether this variety bias can be limited, either by finding a way to compute specific interaction characteristics from numerous single-user examples, or by exploring different ways of immersing a limited number $N$ of users, where $N$ would be as small as possible. The other major limitation is that OMC leads to unilateral interactions by nature, since only the immersed participant can react to virtual agents, but not conversely, which we call the asynchrony bias. This raises a number of interesting challenges to potentially compensate this limitation, for which we want to
explore several solutions: i) acting each agent individually for a specified time period, then for the following time period and so on; ii) exploring the possibility of acting iteratively a number of agents until convergence of the interaction (e.g., in a dual interaction between agents A and B, let the user controlling A, then B to unilaterally interact with A, and then A again to interact unilaterally with B, etc.); iii) using standard animation techniques to correct previously recorded motions when the user’s action would violate the previously recorded situations. While such possible solutions might enable us to generalise the use of OMC for other types of scenarios, they also raise additional important questions, such as whether alterations would reduce the realism of the generated dataset, whether iterative interactions would converge, etc. Finally, generating such synthetic datasets using VR also raises the general question of their validity and usability in designing, training or calibrating models. While natural characteristics and behaviours can emerge from these situation, it is still unclear whether their usage would be on par with real-world datasets, or to which extend they are able to capture the subtleties that can be found in real-world situations. In any case, the general objective is to explore a) the potential of such approaches to generate synthetic datasets of character interactions, and their validity in comparison to real ones, and b) to generalize their application beyond crowd datasets to explore increasingly more complex and ecological scenarios involving interactions between persons.

Avatar-Friendly Animation & Interaction Techniques

The last principal research direction which we will be exploring is related to avatars. Despite the advances made in designing and controlling these avatars, as well as in understanding the factors that affect users’ abilities to feel embodied in them (i.e., their sense of virtual embodiment), we are still lacking in animation and interaction techniques specifically designed for avatars. For this reason, we are particularly interested in exploring the idea of designing “Avatar-Friendly” techniques, which as defined in Chapter 5 refer to techniques which take the user’s avatar into account in the design process to preserve both performance and the sense of embodiment. In particular, we are interested in exploring two principal research directions.

First, we are interested in adapting or proposing interaction techniques compatible with avatars (PhD of Maé Mavromatis, Inria Challenge Avatar). To interact with virtual environments, a large number of interaction techniques have been proposed, aiming at covering manners of interacting ranging from “natural” interaction methods (i.e., aiming to mimic real-life interactions, such as grabbing a virtual object with a virtual hand), to more “super-natural” interaction methods (i.e., exploiting non-realistic constraints made possible by VR, such as teleporting, flying, grabbing objects at a distance). However, each
interaction technique can potentially disrupt the virtual embodiment, e.g., because of its influence on the visual representation of the avatar, or because of physical inconsistencies with users’ real and displayed motions. Similarly, the avatar can also hinder the interaction process, e.g., by occluding virtual objects and therefore hinder their manipulation. Our goal is therefore to further understand the causes of such disruptions, and to propose novel “avatar-friendly” interaction methods, providing effective interaction but compliant with virtual embodiment. For instance, we are interested in exploring the extent to which we can alter users’ motions and visual representations when using “super-natural” interaction techniques, while simultaneously maximizing the resulting sense of embodiment.

Second, we are also interested in adapting existing animation methods, used to drive the avatar’s motions, to account for virtual embodiment. As mentioned in Chapter 5, avatar animations are typically driven by traditional character animation techniques, similar to the approaches we rely on in Chapter 2. While motion capture systems provide a high-quality control over the avatar’s motions, it is unrealistic to expect such systems to be deployed in consumer-level applications in a near future. While video-based approaches might become a valuable alternative one day, most applications still rely on animations driven from users’ hand-held controllers, HMD and more occasionally additional trackers (e.g., 3-point to 6-point IK). We therefore believe that there is a need to bridge the gap between motion-capture-based and IK-based avatar control, while considering their effect on virtual embodiment. We are interested in exploring recent advances in character animation techniques, e.g. Deep Learning based approaches, which might be valuable for VR and avatar-based applications. In particular, we are interested in exploring how to adapt these novel methods to tailor them for avatar applications, so that we can balance required input (i.e., how much of the user’s motions need to be captured) and the resulting sense of embodiment experienced by users. In our opinion, this is a particularly interesting direction to explore given that the quality of the control of the avatar was identified to be a major factor of influence towards the sense of embodiment. In the long term, our goal is also to work towards a convergence of traditional animation approaches at large and avatar-based approach, to reach similar levels of realism by exploring the effect of introducing more subtle details, such as fingers and facial animations.

**Conclusion**

In this manuscript, we presented our contributions towards creating perception-based character animations, i.e., studying and understanding how viewers perceive virtual characters in order to make them increasingly visually more plausible. This section then presented some of the research directions that we are planning to explore in the near future, or are
already exploring though a number of ongoing research projects and PhDs. We believe that these research directions raise numerous challenges, which when solved will have brought us important fundamental knowledge, technical models, valuable experience, as well as closer to our general objective.

Finally, I would like to thank again all the persons whom I collaborated with, and without whom all this work would not have been possible. All these contributions are the result of hours and hours of fruitful discussions, meetings, brainstorming, relying on the expertise in several complementary fields of a number of colleagues, on the support of several more senior colleagues who have guided and inspired me over the years, as well as on the dedication of the students whom I had the chance to supervise.
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